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Abstract

Advances in high-throughput technologies have provided us with an unprecedented abun-

dance of molecular datasets. For diseases with complex and multi-factorial etiology, such

as Alzheimer’s disease (AD), the integrative analysis of di↵erent omics data modalities is

the key to understanding molecular pathomechanisms underlying the disease and transla-

tion into e↵ective, novel therapeutic approaches. However, embedding single-omics disease

associations into the wider context of multi-level molecular changes remains a central chal-

lenge. In this thesis, I provide an overview of existing multi-omics integration strategies

and develop a novel network-based integration framework that I apply to create the AD

Atlas, a publicly available web-based multi-omics resource for Alzheimer’s research.

In the first part of this work, I provide an overview of large-scale, multi-omics integration

strategies, focusing on methods that enable the integration of metabolomics data with

other omics datasets. I describe aspects of a typical integration workflow, highlighting

major challenges, such as heterogeneous data modalities, di↵ering identifier namespaces,

and disjoint sample sets. I distinguish between (i) knowledge-based integration, i.e., meth-

ods that use external information to connect di↵erent biological entities, (ii) data-driven

integration, i.e., methods that use statistical and machine learning techniques to infer in-

terconnections from correlation structures within the data, and (iii) composite networks,

i.e., methods that represent relationships between omics layers in heterogeneous network

structures and can be built in a knowledge-based, data-driven or hybrid manner. Fur-

thermore, I introduce AD, a devastating neurodegenerative disorder characterized by the

accumulation of pathogenic proteins in the brain causing neurodegeneration and cognitive

impairment. There is no curative treatment for AD, and previous studies have implicated

complex molecular changes across various omics layers in disease onset and progression.

In the second part, I introduce the AD Atlas (www.adatlas.org), an online multi-omics

resource that integrates over 25 large studies providing disease-relevant information on

20,363 protein-coding genes, 8,396 proteins, 1,328 metabolites, and 43 AD-related phe-

notypes. I describe the methods, tools, and considerations that were used to create the

resource, including a novel network-based integration framework. I used this to integrate

results from numerous AD-specific omics studies from the Accelerating Medicines Partner-

ship - Alzheimer’s Disease (AMP-AD), NIA Genetics of Alzheimer’s Disease Data Storage

iii
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Site (NIAGADS), and other interdisciplinary initiatives into a comprehensive network

structure and complement them with molecular associations from large-scale population-

based studies to provide a global view of molecular changes observed in AD. To assess the

biological content of the AD Atlas, I used deep learning-based dimensionality reduction and

AD-related functional domain annotations, finding evidence that the network structure as

a whole captures relevant biological information.

Finally, I describe the publicly available user interface I implemented to enable e�cient

access to the AD Atlas data. This network-based platform allows researchers to formu-

late molecular hypotheses and retrieve clinically relevant findings that can be validated

in follow-up analyses or experiments. Using multiple showcases, I demonstrate the utility

and relevance of this resource for contextualization of AD research results and subsequent

downstream analyses. For example, using two known AD risk genes as input, I show

how the AD Atlas can be used to identify drug repositioning candidates. This approach

identifies Candesartan and Levetiracetam, two compounds currently tested in clinical tri-

als (reproducing previous research), and multiple other candidates that may be equally

promising (adding additional insights).

In conclusion, the presented AD Atlas is a unique multi-omics resource that provides

global molecular views on AD as well as a large set of analysis tools to contextualize

molecular hypotheses in a multi-omics context. The work and future extensions presented

in this thesis are broadly applicable and thus provide a global framework for the integrative

analysis of complex diseases.



Zusammenfassung

Durch die Weiterentwicklung und stetige Verbesserung von modernen Hochdurchsatztech-

nologien werden immer mehr qualitativ hochwertige molekulare ’-Omics’ Datensätze gener-

iert. Bei Krankheiten mit komplexer und multifaktorieller Ätiologie, wie z.B. Morbus

Alzheimer (AD), ist die integrative Analyse dieser Omics-Daten ein wertvoller Ansatz um

die der Krankheit zugrunde liegenden Pathomechanismen zu verstehen und neue ther-

apeutische Ansätze zu entwickeln. Die Betrachtung einzelner Erkenntnisse im Kontext

vielschichtiger molekularer Veränderungen bleibt jedoch eine zentrale Herausforderung. In

dieser Arbeit stelle ich verschiedene Ansätze vor um heterogene molekulare Daten (Multi-

Omics) zu integrieren. Zudem entwickle ich eine neue netzwerkbasierte Integrationsstrate-

gie, die ich nutze um den AD Atlas zu entwickeln, eine ö↵entlich und frei zugängliche

Multi-Omics-Ressource für die Alzheimer-Forschung.

Im ersten Teil dieser Arbeit gebe ich einen Überblick über globale Multi-Omics-Integrations-

strategien und konzentriere mich dabei auf Methoden, die die Integration von Metabolomics-

Daten mit anderen Omics-Datensätzen ermöglichen. Ich beschreibe die unterschiedlichen

Aspekte eines typischen Integrations-Workflows und gehe auf wichtige Herausforderungen

ein, wie z.B. heterogene Datenmodalitäten, unterschiedliche Bezeichnungen für biologis-

che Entitäten (z.B. Gennamen) und disjunkte Probensätze. Ich unterscheide zwischen

(i) wissensbasierter Integration, d.h. Methoden, die externe Informationen nutzen, um

verschiedene biologische Entitäten miteinander zu verbinden, (ii) datengesteuerter Inte-

gration, d.h. Methoden, die statistische Methoden nutzen, um aus Korrelationsstrukturen

innerhalb der Daten auf Zusammenhänge zu schließen, und (iii) zusammengesetzten Net-

zwerken, d.h. Methoden, die Beziehungen zwischen den einzelnen Omics-Daten in het-

erogenen Netzwerkstrukturen darstellen und auf wissensbasierte, datengesteuerte, oder

hybride Weise aufgebaut werden. Des Weiteren stelle ich Morbus Alzheimer vor, eine ver-

heerende neurodegenerative Erkrankung, die durch die Ansammlung pathogener Proteine

im Gehirn gekennzeichnet ist und zu Neurodegeneration und kognitiven Beeinträchtigungen

führt. Für Alzheimer gibt es noch keine Heilung und Studien zeigen, dass die Entstehung

und der Verlauf dieser Krankheit durch komplexe molekulare Veränderungen beeinflusst

werden.
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Im zweiten Teil stelle ich den AD Atlas (www.adatlas.org) vor, eine Online-Multiomics-

Ressource, die mehr als 25 große wissenschaftliche Studien integriert und krankheitsrele-

vante Informationen für über 20.363 proteinkodierende Gene, 8.396 Proteine, 1.328 Metabo-

lite und 43 Alzheimer-spezifische Phänotypen beinhaltet. Ich beschreibe die Methoden

und Werkzeuge, die zur Erstellung der Ressource verwendet wurden, einschließlich eines

neuen netzwerkbasierten Integrationskonzepts. Mit diesem Ansatz habe ich die Ergebnisse

zahlreicher quantitativer Omics-Studien aus Alzheimer Kohorten und interdisziplinären

Initiativen in eine umfassende Netzwerkstruktur integriert und mit molekularen Assoziatio-

nen aus bevölkerungsbasierten Studien ergänzt, um eine globale Sicht auf die molekularen

Veränderungen in Alzheimer zu bekommen. Für die Bewertung des biologischen Inhalts

des AD Atlas, habe ich eine auf Deep Learning basierende Dimensionalitätsreduktion und

Alzheimer-bezogene funktionelle Annotationen verwendet. Die Ergebnisse deuten darauf

hin, dass die Netzwerkstruktur als Ganzes relevante biologische Informationen erfasst.

Abschließend beschreibe ich die ö↵entlich zugängliche Benutzeroberfläche, die ich imple-

mentiert habe, um einen e�zienten Zugri↵ auf die AD Atlas-Daten zu ermöglichen. Diese

netzwerkbasierte Plattform ermöglicht es Forschern eigene Hypothesen zu formulieren und

klinisch relevante Ergebnisse abzurufen, die in Folgeanalysen oder Experimenten validiert

werden können. Anhand mehrerer Beispiele demonstriere ich den Nutzen und die Relevanz

dieser Ressource für die Alzheimer-Forschung. Anhand von zwei bekannten Alzheimer-

Risikogenen zeige ich beispielsweise, wie der AD Atlas verwendet werden kann, um Kandi-

daten für die Neupositionierung von Medikamenten zu identifizieren. Mit diesem Ansatz

werden zwei Wirksto↵e, Candesartan und Levetiracetam, identifiziert, die derzeit in klin-

ischen Studien getestet werden, sowie mehrere andere Kandidaten, die ebenso vielver-

sprechend sein könnten und zusätzliche Erkenntnisse liefern können.

Der vorgestellte AD Atlas ist eine wichtige neue Multi-omics-Ressource, die eine globale

molekulare Ansicht auf Alzheimer bietet und eine Vielzahl an Analysewerkzeugen bietet,

um auf molekulare Daten basierende Hypothesen zu kontextualisieren. Die in dieser Ar-

beit vorgestellten Konzepte und Erweiterungen sind vielseitig anwendbar und bieten einen

globalen Rahmen für die integrative Analyse auch anderer komplexer Krankheiten.

www.adatlas.org
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Overview and objectives 1
In recent years, technological and computational advances have propelled molecular biol-

ogy into a high-throughput and big-data era. It has become possible to simultaneously

measure hundreds to thousands of molecules in a biological sample. This has provided

researchers with highly valuable, so-called ’omics’, datasets, including genetic sequence

data (genomics, transcriptomics), protein abundances (proteomics), and metabolite lev-

els (metabolomics). In recent years the integrative analysis of di↵erent data modalities

has become increasingly important as an addition to single omics studies. In so-called

multi-omics analyses, researchers combine di↵erent omics datasets (e.g., genomics, tran-

scriptomics, and metabolomics) to gain a more comprehensive picture of the molecular

mechanisms of biological systems and pinpoint potential causative changes that lead to

disease [1]. Especially for complex, heterogeneous, and untreatable diseases such as AD,

integrative analyses are desperately needed to further understand disease mechanisms and

ultimately identify novel therapeutic targets. However, large-scale multi-omics studies still

face critical challenges, such as inadequate sample sizes and the lack of universal protocols

and standardized analysis pipelines [2].

International and interdisciplinary research e↵orts have made significant investments to

thoroughly characterize large cohorts, provide high-quality quantitative omics datasets,

and share them with the broader research community [3, 4, 5]. Nonetheless, integrative

analyses are complex, partly due to the high degree of data heterogeneity, which includes

di↵erent data formats (CSV, Excel, JSON), and types (quantitative vs. qualitative). In

addition, not all omics modalities are necessarily available for the same set of samples,

for example, due to budget restrictions or sample availability. Consequently, each data

set requires di↵erent processing, and careful consideration must be given to determine

how to interconnect the existing datasets best. Another challenge is the high complexity

of relationships between and across di↵erent omics entities (e.g., genes, transcripts, and

metabolites) and finding comprehensible representations for these vast amounts of data [6].

To this end, networks provide an intuitive and mathematically-well defined framework to

store and interconnect diverse biological domains [7, 8]. They enable the application of

established graph algorithms, such as module identification [9], and can be simplified to

1



2 CHAPTER 1. OVERVIEW AND OBJECTIVES

provide more interpretable views by operations, such as edge contraction, i.e., joining nodes

after the removal of an edge. However, building such an integrative network view from

heterogeneous data requires extensive domain knowledge. Furthermore, significant e↵ort

is needed to develop appropriate data structures e�cient enough for downstream analysis

and flexible enough to allow the inclusion of new data types [8].

Lack of (bio)informatic expertise, missing domain knowledge, and insu�cient computa-

tional resources present a bottleneck in translating heterogeneous scientific data into in-

sights and, ultimately, new therapeutic approaches. Therefore, there is an urgent need for

research frameworks and resources that facilitate the integration of heterogeneous omics

data and that enable researchers - with or without a computational background - to lever-

age existing data and generate new insights through integrative analyses.

1.1 Scientific aims

This thesis aims to provide an overview of current multi-omics integration strategies and to

develop a novel network-based multi-omics framework that enables the large-scale integra-

tion and analysis of heterogeneous (AD-related) data. The following objectives summarize

the aims of this work:

1. Provide an overview and methodologically categorize current multi-omics data in-

tegration strategies and workflows that can combine metabolomics data with other

omics, emphasizing their application potential, strengths, and drawbacks.

2. Develop a network-based framework that allows the large-scale integration and analysis

of heterogeneous molecular data collected across cohorts for AD research.

3. Implement a flexible user interface that supports the full exploration, visualization,

and analysis of multi-omics data through the generation of context-specific molecular

networks.

4. Demonstrate the usability and relevance of the developed resource for AD research.

1.2 Outline

The content of this work is visually outlined in Figure 1.1 and is structured as follows:

Chapter 2 provides an in-depth introduction to and discussion of current multi-omics inte-

gration methods, particularly focusing on the integration of metabolomics data. I introduce

integration methods that enable researchers to analyze large-scale, heterogeneous biological

datasets and identify their respective application potential and weaknesses. Furthermore, I

explore simultaneous and step-wise integration strategies and categorize existing methods

into knowledge-based, data-driven, and composite network approaches.
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Chapter 3 introduces the neurodegenerative disorder AD, providing an overview of disease

hallmarks, current research challenges, and existing multi-omics resources.

Chapter 4 provides an overview of key AD cohorts, datasets, and methods that I used in

the development of the AD Atlas – an integrative, multi-omics AD resource presented in

Chapter 5. In addition, this Chapter introduces analytical concepts for the downstream

analysis of multi-omics networks that were used throughout this work and provides details

on the technical framework of the resource and the accompanying user interface.

Chapter 5 presents the AD resource that I built using the developed integration frame-

work. The AD Atlas is a network-based data integration resource for studying AD, its

biomarkers, and related (endo-)phenotypes in a multi-omics context. I used an extended

quantitative trait loci (QTL)-based integration method paired with a composite network

approach to combine data from over 25 large-scale studies. To enable access to this re-

source, I built a user-friendly, network-based interface where users can explore entities

(metabolites, genes, AD-phenotypes) of interest in a multi-omics context through pro-

vided tools. Finally, I demonstrate the usability and relevance of the AD Atlas for AD

research through multiple showcases covering both hypothesis-driven and exploratory re-

search questions.

Chapter 6 discusses current multi-omics integration strategies and the value of the AD

Atlas as a multi-omics research resource. Furthermore, I highlight the potential of this

framework for AD research and other complex diseases. Lastly, I critically reflect upon

current limitations and future perspectives for the AD Atlas.

Chapter 7 concludes this work with a summary, highlighting my scientific contributions

to AD multi-omics research.
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Figure 1.1: General thesis overview. First, I briefly motivate this work and provide my scientific
aims (Chapter 1). Next, I introduce and discuss di↵erent omics integration strategies, highlighting
their strengths and weaknesses (Chapter 2). Chapter 3 gives an introduction to AD and in
Chapter 4 I detail key AD cohorts, datasets and methods used throughout this work. I introduce
the network-based, multi-omics integration platform – the AD Atlas – in Chapter 5 and provide a
discussion with future outlooks in Chapter 6. Lastly, I conclude this work in Chapter 7. Figure
adapted from Wörheide et al. [10].
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biomedical research 2
A similar version of this Chapter has been published in [10]:

M. A. Wörheide, J. Krumsiek, G. Kastenmüller, and M. Arnold, “Multi-omics integra-

tion in biomedical research – a metabolomics-centric review”, Anal. Chim. Acta,

vol. 1141, pp. 144–162, Jan. 2021.

Contributions of the lead author were as follows:

• conceptualization of the review (in consultation with co-authors)
• literature review
• drafting the manuscript
• design and implementation of all figures

Critical revision of the article and final approval was given by all.

Advances in high-throughput technologies have enabled the generation of vast amounts of

data on multiple layers of a biological system, including deoxyribonucleic acid (DNA)

sequence data (genomics), ribonucleic acid (RNA) expression levels (transcriptomics),

epigenetic alterations (epigenomics), protein abundances (proteomics), metabolite levels

(metabolomics) and more. Considering each of these biological layers separately, numer-

ous omics studies identified genes, proteins, and metabolites that associate with specific

diseases or phenotypes of interest. For example, high levels of branched-chain amino

acids (BCAAs) and their degradation products have been found as hallmarks of type

2 diabetes [11]; in contrast, Alzheimer’s disease (AD) associates with low levels of these

metabolites [12]. While the identified entities can serve as valuable biomarkers and provide

insights into pathways involved in pathomechanisms, single omics studies do not take into

account the complex interplay of various biological layers. However, disturbances of cross-

omics interactions might play important roles in the development and clinical presentation

of a disease [1, 13]. Therefore, combining omics data from multiple biological domains

5
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(e.g. levels of transcripts, proteins, or metabolites) in multi-omics studies is a promising

approach toward a more detailed molecular understanding of health and disease, as well

as the chain of cause and e↵ect, which is an essential requirement for guiding novel thera-

pies [14]. For example, results from an integrated analysis of large genetic and metabolomic

datasets by Lotta et al. [11] using a Mendelian Randomization approach, were consistent

with a causal role of BCAA metabolism in type 2 diabetes and suggested the PPM1K gene

(genetic variants therein being specifically associated with levels of BCAAs in the blood) as

a potential drug target. PPM1K encodes the mitochondrial phosphatase that activates the

branched-chain alpha-ketoacid dehydrogenase (BCKD) complex, the rate-limiting enzyme

in BCAA catabolism, and was only up-regulated in muscles of healthy subjects but not in

patients with type 2 diabetes in a validation experiment. Although the availability of multi-

omics data does not always allow for direct conclusions on causality, the combination of

multiple layers of evidence in a multi-omics study has been demonstrated to provide more

reliable results and mitigate the risk of false positive findings [15, 16]. Beyond the value

of multi-omics approaches for the investigation of particular diseases, large-scale multi-

omics studies enable the systematic investigation of inter- (e.g. enzymatic conversion of

metabolites) and intra-omics (e.g. protein-protein interactions) relationships independent

of a specific phenotype.

In multi-omics studies, metabolomics occupies a unique position and has received increas-

ing attention in integrative analysis [17]. Metabolites are the downstream output of bi-

ological processes, carrying imprints of genomic, epigenomic, and environmental e↵ects.

They are often referred to as ’the link between genotype and phenotype’ [18] and have

been implicated in numerous diseases, such as AD [19], type 2 diabetes [20], and various

types of cancer [21]. Furthermore, they carry integrated biological and medical signals in

easily accessible biofluids (e.g., blood, urine), making them attractive biomarker candi-

dates [22]. Large-scale epidemiological studies have demonstrated the value of integrating

metabolomics with other omics layers, such as genomics [23,24,25,26], transcriptomics [27]

and epigenetics [28], providing insight into metabolic individuality and links to disease

mechanisms [29, 30]. For example, up to 62 percent of variation in metabolite concentra-

tion levels in two population-based cohorts could be explained by common genetic vari-

ants [25]. Furthermore, it has been shown that DNA methylation a↵ects metabolism [31].

This e↵ect is partly driven by genetic variation, but further depends on environmental and

lifestyle factors, enabling an adaptive response to regular (e.g., food intake) [32, 33] and

specific (e.g., disease) [34] challenges. Changes in the metabolome can, in turn, modulate

the activity of genes and proteins, creating complex feedback mechanisms and interrela-

tionships between omics layers [35]. Therefore, the integration of metabolomics with other

omics layers provides exciting opportunities for the study of disease mechanisms and the

identification of novel therapeutic targets.
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Box 2.1: Important terms and concepts.*

Integration method - A specific method/framework that performs data integra-
tion.

Integration strategy – Summary term for multiple data integration methods that
follow the same principle.

Knowledge-based integration – Relationships between biological entities across
and within omics are established using knowledge bases (extrinsic information).

Data-driven integration – Relationships between biological entities across and
within omics are statistically inferred from multi-omics datasets (intrinsic informa-
tion).

Simultaneous integration – Integration strategies that take into account all avail-
able data by merging the data and performing a single method on the concatenated
matrix.

Single-block methods – Multivariate methods that perform simultaneous inte-
gration and do not take into account heterogeneities between the di↵erent omics
datasets.

Multi-block methods – Multivariate methods that perform simultaneous integra-
tion and can take into account the block structure of multi-omics data by modeling
each block separately.

Step-wise integration – Integration strategies that analyze omics datasets sepa-
rately and integrate the results or models in a subsequent step.

Biological entity – Refers to a measured biological molecule such as protein,
metabolite, or lipid but also includes single nucleotide polymorphism (SNP) and
epigenetic alterations.

*Box reprinted from [10].

To enable the analysis of heterogeneous datasets in multi-omics studies, a plethora of data

reduction, manipulation, and integration techniques have been developed. Previous review

articles have provided comprehensive method summaries for specific integration strategies

such as network inference and analysis [36,37] or machine learning techniques [38,39,40,41],

and have discussed important aspects of metabolite-centered studies [2, 42, 43]. However,

most work concentrates on the integration of two di↵erent data types with respect to a

specific phenotype of interest. Therefore this Chapter will provide an overview of a typical

multi-omics workflow, focusing on integration methods that have the potential to combine

metabolomics data with more than two omics and highlighting their application in recent

multi-omics studies. We will distinguish between integration e↵orts that build prediction

models [44, 45, 46, 47] or identify diagnostic and prognostic biomarker candidates [47, 48]

for a specific disease phenotype or trait of interest, and global integration e↵orts that are

initially not focused on a specific outcome. The latter approaches aim at the systematic
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integration of multiple omics datasets to provide a basis for generating testable hypotheses

and gaining mechanistic insights into the pathophysiology of multiple complex diseases in

post-integration analyses [49, 50,51].

The choice of an appropriate integration strategy is not straightforward and heavily de-

pends on the available data and study objective. Data dimensionality, heterogeneity, and

lack of universal protocols additionally complicate this task. Generally, two major integra-

tion paradigms (Figure 2.1) have been described in the literature [2,36,42,52,53] and will

be referenced throughout this Chapter; (1) simultaneous and (2) step-wise integration. Si-

multaneous integration strategies use all available omics data at the same time and perform

analysis in a single modeling step. Thereby, complementary information encoded in each

omics layer, as well as correlations between the layers, are taken into account. Methods

of this category require that the data was derived from the same biological samples or

individuals, which poses still a major limitation regarding the availability of such data due

to funding or technical restrictions. Step-wise integration strategies, on the other hand,

analyze omics datasets in isolation or in specific combinations and integrate the results in

a subsequent step. This facilitates the integration of data and statistical results from dif-

ferent sources (e.g., di↵erent studies or knowledge bases), allowing the large-scale analysis

of heterogeneous data in the absence of omics measurements for the same samples.

This Chapter will introduce central aspects of a typical multi-omics data integration work-

flow (Figure 2.1) and is structured as follows: (i) Data scenarios. Study design, sample

preparation, and subsequent data acquisition through high-throughput analytical plat-

forms can lead to di↵erent data scenarios. (ii) Dimensionality reduction. After appropriate

preprocessing of raw data collected on di↵erent omics layers, dimensionality reduction is

often applied to reduce the number of variables (measured biological entities). (iii) Data

integration. Data from di↵erent omics layers are analyzed and integrated using a method

that is appropriate for the input data and research question of interest. (iv) Data inter-

pretation. Post-integration inspection and further analysis of the integration results (e.g.,

statistical model or network) enable meaningful biological insights. A short outlook on

future directions for multi-omics research concludes this Chapter.

2.1 Data scenarios

Integrative multi-omics analyses combine several omics measurements, optionally along

with additional phenotypes of interest, that are represented by either continuous (e.g.,

protein levels or metabolite concentrations) or categorical variables (e.g., gender or disease

status). Naturally, each dataset comes in a separate data matrix where rows represent

individual samples, and columns hold measurements of demographic, clinical, or biological

entities (Figure 2.1). However, depending on the study objective and access to relevant

data, there are three di↵erent data scenarios: (1) the di↵erent datasets are available for the
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same samples/individuals; (2) the datasets are available for only a partially overlapping set

of samples/individuals; (3) omics data is distributed across mostly disjoint sets of samples.

In the first scenario, samples from a study are simultaneously subjected to the same multi-

omics screening processes, or additional omics technologies are applied to initially collected

samples in retrospect. Data from such studies will result in data matrices where the

rows in every data matrix correspond to the same samples/individuals and columns hold

measurements for each respective omics technology (e.g., metabolomics, transcriptomics,

proteomics). This is the optimal scenario, as it allows the application of any integration

strategy, including simultaneous data integration that requires data matrices with matched

samples [54].

However, complete multi-omics profiles are often not available or feasible to get for all sam-

ples/study participants. The reasons for this are manifold and include funding limitations,

incompatibility of collected samples for certain omics analyses, or depletion of samples pre-

venting the application of novel technologies [2, 54]. For example, although urine samples

have proven very informative in metabolomics studies, they contain limited amounts of pro-

teins and RNA, limiting their use in large-scale proteomics or transcriptomics studies [2].

Furthermore, in long-term studies or studies with rollover participants, both omics and

phenotypic screenings applied at baseline may be adapted due to technological advances,

falling costs for sample analysis, or evolving study objectives. For instance, the Alzheimer’s

Disease Neuroimaging Initiative (ADNI) is a longitudinal, multicenter study launched in

2004 to study biomarkers for early detection of AD [55]. While large-scale metabolomics

and lipidomics profiling is available for the study phases ADNI-1 and -GO/2, up to now

(biosamples are still available) proteomics profiling was only applied to a subset of ADNI-1

participants and gene expression profiling is only available for ADNI-GO/2. This leads to

di↵ering availabilities of omics profiles for participants across study phases.

Data resulting from such a study will only have partially overlapping samples for multi-

omics integration [54]. If the overlap of samples between data types is large enough for

a su�ciently powered study, the removal of samples without full omics profiles can still

enable simultaneous integration. However, the application of such a list-wise deletion of

individuals is prone to substantial loss of information [39, 54]. In the worst case, this can

introduce estimation bias by resulting in a sample set that is unrepresentative of the initial

study population [56]. Nevertheless, simultaneous data integration strategies are emerging

that can handle a moderate amount of samples with missing omics profiles (see Section

2.3.2).

Due to the restrictions mentioned above, many multi-omics analyses use datasets that

have not been collected from the same samples and originate from di↵erent sources. A

special case of this scenario occurs if the sample sets for each data type were acquired in

the same study but have minimal overlap. By integrating such omics measurements, data
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Figure 2.1: Multi-omics workflow. A typical multi-omics analysis can generally be broken down
into four steps. (i) Data generation. Study design, sample preparation, and subsequent data ac-
quisition through high-throughput analytical platforms lead to di↵erent data scenarios. (ii) Data
preprocessing and dimensionality reduction. Raw data collected on di↵erent omics layers is
preprocessed appropriately and dimensionality reduction can be applied to reduce the number of
variables (measured biological entities). (iii) Data integration. Data from di↵erent omics layers
are analyzed and integrated using data-driven, knowledge-based or hybrid integration approaches.
The choice of method depends on the input data and research question of interest. (iv) Data
interpretation. Post-integration visualization and analysis of the integration results (e.g., statis-
tical model or network) can identify novel biomarker candidates, generate testable hypotheses or
reveal meaningful biological relationships. Figure and caption reprinted from Wörheide et al. [10].
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matrices consequently have mostly unmatched samples and variables as a starting point.

For this data scenario, several step-wise integration strategies (discussed in Sections 2.3.1

and 2.3.2) have been developed that enable both multi-omics analyses in disjoint sample

sets and inclusion of preexisting biological data. However, it is important to keep in mind

that these types of analyses add another layer of data heterogeneity due to di↵ering sample

sizes, study protocols, and study demographics (e.g., age, sex, or ethnicity).

In summary, multi-omics datasets available for the same samples/individuals introduce less

unwanted data heterogeneity and enable the application of any integration method. For

datasets with only partially overlapping or completely disjoint sets of samples/individuals,

the number of applicable integration methods is a bit more limited, but those that are

available allow for almost infinite inclusion of data, enabling studies to yield maximal

power.

2.2 Dimensionality reduction

Appropriate preprocessing of the raw data is a key prerequisite for any type of analysis, as

technical artifacts and skewed data distributions can distort biological signals [57]. This

process typically includes the removal of batch e↵ects, normalization, and imputation of

missing values for each data type separately before integration [6]. The importance of

study design and temporal ordering of sample collection [2, 6, 42, 58], as well as guidelines

for appropriate data preprocessing [6,39], have been discussed in previous reviews and are

beyond the scope of this work. In the following, we will assume that the data that is

subjected to integrative analyses was appropriately preprocessed and is of high quality.

The curse of dimensionality [59] is a central challenge in single-omics studies and even fur-

ther aggravated in multi-omics studies, where the number of variables is substantially

higher. With increasing dimensions (number of variables), distance measures become

meaningless, which is challenging for operations in this high-dimensional space, such as

clustering [60, 61]. Furthermore, samples are typically significantly outnumbered by mea-

sured variables, posing a challenge for most statistical learning methods. This can lead to

an underdetermined mathematical system and increases the risk of overfitting classifiers

or predictors [36]. Dimensionality reduction (DR) is a way to reduce the complexity of a

dataset while increasing prediction stability, boosting the statistical power of downstream

analyses, and reducing the multiple testing burden. DR is performed by either extracting

relevant variables (feature selection) or projecting data onto a lower-dimensional space

(feature extraction) [39].

Feature selection often involves prior knowledge or a biological hypothesis that is used

to reduce the number of considered variables. Popular approaches are, for example, to

limit the analyses to genes, proteins, and metabolites involved in certain pathways of

interest, or to investigate entities that have been previously associated with a specific trait
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under study [49]. Such hypothesis-driven DR strategies can significantly boost statistical

power but are naturally prone to bias towards biological entities that have been annotated

through previous studies. Another knowledge-based approach is to construct new variables

that are biologically meaningful, i.e., representative of functional groups such as pathways.

For example, metabolites can be analyzed at the pathway level by aggregating levels of all

molecules assigned to a specific pathway (e.g., by using the average z-score of concentrations

[62] or first principal component from a Principal Component Analysis (PCA) [62,63,64])

to produce new pathway-based variables [65].

Feature extraction, on the other hand, is typically achieved by data-driven DR techniques

such as PCA [39, 66]. PCA is classically applied to each omics dataset separately and

transforms single-omics variables into a lower-dimensional subspace that maximizes the

retained variance within the data by finding orthogonal linear combinations of the original

variables. Therefore, PCA enables the use of a reduced set of features with minimal loss

of information. Related approaches include clustering techniques (e.g., K-means [67] or

hierarchical clustering [68]) followed by the replacement of groups of similar variables by

a cluster centroid [69]. Here, one popular approach is to cluster correlating biological

entities, such as metabolites, proteins, or transcripts, by using weighted gene co-expression

network analysis (WGCNA) [70] on each dataset [71, 72]. The identified clusters are then

summarized by the first principal component from a PCA (’eigengene’ or ’eigenmetabolite’)

on the abundance matrix of each respective cluster that is then used in downstream analyses

(e.g. association with a specific phenotype, integration with other omics layers) with

a reduced set of features [73]. A limitation of such data-driven approaches is that the

interpretation of the derived associations or correlations requires the extracted features to

be mapped back onto the original variables.

In summary, DR provides a way to limit the potential for overfitting and significantly

reduces the multiple testing burden. Additionally, knowledge-based DR can increase the

downstream interpretability of analysis outcomes.

2.3 Data integration

The growing interest in integrative analysis of multi-omics datasets has led to the emergence

of various integration frameworks. In the following, the major concepts are introduced

and categorized into approaches that take into account external information (knowledge-

based approaches) and approaches that primarily rely on intrinsic information (data-driven

approaches) to infer dependencies across omics. Finally, we will turn to hybrid approaches

(composite networks) that combine knowledge-based and data-driven integration.
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2.3.1 Knowledge-based approaches

Knowledge-based integration strategies use external information from databases or scien-

tific literature to establish relationships between biological entities. Results from previ-

ous analyses are either annotated using prior knowledge (e.g., using common functional

terms) or mapped onto a reference network that connects di↵erent omics layers based on

established knowledge. For example, metabolic networks assembled based on biochemi-

cal knowledge, enable the connection of enzymes and metabolites through reactions. By

mapping results from single-omics analyses onto such a network, findings can be inte-

grated and interpreted in a multi-omics context, enabling the identification of pathways

that are dysregulated at the gene, protein, and metabolite level [74]. Furthermore, multi-

omics measurements can be integrated into preexisting biological models to make them

condition-specific (e.g., deletion of inactive reactions) [75].

Prior knowledge that is used for this type of omics integration includes, but is not lim-

ited to, information on functional relationships (e.g., pathways or biological reactions),

pharmacogenomic associations, and genome annotations. Depending on the source, this

information is either based on experimental data [76], collected from scientific literature

(manually or by using automated text-mining techniques) [77], or derived from computa-

tional prediction approaches [78]. As knowledge bases typically combine information from

multiple sources, they can have varying levels of evidence. For example, STRING [77], a

popular protein-protein interaction (PPI) database, indicates the confidence of functional

interactions between proteins by assigning scores that are based on the quality and type

of supporting evidence coming from targeted experiments, co-expression analysis, genomic

context predictions, or text-mining [79].

While many resources are specific to one omics type, such as STRING or the LIPID MAPS

Structure Database (LMSD) [80] for lipid annotations, a number of databases have emerged

that cover multiple biological domains (see Table 2.1). The Kyoto Encyclopedia of Genes

and Kyoto Encyclopedia of Genes and Genomes (KEGG) [81,82,83] database, for instance,

was released in 1995 as one of the first computational resources that linked the genome with

higher-order functional information. In KEGG, manually compiled pathway maps enable

researchers to view genes and proteins in the context of metabolic networks and pathways,

such as sphingolipid metabolism or NF-kappa B signaling. Nearly a decade later, addi-

tional curated and pathway-centered resources started emerging, such as Reactome [84,85]

and Recon [86, 87, 88]. Reactome is a resource that is primarily focused on human bio-

logical processes and is built around reactions. Reactions are defined as an event that

transforms an input to output (both being biological entities such as proteins, lipids, or

nucleotides) and are further grouped into pathways depending on their (temporal) relation-

ships [84]. Taking this concept a step further, Recon3D [86,87,88] provides a genome-scale

metabolic reconstruction that can be used for computational modeling (see Section 2.3.1 on

constraint-based metabolic modeling). It also includes three-dimensional (3D) structural
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data on metabolites and proteins and represents the most comprehensive human metabolic

network model to date [88].

In order to utilize these resources for knowledge-based integration, platform-specific identifiers

(IDs) of measured biological entities need to be mapped to the namespace of the respective

target database. This task is challenging, as most resources have developed their own in-

ternal ID schemes and hierarchies, leading to a plethora of IDs across databases that refer

to the same entity. E↵orts have been made to enable cross-linking between ID schemes [88]

and mapping tools are available online or through R packages, such as biomaRt [89] for

genes or MetaboAnalystR [90, 91] for metabolites. However, name ambiguities, ID mul-

tiplicity, and the use of synonyms complicate this task [92] and can lead to significant

loss of information if not handled carefully. This is especially challenging for metabolites

and lipids due to di↵erences in resolution between platforms and technologies [93]. For

example, lipid sidechain composition and configuration are important determinants of the

function of phosphatidylcholiness (PCs). However, many lipidomics techniques cannot dis-

tinguish between isobaric species sharing the same nominal mass [94] and annotate PCs at

the lipid species level assuming even-numbered fatty acids, as they are more frequent, i.e.,

PC (731) with m/z 731 will most likely be labeled PC 32:1 and not PC O-33:1, although

both are plausible [93].

Knowledge bases are under constant pressure to adapt to technological advances and in-

corporate novel research findings (e.g., the discovery of various types of regulatory RNA

species) to accurately reflect the current state of science, which can lead to further dis-

crepancies. For example, despite the fact that some platforms o↵er fatty acid side-chain

resolving techniques, lipids are often not yet annotated at this level of detail [15] and this

information will be lost when matching measured compounds to the namespace of a re-

source (e.g., PC 16:0 16:1 would simply be mapped to the KEGG identifier C00157 for

phosphatidylcholine).

Nevertheless, when correctly employed knowledge bases provide a wealth of valuable in-

formation that can be exploited in multi-omics integration.

Set-based enrichment

Set-based enrichment is a commonly used, step-wise results integration strategy. It tests

whether certain functional annotations are enriched in a list of interesting (e.g., di↵eren-

tially expressed or abundant) biological entities, which have been identified in preceding

omics analysis. Biological entities are assigned to sets (also referred to as annotation terms)

using information from knowledge bases to examine whether they are known to participate

in the same biological pathways, are significantly changed in a specific disease, or are co-

localized (e.g., in the same organelles, tissues or organs) [109]. For example, the annotation

term ’sphingolipid metabolism’ in Reactome [84, 85] includes metabolites, such as sphin-



2.3. DATA INTEGRATION 15

Table 2.1: A selection of network-based multi-omics knowledge bases, visualization tools, and
online resources. Table and caption reprinted from Wörheide et al. [10].

Network
visualization

Analysis
tools

Project omics
data onto network

Biological
entities

Implementation Reference

BioCyc x
Enrichment analysis

Flux analysis
x

genes
proteins

metabolites
online [95]

KEGG x - x
genes

enzymes
metabolites

online
KEGGscape+

CytoKegg+
[82]

Reactome x
Enrichment analysis

ID mapping
x

proteins
metabolites
diseases

online
Reactome
FIViz+

[84]

Recon3D x x
genes

metabolites
online [88]

PathwayCommons x Enrichment analysis -
proteins

metabolites
drugs

online
R

CyPath2+
[96]

WikiPathways x - -
genes

proteins
metabolites

online
WikiPathways+

[97, 98]

NDEx x Neighborhood search - various**
online

CyNDEx-2+
[99, 100,101]

PaintOmics3 x

Clustering
Correlation analysis
Enrichment analysis

ID mapping

x
genes

proteins
metabolites

online [74]

MetaboAnalyst x
Enrichment analysis

ID mapping
Shortest path analysis

x
genes

metabolites
online
R

[90]

OmicsNet x
Clustering

Enrichment analysis
Shortest path analysis

x

genes
proteins
TFs

miRNAs
metabolites

online [102]

MetExplore x

Enrichment analysis
Flux analysis
ID mapping

Shortest path analysis

x
genes

enzymes
metabolites

online [103]

ConsensusPathDB x
Clustering

Enrichment analysis
Shortest path analysis

x
genes

proteins
metabolites

online [104]

PathMe Viewer x Shortest path analysis -
genes

proteins
metabolites

online [105]

MetScape x
Correlation analysis
Enrichment analysis

x
genes

enzymes
metabolites

MetScape
+

[106,107]

**no restrictions +Cytoscape Application [108]

gosine 1-phosphate and sphingosine, and genes such as SGPP1 (sphingosine-1-phosphate

phosphatase 1) and SPHK1 (Sphingosine Kinase 1). Here, we focus on the most widely

used approaches: overrepresentation analysis and functional set enrichment analysis.

Over-representation analysis (ORA) aims at the identification of annotation terms that

are overrepresented, i.e. terms that are more frequently assigned to the entities in the

input list of interest than expected by chance [109]. This can be statistically tested by

using a hypergeometric test such as one-sided Fisher’s exact test with subsequent cor-

rection for multiple testing [109]. In order to yield meaningful results, a valid definition

of the background, i.e., the set of entities that were measured in the analysis and as-

signed to each annotation term, is a key requirement [58] in order to correct for bias
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that arises due to unequal annotation coverage of di↵erent entities. This is a prominent

challenge in metabolomics and lipidomics studies where analytical methods are typically

biased towards molecules from certain chemical classes [58, 93, 94]. For multi-omics inte-

gration, ORA is typically performed separately on each omics level. By mapping omics,

such as transcriptomics, proteomics, or epigenomics, back to the gene level, multiple omics

types can be integrated alongside metabolomics data. The resulting p-values are combined

into a joint enrichment p-value for each annotation term using Fisher’s method [110] or

Stou↵er’s method (unweighted [111] or weighted [112]) as implemented e.g. in the web-

resources PaintOmics3 [74], Integrated Molecular Pathway-Level Analysis (IMPaLA) [113],

and MetaboAnalyst [90, 114]. MetaboAnalyst additionally o↵ers an integrative overrep-

resentation analysis in which both genes and metabolites are queried together by using

annotation terms such as metabolic pathways from KEGG to define sets. A drawback of

ORA is that it only considers the subset of measured entities that, for example, showed

a significant change in levels between conditions. This makes it sensitive to the chosen

significance cuto↵, or any other inclusion criterion, that was used to determine the input

set of biological entities. At the same time, ORA neglects information on the extent of

change (e.g., measured through fold change) between conditions [43].

Functional set enrichment analysis (FSEA) is another set-based enrichment method that

addresses these ORA-associated limitations. It was originally developed for the analysis

of transcriptomics data in Gene set enrichment analysis (GSEA) [115], but has also been

implemented for metabolites (Metabolite Set Enrichment Analysis or MSEA) [109] and

lipids (LION/web) [116]. In contrast to ORA, these methods test all measured entities,

not just a defined subset, and take into account their quantitative measurements. This

enables the identification of annotation terms where only a few entities are significantly

changed or where many entities are changed slightly but consistently [109]. Similar to

ORA, an integrative analysis of several omics datasets is achieved by calculating a joint

p-value from the individual single-omics analyses. This is, for example, implemented in

the web resource IMPaLA which uses Wilcoxon’s signed-rank test to perform FSEA using

pathway annotations taken from eleven public databases [113].

The central limitation of both FSEA and ORA is that they are naturally restricted to enti-

ties that have been previously annotated. To this end, de novo enrichment methods, such

as KeyPathwayMiner [117,118], have been proposed. These methods enable the discovery

of uncharacterized pathways by extracting connected subnetworks with a high number of

di↵erentially regulated entities from predefined biological networks (e.g., knowledge-based

metabolic networks or data-driven correlation networks) [119]. This framework is theo-

retically applicable to multi-omics data by using pathway annotations or ontologies that

include multiple layers of omics. So far, they have been predominantly used in gene-centric

studies. For example, Soerensen et al. [120] demonstrated the benefits of using both GSEA

and KeyPathwayMiner in an integrative enrichment analysis of genes associated with cog-



2.3. DATA INTEGRATION 17

nition in both epigenome-wide and transcriptome-wide association analysis. GSEA was

able to replicate findings from previous studies by identifying a broad spectrum of en-

riched biological processes including gene sets involved in neurological functioning and cell

cycle control. The use of de novo enrichment identified subnetworks of dysregulated enti-

ties that included genes not implicated by GSEA such as Ras And Rab Interactor 3 (RIN3 )

and Ataxin 2 (ATXN2 ). Interestingly, this approach also implicated amyloid beta precur-

sor protein (APP) and the nuclear respiratory factor 1 (NRF1 ), two genes with functions

relevant to cognitive health, that were not di↵erentially methylated and expressed in this

analysis.

Constraint-based metabolic modeling

Constraint-based metabolic models (CBMMs) enable the in-silico description and predic-

tion of possible metabolic steady states by mathematically representing metabolic reactions

in a stoichiometric matrix [121]. The stoichiometric coe�cients of these reactions are used

to constrain the flow of metabolites through the system, ensuring that, at steady state, the

mass of any compound that is being produced must equal the total amount of what was

consumed (flux balance) [122]. Genome-wide metabolic models (GEMs), such as Recon3D,

are typically constructed in a bottom-up approach [123] using genome annotations to au-

tomatically build a draft that contains all enzymatic reactions predicted to be available

for an organism considering the proteins encoded in its sequenced genome. This draft is

then refined through manual curation and constraint-based modeling (e.g. to identify and

fill gaps in the reconstructed metabolic network) [124].

In the context of multi-omics integration, GEMs present comprehensive metabolic networks

that can be used to link the results from single-omics analyses to other layers of biologi-

cal information by projecting high-throughput data (e.g. transcriptomics, proteomics, or

metabolomics data) onto the network [125], analogously as in Section 2.3.1. For instance,

GEMs can be used as the underlying biological network in de novo pathway enrichment

analysis to identify subnetworks that are significantly enriched with dysregulated enti-

ties [126].

Furthermore, generic GEM drafts can be contextualized to a specific condition, tissue, or

individual by imposing additional layers of constraints that are inferred from experimental

omics data [127,128]. Constraint-Based Reconstruction and Analysis (COBRA) [124,129]

is a popular framework that has implemented multiple methods for the integration of omics

data, including time-course metabolomics data [130] and transcriptomics and proteomics

data [131,132]. Contextualized GEMs provide novel opportunities for metabolic engineer-

ing, drug target identification, and personalized therapies [125, 127, 133]. For example,

Agren et al. [134] used proteomics data of hepatocellular carcinoma patients to construct

personalized, cell-specific GEMs for the prediction of antimetabolites (drugs that are struc-

tural analogs of metabolites) that can prevent tumor growth. The authors identified nearly
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150 antimetabolites, one-third of which were specific to individual patients. Despite the

small sample size (n=6) and restricting modeling to cellular e↵ects, this study highlights

the potential of refining GEMs using experimental omics data for personalized therapies.

The recent emergence of whole-body metabolism reconstructions [135] that currently model

human metabolism across 20 organs are expected to further advance this important field.

2.3.2 Data-driven approaches

Data-driven, multi-omics integration approaches use statistical models and machine learn-

ing techniques to infer relationships between and within layers of multi-omics data and

in some cases a phenotype of interest. Without taking known biological relationships or

annotations into account, most approaches rely on the analysis of correlation structures

within the data itself. For multi-omics studies focusing on a specific disease or phenotype,

common applications of data-driven methods include the training of predictors and classi-

fiers and the identification of multivariate biomarker candidates. Independent of a specific

phenotype of interest, the unbiased analysis of relationships between and within omics

layers using data-driven approaches enables a global perspective on interactions between

biological entities. Using su�ciently large datasets, this approach has the potential to un-

cover unknown relationships (e.g. not represented in knowledge bases) and to characterize

entities with unknown functions.

The following will introduce a selection of step-wise and simultaneous integration strategies

and highlight their application in metabolomics and lipidomics studies. A list of multi-

omics integration methods and frameworks is provided in Table 2.2.

Step-wise integration

Step-wise strategies integrate datasets in a sequential manner. Here, individual omics layers

are typically analyzed separately or in specific (lower-order) combinations. In subsequent

steps, the results from these analyses are integrated into a common framework. The

following section will introduce ensemble approaches that are suitable for studying a specific

phenotype or outcome of interest, as well as pairwise association-based strategies that

enable systematic and large-scale integration without necessarily focusing on a specific

disease or phenotype.

Ensemble integration strategies apply multivariate classification or prediction methods,

such as k-nearest neighbors [136] or Elastic Net [44] to each dataset individually and then

combine the ensemble of results using, e.g., majority voting schemes or stacked general-

ization to boost performance [137]. Although each dataset is modeled separately, these

types of methods require omics data that was collected from the same samples as the pre-

dictions are ultimately combined in a global model. For example, Ghaemi et al. [44] built

a multivariate model predictive of gestational age on samples from 17 pregnant women

at three time points during pregnancy. The datasets included measurements from the
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immunome, transcriptome, microbiome, proteome, and metabolome. Using the Elastic

Net algorithm, the authors built multiple predictors (one for each omics dataset) and sub-

sequently used their predictions as input for a final model. This stacked generalization

strategy was able to significantly increase performance and ablation analysis [138] gave

insights into the respective contribution of each dataset. Furthermore, subsequent anal-

ysis of the top predictive features of each individual model enabled the formulation of

multi-omics-informed hypotheses. Among other findings, the authors identified a strong

correlation between pregnanolone sulfate and NF-kB signaling in myeloid dendritic cells

and regulatory T cells, highlighting a potential regulatory role of this endogenous steroid

in the functioning of specific immune cells during pregnancy.

Training the base models in ensemble approaches in an isolated fashion, i.e., on each omics

dataset separately, has several consequences. On the one hand, interdependencies between

variables of di↵erent omics datasets are not fully taken into account such that some cross-

omics interactions might be missed. On the other hand, the independence of the base

models prevents datasets with a large number of variables from dominating the analysis.

The integration of pairwise association results is another step-wise integration strategy. In

contrast to ensemble integration, this approach enables the global analysis of relationships

between multiple omics layers by large-scale integration of data from multiple sources. A

popular approach, which is centered around the concept of genetic variation as a driver

of inter-individual variability, is quantitative trait loci (QTL)-based integration [16]. The

basis for this integration technique are so-called QTLs [139]. QTLs are genetic markers

(e.g., single nucleotide polymorphisms) that are significantly associated with the variation

of quantitative molecular traits (e.g., the transcription level of a particular gene) [140].

They are identified in genome-wide association studies (GWAS) that make use of genome-

wide genotypes of a large population of individuals that are tested in univariate analyses

for association with molecular traits [140, 141, 142]. Besides QTLs of expression levels

of genes (eQTLs) [143, 144], major examples of investigated traits include abundances

of proteins (pQTLs) [145, 146] or concentrations of metabolites (mQTLs) [23, 147]. For

instance, Shin et al. [25] investigated genetic influences on more than 400 human blood

metabolites in close to 8,000 individuals from two population-based cohorts. The result

is a comprehensive atlas that links genetic variants in 145 loci to biochemical readouts,

cataloging mQTLs influencing a wide variety of metabolic pathways.

After association analysis, variant annotation [148] or co-localization analysis [149, 150] is

used to functionally interlink entities from di↵erent omics by identifying overlapping QTLs

(Figure 2.2 C). This can be done on a genome-wide scale and with QTLs that have been

identified in di↵erent studies or cohorts. QTL-based integration has been successfully

applied in studies predicting the functional consequences of disease-associated variants,

which are often located in non-coding regions of the genome [146, 151, 152]. For example,

Chen et al. [152] systematically overlapped variants associated with autoimmune diseases
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Figure 2.2: Multi-omics integration through composite networks. (A) Di↵erent layers of a biolog-
ical system that can be profiled using high-throughput technologies and are frequently integrated in
multi-omics studies. (B) Simultaneous integration. Correlation structures within and across omics
datasets are analyzed using statistical methods. (C) QTL-based integration. Using the genome as
an anchor, QTLs identified in GWAS are overlaid to establish links between di↵erent omics layers.
(D) Knowledge integration. External information from metabolic databases or scientific literature
is used to establish relationships between biological entities. (E) Composite networks. By merging
the networks inferred in (B-D) on common entities, comprehensive multi-omics catalogues can be
constructed. These heterogeneous networks can be mined in post-integration analysis using estab-
lished graph algorithms. Figure and caption reprinted from Wörheide et al. [10].

with eQTLs as well as DNA methylation (meQTLs), RNA splicing (sQTLs) and histone

modification (hQTLs) QTLs to identify cell-specific regulatory e↵ects. Similarly, Suhre et

al. [146] demonstrated the power of connecting GWAS-identified risk-variants to disease

endpoints via blood proteome-derived pQTLs that overlapped with meQTLs, eQTLs, pro-

tein glycosylation QTLs, and mQTLs. Among other findings, this approach revealed a

potential link between AD and messenger ribonucleic acid (mRNA) splicing through link-

ing protein levels of apolipoprotein E (APOE ), a gene centrally linked to AD [153], and

small ribonucleoprotein F via overlapping QTLs.

Although this integration strategy only takes into account pairwise relationships, it facil-

itates the large-scale integration of omics datasets from di↵erent sources. This is espe-

cially valuable in settings where su�ciently large multi-omics studies in the same set of

samples are not available. Furthermore, QTL-based integration only requires summary

statistics (results of an association study), circumventing data sharing restrictions that

may be present on datasets with patient information. Lastly, this approach can inte-
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grate results from independent GWAS on the same traits, providing an opportunity to

build data confidence by independent replication. Similarly, meta-analysis methods [154]

that statistically combine summary statistics from independent association studies on the

same traits (e.g., multiple GWAS with metabolic traits) can be used to increase power

and reduce false-positive findings. It is important to note that the concept of integrating

pairwise-association results is not restricted to using the genome as an anchor but can be

centered around any other omics layer, including the metabolome.

Simultaneous integration

Simultaneous integration strategies use all available omics datasets at the same time and

integrate the information in a single modeling step. This has the advantage of taking

into account correlations between entities within and across omics layers. The following

will introduce selected approaches and categorize them into single-block and multi-block

strategies. Single-block integration strategies concatenate all available datasets to form one

large data matrix (a ’single block’) before applying any analysis method without consider-

ation of heterogeneities between omics (e.g. in scale or variance). In contrast, multi-block

integration strategies retain and account for the multi-block structure of the data that

is defined by the di↵erent omics datasets. Both strategies require that full multi-omics

profiles are available for the same set of samples/individuals. Some methods enable the

imputation of missing single-omics profiles for a moderate amount of samples/individuals

in a multi-omics context. These include MI-MFA (Multiple Imputation - Multiple Factor

Analysis) [54] that uses hot-deck imputation [155] to replace missing omics vectors with ob-

served values from a similar sample, and Multi-Omics Factor Analysis (MOFA) [156,157], a

statistical framework that infers a low-dimensional data representation in form of (hidden)

factors [158]. However, although imputation can increase power by extending the set of

available observations, imputed values can never accurately represent the ’true’ unobserved

measurements and should therefore always be interpreted with caution.

In order to integrate di↵erent omics datasets, single-block integration strategies simply con-

catenate the di↵erent data matrices into one large data matrix before applying a statistical

analysis method. This enables the direct application of methods that are typically applied

to single-omics datasets for tasks such as clustering (e.g., K-means clustering [67]), classi-

fication, and regression (e.g., Random Forest [159], LASSO regression [160]) or projection

(Partial Least Squares Discriminant Analysis (PLS-DA)) [161, 162]). Correlation-based

strategies are another popular class of single-block methods, which aim at quantifying the

relationships between biological entities by iteratively applying an association measure,

such as Pearson’s Correlation Coe�cient, to all pairwise combinations of the variables

(measured biological entities). However, simple correlation measures cannot distinguish

between direct and indirect e↵ects [163]. For example, associations between mRNA lev-

els are quite frequently mediated by transcriptional co-regulation at the gene level [164].

These confounded associations lead to a drastically inflated number of edges, resulting
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in dense networks with limited interpretability [49, 164, 165]. Gaussian Graphical Mod-

els (GGM) [166] circumvent this problem by estimating full-order partial correlation coef-

ficients, i.e., pairwise correlations between variables corrected against all other variables.

This measure of conditional independence has been valuable to infer pathway relationships

from single omics datasets [63, 167, 168]. However, GGMs assume multivariate normally

distributed data and multi-omics datasets often include variables with di↵erent distribu-

tions, such as phenotypic data on gender or disease subtype [49, 165]. An extension to

GGMs that addresses this issue are Mixed Graphical Models (MGM) [169,170,171], which

can incorporate datasets with mixed distributions (e.g., continuous, discrete, and count

variables) [165]. For example, Zierer et al. [49] inferred an MGM from a multi-omics

dataset collected from the same individuals, including data on epigenomics, transcrip-

tomics, glycomics, metabolomics, and phenotypic data. The authors used a Graphical

Random Forest [171] method for the integration of 144 preselected features and explored

the molecular underpinnings of age-related diseases and co-morbidities. They identified

seven network modules that reflect distinct aspects of aging, such as lung function, bone

density, and renal function. Furthermore, they found that these modules are connected by

distinct hubs, highlighting central molecules and potentially linked mechanisms that may

drive co-morbidities, such as urate that connects renal disease with body composition and

obesity.

Single-block integration ignores heterogeneities between data types which can lead to severe

bias and other complications [39,41,172]. For example, metabolomics and transcriptomics

data are generated by fundamentally di↵erent analytical technologies. This leads to values

with di↵erent scale and variance as well as di↵erent noise distributions [6,173]. When clus-

tering such datasets, the entities within a particular omics type will predominantly cluster

together, reflecting intra-, instead of inter-, omics relationships [27, 44, 49, 173]. Similarly,

variance maximizing approaches, such as PCA and Partial Least Squares (PLS), will cap-

ture these technical di↵erences in their first component [173]. Additionally, the number

of variables in each single omics dataset will in most cases be substantially di↵erent: a

state-of-the-art genomics analysis will provide information on millions of genetic variants,

transcriptomics measures tens of thousands of mRNAs, and proteomics and metabolomics

technologies usually measure molecules in the range of thousands of molecules [6]. Analyz-

ing such datasets simultaneously without accounting for the diverging numbers of features

will introduce bias, as the data type with the most features will drive the results [174].

To circumvent this problem and ensure that every dataset has equal weight, variables can

be scaled to unit variance with subsequent block scaling [173] by using, for example, the

inverse number of variables in the respective dataset (’block’) to scale each variable. This

was implemented in Multiple Factor Analysis [174,175], where data blocks are normalized

prior to concatenation by using the inverse of the first squared singular value of a PCA

on each data block as weight. However, di↵erent methods for variable scaling and block
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scaling can significantly influence the outcomes [173]. General caution is advised when

concatenating datasets from di↵erent sources and special care should be taken to identify

an integration method that combines and scales data appropriately [16, 173].

The need to account for heterogeneities between multi-omics datasets has led to the emer-

gence of multi-block integration strategies that can take the block structure, i.e., groups

of omics variables from di↵erent sources, into account [176]. Multi-block methods si-

multaneously model multiple data matrices and provide insights into the relationships

between omics (blocks). Many of these approaches are extensions of established mul-

tivariate methods, such as PLS. Examples include O2PLS [177, 178] for the integra-

tion of two omics datasets and Multiple-Block Orthogonal Projections to Latent Struc-

tures (OnPLS) [179,180,181] for the integration of more than two omics datasets. OnPLS

decomposes data from multiple omics data matrices into global, local, and unique levels

of variation [181]. Reinke et al. [182] demonstrated the potential of this approach using a

small subset (n=22) of individuals from an asthma cohort. Here, six blocks of data - tran-

scriptomics, metabolomics, three targeted assays (on sphingolipids, oxylipins, and fatty

acids), and clinical variables - were integrated using OnPLS. Subsequent variable selection

and visualization gave insights into cross-omics interactions, for example, by identifying a

potential link between transcript levels of ATP6V1G1, a gene that has been associated with

osteoporosis, and multiple metabolites that are dysregulated by inhaled corticoid steroids.

Other popular multi-block integration strategies include unsupervised methods such as

regularized generalized canonical correlation analysis (RGCCA) and sparse generalized

canonical correlation (SGCCA) [183], as well as the supervised framework Data Integration

Analysis for Biomarker discovery using Latent cOmponents (DIABLO). DIABLO [47] is

a multivariate classification method that extends SGCCA to a supervised analysis and

prediction framework. It can identify key omics variables that drive the discrimination

between phenotypic groups of interest and simultaneously builds a predictive model to

classify new data [45, 48, 184, 185, 186]. For example, Qui et al. [48] integrated genomic,

transcriptomic, epigenomic, and metabolomic datasets from patients with high and low

bone mineral density. Using DIABLO, they identified a multi-omics biomarker panel for

osteoporosis that includes 74 di↵erentially expressed genes, 75 di↵erentially methylated

CpG sites, and 23 di↵erentially abundant metabolites. To gain further mechanistic insights

into underlying disease mechanisms, the authors conducted a targeted QTL-based analysis

in combination with Mendelian randomization. They were able to identify five biomarkers

(ADRA2A, FADS2, FMN1, RABL2A,SPRY1 ) with a causal e↵ect on levels of bone mineral

density. DIABLO and various other projection-based integration methods are implemented

in the R package mixOmics [172] which is focused on data exploration, dimensionality

reduction, and visualization of multi-omics data.

Simultaneous integration strategies have been applied by relatively few studies so far,

with mostly small numbers of samples/individuals. This is most likely due to the lack
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of larger available multi-omics datasets. Nevertheless, simultaneous integration, and es-

pecially multi-block methods, are powerful tools that have the potential to fully exploit

multi-omics data in integrative analyses.

2.3.3 Composite network approaches

Composite networks aim at capturing relationships between omics layers in heteroge-

neous networks by merging information from di↵erent knowledge-driven and/or data-driven

sources (Figure 2.2). This step-wise integration strategy is gaining increasing popularity

due to its scalability and versatile applicability. In order to construct a composite network,

the information from each knowledge-based (e.g., STRING, KEGG) or data-driven (e.g.,

correlation-based) component is stored and interconnected in accessible network struc-

tures (graphs) that are merged by overlaying common biological entities (Figure 2.2 B-E).

This can be accomplished by simple concatenation of the respective underlying edge lists,

provided that there is some degree of overlap between the datasets and/or resources. The

resulting network consists of nodes (biological entities such as genes, proteins, and metabo-

lites) connected by edges that model pairwise functional, biochemical or physical relation-

ships [187]. Composite networks are per se not bound to a specific phenotype or disease

of interest. Once built, they provide a comprehensive catalogue of inter- and intra-omics

relationships that can be explored in post-integration analyses to identify and prioritize

relevant entities in the neighborhood of e.g. disease-associated genes within the network

or to predict novel associations.

Composite networks can be built in a knowledge-based, data-driven, or hybrid fashion.

While knowledge-based integration allows the large-scale analysis of vast amounts of pub-

lished information without requiring additional omics experiments [51], this approach is

restricted to entities that have been annotated. Data-driven composite networks merge in-

ferred information from experimental multi-omics data and, in contrast, can naturally only

include the biological entities measured by the respective omics technology. By combining

these two approaches, for example, by extending data-driven networks (e.g. built through

QTL-based integration described in Section 2.3.2) with knowledge-based relationships (e.g.,

gene-transcript-protein or drug-drug targets relations), it is possible to construct compre-

hensive multi-layered resources that facilitate the unbiased generation and exploration of

multi-omics hypotheses. HENA [188], a heterogeneous network-based dataset for AD, is a

recent example of this. Sügis et al. integrated data relating to AD, including GWAS re-

sults, protein-protein interaction, and gene co-expression networks, from public knowledge

databases and experimental datasets. The resulting gene-centric network was subsequently

analyzed using graph convolutional networks to identify disease-related genes, highlight-

ing one of the many potential applications of composite networks. Future frameworks

that additionally include metabolite data will provide even more comprehensive models

for studying molecular mechanisms implicated in AD.
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Although conceptually simple, the construction of composite networks is complicated at

large due to the discussed challenges of ID mapping and compound identification (see

Section 2.3.1), as well as di↵ering data formats between resources, and considerations

regarding statistical cut-o↵s and weighting of information types. Furthermore, the post-

integration analysis of these large and highly complex networks is not straightforward

and requires sophisticated algorithms (further discussed in Section 2.4). Consequently,

databases and frameworks that provide access to composite networks are attracting growing

interest, such as ConsensusPathDB [104,189] and omicsNet [102,190].

2.4 Post-integration analysis, visualization and

interpretation

Post-integration analysis of inferred networks or multi-omics features through manual in-

spection or computational algorithms is key to gaining biologically relevant insights and

fully exploiting the potential of multi-omics datasets. So far, a limiting factor has often

been the ability to represent, comprehend and reproduce highly complex and multifactorial

relationships across multiple biological domains [191].

For studies that are driven by a clear research question, interpretation can be straight-

forward. For instance, when building a predictor for a specific phenotype of interest,

integration methods such as DIABLO (Section 2.3.2) result in a subset of interesting (in a

statistical sense, e.g. most predictive, most significant) biological entities. This set of vari-

ables can then be subjected to downstream analyses to gain further functional insights or

to investigate causality (e.g. via Mendelian randomization). Global integration e↵orts, on

the other hand, enable exploratory analysis by systematically cataloging biological entities

and their interactions without focusing on a specific phenotype or disease. Here, post-

integration analysis through computational algorithms provides tools to identify patterns

in the data and pinpoint interesting entities.

To this end, networks provide a flexible and intuitive mathematical framework to repre-

sent, visualize, and analyze these complex relationships [192]. Various techniques have

been developed that facilitate the visual representation and exploration of networks in a

human-comprehensible form by arranging nodes and edges in specific layouts. For ex-

ample, by grouping nodes together that are highly connected, modular patterns in the

data become more visible [192]. However, with growing complexity and size, networks can

quickly become very dense and di�cult to comprehend [193]. Alternative representations

of large networks, such as structural summary [194] or axis-based node-link representa-

tions [195] have been developed to mitigate these challenges and provide scalable layout

alternatives [196].
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Table 2.2: A selection of multi-omics data integration frameworks and methods. Table and caption
reprinted from Wörheide et al. [10].

Matching
samples

Integration
strategy

Implementation Reference Description

Knowledge-based

IMPaLA no enrichment online [113] Integrated Molecular Pathway Level Analysis (IM-
PaLA) enables joint pathway analysis.

COBRA -
constraint-based

modelling

MATLAB
Python
Julia

[75, 124] The COnstraint-Based Reconstruction and Analysis
(COBRA) Toolbox.

PathMe -
composite
network

online
Python

[105] Integrates KEGG, Reactome and WikiPathways
into a unified abstraction.

Data-driven

KeyPathwayMiner no
de novo

enrichment
online

Cytoscape
[117,118] Extracts all maximal connected sub-networks which

enriched for dysregulated entities.

MI-MFA partially
imputation/
ensemble

R code
in supplementary

[197] Uses multiple imputation (MI) to enable the appli-
cation of multiple factor analysis (MFA) to multi-
omics data with partially missing single-omics pro-
files.

MOFA partially imputation
R

Python
[156,157] Unsupervised integration framework that infers a

low-dimensional data representation and enables the
imputation of missing omics profiles.

causalMGM yes single-block online [198] Learns a causal (i.e., directed) graph using variable
selection with subsequent application of a mixed
graphical model (MGM) PC-Stable algorithm.

omicade4 yes single-block R [197] Projection-based method that performs multiple co-
inertia analysis.

xMWAS yes single-block
online
R

[199] Uses (sparse) Partial Least Squares regression to
perform pairwise correlation analyses and build a
heterogeneous network.

mixOmics yes multi-block R [172] Collection of unsupervised and supervised mul-
tivariate methods, including sparse generalized
canonical correlation (SGCCA) and Data Integra-
tion Analysis for Biomarker discovery using Latent
cOmponents (DIABLO).

OnPLS yes multi-block Python [180,181] Projection-based integration method that decom-
poses global, local and unique levels of variation.

In addition to providing intuitive visualization, networks enable the application of a rich

toolbox of established graph algorithms to explore multi-omics networks and extract rel-

evant information in an automated manner [200]. For example, multi-layer networks rep-

resent a promising mathematical framework, where layers of nodes (e.g., genes, proteins,

metabolites) are connected by di↵erent edge types with varying degrees of connectivity

(e.g., gene co-expression, trait association, and protein co-abundance) [201,202]. Research

fields such as graph theory and network science have developed various algorithms that can

be applied to such heterogeneous networks, including random walk [51], module identifica-

tion [203], or meta-path-based techniques [204]. This enables, for example, the prediction

of novel edges [204], the identification of key players [205, 206], or retrieval of interesting

subnetworks (modules) [207,208,209]. Furthermore, native graph databases, such as Neo4j,

represent an attractive framework for post-integration analysis as they enable the e�cient

storage and analysis of large amounts of semi-structured, diverse, and highly connected

data [7]. An extensive list of network-based multi-omics visualization tools and online

resources is provided in Table 2.1.
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Even after the successful identification of interesting entities or modules, the downstream

functional interpretation and validation of such complex multi-omics findings is not straight-

forward. Direct replication as an important tool for identifying false positives [16] is often

not an option due to the frequently limited availability of comparable and su�ciently pow-

ered omics studies. So far, validation of results has therefore often been performed using

prior knowledge [191] to provide functional evidence, for example, through set-based en-

richment (Section 2.3.1). However, with growing numbers of large-scale studies and e↵orts

towards standardizing and indexing datasets across sources, such as the Omics Discovery

Index (OmicsDI) [210,211], data-driven replication will become increasingly feasible in the

future. Beyond that, it is often not possible to describe every finding from a multi-omics

study in detail as results can be very complex and numerous. This consequently leads to

biased or selective reporting of outcomes that are published [191]. To this end, the sharing

of all results in easily accessible data repositories, such as NDEx [101], or dedicated sup-

plemental web servers [25, 29, 146, 212], is becoming more popular as it enables the re-use

of multi-omics results for further exploration or replication by other researchers.

2.5 Current trends and future perspectives

As highlighted in this Chapter, various multi-omics integration strategies exist. Devel-

opments in research fields such as computer vision and natural language processing o↵er

promising new directions for the unbiased integration of high-dimensional data. Recently,

these fields have been transformed by the use of deep learning techniques, such as deep

neural networks, which can handle vast amounts of data and are able to discover highly

complex and relevant features [213, 214]. In deep learning, multiple hidden layers en-

able the learning of new, highly complex data representations [213]. Furthermore, flexible

architectures allow models to be tailored to many di↵erent problem domains, providing

exciting new possibilities also for multi-omics integration studies [215, 216]. For example,

variational autoencoders (VAEs) [217] are popular representation learning methods that

have been proposed for non-linear dimensionality reduction, unsupervised clustering, and

denoising of datasets [218,219]. They can be used to encode input data (e.g., di↵erent omics

datasets) into a low-dimensional embedding, e↵ectively integrating di↵erent omics types

into a new latent representation [220]. A major limitation of deep learning algorithms,

so far, has been their need for vast amounts of high-quality data and the complicated in-

terpretation of model features [214, 216, 221]. However, the increasing availability of large

multi-omics datasets and development of interpretable deep learning methods will enable

more and more deep learning applications in the future [213,221].

Besides algorithmic innovations, the ongoing advances in analytical technologies will also

provide novel opportunities and challenges for integrative studies. For example, spatial

omics profiling has received increasing attention in the past few years due to the advent

of high-resolution technologies to generate data in fine-grained spatial resolution. This is
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particularly interesting for the cancer field, where there is increasing evidence that the

tumor microenvironment, i.e., the collection of all stromal cells surrounding and support-

ing the tumor cells, plays a major role in prognosis and therapy [222]. For metabolomics,

modern Matrix Assisted Laser Desorption Ionization (MALDI)-imaging mass spectrome-

try instruments can acquire metabolite profiles at almost single-cell resolution [223]. This

rich new type of data, composed of metabolites, samples, and two or more spatial dimen-

sions, also requires innovative approaches for data processing, integration, and analysis.

For example, single-cell metabolic profiles can be assigned and analyzed using the ’SpaceM’

method, which performs the interpolation of spatial measurement patterns onto microscopy

images [224]. Similarly, new technologies and the corresponding computational methods al-

low for high-resolution protein profiling, e.g., using mass cytometry time of flight (CyTOF)

instruments [225], and spatial transcriptomics data can be obtained by a growing number

of sequencing and microarray-based techniques [226]. Future applications, where tissue

samples or entire organs are analyzed in a sequential fashion with a combination of these

techniques to generate spatial multi-omics datasets, promise unprecedented insights into

the deep molecular biology of the systems under study.

2.6 Summary

The generation of vast amounts of biological data has provided exciting new opportunities

to gain a systems view on molecular wirings across regulatory layers that define health and

disease. However, the heterogeneous and high-dimensional nature of multi-omics datasets

in combination with di↵ering study objectives and data scenarios make the appropriate

data integration strategy a case-by-case choice.

While knowledge-based strategies can guide integrative analysis by harnessing a large body

of manually and experimentally validated information from databases and scientific liter-

ature, it is restricted to known or previously characterized biological entities and is not

applicable to molecules with unknown functions or identities. Data-driven methods, on

the other hand, use statistical methods, such as correlation or association analysis to infer

relationships between omics layers. Although this can be prone to the identification of

spurious associations and success heavily depends on correctly preprocessed, high-quality

data, data-driven integration has the potential to discover novel as well as condition-specific

interactions. In particular, multi-block integration methods that can simultaneously ana-

lyze datasets while taking into account inter-omics heterogeneity show exciting potential

to fully exploit multi-omics datasets. To leverage the advantages of both approaches,

network-based hybrid integration methods have emerged that enable the combination of

knowledge-based and data-driven data integration. This facilitates the generation of highly

complex multi-omics interaction catalogues that can be mined in an automated fashion us-

ing graph algorithms.
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With the increasing availability of larger, high-quality datasets paralleled by the develop-

ment of new omics technologies, the demand for powerful data analysis tools and stan-

dardized integration frameworks will continue to grow. The integrative analysis of these

multi-omics data, enabled by publishing data in centralized data repositories adhering to

the FAIR Principles (Findable, Accessible, Interoperable, and Reusable) [227], will finally

allow researchers to promote the usability and reproducibility of their work and has the

potential for achieving substantial advances in biomedical research and health care.





Alzheimer’s disease (AD) 3
“Alles in allem genommen haben wir hier o↵enbar einen eigenartigen Krankheit-

sprozeß vor uns.” On the whole, it is evident that we are dealing with a peculiar disease process.

— Alois Alzheimer, Allgemeine Zeitschrift fur Psychiatrie und

Psychisch-gerichtliche Medizin. 1907

When Alois Alzheimer (1864-1915) first described the medical case of Auguste Deter (1850-

1906) at a psychiatry conference in Tubingen in 1906, he was probably not aware of the

far-reaching implications his discovery would have. Auguste Deter was a 51-year-old pa-

tient who was assessed in 1901 by Alois Alzheimer, presenting with unusual symptoms,

including memory loss, sleeplessness and other psychological changes [228]. After her death,

Dr. Alzheimer and his colleagues examined her brain using slide preparations stained with

the Bielschovsky silver method, discovering unusual changes in the neurofibrils of her brain

cells. He described his histopathological findings in a later publication as [229]:

”[...] inside an apparently normal-looking cell, one or more single fibers could be

observed that became prominent through their striking thickness and specific

impregnability. [...] At a more advanced stage, many fibrils arranged parallel

[...] they accumulated forming dense bundles. [...] Dispersed over the entire

cortex, and in large numbers especially in the upper layers, miliary foci could

be found which represented the sites of deposition of a peculiar substance in

the cerebral cortex.”

Although his findings were not immediately met with recognition, the discovered brain le-

sions, namely amyloid-b (Ab) plaques, and neurofibrillary tau tangles would later become

the defining pathologic features of a devastating new neurodegenerative disease. The dis-

ease was first referred to as Alzheimer’s disease (AD) in 1910 by Emil Kraepelin, a German

psychiatrist and colleague of Dr. Alzheimer and Auguste Deter is considered to be the first

described AD case [228].

31
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Today AD is recognized as a devastating progressive, neurodegenerative disorder that is

estimated to a↵ect a total of 6.5 million people of age 65 and older in the United States

alone. This number is projected to rise to 13.8 million by 2060 [230, 231] and poses a

significant financial and social burden on society [232]. AD is the most common cause of

dementia in older adults, accounting for 60% to 80% of dementia cases [232]. Its patholog-

ical hallmarks include the presence of extracellular deposits of Ab (amyloid plaques) and

intracellular neurofibrillary tangles of hyper-phosphorylated tau aggregates in the brain,

leading to synapse loss, brain atrophy, and ultimately death (Figure 3.1). The aggregation

of these neuropathological changes (further described in Section 3.1) can start decades

before any clinical symptoms are observable. The symptoms of progressing AD include

episodic memory impairment, executive dysfunction, and changes in behavior and person-

ality. Furthermore, clinicopathological studies have shown that older individuals living

with AD often present mixed pathologies, meaning they have one or more neurodegener-

ative and cerebrovascular disease pathologies present [233]. Only a small percentage of

individuals are believed to have ’pure’ AD, making it di�cult to study the disease in com-

plete isolation from other age-related disorders and increasing the heterogeneity of clinical

presentations and trajectories [232,233,234].

The exact causes of AD are not fully understood, but a combination of genetic and envi-

ronmental factors are thought to contribute to the onset and progression of the disease. A

small percentage of AD cases can be attributed to autosomal dominant mutations in the

amyloid beta precursor protein (APP), presenilin 1 (PSEN1 ), and presenilin 2 (PSEN2 )

genes, a↵ecting APP proteolysis and synthesis [235]. Individuals carrying such a mutation

are almost certain to develop AD before they reach the age of 65, which is why this form

of AD is also referred to as early-onset Alzheimer’s disease (EOAD) [232]. Sporadic AD on

the other hand is the most common form of AD and typically has an onset in individuals

over 65 years of age. This late-onset Alzheimer’s disease (LOAD) is not caused by a single

genetic mutation, but rather a complex interplay of genetic and environmental factors.

Risk factors for LOAD include:

Age. Although AD is not considered a normal part of aging, age represents the strongest

risk factor for developing LOAD, as the percentage of individuals living with AD increases

substantially with age. For example, while the prevalence (in the United States) of clinical

AD is 5.3% among adults 65 to 74 years old, it is increased to 34.6% when looking at

adults 85 years or older [230].

Genetics. LOAD is a complex, polygenic disorder with heritability estimates ranging

between 60 to 80% [236]. Multiple genetic risk factors for LOAD have been identified

with the strongest risk exerted by the APOE⇤e4 allele of apolipoprotein E (APOE ) [237].

APOE has three common forms, the least common APOE⇤e2 (reduces AD risk), the

most common form APOE⇤e3 (no e↵ect on AD risk) and the risk increasing APOE⇤e4.

Individuals that inherit a single copy of APOE⇤e4 have an approximately 3- to 4-fold risk of
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developing AD while two copies increase the risk to 9- to 15-fold [238]. APOE is involved

in the re-distribution of cholesterol and other lipids to neurons and is thought to drive

amyloid pathology [238]. To date, more than 40 loci have been linked to AD risk through

genome-wide association studies (GWAS), including cerebrospinal fluid clusterin (CLU ),

CR1 and PICALM [239]. However, most studies have been carried out in individuals of

European ancestry and studies have shown di↵ering allele frequencies, risk profiles, and

disease prevalence among di↵erent ethnic groups [230,240,241].

Sex. Female sex is considered a major risk factor of AD. It has been estimated that at 45

years of age, the lifetime risk of AD in women may nearly be double that of men [232,242]

and women with Mild Cognitive Impairment (MCI) may experience faster progression to

AD dementia than men [243]. Although women live longer than men and age is the greatest

risk factor of AD, longevity seems to only partially explain the observed sex di↵erences

in AD susceptibility and severity [244]. Sex-specific e↵ects and interactions of risk factors

have been proposed as contributing mechanisms. For example, a recent study showed sex-

and APOE⇤e4 status-dependant alterations of the human serum metabolome pointing to

greater mitochondrial impairment in APOE⇤e4 carrying females than males [245].

Other risk factors. Epidemiological studies have linked cardiometabolic risk factors, such

as hypertension [246], midlife obesity [247], and type 2 diabetes [248] to an increased risk

of AD and dementia, suggesting underlying common disease mechanisms, such as chronic

inflammation, mitochondrial failure or insulin resistance [233, 234]. Additional modifiable

lifestyle factors that can lead to an increased AD risk include smoking, physical inactivity,

and social isolation [249], while cognitive reserve, intellectual and physical activity and a

healthy diet have been proposed as protective factors [250].

This thesis is focused on the late-onset form of the disease and in the following, we will

use LOAD and AD interchangeably.

3.1 Pathogenesis of AD

AD is a complex disorder that results from various changes in the brain. Amyloid and tau

proteins, which form the pathological hallmarks of the disease, Ab plaques, and neurofib-

rillary tangles, respectively, have long been assumed to play a significant role in disease

pathogenesis. The Amyloid hypothesis suggests that the aggregation of extracellular Ab

in the brain triggers a chain reaction that leads to intraneuronal tau protein accumulation

and eventually neurodegeneration [252, 253]. It is supported by evidence from familial

EOAD, where mutations in APP , the precursor of Ab peptides, and mutations in PSEN1

and PSEN2 , parts of the protein complex that cleaves APP , a↵ect Ab cleavage and ag-

gregation. Furthermore, individuals with Down’s syndrome (trisomy 21), who carry an

extra copy of the APP gene (located on chromosome 21) and produce higher levels of

Ab throughout their life, develop typical AD neuropathology [252]. Taken together, the
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evidence for a causative role of Ab pathology in AD is compelling. However, high failure

rates of amyloid targeting drugs, insights from genetic studies, and di↵erences in the spa-

tiotemporal progression of amyloid and tau pathology in the brain, have given rise to an

alternative hypothesis, such as the dual-cascade hypothesis [254, 255, 256, 257]. Here, Ab

and tau pathology exist as correlated but independent cellular pathways in AD [257].

The following will provide a short overview of selected biological pathways that have been

associated with LOAD. However, it is important to note that the specific temporal ordering

and interrelationships of the individual processes are not well understood.

3.1.1 Amyloid-� pathology

Ab peptides are produced by the sequential proteolysis of APP , a transmembrane protein

that is enriched in neuronal synapses. This process is also known as the amyloidogenic path-

way and is mediated by beta-site amyloid precursor protein–cleaving enzyme 1 (BACE-1 )

and �-secretase [258]. APP can also be cleaved by ↵-secretase, preventing the production

of Ab. This is known as the non-amyloidogenic pathway. The produced Ab is secreted into

the extracellular space as a monomer and is typically 36 to 43 amino acids long. Thereby,

Ab40 is more prevalent than the aggregation-prone Ab42, which has been centrally linked

to AD pathogenesis [258,259]. Extracellular Ab peptides can spontaneously self-aggregate

into oligomers, fibrils, and eventually plaques. In AD, the failure of Ab clearance systems

and/or shift to the synthesis of longer, more aggregation-prone Ab species are thought to
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Figure 3.1: Alzheimer’s disease (AD). (A) AD is a neurodegenerative disorder caused by the accu-
mulation of neuropathological changes in the brain. It is clinically characterized by symptoms, such
as cognitive decline, progressively worsening over time. Risk factors for AD include age, genetics,
sex, and environmental influences, such as diet or preexisting conditions. (B) Neuropathological
hallmarks and biomarkers of AD. AD is characterized by the presence of distinct pathological
changes in the brain: (A) extracellular amyloid-b (Ab) plaques and (T) intracellular neurofibrillary
tangles that eventually lead to (N) neurodegeneration [251]. These brain lesions can be detected
by in vivo biomarkers. Biomarkers of fibrillary Ab deposition are high ligand retention on cortical
amyloid positron emission tomography (PET) and low cerebrospinal fluid (CSF) Ab42. Biomarkers
of tau pathology are elevated CSF phosphorylated tau (p-tau) and high ligand retention on cortical
tau PET. Biomarkers of neurodegeneration are CSF total tau (t-tau), fluorodeoxyglucose (FDG)
PET hypometabolism, and brain atrophy seen on structural magnetic resonance imaging (MRI).
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increase Ab levels in the brain. This eventually leads to Ab aggregation and oligomeriza-

tion, possibly activating or amplifying a cascade of disease-driving processes, including tau

aggregation, neuroinflammation, and synapse loss [252]. Studies suggest that particularly

soluble oligomers of Ab42 mediate neurotoxicity in AD [260]. Assessment of the spatiotem-

poral progression of Ab pathology using PET neuroimaging techniques have shown that

Ab accumulation starts in association cortices of the brain and spreads from neocortex to

allocortex, eventually reaching the cerebellum [257].

3.1.2 Tau pathology

Tau is a microtubule-associated protein that is involved in microtubule stabilization and

vesicle transport. It is normally located in the cytoplasm of axons but can also be found

in presynaptic and postsynaptic sites. Through post-translational modifications, tau can

become hyperphosphorylated and lose its a�nity for microtubules, destabilizing the neu-

ronal cytoskeleton and impairing axonal transport [258, 261]. This hyperphosphorylated

form of tau self-aggregates into intermediate forms, such as intracellular neurofibrillary

tangles. Tau tangles are not exclusive to AD and can also be found in other neurodegen-

erative disorders (tauopathies). As with Ab, intermediate aggregates of pathologic tau are

cytotoxic and promote neurodegeneration [258]. However, tau pathology correlates more

strongly with neurodegeneration and cognitive decline than Ab pathology [257,262] and has

been suggested as a driver for AD-related metabolic changes observed in the brain [263].

Although it has been proposed that Ab drives the formation of intracellular tau tangles,

other factors, such as APOE and microglial activation, may also play a role [257,264,265].

Tau aggregation typically occurs later than Ab pathology. It starts in the transentorhinal

cortex, then spreads to limbic areas and eventually to the neocortex [257].

3.1.3 Synaptic dysfunction

Progressive brain atrophy, caused by synaptic and neuronal loss, can be observed in the

temporal lobes and later in the frontal lobes of AD patients [266]. Synaptic loss is more

pronounced than the neuronal loss in progressing AD and is the strongest neuropatho-

logical correlate with cognitive decline [258, 266, 267]. Evidence from model organisms of

AD implicate both oligomeric Ab, and pathogenic tau in synaptic dysfunction [268, 269].

Especially Ab oligomers have been shown to impair synaptic plasticity and reduce den-

dritic spine density, for example, through the reduction of glutamatergic transmission [270],

cholinergic dysfunction [271], and disruption of calcium homeostasis [260].

3.1.4 Lipid metabolism

Dysfunctional lipid metabolism has been implicated in AD onset and progression by mul-

tiple lines of evidence, including large-scale genetic [272, 273, 274, 275] and metabolomics

studies [19, 19, 263, 276, 277]. GWAS have identified multiple genetic variants that are
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associated with AD and occur in genes involved in the regulation of lipid metabolism,

including CLU , SORL1 and ABCA7 [266, 278]. The most prominent example, however,

is the risk gene APOE which transports cholesterol from astrocytes to neurons in the

brain [258]. Cholesterol is an important part of neuronal membranes and, together with

sphingomyelins (SMs), is a constituent of highly organized membrane microdomains, so-

called lipid rafts. Lipid rafts in the brain facilitate protein and lipid interactions and are

involved in various processes, such as signal transduction and regulation of inflammatory

processes [279]. Both cholesterol and SMs have been linked to the amyloidogenic process-

ing of APP and implicated in AD pathogenesis. For example, specific SMs have been

associated with early stages of AD [19] and analysis of the brain transcriptome revealed

global dysregulation of the SM pathway [276]. In addition, higher levels of ceramides, the

neurotoxic products of SM hydrolysis, are thought to increase BACE-1 activity, leading to

increased Ab production [277]. Products of cholesterol metabolism have also been associ-

ated with AD-traits in multiple studies [263,280,281] and it has been suggested that high

levels of cholesterol increase the secretion of Ab through e↵ects on membrane composition

and co-localization of APP and BACE-1 [279].

3.1.5 Neuroinflammation and microglia

Increasing evidence suggests that inflammation and the innate immune system in the brain

play a significant role in the development and progression of Alzheimer’s disease [282].

GWAS have implicated multiple immune response- and microglia-related genes including

TREM2, CR1, CD33 and INPP5D [278, 283]. These findings are supported by transcrip-

tomics and proteomics studies that showed that GWAS candidates are often located in

network modules that correlate with tau pathology and cognitive decline, and are enriched

for microglial markers [284,285]. Furthermore, markers of inflammation or increased levels

of molecules that are indicative of active inflammatory processes have been observed in

AD patients [263,282,286]. While various neuroimmune cells have been implicated in AD,

microglia have attracted particular interest [287]. Microglia can bind soluble Ab oligomers

and fibrils, and release inflammatory cytokines [282, 287]. As the innate immune cells

of the central nervous system (CNS), microglia have also been implicated in Ab clear-

ance [288]. However, whether microglia play a protective (clearance of Ab plaques) or

harmful (Ab-induced chronic inflammatory state) role in AD is not clear. Interestingly,

a recent single-cell study of AD-transgenic mouse brains has identified a specific sub-

population of beneficial microglia, so-called disease-associated microglias (DAMs), which

accumulate around plaques [289]. Their initial activation involves the up-regulation of

a set of genes, including APOE and TYROBP in concert with the down-regulation of

homeostatic genes. However, full activation of DAMs, including phagocytic activity, was

shown to be TREM2 -dependent. It has been proposed that impairment of this process

may occur in later phases of the disease and lead to a decrease of Ab phagocytosis and
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sustained inflammatory response. Furthermore, this may explain part of the genetic risk

conveyed by variants in TREM2 and APOE [266,290].

3.2 Diagnosis, biomarkers, and treatment

3.2.1 Disease progression and diagnosis

AD encompasses the progression of individuals from unnoticeable pathological brain changes

to severe AD dementia. This spectrum of disease severity is also referred to as the

Alzheimer’s continuum [251]. Using the degree of cognitive impairment, AD can be di-

vided into three main disease phases [291]: (a) a preclinical stage, where neuropathological

changes in the brain related to the disease begin to occur, but do not cause clinical symp-

toms, (b) a prodromal stage (MCI due to AD), where symptoms, such as memory loss,

start to manifest but do not substantially interfere with daily activities, and (c) Alzheimer’s

dementia, which is the final stage of the disease, characterized by symptoms severe enough

to a↵ect an individuals ability to live independently. However, it is important to note, that

the pace of progression of the disease can vary and not all patients that present AD patho-

logical brain changes or have MCI due to AD will go on to develop Alzheimer’s dementia

during their lifetime [232,291].

AD is viewed as a clinical-pathologic entity [251]. As a consequence, AD can be diagnosed

as probable AD in living individuals through the assessment of patient history, mental

status examination, and neuropsychological tests. Frequently used assessments include

the 13-item Alzheimer’s Disease Assessment Scale-Cognitive Subscale (ADAS-Cog) [292]

or Clinical Dementia Rating (CDR) [261, 293]. However, MCI and dementia can also

be caused by other, non-AD conditions. Therefore, a definite AD diagnosis can only

be made through an autopsy after death [261]. Postmortem AD diagnosis and staging

rely on semi-quantitative measures of neuropathological burden, such as Braak stage [294]

for neurofibrillary tangle pathology, Consortium to Establish a Registry for Alzheimer’s

Disease (CERAD) score [295] for neuritic plaques or consensus of both (e.g., National

Institutes on Aging (NIA)-Reagan score [296,297]). Because these pathological changes in

the brain start to accumulate decades before the onset of clinical symptoms, there has been

increasing interest in shifting from purely clinicopathological to in vivo biomarker-guided

classifications of AD [298,299].

3.2.2 Biomarkers of AD pathology

A biomarker is an objective, quantifiable marker of a biological process that can be mea-

sured accurately and reproducibly [300]. Ante-mortem biomarkers for AD neuropathology

can, for example, enable the detection of preclinical AD or aid AD drug development by

guiding the selection of participants and confirming their diagnosis in clinical trials [301].

The development of neuroimaging and CSF biomarkers have now made it possible to detect
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and characterize AD pathologies in vivo (Figure 3.1 B), providing exciting new opportuni-

ties. For example, physicians can use biomarkers to assist the diagnosis of MCI due to AD

to rule out other underlying causes for the observed clinical presentation. Nevertheless,

there is still a desperate need for cost-e↵ective, accurate, and non-invasive biomarkers,

such as blood tests, that can be routinely used in clinical settings and may eventually pave

the road for widespread testing for AD [302]. Blood-based biomarkers for AD diagnosis

and prognosis are currently in development and will hopefully see clinical use in the near

future [303].

To better capture the heterogeneity of AD in research settings, the NIA and Alzheimer’s

Association proposed a classification system [251, 299] where AD biomarkers are catego-

rized into three distinct groups; biomarkers for (A)myloid-b plaques, fibrillar (T)au, and

(N)eurodegenration or neuronal injury (Figure 3.1 B). Individuals can then be classified

into one of eight AT(N) biomarker profiles. For example, the Alzheimer’s continuum

is defined by an abnormal amyloid biomarker (A+), independent of the status of other

biomarkers. Using the proposed terminology, individuals presenting with abnormal A but

normal T and (N) (A+/T-/(N)-) show Alzheimer’s pathological changes, and AD is de-

fined by neuropathologic or biomarker evidence for both Ab plaques and pathologic tau

deposits (A+/T+/(N)- or A+/T+/(N)+) [251]. Although this purely biological definition

of AD has limitations in clinical settings, as it entirely removes a clinical component [302],

it provides a unified terminology and classification scheme that can be used in AD research

studies to represent individuals across (and beyond) the Alzheimer’s continuum.

3.2.3 Pharmacological therapies

AD therapies have had extremely high failure rates ( 99%) [301]. To date, only seven

drugs have been approved by the Food and Drug Administration (FDA) for treating AD.

Five of them target neurotransmission and are symptom-based, i.e., do not target the un-

derlying biological causes of disease and can therefore not alter or improve the course of

disease [304]. Most of these drugs (tacrine, donepezil, galantamine, and rivastigmine) are

cholinesterase inhibitors that can improve or delay the progression of symptoms by prevent-

ing the breakdown of neurotransmitters. In contrast, the N -methyl-D-aspartate (NMDA)

receptor antagonist memantine is believed to reduce the e↵ects of excitotoxic glutamate

release. Recently, two potentially disease-modifying treatments have been approved by

the FDA through an accelerated approval process. Both drugs, Aducanumab [305] and

Lecanemab [306], are monoclonal antibodies targeting Ab. Aducanumab was given ap-

proval based on two terminated phase 3 trials although, in only one of them, the high-

dosage subgroup met its primary and secondary endpoints [305]. Lecanemab, on the other

hand, was shown to meet all primary and secondary outcomes in a completed phase 3 trial,

significantly slowing cognitive decline and reducing amyloid burden in the brain [306]. Ad-

ucanumab was also shown to reduce Ab plaques, but with less benefit on cognition. While
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exiting, these developments are not without limitations as both drugs can cause serious

side e↵ects [305,306], and the respective companies will have to verify their clinical benefit

in post-approval trials [232].

For future clinical trials, recruiting more adequate trial populations [301] (e.g., biomarker-

confirmed AD pathology, earlier stages of AD) will be of vital importance [301]. Alterna-

tively, drug repositioning, i.e., the application of available compounds in a novel disease

context, has gained increasing attention and poses a promising alternative to de novo drug

development [307]. Using multi-omics data generated by international and interdisciplinary

research e↵orts, new methods are being implemented to computationally identify and pri-

oritize promising drug candidates for repositioning [277,308]. Nevertheless, AD remains an

incurable disease, highlighting our incomplete understanding of the etiology of the disease

and the urgent need for new therapeutic approaches.

3.3 Integrative analysis of AD

Integrative analysis across omics holds the promise to provide a more comprehensive un-

derstanding of underlying and potentially targetable disease mechanisms. In general,

two types of multi-omics AD resources have been developed (i) results explorers and (ii)

network-based (cross-disease) datasets.

Results explorers provide researchers with tools to look up multi-omics evidence on a single

target level. However, they do not - or only in a limited scope - provide the extended multi-

omics context surrounding these entities and/or enable the exploration of molecular links

between (manually provided) sets of targets. Current results explorers include:

• Agora [309] – is an NIA funded results explorer that provides multi-omics evidence

(transcriptomic, proteomic, and metabolomic) for the involvement of genes in AD.

The platform enables access to data generated by multiple collaborative research

programs and was built to support AD target discovery. Agora (https://agora.

adknowledgeportal.org/) provides a comparison tool for di↵erential ribonucleic

acid (RNA) and protein expression, comprehensive summaries of evidence for indi-

vidual genes, and lists of genes nominated as potentially promising targets by di↵erent

research teams.

• AlzGPS [310] – is a multi-omics platform built to enable genome-informed target

identification and drug repositioning in AD. AlzGPS (https://alzgps.lerner.

ccf.org) provides access to various omics datasets, including genomics, transcrip-

tomics, proteomics, and metabolomics, as well as information on FDA approved

drugs and AD clinical trials. Omics evidence for single biological entities or pre-

defined datasets (e.g., manually curated list of AD-associated genes) is provided and

https://agora.adknowledgeportal.org/
https://agora.adknowledgeportal.org/
https://alzgps.lerner.ccf.org
https://alzgps.lerner.ccf.org
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interlinked across the platform. Protein-protein interaction (PPI) network visualiza-

tions are provided for single genes (1-step neighborhood) or connected components

among pre-defined gene sets. The resource includes datasets from human studies and

studies in model organisms, partly with small sample sizes (n<20).

• AlzCode [311] – is a results explorer that allows users to evaluate the degree

of association to known AD genes for individual genes. This is done by provid-

ing genomic evidence, including gene expression data and homogeneous biological

networks (e.g., co-expression networks and PPIs) taken from public databases. Alz-

Code (http://www.alzcode.xyz/) also provides a tool to evaluate the interaction

of a given set of genes with known AD genes on the bases of di↵erent biological

networks.

In addition, network-based resources, in which the relationships between biological enti-

ties and diseases are modeled as a large heterogeneous network, are becoming increasingly

important due to their intuitive interpretation and the abundance of downstream analysis

tools. Here, links (edges) between two entities (nodes) indicate either a knowledge-based

(e.g., taken from an established knowledge base) or data-driven (e.g., inferred through sta-

tistical analysis of quantitative omics data) relationship. For such heterogeneous network

resources, the inclusion of high-quality and disease-relevant datasets plays an important

role, as it can have a major impact on the networks generated. These resources can be

queried through e�cient network queries and graph algorithms. Current resources in this

category include:

• HetioNet [204,312] – is a biomedical knowledge graph that integrates various public

data resources covering basic biological, disease, and pharmacological relationships

that link entities such as diseases, genes, and drug compounds. This resource covers

multiple diseases and is not AD-specific. It further does not include metabolomics

data. The database is freely accessible, and pathfinding tools and results from gene

prioritization and drug repositioning analysis are available through the web interface

(https://het.io/).

• NeDRex [313]– is another integrative, network-based resource developed for drug

repositioning and disease module identification. This resource integrates various

biomedical databases, establishing links between biomedical entities such as diseases,

genes, and drug compounds. The platform provides API endpoints to access the

integrated data directly and various network algorithms implemented as a Cytoscape

plugin (https://nedrex.net/index.html). NeDRex is not AD-specific and does

not include metabolomics data.

http://www.alzcode.xyz/
https://het.io/
https://nedrex.net/index.html
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• HENA [188] – is an AD-specific heterogeneous network-based dataset that has been

made available through the Network Data Exchange (NDEx) repository [101] (https:

//doi.org/10.18119/N93G6T). This collection of genomics, proteomics, and clinical

phenotype data integrates various interaction datasets, including PPI, GWAS, co-

expression, and epistatic interaction networks. All data was projected onto genes,

resulting in a gene-gene interaction network connected by di↵erent edge types. This

dataset does not include metabolomics data and provides no custom analysis tools.

While the presented resources provide valuable tools for the integrative analysis of complex

diseases, many have so far a) not leveraged the available multi-omics data to reconstruct

data-driven network representations that can be integrated across; b) do not integrate

metabolic readouts, or c) do not provide tools to explore several hypotheses in one in-

tegrated context network, which poses a significant limitation for multi-factorial diseases

like AD.

https://doi.org/10.18119/N93G6T
https://doi.org/10.18119/N93G6T




Material and methods 4
Parts of this Chapter have been used to prepare the following two first author

manuscripts (peer-reviewed journal submission in preparation):

1. M. A. Wörheide, J. Krumsiek, S. Nataf, K. Nho, A. K. Greenwood, J. C. Wiley, T. Wu, K. Huynh,

P. Weinisch, W. Römisch-Margl, N. Lehner, The AMP-AD Consortium, The Alzheimer’s Disease

Neuroimaging Initiative, The Alzheimer’s Disease Metabolomics Consortium, J. Baumbach, P.

J. Meikle, A. J. Saykin, P. Murali Doraiswamy, C. van Duijn, K. Suhre, R. Kaddurah-Daouk,

G. Kastenmüller, and M. Arnold, “An online molecular atlas of Alzheimer’s disease”,

submission in preparation. Preprint available on medRxiv, doi: 10.1101/2021.09.14.21263565.

2. M. A. Wörheide, J. Krumsiek, S. Nataf, K. Nho, A. K. Greenwood, J. C. Wiley, T. Wu, K. Huynh,

P. Weinisch, W. Römisch-Margl, N. Lehner, The AMP-AD Consortium, The Alzheimer’s Disease

Neuroimaging Initiative, The Alzheimer’s Disease Metabolomics Consortium, J. Baumbach, P. J.

Meikle, A. J. Saykin, P. Murali Doraiswamy, C. van Duijn, K. Suhre, R. Kaddurah-Daouk, G.

Kastenmüller, and M. Arnold, “Utilizing multi-omics context networks to explore molec-

ular hypotheses in Alzheimer’s disease”, submission in preparation. Preprint available on

medRxiv, doi: 10.1101/2021.09.14.21263565.

Contributions of the lead author for both manuscripts were as follows:

• implementation of the project
• data analysis and resource development (backend and frontend)
• drafting the manuscript
• design and implementation of all figures

Critical revision of the manuscripts and final approval was given by all.

The following chapter provides an overview of Alzheimer’s disease (AD) cohorts, datasets,

and methods that were used to create the AD Atlas resource (Chapter 5). First, key AD

cohorts, initiatives, and hubs for AD data exchange are briefly discussed, followed by a

comprehensive list of datasets that were integrated into the resource. Next, an outline

of the applied multi-omics data integration pipeline is given, followed by a description

of the downstream analysis methods that were used to explore and analyze the resulting

correlation-based multi-omics networks. Finally, the underlying technical framework of the

AD Atlas front- and backend is described.
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4.1 AD data

4.1.1 Cohorts

Data from the following AD cohorts was reanalyzed prior to integration into the AD Atlas.

As samples may have varying availability of omic and biomarker profiles, the sample sizes

reported refer to the total (maximum) sample size, although some analyses were performed

on subsets thereof. An overview of the available omics data modalities for each of these

cohorts is given in Table 4.1. A comprehensive list of the integrated datasets and methods

used for re-analyzing the data is provided in Section 4.2.

Religious Orders Study/Memory and Aging Project

The Religious Orders Study (ROS) [314] (started in 1994) is a longitudinal, clinical-

pathological cohort study that enrolls participants without signs of dementia from religious

communities (for example, nuns, priests, and brothers) from across the United States. Par-

ticipants undergo annual evaluations and have all consented to brain donation after death.

The Memory and Aging Project (MAP) [315] (started 1997) is a longitudinal and epi-

demiological, clinical-pathological cohort. The study design is similar to ROS; enrolled

participants are dementia-free at baseline and undergo a detailed annual clinical evalua-

tion and the donation of the brain, spinal cord, and muscle after death. In contrast to ROS,

this study recruits a broader range of socioeconomic backgrounds, especially regarding ed-

ucation. Data generated from post-mortem brain tissue samples (dorsolateral prefrontal

cortex (DLPFC)) were used to estimate protein partial correlation networks (tandem mass

tag mass spectrometry (TMT-MS)-based proteomics data, n=328) and perform genome-

wide association studies (GWAS) with brain metabolite levels (genomics and non-targeted

metabolomics data, n=459). For the latter, data was also meta-analyzed with results from

the Mayo Clinic Brain Bank (Mayo).

Alzheimer’s Disease Neuroimaging Initiative

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) is a longitudinal, multi-site study

of normal aging, Mild Cognitive Impairment (MCI) and early AD. It was funded in

2004 as a private-public partnership through federal (National Institutes on Aging (NIA)),

industry, and foundation contributions, to develop neuroimaging measures and biomarkers

for clinical trials, and advance the understanding of AD pathophysiology [316]. Participants

undergo extensive clinical and cognitive assessments upon entry, including brain imaging

(magnetic resonance imaging (MRI) and positron emission tomography (PET) scans) as

well as biospecimen collection (urine, blood, cerebrospinal fluid (CSF)). These tests are

repeated in specific intervals throughout years of follow-up. The initial study (ADNI-1)

has been sequentially extended through additional funding (ADNI-GO) and re-newel of

the initial grant (ADNI-2). The following provides a short overview of each ADNI phase

and their respective focus:
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ADNI-1 The initial five-year study enrolled 800 participants (elderly controls, MCI,

AD) during the years 2004-2010. The primary goal was to develop biomarkers that can

function as outcome measures in clinical trials.

ADNI-GO Extension of ADNI-1 until 2011 enabled the ADNI-GO phase to recruit 200

additional participants (early MCI) to focus on biomarkers for early stages of the disease.

ADNI-2 During 2011-2016 additional participants (n=550) were recruited including el-

derly controls, early MCI, late MCI and AD). In addition to assessing biomarkers as

outcome measures, the predictive value of these measures for cognitive decline or dementia

was added as a subject of interest [317].

Data and results generated by ADNI are shared without embargo through the Laboratory

of Neuroimaging (LONI) Image & Data Archive (IDA) [3, 318]. Samples from ADNI-

1, -GO, and -2 were used to estimate metabolite partial correlation networks (targeted

metabolomics data, n=1,517) and perform GWAS with blood metabolites (targeted meta-

bolomics data, n=1,407) and AD (endo-)phenotypes including CSF biomarkers, cognitive

measures and clinical diagnosis (n=1,564).

Mayo Clinic Brain Bank

The Mayo Clinic Brain Bank (Mayo) is a brain bank for neurodegenerative disorders,

including AD and Lewy body disease, operated by the Neuropathology and Microscopy

Laboratory of the Mayo Clinic. Well-characterized brain samples are stored and distributed

to researchers for various types of research studies. Data from post-mortem brain tissue

samples (temporal cortex (TCX), n = 159; cerebellum (CBE), n = 177) were used to

identify genetic associations with brain metabolites (non-targeted metabolomics data) and

perform inverse-weighted meta-analysis with results generated from ROS/MAP.

Baltimore Longitudinal Study of Aging

The Baltimore Longitudinal Study of Aging (BLSA) [319] is one of the largest and longest-

running prospective studies of aging in the United States of America [320]. The study is

supported by the NIA and was started in 1958 to gain deeper insights into the human aging

process. Participants are assessed at regular intervals, measuring physical and cognitive

changes. Furthermore, an autopsy program was established in 1986, enabling the study of

morphological and neuropathological changes in neurodegenerative diseases [321]. label-

free quantitation mass spectrometry (LFQ-MS)-based proteomics data of post-mortem

brain tissue samples (DLPFC, n=37) were reanalyzed together with data from Adult

Changes in Though (ACT), Banner Sun Health Research Institute (Banner) and Mount

Sinai Brain Bank (MSBB) to estimate protein partial correlation networks.
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Table 4.1: Multi-omics profiling of selected Alzheimer’s disease cohorts.

phenotypic

G T* P M CSF† neuropathalogical‡ clinical

ROSMAP x DLPFC DLPFC DLPFC x x

ADNI
(1/GO/2)

x blood x x x

Mayo x
CBE
TCX

CBE
TCX

x x

Banner DLPFC x x

BLSA DLPFC x x

ACT DLPFC x x

MSBB x

FP
IFG
PHG
STG

DLPFC x x

Cohorts – ROS/MAP: Religious Orders Study/Memory and Aging Project, ADNI: Alzheimer’s
Disease Neuroimaging Initiative, Mayo: Mayo Clinic Brain Bank, Banner: Banner Sun Health Re-
search Institute, BLSA: Baltimore Longitudinal Study of Aging, ACT: Adult Changes in Though,
MSBB: Mount Sinai Brain Bank. Brain regions – DLPFC: dorsolateral prefrontal cortex, CBE:
cerebellum, TCX: temporal cortex, FP: frontal pole, IFG: inferior frontal gyrus, PHG: parahip-
pocampal gyrus, STG: superior temporal gyrus. Data modalities – G: genomics, T: transcriptomics,
P: proteomics, M: metabolomics. *Data not reanalyzed prior to integration. †CSF biomarker mea-
surements. ‡Post-mortem (neuropathological assessment) or ante-mortem (imaging-based).

Mount Sinai Brain Bank

The Mount Sinai/JJ Peters VA Medical Center National Institutes of Health (NIH) Brain

and Tissue Repository [322] is a biorepository for donated brain tissue samples, a so-called

brain bank. As part of the NIH-funded NeuroBioBank, it facilitates the collection, storage,

and distribution of well-characterized post-mortem brain tissue samples. It was established

in 1982 with a focus on AD and later expanded to include other brain-associated disorders,

including, for example, schizophrenia. For the MSBB study, genomic, transcriptomic,

and proteomic data from multiple brain regions are available, as well as demographic

and neuropathological data. LFQ-MS-based proteomics data of post-mortem brain tissue

samples (DLPFC, n=159) was reanalyzed together with data from ACT, Banner and BLSA

to estimate protein partial correlation networks.
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Banner Sun Health Research Institute

The Brain and Body Donation Program at Banner is a longitudinal clinical-pathological

study established in 1987 of AD, Parkinson’s disease, and normal aging [323]. The study

collects and stores brain- and whole-body donations of donors from the greater Phoenix

metropolitan area. Most participants are enrolled while cognitively normal, although the

program also accepts and specifically recruits donors living with neurodegenerative dis-

orders, such as AD and Parkinson’s disease. LFQ-MS-based proteomics data of post-

mortem brain tissue samples (DLPFC, n=167) was reanalyzed together with data from

MSBB, ACT and BLSA to estimate protein partial correlation networks. TMT-MS-based

proteomics data from the Banner cohort (DLPFC, n=160) was additionally used in a

second analysis to estimate protein partial correlation networks together with data from

ROS/MAP.

Adult Changes in Thought

The ACT study is a longitudinal prospective cohort study that enrolls randomly selected

members of the Kaiser Permanent Washington health plan. The study was initiated in 1994

to provide estimates of the incidence of dementia and AD, and to examine the influence

of sex, education, and apolipoprotein E (APOE ) status on the onset of dementia [324].

Participants eligible to enroll in the study must be at least 65 years of age and present no

signs of dementia. Consent to brain donation after death is not mandatory. Assessment

is carried out through interviews and cognitive screening at baseline and then biennially

(annually after dementia diagnosis). LFQ-MS-based proteomics data of post-mortem brain

tissue samples (DLPFC, n=56) was reanalyzed together with data from MSBB, Banner

and BLSA to estimate protein partial correlation networks.

4.1.2 Accelerating Medicines Partnership - Alzheimer’s Disease

The Accelerating Medicines Partnership - Alzheimer’s Disease (AMP-AD) is a precompet-

itive, public-private partnership led by the NIA. It is part of the Accelerating Medicines

Partnership Program, which was launched in 2014 with the overall goal of reducing the time

and cost of drug development by bringing together government, industry, and nonprofit or-

ganizations. Collaborators within the AMP-AD program have generated large-scale quan-

titative datasets for numerous cohorts (Section 4.1.1) by applying a collection of modern

technologies and analyzing this data to identify and validate potential therapeutic targets.

For example, the Alzheimer’s Disease Metabolomics Consortium (ADMC) has generated

broad metabolomics profiles of brain tissue samples of participants of the ROS/MAP and

Mayo cohorts. Following the Open Data paradigm, all data, standardized pre-processing

and analysis pipelines, and results are shared via a central data infrastructure (see Section

4.1.3). The AMP-AD program has so far undergone two iterations:
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AMP-AD 1.0 The first iteration of the program was launched in 2014, consisting of

two international and interdisciplinary projects that were focused on the evaluation of tau

imaging as a biomarker for clinical trials and disease prognosis (”Biomarkers in Clinical

Trials Project”) and the discovery of novel therapeutic targets through the integration of

large-scale omics data and systems biology approaches (”Target Discovery and Preclinical

Validation Project”).

AMP-AD 2.0 In the second iteration of the program (started in 2021) the ”Target Dis-

covery and Preclinical Validation Project” was expanded, with an emphasis on precision

medicine via biomarker discovery, and longitudinal and single-cell datasets.

4.1.3 Data sharing repositories

AD Knowledge Portal

The AD Knowledge portal (https://adknowledgeportal.org/; [325]) is a public data

repository that was initially established as part of the AMP-AD program but has now ex-

panded to include additional AD- and aging-related research programs. It was developed

to provide a centralized data infrastructure that facilitates the distribution of data, meth-

ods, and results generated through NIA-funded research e↵orts under FAIR (Findable,

Accessible, Interoperable and Reusable; [227]) principles. Data files containing primary

data, analysis results, and meta-analysis can be directly downloaded via the underlying

data storage solution Synapse [326]. Data generated within the AMP-AD program that

was downloaded and integrated into the AD Atlas includes, but is not limited to, brain

expression quantitative trait loci (eQTL) data [327], brain gene co-expression [328] and

brain proteomics data [329, 330], as well as di↵erential analysis results of the brain tran-

scriptome [328] and proteome [329,330].

NIA Genetics of Alzheimer’s Disease Data Storage Site

The NIA Genetics of Alzheimer’s Disease Data Storage Site (NIAGADS) (https://www.

niagads.org/; [331]) is a data repository that provides harmonized access to data gen-

erated by NIA-funded genetic studies. Besides genomic, genetic, and phenotypic data,

this platform also provides access to summary statistics of large-scale association stud-

ies of Alzheimer’s disease and related dementia’s (ADRD) that have been published in

peer-reviewed journals. AD GWAS were downloaded and integrated into the AD Atlas.

4.2 Integrated datasets

In the following, datasets that are currently integrated into the AD Atlas are listed and

additional information regarding their generation and preprocessing is given.

https://adknowledgeportal.org/
https://www.niagads.org/
https://www.niagads.org/
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4.2.1 Public databases and population-based studies

Ensembl

Ensembl [332] is a bioinformatics resource that was built to store, annotate and dis-

play genome information [333]. The AD Atlas uses the Ensembl database to establish

knowledge-based relationships that link genes, transcripts and proteins. Furthermore, En-

sembl identifiers (IDs) are used as the primary and unique ID for genes, transcripts and

proteins. Ensembl version 97 was accessed in April 2019 using the R package biomaRt [89].

Genes are further annotated with approved human gene nomenclature provided by the

HUGO Gene Nomenclature Committee (HGNC) [334]. The complete set of annotations

(gene id and gene symbol) was downloaded from ftp://ftp.ebi.ac.uk/pub/databases/

genenames/new/tsv/hgnc_complete_set.txt.

SNiPA

The single nucleotide polymorphism (SNP) annotation database SNiPA [148] v3.3. was

used to project SNPs to genes using multiple layers of information, including the genomic

location, quantitative trait loci (QTL), such as eQTL associations (cis- and trans-) and

protein quantitative trait loci (pQTL) associations (cis- and trans-), and gene-associated

regulated elements (ENCODE [335], FANTOM5 [336]) [26]. SNP-to-gene mappings de-

termined by SNiPA were downloaded and included in the AD Atlas. Furthermore, this

mapping was used to determine the gene-specific significance threshold described in Section

4.3.2.

Tissue-specific gene regulation

Genotype-Tissue Expression (GTEx) Project (2020)

Information on genetic loci that a↵ect the expression of protein-coding genes was taken

from the Genotype-Tissue Expression (GTEx) project [143]. The version 8 (v8) data

release examines n=15,201 ribonucleic acid (RNA)-sequencing samples from 49 tissues

of 838 postmortem donors with genotype data from whole-genome sequencing (WGS).

Donors were primarily (85.3%) European Americans. Significant variant-gene associa-

tions (cis- and trans-) based on permutations were downloaded from the GTEx Portal for

each tissue (GTEx Analysis v8 eQTL.tar and GTEx Analysis v8 trans eGenes fdr05.txt).

GTEx variant IDs were mapped to reference SNP cluster IDs (rsIDs) prior to integra-

tion using the provided lookup table for genotyped variants (GTEx Analysis 2017-06-

05 v8 WholeGenomeSeq 838Indiv Analysis Freeze.lookup table.txt.gz). Sample sizes for

brain tissues with RNA-Seq and genotype data available are given in Table 4.2 [143].

ftp://ftp.ebi.ac.uk/pub/databases/genenames/new/tsv/hgnc_complete_set.txt
ftp://ftp.ebi.ac.uk/pub/databases/genenames/new/tsv/hgnc_complete_set.txt
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Table 4.2: Sample sizes for brain region-specific eQTLs taken from GTEx [143].

Tissue Type Samples with RNA-seq and genotype

Brain - Amygdala 129

Brain - Anterior cingulate cortex (BA24) 147

Brain - Caudate (basal ganglia) 194

Brain - Cerebellar Hemisphere 175

Brain - Cerebellum 209

Brain - Cortex 205

Brain - Frontal Cortex (BA9) 175

Brain - Hippocampus 165

Brain - Hypothalamus 170

Brain - Nucleus accumbens (basal ganglia) 202

Brain - Putamen (basal ganglia) 170

Brain - Spinal cord (cervical c-1) 126

Brain - Substantia nigra 114

Sieberts et al. (2020) – Brain cis-eQTL meta-analysis

Sieberts et al. [327] conducted a large-scale analysis of cortical cis-eQTL using n=1433

samples from four cohorts from the AMP-AD Consortium and the CommonMind Con-

sortium. eQTLs were generated separately for each cohort/tissue, adjusting for diagnosis

and principal components of ancestry. Then meta-analysis was performed via a fixed-e↵ect

model. This included following brain regions: DLPFC from ROS/MAP, MSSM-Penn-Pitt,

and HBCC, and TCX from Mayo. Results of the cortical meta-analysis were downloaded

from Synapse. A significance cuto↵ of FDR(Pmeta)  0.05 was applied and SNP rsIDs and

Ensembl IDs (for genes) were used for integration.

Genetic associations with metabolic traits (mGWAS)

Summary statistics from GWAS with metabolic traits were downloaded via SNiPA [148].

Results filtered to a default p-value cuto↵ of P  1 ⇥ 10�4 were available, if not stated

otherwise. Where possible, IDs for genes and metabolites were mapped to Ensembl or

metabolomics platform-specific IDs, respectively. The included studies cover metabolic

traits measured in serum, plasma, and urine samples using both targeted and non-targeted

metabolomics approaches.

Suhre et al. (2011) - Human metabolic individuality

Suhre et al. [29] profiled fasting serum samples from participants of the KORA F4 study

(n=1,768) and the TwinsUK study (n=1,052) using the non-targeted metabolomics plat-

form Metabolon. After quality control 276 (KORA) and 258 (TwinsUK) metabolites were

used for further analysis, respectively. Linear models were fitted for each cohort separately
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to log-transformed metabolic traits and adjusted for age, gender, and family structure.

Association results for both of these analyses were downloaded and integrated into the AD

Atlas. SNP rsIDs and Metabolon-specific compound identifiers (COMP IDs) for metabo-

lites were used for integration.

Shin et al. (2014) - Atlas of genetic influences on blood metabolites

Shin et al. [25] investigated how genetic variation influences metabolism and complex

traits using data from n=7,824 individuals from two population-based studies (Kora and

TwinsUK). In total, 486 metabolite concentrations profiled in either plasma or serum were

present in both datasets after quality control. The authors tested for associations between

each SNP and metabolite concentration using linear regression models adjusted for age

and sex. Batch e↵ect was only added to the model for the TwinsUK analysis. Both

cohorts were analyzed separately, using the software QUICKTEST in KORA and Merlin

in TwinsUK. The resulting cohort-level summary statistics were combined using inverse

variance meta-analysis based on e↵ect size estimates and standard errors, adjusting for

genomic control. Association data for all 486 metabolites were downloaded and SNP rsIDs

and Metabolon-specific COMP IDs for metabolites were used for integration.

Ra✏er et al. (2015) - Loci of urinary human metabolic individuality

Ra✏er et al. [26] performed a GWAS using metabolically characterized urine samples

(targeted metabolomics) and genotype data available for n=3,861 study participants from

the longitudinal population study SHIP-0. The software PLINK (v1.07) was used to fit age-

and sex-corrected linear regression models and a Bonferroni-adjusted significance threshold

was applied to correct for multiple testing. The association results for 55 targeted metabolic

traits in urine were included in the AD Atlas. SNP rsIDs and biochemical names for

metabolites were used for integration.

Draisma et al. (2015) - Genetic variants contributing to variation in blood

metabolite levels

Draisma et al. [24] performed a meta-analysis of genome-wide association analysis using

blood serum samples from n=7,478 individuals across seven cohorts and five countries

(the Netherlands, Germany, Australia, Estonia, and the United Kingdom). Genotype data

and targeted metabolomic measurements (129 metabolites), performed using the Biocrates

platform, were first analyzed assuming a linear model of association, adjusting for age, sex,

relatedness, and study-specific covariates as necessary. In the next step, these cohort-level

summary statistics were pooled in an inverse variance-weighted, fixed-e↵ects meta-analysis

using the software METAL. The association results were downloaded and SNP rsIDs and

biochemical names metabolites were used for integration.
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Long et al. (2017) - Common-to-rare variants associated with human blood

metabolites

Long et al. [337] conducted a whole-genome sequencing study of common, low-frequency,

and rare variants in n=1,960 participants of the TwinsUK study. Furthermore, the authors

profiled serum samples from these participants collected at three clinical visits using the

non-targeted metabolomics platform Metabolon. Focusing on 644 metabolites that showed

consistent levels across these data collections and measurable heritability, a linear mixed

model was applied to test for associations between genetic variants and metabolite levels

while accounting for family structure. As a quantitative trait the log10-transformed mean

of the median-normalized values from three visits was used. Sex and mean age at serum

collection were included as covariates. Summary statistics for each of the 644 metabolites

were downloaded (P  1 ⇥ 10�5) and included in the AD Atlas. rsIDs and biochemical

names for SNPs and metabolites were used for integration, respectively.

Partial correlation networks

Krumsiek et al. (2012) - A systems approach to metabolite identification

Krumsiek et al. [168] combined GWAS and Gaussian Graphical Models (GGM) to identify

previously unknown measured metabolites. GGMs, which are based on partial correlation

coe�cients, were applied to a dataset of 517 metabolic traits and genotype information

on 655,658 genetic variants measured in n=1,768 fasting serum samples from the German

population cohort KORA. Confounding through age, gender, and SNP e↵ects were removed

by including these variables in the constructed linear models. Partial correlations between

metabolite pairs that are significantly di↵erent from zero at ↵ = 0.05 after Bonferroni

correction (P  7.96⇥10�7) and abs(cor) � 0.1603, were downloaded from the supporting

information of the paper and included in the AD Atlas using metabolite biochemical names

for the integration.

Suhre et al. (2017) - GWAS with the human blood plasma proteome

Suhre et al. [146] performed a large-scale proteomics-based genetic association study in

the German cohort KORA, identifying associations between genetic variants and protein

levels, measured by the aptamer-based proteomics platform SOMAscan. In the scope of

the study, a GGM was computed for n=997 blood plasma samples using unscaled data

for 1,124 proteins and correcting for age, gender, and body mass index (BMI). Partial

correlation edges between proteins were included in the network after applying a signifi-

cance threshold of ↵ = 0.05 after Bonferroni correction for all possible edges in the model

(P  7.9 ⇥ 10�8). Supplementary dataset 2 (annotation of the SOMAmer probes) and

dataset 3 (GGM edges) were downloaded. Using the annotations supplied, SOMAmer

probe identifiers were mapped to Uniprot IDs (in some cases multiple) for subsequent

integration into the AD Atlas.
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Table 4.3: Data sources and references. A comprehensive list of data that was integrated into the

AD Atlas with the respective significance threshold.

Data Edge Type Significance cuto↵ Cohort Reference

GGM COABUNDACE 0.05/all possible edges KORA [146]

q-value < 0.05 and

p-value(cor) significant

BLSA

ACT

MSSB

Banner

[329]

q-value < 0.05 and

p-value(cor) significant

ROSMAP

Banner

[330]

COEXPRESSION see publication
ROSMAP

MSBB

Mayo

[328]

DEG PFDR  0.05
ROSMAP

MSBB

Mayo

[328]

DEP PTukeys  0.05
BLSA

ACT

MSSB

Banner

[329]

PHolm  0.05 ROSMAP

Banner

[330]

GGM PARTIAL

CORRELATION

P  7.96e�7 and

abs(cor)  0.1603

KORA [168]

PBonf  0.05 ROSMAP [263]

0.05/all possible edges ADNI This work

0.05/all possible edges ADNI This work

eQTL COREGULATION q-value  0.05 GTEx [143]

PFDR  0.05 AMP-AD

CMC

[327]

mQTL GENETIC

ASSOCIATION

P  0.0001 # KORA [29]

P  0.0001 # TwinsUK [29]

P  0.0001 # KORA

TwinsUK

[25]

P  0.0001 # SHIP-0 [26]

P  0.0001 # Meta-analysis* [24]

P  0.00001 # TwinsUK [337]

P  0.05 # ROSMAP This work
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P  0.05 # ROSMAP

Mayo

This work

P  0.05 # ADNI This work

MWAS METABOLIC

ASSOCIATION

P  0.05/15 ADNI [280,281]

P  0.05/55 ADNI [245]

PFDR  0.05 ROSMAP [263]

traitQTL GENETIC

ASSOCIATION

P  0.05 # ADNI This work

P  0.05 # Meta-analysis** [278]

P  0.05 # Meta-analysis* [338]

P  0.05 # ADNI

Knight ADRC

[339]

P  0.05 # Meta-analysis* [340]

P  0.05 # Meta-analysis** [341]

P  0.05 # IGAP

UK Biobank

[275]

P  0.05 # IGAP [275]

P  0.05 # Meta-analysis** [272]

P  0.05 #
PGC-Alz

IGAP

ADSP

UK Biobank

[274]

P  0.05 # Meta-analysis* [342]

P  0.05 # Meta-analysis* [273]

*meta-analysis across more than four di↵erent cohorts; **meta-analysis across International Ge-

nomics of Alzheimer’s Project (IGAP); #results up to reported threshold are integrated in resource

and genome-wide or gene-wide significance is applied to generate context-specific networks

4.2.2 Alzheimer’s disease-related associations

Genetic associations with Alzheimer’s (endo-)phenotypes

Summary statistics for the following large-scale genome-wide association studies on CSF

biomarkers, including amyloid-�, tau and clusterin, and neuropathological burden, as well

as case-control meta-analyses, were integrated into the AD Atlas. Datasets were down-

loaded from the NIAGADS (https://www.niagads.org/) if not stated otherwise. SNP

rsIDs were used as unique identifiers and AD (endo-)phenotypes were manually harmo-

nized. Phenotype descriptions are given in Table 8.3 in the Appendix (Chapter 8).

https://www.niagads.org/


4.2. INTEGRATED DATASETS 55

Lambert et al. (2013) - Two-stage meta-analysis of GWAS with late-onset AD

Lambert et al. [278] performed a meta-analysis across four published AD case-control stud-

ies from the IGAP consortium, including the Alzheimer’s Disease Genetics Consortium

(ADGC), Genetic and Environmental Risk in Alzheimer’s Disease (GERAD), European

Alzheimer’s Disease Initiative (EADI), and Cohorts for Heart and Aging Research in Ge-

nomic Epidemiology (CHARGE). In total, n=54,162 samples were included in the meta-

analysis, which was performed using a fixed-e↵ects inverse variance-weighted method. Be-

fore the combination of the summary statistics the study-specific genomic inflation factors

were estimated and their square roots were used to scale the standard errors of the beta

coe�cient. Stage 1 summary statistics were integrated into the AD Atlas.

Beecham et al. (2014) - GWAS meta-analysis of AD neuropathology

Beecham et al. [338] performed a GWAS using harmonized neuropathological data and

genotyping data from n=4,914 brain autopsies. Samples were contributed by the NIA

Alzheimer’s Disease Centers (ADCs) and ADGC-collaborating studies. Genome-wide as-

sociation analysis was performed for 14 traits in total, including neuropathological AD

features and other brain pathologies. The analysis was performed for each cohort sepa-

rately. For binary traits, logistic regression was performed and for ordinal traits, polyto-

mous logistic regression. The first three principal components were included as covariates

to account for population structure. Inverse-weighted meta-analysis was performed after-

ward using METAL, accounting for small sample sizes and incomplete phenotyping data

by only regarding specific sets for analysis (further described in [338]).

Deming et al. (2016) - GWAS with cerebrospinal fluid clusterin

Deming et al. [339] used cerebrospinal fluid clusterin (CLU ) levels as an endophenotype

for a GWAS using data from n=673 individuals from the Charles F. and Joanne Knight

Alzheimer’s Disease Research Center (Knight ADRC) (n=400) and the ADNI (n=273).

ADNI and Knight ADRC datasets were combined and the log-transformed and standard-

ized values tested for normality. To test for the association of CSF clusterin levels, statis-

tical analysis was performed using an additive model in PLINK, and study, age, gender,

and the first two principal components were used as covariates.

Deming et al. (2017) - GWAS with Alzheimer’s endophenotypes

Deming et al. [340] performed a genome-wide association analysis of three endophenotypes

(CSF levels of amyloid beta - A�42, tau and phosphorylated tau - ptau181) using data col-

lected from n=3,146 participants across nine studies, including the Knight ADRC, ADNI,

Predictors of Cognitive Decline Among Normal Individuals (BIOCARD) and the Mayo

clinic. Raw protein levels were log-transformed and normalized within each study before

combination for association testing using an additive linear regression model. Study, age,
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sex, and the first two principal components were tested for confounding using a step-wise

regression analysis and included as covariates for each protein where applicable

Huang et al. (2017) - GWAS with AD age of onset

Huang et al. [341] conducted a genome-wide survival association study to identify genetic

loci associated with AD age at onset. Genotyped samples (n=40,255) from IGAP, includ-

ing the ADGC, GERAD, EADI, and CHARGE, were used to perform genome-wide Cox

proportional hazards regression using an additive model. Sex, site, and the first three

(four for EADI) principal components from EIGENSTRAT were included as covariates in

all models. This analysis was performed for each dataset separately and then combined

using inverse-variance meta-analysis using METAL.

Marioni et al. (2018) - GWAS on family history of Alzheimer’s disease

Marioni et al. [275] used samples from the UK Biobank (UKBB) cohort to conduct a

GWAS using an AD-proxy phenotype. Analysis was conducted separately for maternal

and paternal AD. GWAS was conducted using an additive model and as outcome, the

residuals of a linear regression model of maternal/paternal AD status on age of parent

(at death or self-report), assessment center, genotype batch, array, and genetic principal

components were used. The results were subsequently combined in two meta-analyses,

performed using a standard error-weighted meta-analysis in METAL; 1) meta-analysis of

UKBB maternal and paternal analysis (n= 314,278) and 2) meta-analysis of UKBB and

published stage II summary statistics from IGAP [278] (total n = 388,324). Summary

statistics of both meta-analyses are included in the AD Atlas.

Kunkle et al. (2019) - Meta-analysis of diagnosed Alzheimer’s disease

Kunkle et al. [272] conducted a genetic meta-analysis across consortia of IGAP, which

includes the ADGC, GERAD, EADI, and CHARGE. In total, the analysis included 35,274

AD cases and 59,163 controls (total n=94,437). In discovery stage 1 an additive genotype

model was used to test for associations between case-control status and genotype for each

dataset. Models were adjusted for age (age at onset or age at last exam), sex and principal

components. Results across cohorts were combined using inverse-variance meta-analysis

as implemented in METAL. In stage 2 replication analysis was carried out using a custom

genotyping chip [278] and stages 3A and 3B provided further replication for variants in

regions not well captured by the chip. Summary statistics for stages 1, 2 (combined stage

1 and stage 2 p-values), 3A, and 3B were downloaded and merged, such that p-values

measured in later stages (2, 3A, and 3B) were reported (if available) for each SNP.
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Jansen et al. (2019) - Meta-analysis of clinically diagnosed and proxy AD

Jansen et al. [274] performed a large-scale genome-wide association analysis using both

clinically diagnosed AD and AD-by-proxy cases (total n=455,258). This included n=79,145

samples with clinically diagnosed AD case-control status across three consortia; Alzheimer’s

disease working group of the Psychiatric Genomics Consortium (PGC-ALZ), IGAP, and

the Alzheimer’s Disease Sequencing Project (ADSP), as well as n=376,113 samples with

a weighted AD-by-proxy phenotype from the UKBB. Here, parental AD status from self-

report questionnaires was used to generate a score where the number of a↵ected parents

was included and una↵ected parents were weighed by their age or age at death. Associa-

tion analyses were performed for each cohort using linear (UKBB - adjusted for ancestry

principal components, age, sex, genotyping array, assessment center) and logistic regres-

sion (ADSP - adjusted for sex, batch, ancestry principal components; PGC-ALZ - adjusted

for sex, batch, ancestry principal components, and age). For IGAP, summary data was

used. All cohorts were meta-analyzed using a multivariate genome-wide meta-analysis that

takes into account the partial overlap between cohorts by defining a custom per SNP test

statistic. Summary statistics from this analysis (phase 3) were downloaded and integrated.

Wightman et al. (2021) - Meta-analysis of clinically diagnosed and proxy AD

Wightman et al. [342] extended the analysis of Jansen et al. [274] to include samples from

additional cohorts, including Finngen and GR@CE. A comprehensive list of cohorts can be

found in [342]. Analysis and meta-analysis were conducted as described above for Jansen

et al. using a total of n=762,917 samples. Summary statistics, excluding the 23andMe

data, were downloaded and integrated.

Bellenguez et al. (2022) - Meta-analysis of clinically diagnosed and proxy AD

Bellenguez et al. [273] meta-analyzed a large dataset of clinically diagnosed case-control

samples from cohorts across the European Alzheimer & Dementia Biobank (EADB) consor-

tium and proxy-AD/Dementia cases from the UKBB. In total, n=487,511 samples were

included; 39,106 clinically diagnosed AD cases, 46,828 proxy-AD/Dementia cases, and

401,577 controls. Proxy-AD/Dementia status was determined using self-report question-

naires and participants were included if at least one biological relative (parent or sibling)

was reported to have dementia. Association analysis was performed in each dataset sep-

arately using logistic regression and an additive genetic mode. For the UKBB dataset, a

logistic mixed model was used. All analyses were adjusted for principal components and

genotyping center where necessary. To combine results across studies, METAL was used

to perform an inverse-variance meta-analysis. Summary statistics of this analysis (stage I)

were downloaded and integrated.
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Brain co-expression networks

Wan et al. (2020) - Meta-analysis of the human brain transcriptome

Wan et al. [328] conducted a consensus gene co-expression analysis using RNA-seq data

to evaluate and robustly identify AD-related molecular signatures. The authors used data

from three postmortem brain studies [322,343,344] collected within the AMP-AD consor-

tium. Covariate adjustment was performed for each cohort separately, including diagnosis,

sex, identified biological and technical covariates, and donor information (as random e↵ect).

Multiple gene co-expression network inference methods to n=2,114 samples. Subsequently,

the resulting networks were merged into a single meta-network using an ensemble network

inference algorithm. The samples were collected from seven distinct brain regions, resulting

in seven tissue-specific meta-co-expression networks - DLPFC, TCX, CBE, inferior frontal

gyrus (IFG), superior temporal gyrus (STG), frontal pole (FP), and parahippocampal

gyrus (PHG). This data is publicly available via Agora, the results explorer of the AMP-AD

Knowledge Portal, and was downloaded from Synapse.

Brain partial correlation networks

Batra et al. (2022) - The landscape of metabolic brain alterations in AD

Batra et al. [263] investigated metabolic changes in the brain using n=500 postmortem

DLPFC brain tissue samples from the ROS/MAP cohorts. The samples included n=352

females and n=148 males. In total, out of 500 individuals, n=220 were diagnosed with AD,

n=119 MCI and n=153 without cognitive impairment, and eight with other forms of de-

mentia. Non-targeted metabolomics profiling was performed using the Metabolon platform

and after quality control 667 metabolites were used to compute a partial correlation-based

GGM. P-values of the resulting partial correlations were corrected using the Bonferroni

method and partial correlations with Padj  0.05 were included in the network. Metabolon-

specific COMP IDs were used as metabolite identifiers for integration into the AD Atlas.

Di↵erential analysis in AD cohorts

Wan et al. (2020) - Meta-analysis of the human brain transcriptome

As described above, Wan et al. [328] used RNA-seq data collected across three postmortem

brain tissue studies covering seven di↵erent brain regions. Di↵erential expression analysis

and meta-di↵erential expression analysis across brain regions were performed for n=778

samples using weighted fixed- and mixed-e↵ect linear models. Covariate adjustment was

performed for each cohort separately and included diagnosis, sex, identified biological and

technical covariates, and donor information (as random e↵ect). Di↵erentially expressed

genes were determined as those with an adjusted PFDR  0.05. Both brain region-specific

and meta-analysis di↵erential expression results were downloaded from Synapse. Four dif-

ferent models were included in the AD Atlas; AD Diagnosis (males and females): changes in
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gene expression between AD case and controls; AD Diagnosis x age of death (AOD) (males

and females): changes in gene expression between AD cases and controls and whether AOD

has an impact; AD Diagnosis x Sex (females only): changes in gene expression between fe-

male AD cases and controls; AD Diagnosis x Sex (males only): changes in gene expression

between male AD cases and controls.

Johnson et al. (2020) - Consensus proteomic analysis of AD brain

Johnson et al. [329] performed a large-scale consensus proteomics analysis of AD brain

across the AMP-AD consortium, including BLSA, Banner, MSBB and ACT. DLPFC

tissue samples from a total of 453 control, asymptomatic AD and AD brains were ana-

lyzed using LFQ-MS proteomics. After quality control, n=419 samples and 3334 proteins

were used for further analysis. Di↵erentially abundant proteins were identified using one-

way ANOVA followed by Tukey’s comparison post hoc test across control, asymptomatic

AD and AD brain tissue samples. The results of this analysis (Paper Supplementary Ta-

ble 2A) were downloaded. Proteins were categorized as unchanged (Tukey’s P > 0.05),

up-regulated and down-regulated in AD (Tukey’s P  0.05 and log2(FC) > or < 0,

respectively) for the AD Atlas. Uniprot IDs were used for integration.

Johnson et al. (2022) - Large-scale deep multi-layer analysis of AD brain

Johnson et al. [330] performed a large-scale consensus proteomics analysis of AD brain

obtained from the autopsy collections of Banner and ROS/MAP. DLPFC and BA9 tissue

samples from a total of 516 control, asymptomatic AD and AD brains were analyzed

using a TMT-MS proteomics approach. After quality control, n=488 samples and 8619

proteins were used for further analysis. Di↵erentially expressed proteins were identified

using one-way ANOVA followed by Holm post hoc correction of all pairwise comparisons.

The results of this analysis (Paper Supplementary Table 2A) were downloaded. Proteins

were categorized as unchanged (Holm’s P > 0.05), up-regulated and down-regulated in

AD (Holm’s P  0.05 and log2(FC) > or < 0, respectively) for the AD Atlas. Uniprot

IDs were used for integration.

Metabolic associations with Alzheimer’s (endo-)phenotypes

Metabolite associations with Alzheimer’s (endo-)phenotypes that were integrated into the

AD Atlas were identified through metabolome-wide association studies (MWAS) using

samples from ADNI phases 1, GO, and 2.

MahmoudianDehkordi et al. (2019) and Nho et al. (2019) - Bile acid MWAS

with AD biomarkers

Using n=1555 baseline serum samples of fasting participants of ADNI, including cogni-

tively normal individuals, individuals with early or late MCI, as well as AD cases, tar-
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geted metabolomics profiling of bile acids was performed using the Biocrates Life Sciences

Bile Acids Kit (BIOCRATES Life Science AG, Insbruck, Austria). Bile acid levels were

adjusted for medication e↵ects. Linear regression models were used to analyze the associ-

ation of the levels of 15 bile acids with 19 AD-related traits, including CSF and imaging

biomarkers [280, 281]. Age, sex, study phase, BMI and APOE*e4 status were included as

covariates. Significant associations that were integrated into the AD Atlas were determined

by applying a Bonferroni significance threshold of P  3.33⇥ 10�3(0.05/15).

Arnold et al. (2020) - MWAS with AD biomarkers

Using n=1517 baseline serum samples of fasting participants pooled from ADNI phases 1,

GO, and 2, Arnold et al. [245] analyzed the association of 19 AD-related traits, including

CSF and imaging biomarkers, with the levels of 140 metabolites using standard linear and

logistic regression. Metabolite levels were adjusted for significant medication e↵ects using

step-wise backward selection. Regression models were adjusted for age, sex, ADNI study

phase, and the number of copies of APOE*e4 and could also include BMI and education

(selected by backward selection). The significant associations that were integrated into

the AD Atlas were determined by applying a Bonferroni significance threshold of P 
9.09⇥ 10�4(0.05/55), as the number of independent metabolic features was determined to

be 55.

Batra et al. (2022) - The landscape of metabolic brain alterations in AD

As described above, Batra et al. [263] investigated metabolic changes in the brain us-

ing n=500 postmortem DLPFC brain tissue samples from the ROS/MAP cohorts. Non-

targeted metabolomics profiling was performed using the Metabolon platform and after

quality control 667 metabolites were tested for association with eight AD-related traits:

clinical diagnosis at the time of death, level of cognition proximate to death, cognitive

decline during lifetime, amyloid-� load, tau tangle load, global burden of AD pathology,

NIA-Reagan score and neuropathology diagnosis. Generalized linear models with traits

as response variable and appropriate link functions were used to test for association be-

tween metabolite concentrations and traits. Age, sex, BMI, post mortem interval (PMI),

number of years of education and the number of APOE*e4 alleles were included as co-

variates in the models. P-values were corrected using the Benjamini-Hochberg method to

account for multiple testing. Summary statistics for significant associations (Padj  0.05)

were downloaded and integrated into the AD Atlas using Metabolon specific COMP IDs

as metabolite identifiers.
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4.2.3 Additional analysis and reanalysis of data

Partial correlation networks

Johnson et al. (2020) - Consensus proteomic analysis of AD brain

As described above (see Section 4.2.2), Johnson et al. [329], performed a meta-analysis of

brain tissue across four studies of the AMP-AD consortium. Minimally regressed (batch-

and site-corrected) data were downloaded from Synapse and a GGM was estimated to

construct a partial correlation network as described in [19], correcting for age, sex, and

PMI. Uniprot IDs were used to integrate the data.

Johnson et al. (2022) - Large-scale deep multi-layer analysis of AD brain

As described above (see Section 4.2.2), Johnson et al. [330], performed a meta-analysis of

brain tissue across two studies of the AMP-AD consortium. Minimally regressed (batch-

and site-corrected) data were downloaded from Synapse and a GGM was estimated to

construct a partial correlation network as described in [19], correcting for age, sex, and

PMI. Uniprot IDs were used to integrate the data

Alzheimer’s Disease Neuroimaging Initiative (ADNI)

Two metabolite partial correlation networks were estimated for metabolites measured by

the targeted AbsoluteIDQ-p180 and Bile Acids Kit (BIOCRATES Life Science AG, Inns-

bruck, Austria) using samples from ADNI [345] phases 1, GO, and 2. Detailed data process-

ing is described in [245] (p180) and [281] (bile acids). In summary, the AbsoluteIDQ-p180

dataset included n=1517 baseline fasting serum samples and 139 metabolites after qual-

ity control and the bile acid dataset included a total of 15 bile acids for n=1464 baseline

fasting serum samples after quality control. Metabolites were adjusted for medications

and dietary supplements. GGMs were estimated for each dataset separately as described

in [19], applying a significance threshold of 0.05 after Bonferroni correction for all possible

edges in the respective models. Age, sex, number of APOE*e4 alleles, and education were

included as covariates. Biocrates-given metabolite names were used for integration.

Metabolomics data are available via the AD Knowledge Portal (https://adknowledgeportal.

org). AbsoluteIDQ® p180 kit (Biocrates Life Sciences AG, Innsbruck, Austria):

• https://doi.org/10.7303/syn5592519(ADNI-1)

• https://doi.org/10.7303/syn9705278(ADNI-GO/-2)

Bile Acids Kit (Biocrates Life Sciences AG, Innsbruck, Austria):

• https://doi.org/10.7303/syn12036817.1(ADNI-1)

• https://doi.org/10.7303/syn9779093.1(ADNI-GO/2)

https://adknowledgeportal.org
https://adknowledgeportal.org
https://doi.org/10.7303/syn5592519%20(ADNI-1)
https://doi.org/10.7303/syn9705278%20(ADNI-GO/-2)
https://doi.org/10.7303/syn12036817.1%20(ADNI-1)
https://doi.org/10.7303/syn9779093.1%20(ADNI-GO/2)
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Genetic associations with blood metabolites and Alzheimer’s (endo-)phenotypes

Alzheimer’s Disease Neuroimaging Initiative (ADNI)

Genome-wide genotyping data of ADNI-1/GO/2 participants were collected using the Illu-

mina Human 610-Quad, HumanOmni Express, and HumanOmni 2.5M BeadChips. Before

imputation, standard quality control (QC) procedures of GWAS data for genetic markers

and subjects were performed (variant call rate < 95%, Hardy-Weinberg-Equilibrium test

P < 1 ⇥ 10�6, and minor allele frequency (MAF) < 1%, participant call rate < 95%,

sex check and identity check for related relatives). Then, non-Hispanic Caucasian par-

ticipants were selected using HapMap 3 genotype data and MDS analysis. Genotype

imputation was performed for each genotyping platform separately using the Haplotype

Reference Consortium (HRC) reference Panel r1.1 and merged afterward, resulting in data

on n=1,576 individuals and 20,779,509 variants. Using this dataset, we ran GWAS anal-

yses for each outcome (A-T-N-C measures [251], clinical diagnosis, and metabolite levels)

that included outcome-specific sets of covariates, including age, sex, study phase, educa-

tion, and APOE*e4 status. All models testing for association with metabolite levels were

corrected for clinical diagnosis.

Genetic associations with brain metabolites

We analyzed brain tissue samples of participants of the ROS/MAP cohorts and the Mayo

using the non-targeted Metabolon Discovery HD4 platform. ROS/MAP samples were

taken from the DLPFC (n = 459), in Mayo samples were taken partly from the TCX (n =

159) and the CBE (n = 177). Metabolic profiles after thorough QC as described in Batra et

al. [263] were available for 667 metabolites in ROS/MAP and 658 in Mayo, with an overlap

of 576 metabolites available in both datasets. Imputed genotypes were available for all sam-

ples. Genotype QC included filters for MAF � 0.05, individual genotyping rate � 95%, and

genotype call rate � 95%, as well as a test P � 1⇥ 10�5 for Hardy-Weinberg-Equilibrium.

These filters yielded a total of 4.386 million genotypes, 5.434 million genotypes, and 5.415

million genotypes in ROS/MAP (DLPFC), Mayo (TCX), and Mayo (CBE), respectively.

The overlap in genotypes was 4.062 million across datasets. Using z-scored metabolite

levels (centered to zero mean and unit variance), we first ran independent genome-wide

association studies with metabolite traits (mGWAS) analyses in each brain region for all

available metabolites, where the ROS/MAP dataset, being the largest dataset available,

was considered to serve as the phase 1 discovery sample. Linear regression was performed

for 667 metabolites adjusting for age at death, sex, PMI, and neuropathology-based diag-

nosis using PLINK2. Replication analyses in the two brain regions available in Mayo TCX,

n = 159; CBE, n = 177) were performed analogously for 658 metabolites. Mayo datasets

were used as phase 2 replication sets. We afterward conducted an inverse-weighted meta-

analysis across all three studies using random-e↵ects models to account for between-study

variance caused by di↵erences in cohort recruitment, sample collection, and brain region
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specificity of metabolic readouts. We included the summary statistics of the meta-analysis

for the 576 overlapping metabolites. For 91 metabolites only measured in the ROS/MAP

cohort we included discovery phase p-values. Metabolon-given COMP IDs were used as

metabolite identifiers for integration.

4.3 Multi-omics data integration

4.3.1 General integration strategy and data storage

The AD Atlas was built using a step-wise data integration approach in which di↵erent omics

datasets, such as transcriptomics, proteomics, and metabolomics, are analyzed separately

or in specific combinations before integration (shown schematically in Figure 4.1). In

contrast to synchronous integration, where all data is used in one analysis step, step-wise

approaches allow the integration of data across various sources and do not require the

data to come from the same set of individuals/samples [10]. An extended QTL-based

integration strategy (Section 2.3.2) paired with a composite network approach (Section

2.3.3) was used. Briefly, relationships between biological entities (e.g., genetic variants,

genes, metabolites) are either taken from public knowledge databases or inferred through

statistical analysis (e.g., GWAS or correlation-based analysis). These individual networks

are subsequently merged into a large heterogeneous network by using overlapping entities

genome

transcriptome

proteome

metabolome

phenome

DATA

INTEGRATION STORAGE ANALYSIS

Intra-omics links
- co-expression networks
- co-abundance networks(GGM)

Inter-omics links
- GWAS with molecular traits
- knowledge-based (Ensembl)

Phenotype-specific links
- association studies with AD phenotypes

(e.g. age of onset, CSF Aß, t-/p-tau)

Step-wise integration

Omics
data

Omics
data

Omics
data

adatlas.org

Figure 4.1: Multi-omics data integration strategy. The AD Atlas is a multi-omics resource that
enables the integration and analysis of heterogeneous omics datasets in the context of Alzheimer’s
disease. Multi-omics integration is carried out using a step-wise integration approach. Here, statis-
tical analysis is used to infer biological relationships between (inter-omics) and within (intra-omics)
omics layers from omics data collected in large-scale population-based studies. Links to AD (endo-
)phenotypes from large-scale case-control or biomarker studies enable multi-omics exploration in
the context of AD. The inferred relationships are stored in comprehensive network structures us-
ing the graph-based database system Neo4j. Exploration of the data is facilitated through a web
interface available at www.adatlas.org.

www.adatlas.org
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to connect multiple layers of omics data. For example, links between metabolites and

genes are established via overlapping QTLs. The resulting heterogeneous network consists

of multiple node types (biological entities) connected by di↵erent types of edges (inferred

associations between entities). In general, three di↵erent types of inferred relationships can

be distinguished: inter-omics, intra-omics, and phenotype-specific links (as seen in 4.1):

• Intra-omics links establish relationships within one omics layer using the intrin-

sic correlation structure of omics datasets. In the AD Atlas, we have included brain

region-specific gene co-expression networks (gene-gene links), and partial correlation-

based protein and metabolite co-abundance networks (protein-protein and metabolite-

metabolite links, respectively).

• Inter-omics links establish links between omics layers by using knowledge-based

gene-transcript-protein links from Ensembl [332] in addition to overlapping genetic

associations from GWAS with molecular traits. The AD Atlas has further incorpo-

rated tissue-specific eQTL information (taken from GTEx [143], SNiPA [148] and

Sieberts et al. [327]), as well as metabolite quantitative trait loci (mQTL) data from

large population-based and brain-based studies (listed in Table 4.3).

• Phenotype-specific links enable the identification of entities that are associated

with AD-specific phenotypes, also referred to as traits, including CSF-biomarkers

and neuroimaging measures. They are inferred from large-scale case-control GWAS

and MWAS, as listed in Supplementary Table 8.3. This layer of information en-

ables the identification of entities within the network that are associated with AD

pathomechanisms.

To enable e�cient data storage and analysis, we utilized the native graph database man-

agement system Neo4j (https://neo4j.com/). Here, data is stored directly as vertices

(nodes) and edges (relationships), allowing data storage that closely aligns with the do-

main representation [7]. Furthermore, index-free adjacency, i.e., nodes physically pointing

to each other, substantially enhances the performance of traversal-type queries (joins)

compared to traditional relational databases [346]. A schematic visualization of Neo4j’s

property graph model is given in Figure 4.2 A.

4.3.2 Data harmonization and integration pipeline

The construction of the AD Atlas can be divided into two main phases. In the first phase,

the results of available (multi-)omics studies were collected, preprocessed, integrated, and

stored in a highly detailed network structure (Figure 4.2 B). In the second phase, this

complex collection of data was summarized and extracted into a simplified data view

(Figure 4.2 C) to reduce complexity, increase the interpretability of results and enable

e�cient data access.

https://neo4j.com/
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Figure 4.2: Data model underlying the AD Atlas. (A) Schematic representation of the Neo4j
property graph model that is used to store data. (B) The collection of omics data, i.e., informa-
tion on measured entities (nodes) and statistical or knowledge-based relationships between them
(edges), are stored in a comprehensive graph structure. The data model depicted is simplified for
clarity. (C) To enable e�cient data access and reduce the complexity of the resulting networks,
an abstracted data view is constructed (Figure 4.3) by projecting SNPs, transcripts, and proteins
onto genes and consolidating metabolites across analytical platforms (Figure 4.4). Multiple edges
connecting the same entities are summarized, retaining as much detailed information as possible in
edge annotations.

Phase 1: Data collection and integration

Known biological relationships between omics layers were taken from public databases.

This includes gene-transcript-protein mappings from Ensembl [332] and mappings be-

tween SNPs and genes from SNiPA [148]. SNPs, genes, transcripts, and proteins were

stored in the Neo4j database as individual nodes, and relationships were added as edges

between them. Furthermore, metabolites (and their corresponding meta-information, i.e.,

biochemical name, pathway annotations, and additional identifiers) measured across dif-

ferent metabolomics platforms were also collected and stored as nodes in the database.

Large-scale quantitative data from population-based studies were then used to establish

data-driven relationships within (e.g., tissue-specific gene co-expression) and across omics

(e.g., eQTLs or mQTLs) layers. To identify entities within this network that are relevant to

AD, we used large-scale association data for AD yielded in case-control and AD biomarker

GWAS, MWAS, data on di↵erentially expressed genes and di↵erentially abundant proteins,

and brain region-specific gene co-expression and protein co-abundance. Summary statistics
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of these analyses were either downloaded from publicly available data repositories (listed in

Section 4.1.3), supplementary data, or calculated in additional analysis steps (described in

Section 4.2.3). A summary of data types and their respective sources is listed in Table 4.3.

Data format and integration. All data were transformed into a standard data format,

where one (or more) comma-separated values (CSV) files were constructed for each study,

containing one relationship per row (e.g., gene 1, gene 2, p-value, etc.) and an additional

CSV file containing information on the data source (e.g., publication, author, year, etc.).

Data integration across studies/sources is performed by overlaying the inferred knowledge-

based and data-driven relationships. Data-driven associations between two entities are

modeled through an intermediate node containing the respective summary statistic (seen

in Figure 4.2 B). Additionally, every statistical results node is connected to a node of

type source, enabling a highly granular view of the data and preserving information, for

example, on the cohort, publication, and sample type.

ID harmonization. To facilitate integration through overlap, each biological entity, i.e.,

gene, transcript, protein, SNP and metabolite, was mapped to a unique identifier, either

using the mapping provided by the data source or through manual curation. The unique

identifier for SNPs is defined as their rsID [347], while genes, transcripts, and proteins

are identified by their respective Ensembl identifiers, and measured metabolites are identi-

fied by their platform-specific ID. Additional identifiers, including biochemical metabolite

names, gene symbols, and UniProt [348] identifiers, have also been annotated but are

not required to be unique. AD-specific (endo-)phenotypes from di↵erent studies (GWAS,
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Figure 4.3: Overview of the integration pipeline and data abstraction. First, statistical re-
sults are collected from di↵erent studies and analyses (’Data collection’) and subsequently stored
in comprehensive network structures that consist of di↵erent node types (e.g., trait, gene, SNP,
metabolite), which are connected by relationships inferred from the collected datasets (’Data in-
tegration’). Lastly, the complex data model is simplified and abstracted by manual mapping of
entities across platforms and QTL-based integration to establish direct links between omics layers
(’Data abstraction’).
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MWAS) were harmonized through manual curation and are listed in Supplementary Table

8.2. Further information regarding each phenotype is given in Supplementary Table 8.3.

Phase 2: Summary and abstraction

The resulting heterogeneous omics network is highly complex. To make data requests more

e�cient and allow a more intuitive (visual) interpretation of the results, the data model was

projected into a simpler network view which is accessible via the AD Atlas user interface

(www.adatlas.org). Figure 4.3 schematically shows an example of the abstraction pipeline

described further in the following.

Projection onto genes. SNPs, transcripts and encoded proteins are projected onto

genes using information from Ensembl [332], GTEx [143], and SNiPA [148]. Proteins are

mapped to genes via transcripts using the mapping provided by Ensembl. For projecting

SNPs to genes, we use (i) the genomic location of the SNPs: if a variant is either directly

located within the gene body or 2.5kb up- or downstream, it is assigned to the respec-

tive gene(s); if a variant is located in gene-associated regulatory elements (promoters or

enhancers from ENCODE [335] and FANTOM5 [336]), it is assigned to the respectively

associated genes; and (ii) association data: a SNP is further assigned to a gene for which

significant eQTL and pQTL associations exist. Consequently, one-to-many SNP-to-gene

mappings are possible. Therefore, GWAS signals are not limited to a single gene for each
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Figure 4.4: Detailed example of a meta metabolite. The meta metabolite lysoPC a C16:0 is a
consolidation of six di↵erent metabolite measurements (three unique measurements, up to three
mass spectrometry (MS) modes) that have been measured on two di↵erent metabolomics platforms
(Metabolon and Biocrates). As these two vendors provide di↵erent levels of resolution, we map
higher resolved metabolites to the lowest given level through manual cross-platform mapping. For
example, 1-palmitoyl-GPC (16:0) and 2-palmitoyl-GPC (16:0)* are both constituents of lysoPC a
C16:0, which is the sum of the two. Metabolites measured by Metabolon with the same compound
ID but di↵ering measurement modes are also summarized, as the vendor measures some compounds
across several MS modes and reports the measurement from the platform/mode showing the best
performance for the respective compound (determined on a per-study basis; thus assumed as being
interchangeable**).

www.adatlas.org
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locus but mirror shared genetic and epigenetic regulation to provide a comprehensive rep-

resentation of each locus. The information used for this projection is partly extracted

from SNiPA [148] and partly comes from the GTEx [143], or Sieberts et al. [327] studies.

Additionally, genes displayed in the current version of the AD Atlas have been limited to

protein-coding genes. The resulting meta-gene nodes contain all relationships from the

individual omics layers (e.g., from transcriptomics and proteomics analyses).

Metabolite consolidation. Metabolites that were measured on more than one plat-

form were consolidated using manual mappings between platform-specific identifiers and

information on identified unknown metabolites to construct so-called ’meta metabolite’

nodes (statistics given in Supplementary Tables 8.4 and 8.5). Furthermore, metabolites

measured by the Metabolon platform, which were annotated with the same biochemical

name and chemical ID (but di↵ering compound ID), were also merged. A detailed example

of metabolite consolidation is given in Figure 4.4.

Edge summary and significance thresholds. Statistical associations between bio-

logical entities (edges) were summarized while retaining all information on the underlying

SNPs and proteins. This information is stored in comprehensive edge labels. Edges are

further pre-filtered using study-specific, gene-wise, or genome-wide significance thresholds.

An in-depth discussion regarding this decision is presented in Chapter 6. Genetic associ-

ations with AD traits (trait QTLs) and metabolites (mQTLs) can be filtered using either

a genome-wide (P  5⇥ 10�8) or a Bonferroni-like gene-wise cuto↵. The gene-wise cuto↵

for a geneA is defined by:

p-value  0.05

#SNPsgeneA
(4.1)

where #SNPsgeneA is the number of SNPs that have been annotated to geneA through

SNiPA [148]. A comprehensive list of study-specific significance thresholds is given in

Table 4.3.

4.4 Network-based multi-omics analyses

The following provides an overview of the downstream analyses conducted to evaluate

and further explore the comprehensive collection of multi-omics associations (Figure 4.5).

They can broadly be categorized into global analysis, i.e., methods that take the whole

network (structure) into account (Section 4.4.1) and local analysis, i.e., hypothesis-guided

generation and exploration of context-specific subnetworks (Sections 4.4.2 and 4.4.3). All

analyses were performed using the abstracted data model, as seen in Figure 4.2 C.
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Figure 4.5: Network-based multi-omics analyses using the AD Atlas. The comprehensive collec-
tion of correlational data can either be analyzed globally (A) or locally (B). (A) The heterogeneous
network is transformed into a simple graph (i.e., undirected, and without self-loops or multiple
edges) and embedded into a lower-dimensional, latent-space representation using network repre-
sentation learning algorithms (DeepWalk [349, 350]). This vector representation of the network
can then be clustered using, for example, hierarchical clustering, and visualized in 2D by fur-
ther dimensionality reduction (Uniform Manifold Approximation and Projection (UMAP) [351]).
(B) Annotation of (a set of) biological entities (metabolites, genes) or AD-related traits with sig-
nificantly associated entities provides a multi-omics view. To make these multi-omics networks
context-specific, i.e., tailored to a specific research question, the results can be restricted to a
specific brain region or sample type and expanded to the functional neighborhood through gene
co-expression, protein co-abundance, and metabolite partial correlation networks. (C) Once built,
networks can be subjected to enrichment analysis, for example, to functionally characterize the
genes or metabolites present in the network.

4.4.1 Network representation learning and visualization of global

network structure

Network representation learning on the global AD Atlas network (Figure 4.5 A) was per-

formed using a slightly modified version of the node embedding framework implemented

in the GeneWalk Python package [350]. Details of this approach can be found else-

where [349, 350]. Briefly, vector representations of nodes are learned by sampling unbi-

ased random walks over the network and using neighboring node pairs from these walk

sequences as input-output training sets for a fully connected neural network. The package

also enables the generation and embedding of randomized networks that retain the same

degree distribution which was used to compare structures seen in the AD Atlas (Supple-

mentary Figure 8.3 A). A simplified graph was abstracted from the AD Atlas, i.e. an

undirected graph that includes no self-loops and multiple edges between two nodes are

only represented by one edge. Furthermore, no distinction was made between the di↵erent

node and edge types as this information cannot be taken into account by the algorithm.

As we were interested to see if the global structure of the network provides relevant bio-

logical information, we excluded AD phenotype nodes from the network. A brain-specific

network was constructed by restricting the sample type of all edges to ’brain’ (protein
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co-abundance, metabolite partial correlation, metabolite-trait associations, and mQTL

data). A genome-wide significance filter (P  5 ⇥ 10�8) was applied to genetic associ-

ations. As the SNP-to-gene annotation underlying QTL-based edges incorporates eQTL

information, we did not include co-regulation edges in the network to avoid overweighting

this data modality (Supplementary Figure 8.3 C). The node degree distribution for this

brain-specific network can be seen in Figure 8.2. GeneWalk was run setting the window size

(context surrounding each node that is regarded for embedding) to 2 and the dimension of

the vector representations (embeddings) to 89 (–dim rep=89). The appropriate embedding

dimension was determined by using the approach described in [352]. As this method uses

the embedding algorithm Node2Vec [353] we set the parameters p and q both to 1 and

the window size to 2 to make the embedding algorithm similar to the embedding algo-

rithm used by GeneWalk (DeepWalk [349]). For visualization, the resulting node vectors

were projected to two dimensions using UMAP [351] as implemented in the Python library

umap (settings: n neighbors=15, min dist=0.1, metric: ’cosine’). Hierarchical clustering

and visualization as a dendrogram were performed using the R packages stats (v4.2.0) and

dendextend (v1.16.0). The 89-dimensional node vectors were used as input and the method

’ward.D2’ with Euclidean distance was used for clustering.

4.4.2 Generation of context-specific networks

A context-specific molecular network (Figure 4.5 B), in the context of this work, refers

to a network that has been built surrounding a (set of) gene(s), metabolite(s), or AD-

related phenotype(s) of interest through the addition of pairwise association data. The

AD Atlas enables the dynamic annotation of a collection of input entities in the context of

the research question at hand, which includes additional filtering options and possibilities

to expand the initial input set. Settings that were used in the scope of this work and that

have been implemented through the AD Atlas user interface are explained in more detail

in the following.

Molecular subnetwork generation. Networks can be built surrounding one or more

input entities. The AD Atlas provides three distinct entry points:

(i) Trait- or meta-trait-centric subnetworks

The user specifies a trait or collection of traits as input. Genes and metabolites

directly associated with the traits of interest are added using data from genome-

and metabolome-wide association studies. Next, these entities are annotated with

associated genes and metabolites (through mQTL data) and finally, all associated

traits are added for this final set of genes and metabolites, again using data from

genome- and metabolome-wide association studies. All relationships between these

entities that meet the user-specified criteria, including intra-omics links, are included
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in the returned network. Here, meta-traits are pre-defined collections of traits loosely

following the A-T-(N)-(C) schema [251] (see Supplementary Table 8.2).

(ii) Gene-centric subnetworks

The user provides a gene or a set of genes as input (provided as gene symbol or

Ensembl gene ID). Traits and metabolites that are directly associated with the genes

of interest are added using data from GWAS with AD-related traits and GWAS with

metabolic traits. Lastly, all relationships between these entities that meet the user-

specified criteria are added to the resulting network.

(iii) Metabolite- or Pathway-centric subnetworks

The user provides a metabolite or a set of metabolites as input (provided as a bio-

chemical name). Traits and genes that are associated with the metabolite of interest

are added using data from MWAS with AD-related traits and mQTL data generated

in GWAS with metabolic traits. Lastly, all relationships between these entities that

meet the user-specified criteria are added to the resulting network. Here, pathways

are predefined sets of metabolites, currently defined by pathway annotations (super-

/sub-pathways and metabolite classification) as provided by the metabolomics lab

or platform vendor that generated the data.

Network expansion. Prior to building the network, the initial set of input genes or

metabolites can be expanded to include the 1-step or 2-step functional neighbors. For gene-

centric networks (input: gene(s)) these neighbors can be defined via gene co-expression,

protein co-abundance, and/or eQTL co-regulation networks. For metabolite-centric net-

works (input: metabolite(s)), expansion is performed using partial correlation networks

(GGMs). Context filtering is applied for this step if the user has specified a sample type,

tissue, or brain region. Once the selection of input nodes has been expanded, they are

annotated with associated entities as described above.

Significance threshold. Inferred links between and within omics layers are filtered by

applying basic significance thresholds. These are predominantly study-specific and can be

found in Table 4.3. For genetic associations, that is links between genes and metabolites

(inferred from mGWAS), and genes and traits (inferred from GWAS) users can select

either a gene-wise (Equation 4.1) or genome-wide (P  5 ⇥ 10�8) threshold. This gene-

wise significant threshold is less stringent than the genome-wide cuto↵ and will yield more

results.

Sample type filtering. Edges can be filtered by sample type, tissue, or brain re-

gion. Currently, links established through tissue-specific eQTL analysis (COREGULA-

TION) taken from GTEx [143] and large-scale analysis of cortical cis-eQTLs by Sieberts

et al. [327] can be filtered by 49 tissues, of which 13 are brain-specific. Furthermore, gene
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co-expression networks (COEXPRESSION) were constructed for seven di↵erent brain re-

gions by which these links can be filtered. GENETIC ASSOCIATION (gene-metabolite),

METABOLIC ASSOCIATION, COABUNDACE, and PARTIAL CORRELATION edges

can be filtered by sample type, which currently includes brain, plasma, serum, and urine.

If nothing is specified, this setting defaults to no filtering. The filtering, when specified, is

also applied to the network expansion step.

Visual overlay of di↵erential expression data. To assess the extent and direction

of dysregulation in AD, data from di↵erential analysis in AD cohorts can be visually pro-

jected onto the built multi-omics networks. This includes information about genes that

are di↵erentially expressed in the brain [328], called di↵erentially expressed genes (DEGs),

and proteins that are di↵erentially abundant in the brain [329, 330], called di↵erentially

abundant proteins (DEPs). Up-regulation, down-regulation, or non-regulation at the tran-

scriptional level is indicated by coloring the gene nodes in the network in red, blue, and

light green, respectively. Di↵erential protein abundance is indicated by coloring the edge

of the gene nodes, using the same color coding as for genes.

4.4.3 Functional and statistical network assessment

Multi-omics context networks can be subjected to various downstream analyses. In this

work, over-representation analysis (ORA) using gene annotations and drug signatures was

performed to better understand the biological context of selected context networks and

their ability to identify candidate drugs for repositioning. In addition, empirical p-values

were calculated for these examples to assess the statistical significance of these networks

in terms of network statistics, such as the extent of disease association and their overall

background distribution. Further details are provided below.

Functional enrichment analysis

Enrichment analysis, also referred to as ORA, is used to identify annotation terms (e.g.,

biological pathways, metabolite classes, or disease gene sets) that are more frequently

assigned to entities in a list of interest than expected by chance. Here, these entities

of interest consist of the genes or metabolites contained in a context-specific network.

Over-representation of a specific annotation term is tested by constructing a contingency

table (schematically depicted in Figure 4.5 C) and conducting a one-sided Fisher’s exact

test [110] with subsequent correction for multiple testing. All annotated entities present

in the AD Atlas are considered as background, where possible.

To perform enrichment analysis of the generated multi-omics context networks, the AD

Atlas provides a variety of di↵erent tools:
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• Gene set enrichment of the generated subnetworks can be performed using the

R package enrichR (v3.0) [354], which enables the analysis of a variety of di↵er-

ent gene sets, including drug perturbation signatures and biochemical pathways,

via the Enrichr webservice (https://maayanlab.cloud/Enrichr/). The Benjamini-

Hochberg method is used to account for multiple testing and the corrected p-values

are reported as q-value. Enrichr does not allow the definition of a custom back-

ground list. EnrichR gene set libraries used throughout this work are the following:

Drug Perturbations from GEO 2014 (n=701 gene lists) - where each Food and Drug

Administration (FDA) approved drug is a list consisting of the associated di↵eren-

tially expressed genes as identified by Gene Expression Omnibus (GEO) [355] ex-

periments; Drug Perturbations from GEO down/up (n=906) – manually extracted

drug signatures created from RNA-Seq data in GEO as part of a crowdfunding ini-

tiative; Reactome 2016 (n=1530) – pathway gene sets taken from the Reactome

pathway knowledge base [356] and WikiPathway 2021 Human (n=622) – pathway

gene sets taken from the biological pathway database WikiPathways [357]. Addi-

tionally, enrichment can be performed using the R package gprofiler2 (v0.2.0) [358],

which provides an interface to the gene list functional profiling toolset, g:Profiler

(https://biit.cs.ut.ee/gprofiler/gost). The correction method applied for

multiple testing can be chosen by the user and the background set is defined as

all protein-coding genes included in the AD Atlas.

• GO term enrichment is provided via the R package topGO (v2.38.1) [359]. The

Gene Ontology (GO) is a structured representation of gene function classification,

separated into three sub-ontologies; biological process, molecular function, and cel-

lular component. As a background list, all protein-coding genes included in the AD

Atlas are used.

• Metabolic pathway enrichment analysis for metabolites included in the con-

structed molecular subnetworks is performed using platform-specific annotations of

metabolites into classes and super-/sub-pathways. Contingency tables are calculated

and then tested using Fisher’s exact test (function fisher.test with alternative =

’greater’ from the R package stats). Multiple testing correction is performed using

p.adjust (method = ’fdr’). As background, we use all metabolites for which pathway

information is available.

• Alzheimer’s disease biological domain enrichment analysis is performed using

manually curated AD-relevant gene function annotations. To date, this ongoing cura-

tion e↵ort has categorized 54% of all genes by summarizing over 8,200 GO terms into

16 AD-related biological domains: Synaptic Function, Immune Response, Endolyso-

somal Tra�cking, Structural Stabilization, RNA Spliceosome, Myelination, Vascular

Function, Mitochondria and Metabolism, Autophagy, Apoptosis, Epigenetics, Ox-

idative Stress, Lipid Metabolism, APP Processing, Tau homeostasis, Proteostasis.

https://maayanlab.cloud/Enrichr/
https://biit.cs.ut.ee/gprofiler/gost
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Further information on the approach and the complete mapping of genes and GO

terms to biological domains is available at https://www.synapse.org/#!Synapse:

syn26529354. The ORA is performed analogously to the above-described metabolic

pathway enrichment analysis. As background, we use all genes that have been anno-

tated with biological domains.

• Enrichment of di↵erentially expressed genes/proteins is performed analo-

gously to the above-described metabolic pathway and biodomain enrichment anal-

ysis. Here, up-regulated, down-regulated and unchanged genes/proteins are treated

as individual gene annotation sets. As background, we use all genes/proteins that

have been tested for di↵erential expression.

Statistical significance of network properties

To compare the network statistics of a hypothesis-guided network to the AD Atlas back-

ground distribution, we estimated empirical p-values by generating further networks using

the same input parameters (e.g., tissue filtering, significance threshold) but with random

entities as starting points. The resulting p-values give an idea of how likely it is that the

observed network statistics (e.g., a high number of up-regulated genes) may have arisen by

chance. Given the observed (network) statistic t and a set X which contains the (network)

statistics from n randomly generated networks X = {x1, x2, ..., xn}, the empirical p-value

can be approximated by the fraction of observations that are equal to or more extreme

than t which is given by

Pemp ⇡ Fn(t) =

Pn
i=1 (xi � t)

n
(4.2)

where (·) is the indicator function. Consequently, the smallest possible p-value achievable

before reaching zero, i.e., the observed statistic is larger than any statistic from a randomly

generated network, is determined by the number of generated networks [360] as 1
n . This

should be taken into account when interpreting the approximated empirical p-values.

Empirical p-values were approximated using the above-described Equation 4.2 for the

following network properties: network size – the number of nodes (genes, metabolites,

and traits in the network); the proportion of entities (genes or metabolites) significantly

associated with AD-related traits (number of trait-associated entities in network / to-

tal number of entities in the network); proportion of genes significantly associated with

AD-related traits (number of trait associated genes in network / total number of genes

in network); proportion of metabolites significantly associated with AD-related traits –

analogous to the previous; proportion of DEGs (DEGs in network / all entities tested for

di↵erential expression in network); proportion of DEPs – analogous to DEGs. The empir-

ical p-values were estimated from the background distribution of the proposed statistics.

https://www.synapse.org/#!Synapse:syn26529354
https://www.synapse.org/#!Synapse:syn26529354
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For each showcase, we generated 1000 random networks using the same input parame-

ters but replacing the hypothesis-guided input genes/metabolites with randomly selected

genes/metabolites. For the trait-centric network, the genes and metabolites associated with

the input trait were replaced by random entities of the respective type and then subjected

to network generation by annotation of direct associations (GENETIC ASSOCIATION

and METABOLIC ASSOCIATION edges).

4.5 Technical framework of the AD Atlas

The AD Atlas resource backend was built using the statistical computing language R and

the graph database management system Neo4j (community v4.4.11). After pre-processing

and adding additional metadata (e.g., information on the source and sample type), data

files are deposited in specific folder structures. Loader R scripts are used to fill the

SERVER

adatlas.org

CLIENT

ShinyProxy

Container A

1

2

Container B

CYPHER

R packages

The AD Atlas

The AD Atlas

Figure 4.6: IT-architecture of the AD Atlas. The AD Atlas frontend was implemented as an R
ShinyApp that communicates with the Neo4j backend of the AD Atlas via cypher requests through
the Neo4j python driver neo4j. The app is deployed using ShinyProxy which provides an isolated
app environment for each user session.
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database (DB), which natively stores data in accessible network structures. Biological en-

tities and their respective annotations are represented as nodes and the inferred significant

relationships between them as edges. Import requests are sent to the DB using the graph

query language Cypher. Communication between Neo4j and R is established through the

o�cial Neo4j python driver neo4j (https://github.com/neo4j/neo4j-python-driver)

and the R-to-python interface package reticulate (v1.17). Interactive networks are visual-

ized using visNetwork (v2.0.9). The AD Atlas can be rebuilt from scratch. This ensures

full reproducibility and consistency throughout time.

To enable access to this multi-omics resource and provide additional analysis tools, we

implemented a network- and web-based user interface using an R ShinyApp. Due to R’s

single-threaded nature, the AD Atlas frontend is deployed using the open-source solution

ShinyProxy (v2.3.1 amd64.deb). Here, isolated app environments are provided for each

session (user) using Java and Docker containers. A general overview of the IT architecture

of the AD Atlas can be seen in Figure 4.6. Context-specific subnetworks are constructed by

translating the user-specified search parameters into a cypher query that is subsequently

sent to the Neo4j graph database to retrieve relevant information. The resulting data

matrices, one with entity (node) information and one containing information on the rela-

tionships (edges), are processed using R and provided to the AD Atlas frontend. A detailed

example query is shown in Supplementary Figure 8.1. All tools used are publicly available

and free for academic use. In particular, we used the following:

Data storage

• Neo4j: Version: v4.4.11 (community). https://neo4j.com

• Docker: Version 1.13.1, Build cccb291/1.13.1. https://www.docker.com

• ShinyProxy: Version 2.3.1 amd64.deb. https://www.shinyproxy.io/

User interface - R packages

• shiny: Version: 1.6.0. Web application framework for R.

• shinyjs: Version: 2.0.0. Improves the user experience of your shiny apps.

• scroller: Version: 0.1.1. Scroll to any element in Shiny.

• shinyE↵ects: Version: 0.2.0. Customize your web apps with fancy e↵ects.

• shinybusy: Version: 0.3.1. Busy indicator for ’Shiny’ applications.

• shinydashboard: Version: 0.7.1. Create dashboards with ’Shiny’.

• shinydashboardPlus: Version: 0.7.0. Add more ’AdminLTE2’ components to ’shiny-

dashboard’.

• shinyWidgets: Version: 0.6.0. Custom inputs widgets for shiny.

• shinycustomloader: Version: 0.9.0. Custom loader for shiny outputs.

• particlesjs: Version: 0.1.1 Beautiful background for ‘Shiny’ Applications and ‘Rmark-

down’ Documents

https://github.com/neo4j/neo4j-python-driver
https://neo4j.com
https://www.docker.com
https://www.shinyproxy.io/
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Data visualization - R packages After processing the data frames returned by the user-

defined cypher query, the igraph function degree is used to extract the node degrees (used

for scaling of node size) and the functions layout with drl, layout with graphopt from the

igraph package or the qgraph package function qgraph.layout.fruchtermanreingold is used

to precalculate the network layout. Depending on user input, this is either done for the

whole network (Include traits in layout=yes) or excluding trait nodes and arranging these

separately, to the right of the layout (Include traits in layout=no). Finally, the visualization

of interactive networks is performed using the R package VisNetwork. Network represen-

tation as hive plots is rendered with the R package HiveR, 3D networks are rendered with

threejs, and interactive bar- and donut-plots of the network statistics are realized using

plotly. The package DT is used to create HTML table widgets that allow users to sort,

search and download tables.

• VisNetwork: Version: 2.0.9. Network visualization using ’vis.js’ library.

• qgraph: Version 1.6.5. Graph plotting methods and psychometric data visualization.

• igraph: Version 1.2.4.1. Network analysis and visualization.

• threejs: Version 0.3.3. Interactive 3D scatter plots, networks, and globes.

• plotly: Version 4.9.4.1. Creative interactive web graphics via ’plotly.js’.

• DT: Version: 0.16. A wrapper of the JavaScript library ’DataTables’.

• HiveR: Version: 0.3.63. 2D and 3D Hive plots for R.

Enrichment analysis – R packages

• topGO: Version: 2.38.1. Enrichment analysis for Gene Ontology.

• enrichR: Version: 3.0. Provides an R interface to ’Enrichr’.

• gprofiler2: Version: 0.2.1 Provides an R interface to ’g:Profiler’ toolset.
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• implementation of the project
• data analysis and resource development (backend and frontend)
• drafting the manuscript
• design and implementation of all figures

Critical revision of the manuscripts and final approval was given by all.

5.1 Background

Late-onset Alzheimer’s disease (AD) is a progressive neurodegenerative disorder, for which

there is currently no cure or preventive therapy and only modestly e↵ective symptomatic

treatments [361]. The failures of hundreds of trials of disease-modifying therapeutics,

including several phase III trials targeting amyloid-beta (A�), and availability of only two

Food and Drug Administration (FDA)-approved anti-amyloid compounds [305, 306, 362]
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highlight our incomplete understanding of both the cause of AD and the mechanisms of

cognitive failure [363]. AD is a multifactorial disease with a long prodromal period as well as

substantial heterogeneity in both risk profiles and clinical/pathological presentation. It is

linked to all molecular layers from genetic and epigenetic variation through transcriptional

changes to altered abundances of proteins and metabolites, which interact in complex

networks [364]. Hence, AD is best viewed as a complex alteration in many molecular

readouts, which can be seen as a shift of a multi-molecular network from a ”normal” to a

perturbed state.

Despite significant advances in the study of AD and related dementias, there are many chal-

lenges remaining as recently highlighted in the 2021 National Institutes of Health (NIH)

AD research summit. One of the most prominent missing pieces are robust and reli-

able biomarkers for both diagnosis and therapeutic intervention that are embedded in the

context of multi-level molecular changes observed in AD and are evaluated in an open, rig-

orous, and reproducible manner. NIH’s Accelerating Medicines Partnership - Alzheimer’s

Disease (AMP-AD) (https://www.nia.nih.gov/research/amp-ad; [4]) program is work-

ing towards this goal through the generation and examination of diverse data including

multi-omics profiling of di↵erent modalities and across relevant tissues, where all data gen-

erated through the AMP-AD initiative is rapidly shared through the AD Knowledge Portal

(https://adknowledgeportal.org; [325]).

The AD Knowledge Portal’s Agora Platform (https://agora.adknowledgeportal.org/)

provides interactive visualizations designed to support the evaluation of data from RNA-

seq, proteomics, and metabolomics studies on the single target level. However, a user-

friendly analytical tool that incorporates single biological entities into their multi-omics

context has so far been missing. To this end, networks o↵er an intuitive framework to

integrate and store densely connected biomedical data, making them an attractive data

structure for multi-omics integration e↵orts [7]. Heterogeneous networks, which consist of

multiple types of nodes (e.g. metabolites, genes, and phenotypes) and edges (e.g. partial

correlation of metabolites, gene co-expression), have been particularly useful to describe the

complex interplay within and between biological domains [365]. Such network-based multi-

omics approaches have the potential to ultimately construct comprehensive and largely

bias-free models of AD that can guide the identification and prioritization of potential

therapeutic targets and drug repositioning candidates [239, 304] as well as inform novel

hypotheses that can be tested in follow-up experiments.

The following Chapter presents the AD Atlas, a network-based data integration resource

for investigating AD, its biomarkers, and associated (endo-)phenotypes in a multi-omics

context. The AD Atlas integrates data from more than 25 studies using an extended

quantitative trait loci (QTL)-based integration strategy combined with a composite net-

work approach [10]. Based on data from knowledge bases and healthy cohorts, we con-

structed a generalized, disease-independent high-quality framework of intra- (e.g. gene-

https://www.nia.nih.gov/research/amp-ad
https://adknowledgeportal.org
https://agora.adknowledgeportal.org/
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Table 5.1: Data compiled in the AD Atlas (simplified data view).

Nentities Ref.

Nodes AD-related meta-trait 10 -
AD-related traits 67

43 unique
-

Genes (protein-coding) 20,363
with di↵erential gene expression data 14,731 [328]
with di↵erential protein abundance data 7,867 [329] [330]

Metabolites 1,328 -

Edges Genetic associations with AD phenotypes
traitQTLs

12,361 [278] [338]
[339] [340]
[341] [275]
[274] [272]
[342] [273]
This study*

Genetic associations with metabolic traits
mQTLs; sample types (n=3)

165,719 [29] [25]
[26] [24]
[337]
This study*

Metabolic associations with AD phenotypes
mWAS; sample types (n=2)

1,018 [281] [280]
[245] [263]

Gene co-expression data
brain regions (n=7)

232,516 [328]

Genetic co-regulation
eQTLs; tissues (n=49)

493,117 [327] [143]

Protein co-abundance data
partial correlation-based; sample types (n=2)

73,296 [146] [329]
[330]

Metabolic pathways
partial correlation-based; sample types (n=2)

1,163 [168] [263]
This study*

*For details on datasets generated in the scope of this work, please refer to Chapter 4 Section 4.2.3.

gene) and inter-omics (e.g. metabolite-gene) relationships. Using large-scale association

data of AD – including data from AMP-AD, NIA Genetics of Alzheimer’s Disease Data

Storage Site (NIAGADS), and other large studies and consortium e↵orts – this framework

was then transformed into an integrated multi-omics knowledge base for markers of AD.

The resulting comprehensive catalog of multi-omics relationships, stored using the graph-

based database Neo4j, provides disease-relevant information on over 20,000 protein-coding

genes, 8,000 proteins, and 1,000 metabolites as well as associated genetic variants. Lastly,

we developed a publicly available network- and web-based user interface featuring several

data analysis tools (www.adatlas.org) to enable access to these complex data independent

of in-house bioinformatics capacities. The AD Atlas allows users to construct, expand and

explore context- and tissue-specific molecular subnetworks surrounding either individual

or multiple entities of interest. In the following, we demonstrate the utility of this resource

www.adatlas.org


82 CHAPTER 5. AN ONLINE MOLECULAR ATLAS OF ALZHEIMER’S DISEASE

to generate disease-relevant insights using a variety of showcases ranging from hypothesis-

driven to hypothesis-generating analyses. Important terms and concepts used throughout

this Chapter are defined in Box 5.1.

Box 5.1: Glossary of important terms and concepts.

Step-wise multi-omics integration – Pairwise association results are overlaid and inte-
grated to interconnect entities within and between omics layers, enabling integration across
di↵erent cohorts and studies.

AD-related trait – traits that are tested for associations in genome-wide association studies
(GWAS) or metabolome-wide association studies (MWAS), including cognitive measures as
well as cerebrospinal fluid (CSF) and imaging biomarkers of Alzheimer’s disease (AD). The
term is used interchangeably with AD (endo-)phenotypes throughout this work.

Metabolic trait – measured concentrations of a metabolite which are tested for association
with AD in MWAS.

SNP-to-gene mapping - For the assignment of single nucleotide polymorphisms (SNPs)
to genes, we use the genomic location of a SNP (either directly within the gene body of a
gene or within 2.5 kb up- or downstream), gene-associated regulatory elements (promoters
or enhancers from ENCODE [335] and FANTOM5 [336]), and expression quantitative trait
loci (eQTL) and protein quantitative trait loci (pQTL).

Context-specific molecular subnetwork – Multi-omics network built from pairwise as-
sociation data surrounding entities of interest; associations (edges) are optionally filtered
for tissue or sample type.

Annotation – Addition of statistical results (nodes and edges) to an entity or set of entities
to build a context-specific molecular network. For example, annotating metabolites through
metabolite quantitative trait loci (mQTL) associations with metabolic genes.

Significance threshold – Cuto↵ for statistical significance. Associations between two
entities that are below this threshold are depicted as edges in the network.

Edge filtering – To create context- and tissue-specific networks, users can filter associations
(edges) by tissue or sample type. This is currently possible for co-expression, co-regulation,
genetic associations, and metabolic associations.

Edge types – categorize statistically significant associations between two entities, which
are represented as an edge in the AD Atlas resource. Further details are given in Box 5.2.

5.2 Overview of the AD Atlas

The AD Atlas is a comprehensive, network-based catalog of results from large omics stud-

ies that is accessible via an interactive, network-based user interface (www.adatlas.org).

It was built by inferring relationships between biological entities (e.g. metabolites, SNPs,

genes) from large-scale studies, resulting in a highly complex collection of data stored in

network format (Figure 4.2). To increase data accessibility and downstream interpretabil-

ity, the data were summarized and extracted into a simplified data view (Figures 4.2 and

4.3). A detailed description of the integration and summarization pipeline is provided

in Materials and methods (Section 4.3.2). This summarized network representation is

accessible through the user interface and consists of three node types; (i) metabolites,

www.adatlas.org
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mapped across available metabolomics platforms where possible, (ii) genes, including in-

formation on associated transcripts, SNPs and proteins, and (iii) traits, which describe AD

(endo-)phenotypes and biomarkers. Various di↵erent relationship types interconnect these

entities (Figure 4.2 C and Supplementary Table 8.1). Integrating over 25 di↵erent stud-

ies and analyses, the AD Atlas includes information on 20,363 protein-coding genes, 8,396

proteins, 1,328 metabolites, and 43 unique AD-related traits. Traits include CSF and imag-

ing biomarkers, partially with di↵erent covariate settings (adjustment for apolipoprotein

E (APOE ) genotype), stratifications or stagings for neuropathologies, amounting to 67

traits in total. Full details on the reported AD-related traits are provided in Supplemen-

tary Table (Supplementary Table 8.3). Biological entities and traits are linked by over 1.5

million relationships, representing statistical associations inferred from large-scale quanti-

tative data from population-based cohorts and AD case-control studies. A more detailed

summary of the data compiled in the AD Atlas can be seen in Table 5.1 and Box 5.2

provides further details on di↵erent edge types. Finally, to enable access to the AD Atlas

we have implemented a network- and web-based user interface (Figure 5.1) which allows

users to dynamically generate, explore and analyze, context-specific molecular subnetworks

surrounding entities of interest i.e. genes, metabolites or AD-related (endo-)phenotypes

(workflow seen in Figure 5.2).

To assess how well such an association network captures biological information with respect

to both plausibility, i.e. does the multi-omics network capture known (AD) biology, and

utility, i.e. can the AD Atlas provide additional, potentially AD-relevant relationships, we

examine the content of the AD Atlas in the context of the available scientific literature and

established knowledge bases. To this end, we utilize prior knowledge using two distinct

approaches: First, we evaluate the global network structure to see if the AD Atlas as a

whole captures biologically meaningful information using deep-learning-based dimension-

ality reduction techniques and projecting the resulting representation of the AD Atlas onto

AD-related functional domains. Second, we focus on hypothesis-driven examples that ex-

plore context-specific molecular subnetworks surrounding specific genes or pathways with

established links to AD pathogenesis and examine their relevance based on current AD

literature. The following will shortly introduce both of these approaches.

5.2.1 Functional assessment and visualization of global network

structure

Global analysis of the multi-omics network was performed by reducing the complexity of

the network to enable holistic analysis and visualization in an interpretable manner. To

achieve this, we applied a node embedding approach [350] in which nodes in the network are

embedded in a lower-dimensional vector space using random walks while retaining struc-

tural information of the network [366]. Details of this method are provided in Chapter 4

Section 4.4.1. In the resulting embedding space, similar/proximal nodes in the original
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Figure 5.1: AD Atlas user interface. Users can generate context-specific molecular subnetworks
and apply analytical tools via the interactive user interface (www.adatlas.org). (A) AD Atlas
landing page. (B) In the network browser, users can use the right panel to specify parameters
to generate context-specific molecular subnetworks (left). By clicking the paintbrush icon at the
top of the panel, additional information on DEGs or DEPs in disease can be overlayed using the
visualization options (right). (C) Network browser showcasing the multi-omics subnetwork sur-
rounding the input genes APOE, APOC1, C4A, and CLU. (D) Schematic representation of the
molecular subnetwork seen in C, showcasing the di↵erent node and edge types. For simplicity, not
all nodes and edges are included. GWAS: genome-wide association study; mGWAS: GWAS with
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relation between proteins; eQTL: expression quantitative trait locus; DEG: di↵erentially expressed
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network are represented by similar vectors or embeddings. This vector representation of

the network can then be used in a number of downstream tasks, including clustering,

community detection, and network visualization [367, 368]. To assess whether the under-

lying network structure captures biologically meaningful information, we then projected

manually curated AD-relevant gene functions onto this representation of the network and

tested whether functional domains are locally enriched in the embedding space. Visualiza-

tion of the whole network content was then achieved by again reducing node embedding

dimensions to 2-dimensional (D) vectors using Uniform Manifold Approximation and Pro-

jection (UMAP) [351].

5.2.2 Context-specific molecular subnetworks

Extending study results with (multi-)omics association data, e.g. to gain functional in-

sights for disease-related molecular associations [146,277] or to prioritize candidate causal

genes in GWAS using overlapping eQTL or pQTL signals [212], is a commonly employed

approach. Building upon this concept, the AD Atlas web interface enables the generation

of context-specific molecular subnetworks by extending and interlinking entities of interest

using statistical associations derived in large-scale studies of quantitative molecular data.

Although correlational in nature, these networks provide a rich, evidence-based multi-

omics context by integrating multiple layers of information, including eQTLs, pQTLs,

mQTLs, gene co-expression and protein co-abundance, metabolic network reconstructions

(based on partial correlations), as well as genetic and di↵erential abundance associations

with AD and associated biomarker profiles (schematically shown in Figure 5.1 D). These

context-specific molecular subnetworks are dynamically retrieved based on user-specified

parameters, allowing users to tailor networks to their research question at hand through,

for example, limiting included associations to a specific brain region or pathway. The

presentation in accessible network structures enables intuitive interpretation and further

downstream analysis of the results.

Figure 5.2 illustrates the subnetwork generation process and highlights the core function-

alities of the AD Atlas website. Users first construct a network of interest in a trait-,

gene- or metabolite-centric manner (further details given in Chapter 4 Section 4.4.2) via

the network settings panel in the network browser (Figure 5.1 B + C). A step-by-step

schematic example of such a gene-centric network construction is given in Figure 5.2 B.

Additionally, these molecular subnetworks can be contextualized by applying edge filters

(e.g. by sample type, tissue, or brain region) or adjusting the significance threshold for

genetic associations (Chapter 4 Section 4.4.2). To gain further insights into the functional

neighborhood of metabolites or genes, users can expand input entities before annotation to

include the 1-step or 2-step neighbors using co-regulation (eQTL), transcript co-expression

or protein co-abundance data for genes, or partial correlation data for metabolites. Once

built, the networks can be visually inspected using the network browser (Figure 5.1 C) and
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can be subjected to a number of downstream analyses within the AD Atlas. Information

on di↵erentially expressed genes (DEGs) and di↵erentially abundant proteins (DEPs) can

be overlaid onto the networks to investigate the extent and direction of dysregulation in

AD using the visualization options (Figure 5.1 B). Here, users can choose the underlying

association model (sex-specific or pooled analysis) and brain region. Furthermore, the

entities in the generated network can be functionally characterized using gene set and

pathway enrichment analysis (Chapter 4 Section 4.4.3).

In the following sections, we first provide evidence that the AD Atlas network structure re-

capitulates biological information on the level of functional annotations of genes. Next, we

provide multiple proof-of-concept applications of the online resource, covering hypothesis-

driven drug repositioning and exploratory analysis. For this, we built context-specific net-

works using either genes, clinical diagnosis, or metabolites as input and then assessed the

resulting networks with regard to network structure, involvement in AD pathology (associ-

ation with AD-related phenotypes or evidence of dysregulation at the metabolite, gene or

protein level) and gene set enrichment analysis. To strengthen confidence in the relevance

of the presented examples, we perform statistical evaluation of selected network statistics

by calculating empirical p-values, derived from a background distribution of 1000 randomly

generated networks using permutations of the same type of query input. The presented

subnetworks were constructed by filtering co-regulation edges for the tissue ’Brain cortex’

(only applied to COREGULATION edges) and applying a genome-wide significance cuto↵

to genetic associations (only applied to GENETIC ASSOCIATION edges), if not stated

otherwise. All other associations were included if they reached study-specific significance

(as listed in Table 4.3) and were not filtered by sample type. To overlay di↵erential analysis

data, we used the setting ’AD Diagnosis (males and females)’ and tissue ’TCX’ (temporal

cortex) for DEGs, and ’Control vs. AD’ and ’Johnson et al. (TMT-MS)’ for DEPs. All

showcases can be interactively explored under www.adatlas.org/?showcases.

5.3 Global assessment of biological content of the AD Atlas

To explore the biological information content of the association-based multi-omics net-

work on a global scale, we embedded a brain-specific network into a lower-dimensional

vector space using a node embedding approach [350,366] with subsequent projection to 2D

space [351] for visualization (Figure 5.3; see Chapter 4 Section 4.4.1 for further details).

The embedding space reveals a clear structure (as compared to a random network embed-

ding, Supplementary Figure 8.3 A), and overlaying gene nodes with di↵erential expression

data from AD cases vs. controls reveals distinct global patterns (Figure 5.3 A), indicating

that genes whose expression is similarly a↵ected in disease are located in proximal regions

of the network. This is noteworthy, as di↵erential expression information is not provided

to the embedding algorithm. Annotating gene nodes with AD-relevant biological domains

(manual curation of Gene Ontology (GO) terms into AD-relevant domains, see Chapter 4

www.adatlas.org/?showcases
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Figure 5.2: Network generation and analysis workflow. (A) Users can generate context-specific
molecular subnetworks surrounding entities (traits, genes, metabolites) of interest. (B) A step-by-
step description of the network generation process, here using the gene-centric approach. Statistical
inter- and intra-omics links are added to the input genes provided by the user in a successive man-
ner. Newly added nodes and edges are indicated by a yellow border and thick edges, respectively.
Steps applying edge filtering (tissue-or significance-based) are indicated. (C) The resulting net-
works can be analyzed using tools, such as enrichment analysis, via our interactive user interface
(www.adatlas.org; Figure 5.1). DEG: di↵erentially expressed gene; DEP: di↵erentially abundant
protein.

www.adatlas.org
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Section 4.4.3) reveals enrichment of specific domains, i.e. biological functions, in distinct

clusters obtained by hierarchical clustering of nodes in the embedding space (Figure 5.3 E).

Among other examples, genes involved in immune response, a pathway previously impli-

cated in AD pathophysiology [369], are highly enriched (p-value = 1.78⇥ 10�64; one-sided

Fisher’s exact test) in a cluster that shows up-regulation of gene expression in disease and

tight linkage (in terms of path length in the network) to AD phenotypes (Figure 5.3 B).

The full set of enrichment results is provided in Supplementary Table 8.6. In conclusion,

this analysis provides evidence that the association-based multi-omics network as a whole

captures (AD-relevant) biological information.

5.4 Hypothesis-driven applications for drug repositioning

Little progress has been made in regard to e↵ective and disease-modifying therapies for

Alzheimer’s disease [301]. Therefore, to accelerate the path to e↵ective intervention strate-

gies, drug repositioning - the application of available and approved compounds in a novel

disease context - has gained increasing attention as a promising alternative to de novo drug

development [307]. The following sections will highlight the potential of the AD Atlas to

advance computational repositioning e↵orts in AD by integrative analysis of comprehensive

multi-omics data.

5.4.1 Molecular subnetwork of lipid metabolism and transport

identifies known repositioning candidates

In recent years, multiple genetic risk factors for late-onset Alzheimer’s disease (LOAD) have

been identified through GWAS [239]. The earliest was the discovery of the genetic risk

exerted by the e4 allele of APOE [237], which was followed by the identification of several

risk variants in cerebrospinal fluid clusterin (CLU ), also referred to as APOJ [370, 371].

Both proteins are involved in lipid metabolism and transport and we hypothesized that

these mechanisms could potentially be targeted by available repositioning candidates. We,

therefore, queried the AD Atlas using the two genes as input and expanded to the 1-step

functional neighborhood defined by gene co-expression, co-regulation data, and protein

co-abundance data (Chapter 4 Section 4.4.2). The resulting network provides the molec-

ular context around these AD-associated genes by integrating multiple layers of multi-

omics information (Figure 5.4 A). As expected, APOE displays multiple direct associa-

tions with a large number of AD-related phenotypes ranging from disease status (control

vs. AD) to CSF and imaging biomarkers. CLU is strongly associated with disease sta-

tus and AD-by-proxy [275]. The subnetwork contains 245 protein-coding genes in total,

which are associated with 101 metabolites. 57 genes are genetically linked to AD (endo-

)phenotypes through genome-wide significant associations. Next, we overlaid di↵erential

gene expression and protein abundance data from large-scale case-control studies of results

from Accelerating Medicines Partnership - Alzheimer’s Disease (AMP-AD) [328,330]. This
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was done using the visualization options of the AD Atlas network browser (accessible in

the right panel by clicking the paintbrush icon; Figure 5.1 B) to further characterize the di-

rection of dysregulation in disease (Figure 5.4 A). This revealed a significant up-regulation

(Pemp = 0.035, Supplementary Figure 8.4) on the transcript levels of both APOE and

CLU as well as their functional neighborhood in individuals with AD compared to healthy

individuals (142 up-regulated, 18 down-regulated). Protein abundance data showed very

similar patterns with significant overall up-regulation (Pemp = 0.029, Supplementary Fig-

ure 8.4) with 54 proteins more abundant in AD patients and 24 showing lower abundance.

As a subnetwork around two central AD risk genes are expected to show significant en-

richment in terms of disease relevance, we next explored the potential of this network to

identify drug repositioning candidates as another means to assess the utility of the AD

Atlas. For this, we performed gene set enrichment analysis on all the genes in this sub-

network using molecular drug signatures from the EnrichR database [372] (left-hand panel

under ”Enrichment analysis – Gene set enrichment – enrichR”). In total, we obtained 52

unique compounds and cross-referenced this list with drugs that have been previously pro-

posed for and tested in clinical trials [373]. Although this is a rather simplistic approach

that ignores e↵ect direction or strength, we were able to identify multiple promising can-

didates among the top hits, i.e. their associated lists of genes a↵ected in drug screens

overlapped most significantly with the APOE/CLU context network and they have been,

or are currently, tested in clinical trials. This includes Valproate, a drug with antiepileptic

properties, the anti-diabetic drug Rosiglitazone, and Fluoxetine, a selective serotonin reup-

take inhibitor (SSRI) (upper table in Figure 5.4 B). However, clinical trials have failed to

show a significant e↵ect on cognition or function for both Rosiglitazone [374,375] and Val-

proate [376], with the latter also displaying severe toxic e↵ects. SSRIs, especially fluoxetine,

showed promising e↵ects on AD pathology in animal models and improved cognition in a

meta-analysis of short-term human trials of dementia patients with depression [377, 378].

However, further large-scale trials are needed to verify if fluoxetine o↵ers benefits in AD

patients without depression.

With the exception of Rosiglitazone, these drugs up-regulate genes in the network. How-

ever, the subnetwork surrounding APOE and CLU displays an up-regulation signature

in disease and we hypothesize that drugs that perturb these genes in an opposing man-

ner may be the most promising candidates to exert AD-relevant therapeutic e↵ects [307].

This may also provide a partial explanation for severe side e↵ects; if the drug and disease

perturb gene expression in the same direction this could lead to aggravated symptoms or

accelerated disease progression, given that the observed transcriptional changes are not a

compensatory mechanism. To test this hypothesis, we repeated the enrichment analysis

using a library comprised of only down-regulation signatures (EnrichR, gene set ’Drug

Perturbations from GEO down’), resulting in a list of 100 unique compounds, which were
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Figure 5.3: Global assessment of biological information content in the AD Atlas network struc-
ture. The nodes of the AD Atlas network were embedded into 89D vector space and projected to
2D for visualization, as described in Chapter 4. (A) Overlay of di↵erential expression data from the
temporal cortex (TCX) shows a global pattern of regulation. Nodes are scaled by e↵ect size and
colored by e↵ect direction (blue: down-regulated, red: up-regulated in AD). (B) Shortest path of
each entity (gene, metabolite) to an AD trait (red: path length 1, i.e. directly associated, orange:
2, yellow: 3 or 4, blue >4). The mean length of all shortest paths is 2.25. (C) Coloring accord-
ing to membership of clusters determined by hierarchical clustering with cut h=30. (D) Immune
response-related genes are colored grey. (E) Dendrogram of hierarchical clustering with bands be-
low indicating whether: i) entities in clusters are metabolites, ii) have been associated with AD
(through association studies or di↵erential expression analysis), or iii) have been annotated with an
AD-relevant function. This reveals the enrichment of certain biological domains in distinct regions
of the visualized embedding, indicating proximity in the AD Atlas network (see Supplementary
Figure 8.3 B). Significantly enriched biological domains (p-value  2.17⇥10�3, Fisher’s exact test)
in cluster 5 (grey box), are emphasized in bold. Numbered clusters are significantly enriched for at
least one biological domain (full results listed in Table 8.6).

again cross-referenced with clinical trials. The results of this analysis can be seen in the

lower table of Figure 5.4 B.

Interestingly, the list of False Discovery Rate (FDR)-significant compounds includes Leve-

tiracetam, a medication that is used to treat epilepsy and is currently being studied to de-

termine whether or not it is able to improve synaptic function and reduce amyloid-induced

neuronal hyperactivity as a disease-modifying therapy [379]. With Levetiracetam being

investigated in multiple phase II trials (NCT02002819, NCT03489044, NCT03875638) and

a low-dose formulation (AGB101) currently being tested in phase II (NCT03461861) and

phase III trials (NCT03486938), Levetiracetam is one of the most represented agents among

ongoing clinical trials (as of February 2020) [373]. We further investigated the genes in

this subnetwork surrounding APOE and CLU that are a↵ected by Levetiracetam. To

this end, we queried the AD Atlas using the genes listed in Figure 5.4 B (via URL query

parameters; Supplementary Figure 8.5 A). This analysis revealed that of the 27 genes, 20

show a dysregulation at the messenger ribonucleic acid (mRNA) level in AD with 19 in

opposing direction to the drug signature (up-regulated in AD; Pemp = 0) and only one

showing down-regulation. This up-regulation signature is also observed on the proteome

level (14 more abundant in AD; Pemp = 0.006).

Another interesting candidate that was identified by this analysis is Candesartan, an an-

giotensin receptor blocker typically used for the treatment of hypertension. Of the 26

genes that are a↵ected by the drug in the subnetwork, more than half also display a

perturbed transcriptional signature in AD (13 up-regulated; Pemp = 0.004) and two are

down-regulated in the TCX of AD patients (Supplementary Figure 8.5 B). Again, this up-

regulation is also observed for proteins encoded by these genes (13 more abundant in AD;

Pemp = 0.01). Candesartan has recently been studied in a phase II trial (NCT02646982)

to investigate its e↵ect on individuals with mild cognitive impairment that are positive for

AD biomarkers. Although no results have been published for this trial, previous clinical
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OLFML3, AXL, SPP1, SOX9, VIM, PTGDS, BCL2L2, DDR2

Valproic acid homo sapiens gpl6883 gse26940
chdir up 5 79/3508 1.29e-06 2.27

APP, SRPX, SLC44A3, TRIL, ZNF45, VLDLR, LAMC1,
ANTXR2, PIK3C2A, GLI3, TMEM47, GJA1, SERP1,
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*overlap network (nominator) with drug signature gene set (denominator) **adjusted p-value using Benjamini-Hochberg ***odds-ratio
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B - Selected gene set enrichment results
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Figure 5.4: APOE/CLU subnetwork identifies repositioning candidates. (A) Multi-omics sub-
network surrounding APOE and CLU as contained in the AD Atlas. (B) Gene set enrichment
analysis for drug-associated gene expression changes using EnrichR reveals previously proposed
candidates Valproate, Fluoxetine, and Rosiglitazone among the drugs most significantly a↵ecting
the subnetwork (upper table). When focusing on signatures that are opposed to the overall change
in AD, we identify Levetiracetam and Candesartan as most promising (lower table). Genes that
overlap between drug signature sets (column ’genes’) and the network are color-coded to indicate
the direction of expression change or protein abundance in the disease (red: up-regulation, blue:
down-regulation). Genes with opposing directions of change at the transcript (color code) and
protein level are underlined.
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trials suggest beneficial neurocognitive e↵ects following Candesartan treatment in older

individuals with hypertension and mild cognitive impairment [380, 381]. Of note, inves-

tigation of the network structure in the AD Atlas revealed that genes down-regulated

by Levetiracetam and Candesartan lie within distinct genetic loci and are connected at

the mRNA and protein level (Supplementary Figure 8.5). Furthermore, both a↵ect the

AD-risk genes APOE and CLU , which were provided as input, as well as amyloid beta

precursor protein (APP).

In summary, we showcase how the AD Atlas can provide additional AD-relevant insights for

known AD risk genes. By applying a simple enrichment approach requiring minimal anal-

ysis steps, we identify multiple drug repositioning candidates that are either being tested

or have been tested in clinical trials, providing evidence for the relevance of the generated

results. Through additional analysis using the AD Atlas we propose Levetiracetam and

Candesartan as the most promising candidates as their associated list of genes a↵ected in

drug screens overlaps significantly with the molecular context network surrounding APOE

and CLU and they a↵ect disease-perturbed genes in an opposing manner.

5.4.2 Disease-associated molecular subnetwork provides a global view

on AD

The previous analysis uses a user-defined set of AD-related genes as starting point for

the repurposing analysis, allowing an in-depth and focused view of specific aspects (lipid

metabolism) of the disease. To move beyond that, the AD Atlas also provides a trait-

specific entry-point that enables the generation of global, data-driven views on AD and

its associated (endo-)phenotypes, enabling more comprehensive analyses. Here, entities

(genes and metabolites) associated with a specific (set of) AD-related trait(s) identified

in large-scale GWAS and MWAS, are embedded into their multi-omics context that is

annotated with metabolic and genetic associations as well as intra-omics links. Using

this entry point, we repeated the analysis steps outlined in the previous example. We

selected the results of large-scale AD case-control studies from International Genomics

of Alzheimer’s Project (IGAP) [272, 278] and Alzheimer’s Disease Neuroimaging Initia-

tive (ADNI) (trait ’CN vs. AD’) as input to build a global molecular subnetwork of genetic

risk for AD. The network can be seen in Figure 5.5 A and consists of 380 genes and 93

metabolites. The network shows multiple tightly connected clusters of genes, which are

indicative of the underlying genetic architecture (genetic loci are tightly connected through

co-regulation edges). This includes, for example, the CR1 (chromosome 1), BIN1 (chro-

mosome 2), ZCWPW1/NYAP1/PILRA (chromosome 7), PICALM (chromosome 11) and

APOE (chromosome 19) locus. To investigate the degree and direction of perturbation at

the mRNA and protein level, we used the AD Atlas visualization options to overlay results

of di↵erential gene and protein analysis. This revealed both up-regulation (70 transcript-

level, 26 protein-level) and down-regulation (52 transcript-level, 31 protein-level) of the
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AD-related subnetwork which is, however, not statistically significant (Supplementary Fig-

ure 8.6).

Utilizing the previously described concept of gene set enrichment to identify repositioning

candidates, we perform the analysis using the drug perturbations library from GEO via

EnrichR. The only two drugs that display a significant overlap of genes with the trait-centric

network after multiple testing correction are Letrozole and Rosiglitazone (upper table in

Figure 5.5 B). Unfortunately, both of these agents do not seem to be promising candidates.

Letrozole is an aromatase inhibitor used to treat estrogen receptor–positive breast cancer

in postmenopausal women and aromatase inhibitors have been associated with adverse

e↵ects including negative e↵ects on cognition and potential long-term neural e↵ects [382].

Furthermore, Rosiglitazone, as discussed previously, has failed to show significant e↵ects on

cognition in clinical trials [374,375]. Therefore, we focused the enrichment analysis again on

drug-induced signatures of down-regulated gene expression (gene set ’Drug Perturbations

from GEO down’ from EnrichR).

This analysis yielded multiple significant hits (in total eight unique compounds), which

we again screened for compounds in clinical trials to highlight the potential of such net-

works to identify AD-relevant drug candidates (lower table in Figure 5.5 B) and capture

biologically relevant aspects of the disease. One promising finding was Citalopram, a

SSRI used in the treatment of depression. Using the AD Atlas, we further investigated

whether the genes perturbed by this agent are also perturbed in AD and if its e↵ects on

transcript levels are in an opposing direction. Citalopram a↵ects a total of 16 genes in

the trait-centric subnetwork and more than half are di↵erentially expressed in AD (nine

up-regulated, Pemp = 0.008; and one down-regulated Pemp > 0.05; Supplementary Figure

8.7 A). Furthermore, Escitalopram, the (S)-stereoisomer of Citalopram, is currently being

studied as a treatment for agitation in AD patients in a phase III trial (NCT03108846)

and has also entered a phase I trial as a cognitive enhancer (NCT03274817).

Another interesting finding was Etanercept, a tumor necrosis factor ↵ (TNF↵) inhibitor

that is used to treat autoimmune diseases. Elevated levels of TNF↵, an inflammatory

cytokine, in the brain have been linked to AD and proposed as a potential therapeutic tar-

get [383]. Repeating the analysis steps outlined for Citalopram, we find that the Etanercept

gene set has 14 overlapping genes of which five show up-regulation in AD (Pemp = 0.03;

Supplementary Figure 8.7 B). It is interesting to note that the subnetwork also shows a

significant overlap with genes that are up-regulated by Etanercept (gene set ’Drug Per-

turbations from GEO up’ from EnrichR, PFDR = 5.88e�03), indicating that the drug may

target both compensatory and disease mechanisms. Furthermore, there is some overlap be-

tween the up- and down-perturbation gene sets which may point to a degree of variability

within the response. Safety and tolerability of Etanercept in AD has been established in

a small randomized, placebo-controlled, double-blind phase II trial (NCT01068353) [384]

but the drug has not been studied in a phase III trial, despite multiple large observational
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Figure 5.5: AD case-control subnetwork identifies potential repositioning candidates. (A) Multi-
omics contextualization of large-scale AD case-control GWAS and MWAS studies. The network
was built using the trait ’CN vs. AD’ as input for trait-centric subnetwork generation. (B) Gene
set enrichment analysis for drug-associated gene expression changes in drug perturbation gene sets
from Gene Expression Omnibus (GEO) via EnrichR reveals Letrozole and Rosiglitazone as the only
drugs significantly a↵ecting the subnetwork. By focusing on down-regulation signatures, we obtain
more significant hits, among which Etanercept and Citalopram seem to be the most promising
candidates. Genes that overlap between drug signature sets (column ’genes’) and the network are
color-coded to indicate the direction of expression change or protein abundance in the disease (red:
up-regulation, blue: down-regulation). Genes with opposing directions of change at the transcript
(color code) and protein level are underlined.
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studies indicating a reduced risk of AD among patients treated with Etanercept [385].

Further supporting evidence is provided by a second generation TNF↵ inhibitor, selec-

tive for the soluble form of TNF↵, that has also shown promising results in preclinical

studies [386, 387] and was recently investigated in a Phase I trial (NCT03943264). Both

Etanercept and Citalopram seem to a↵ect the immunoregulatory human leukocyte anti-

gen (HLA) complex, which has been implicated in neurodegenerative diseases, including

AD [278,388].

In conclusion, the AD Atlas enables the generation of global, disease-related molecular

networks without the need to perform complex data analysis. These networks can be

used in downstream analysis within the web-based user interface, for instance, to identify

plausible repositioning candidates using gene set enrichment. In addition, the networks and

lists of contained entities can be directly downloaded for o✏ine follow-up analyses. Despite

coming from diverse sources and cohorts, the totality of data collected in the AD Atlas can

provide valuable insights into the underlying mechanisms of disease, as we demonstrate

with the identification of Etanercept and Citalopram as promising repositioning candidates

through potential modulation of neuroinflammatory pathways.

5.4.3 Statin target ITGAL links to neuroinflammation through

TREM2 signaling

Statins are a class of lipid-lowering drugs that are used to reduce the risk of cardiovascu-

lar diseases, such as atherosclerosis and peripheral artery disease. Statins exert their pri-

mary therapeutic e↵ect by inhibiting the rate-limiting enzyme, 3-hydroxy-3-methylglutaryl

coenzyme A reductase (HMGCR), in the cholesterol-producing mevalonate pathway. In

addition, statins have been associated with a wide range of secondary e↵ects [389, 390].

Observational studies have reported a possible association between statin use and reduced

risk of AD [391,392,393], although the evidence has been inconsistent with reported di↵er-

ences between patient subpopulations as well as individual statin drugs [394,395,396]. To

investigate this potential link to AD pathophysiology we used the drug targets of statins, as

annotated in DrugBank [397] (Supplementary Table 8.7) and constructed their molecular

context network in the AD Atlas (Figure 5.6 A). To this end, we used HMGCR, ITGAL,

HDAC2, DPP4, AHR and NR1I3 genes as input, added their 1-step co-expression, co-

regulation and protein co-abundance neighbors by network expansion and colored genes

according to their di↵erential expression in AD patients using the visualization options

of the AD Atlas. Of the 321 genes contained in the resulting network, 65 genes are ge-

netically linked to AD (endo-)phenotypes (Pemp = 0.044; Supplementary Figure 8.8) and

about one-third (n=126) show di↵erential expression at the transcript level in the TCX of

AD patients (Pemp > 0.05; Supplementary Figure 8.8).

Visual inspection of the network indicates two tightly connected clusters surrounding

ITGAL, one driven by co-regulated genes (vibrant green edges) and one driven by co-
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Figure 5.6: Subnetwork of statin targets link to TYROBP signaling. (A) Multi-omics subnetwork
surrounding the statin targets annotated in DrugBank; HMGCR, ITGAL, HDAC2, DPP4, AHR
and NR1I3, as well as (B) a co-expression subnetwork surrounding only ITGAL and (C) a co-
expression, co-regulation and co-abundance subnetwork surrounding only HMGCR. (D) Gene set
enrichment analysis using EnrichR (gene set ’WikiPathway’). Genes that overlap between pathway
sets (column ’genes’) and the network are color-coded to indicate the direction of expression change
or protein abundance in disease (red: up-regulation, blue: down-regulation).



98 CHAPTER 5. AN ONLINE MOLECULAR ATLAS OF ALZHEIMER’S DISEASE

expressed genes (light green edges). Another co-regulation cluster is formed by co-regulated

genes surrounding NR1I3, of which ARHGAP30, FCGR2A, FCGR3A and FCER1G are

tightly linked with the ITGAL co-expression module. Both co-regulation clusters contain

multiple genes that are dysregulated in AD. The direct neighborhood of each of the six

input genes reveals that all targets show a dysregulation at the transcript or protein level in

AD, either through direct evidence or via their neighbors. For example, while the primary

statin target HMGCR (Figure 5.6 C) does not show evidence for di↵erential regulation or

association to AD phenotypes, 37% of its direct neighbors in the network (20 out of 54

genes) show either up- (n=5) or down- (n=15) regulation at the transcript level and ten

(four up- and six down-regulated) at the protein level. However, this does not significantly

deviate from the random background distribution (Supplementary Figure 8.9), suggesting

that a potential benefit from statin treatment may not be directly conveyed through the

modulation of the cholesterol synthesis pathway.

To functionally characterize the pathways targeted by statins further, we used the gene

set enrichment functionality of the AD Atlas. Here, we found significant enrichment for

the TYROBP causal network (EnrichR, gene set ’WikiPathways’, PFDR = 1.92e�14),

an immune- and microglia-specific module that has been implicated in LOAD [285]. This

enrichment is driven by the co-expression network surrounding ITGAL (Figure 5.6 B), also

known as CD11a, a subunit of the integrin leukocyte function-associated antigen-1 (LFA-1)

which is involved in a variety of immune-related functions [398]. Interestingly, only a

subset of statins (Rosuvastatin, Lovastatin, Simvastatin, Pitavastatin) target ITGAL which

may explain the heterogenous results reported in studies. Furthermore, the co-expression

neighborhood of ITGAL shows substantial dysregulation in disease with 50 of 103 genes

di↵erentially expressed in AD (49 up-regulated, one down-regulated; Pemp > 0.05), 13

genes encoding for proteins that are up-regulated in disease (Pemp = 0.044) and 16 genes

genetically associated with AD (Pemp = 0.059; Supplementary Figure 8.10). TYROBP

(Dap12) is an adaptor molecule involved in the transduction pathway of TREM2 as well

as CD33, a known AD risk gene [338], and CR3 (ITGAM and ITGB2 ). Both TREM2 and

ITGB2 are up-regulated in disease and contained in the network shown in Figure 5.6 B.

Given those results, an alternative hypothesis on the controversial e↵ects of statins on AD

risk can be formulated, as the identified functional link to TYROBP signaling indicates

that the subset of statins targeting ITGAL may exert potential protective e↵ects [399,400]

through modulation of neuroinflammatory pathways [401].

5.5 Application examples for exploratory analysis

High failure rates of AD drugs in clinical trials have emphasized our incomplete understand-

ing of crucial biological aspects of this complex disease [301]. Basic research investigating

the underlying molecular disease mechanisms and mapping the trajectory of biochemical
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changes in AD, will therefore be crucial to identify novel therapeutic targets and guide

future drug development e↵orts. In the following examples, we showcase how the AD At-

las can be used to investigate and formulate new AD-related hypothesis. We focus on the

contextualization of metabolic and immune-related AD findings, although there are many

more areas of application.

5.5.1 Contextualization of links between the sphingomyelin pathway

and AD pathology

In a previous study, we identified sphingomyelin (SM) species of di↵ering lengths to be

implicated in early vs. late stages of AD [19]. More precisely, we found SM C16:0 to be

associated with CSF Ab42 pathology, while SMs with longer fatty acid chains (� C20)

were correlated with brain atrophy and cognitive decline. This study identified three SMs

associated with AD, labeled as SM (OH) C14:1, SM C16:0, SM C20:2 (of note, these

vendor-specific labels, i.e. biochemical names assigned by the respective metabolomics

platform provider, will be updated to better reflect the currently accepted notations for

SM in future releases). We generated a metabolite-centric subnetwork via the AD Atlas

user interface to contextualize these findings and gain a better understanding of their

potential functional role in AD.

The generated subnetwork is shown in Figure 5.7 A. All SMs are associated with at least

two genes at a genome-wide significance level. Interestingly, these particular SMs are

not directly linked to each other through partial correlations. The associated genes are

interlinked by co-regulation edges pointing to the same genetic loci and the individual

’SM-gene-clusters’ are not connected with each other. These aspects may point to their

involvement in distinct pathways or pathway steps, although the absence of an edge should

be interpreted with caution, as this can also be due to lack of coverage in or insu�cient

power of the available studies. Furthermore, 35 of the 36 AD-related traits are associated

with SM C16:0 related genes, which include AD risk genes APOE and APOC1. The

SM (OH) C14:1 cluster shows no direct or indirect trait associations, while SM C20:2

is directly associated with the clinical dementia rating - sum of boxes score. Overlay of

di↵erential gene and protein expression data using the visualization options provided by

the AD Atlas reveals an up-regulation at the mRNA level of 5 of 22 genes (APOE locus

(APOE, APOC1 ), SPTLC3, SYNE2 and CERS4 ; Pemp > 0.05; Supplementary Figure

5.7) and down-regulation of one gene (MTHFD1 ), which displays an opposing e↵ect at the

protein level (up-regulation).

To further characterize the potential functional involvement of these SM-associated genes

in AD, we performed an enrichment analysis using the Reactome 2016 library via EnrichR.

This identifies three genes (CERS4, SPTLC3 and SGPP1 ) involved in SM de novo biosyn-

thesis (PFDR = 2.53e�04, Figure 5.7 B). Interestingly, these genes have previously been

identified in a study that involved multiple, time-intensive manual mapping steps [277].
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Figure 5.7: Contextualization of metabolomics-guided insights points to SM de novo biosynthesis.
(A) Multi-omics subnetwork surrounding three SM species (SM (OH) C14:1, SM C16:0, SM C20:2)
that are altered in biomarker defined stages of AD [19]. (B) Gene set enrichment analysis using the
Reactome gene set accessible via EnrichR identifies three genes (CERS4, SPTLC3 and SGPP1 )
involved in SM de novo biosynthesis. Genes that overlap between pathway sets (column genes)
and networks are color-coded to indicate the direction of expression change or protein abundance
in disease (red: up-regulation, blue: down-regulation).

Here, the genes were categorized into two functional categories: global sphingomyelin

synthesis (SPTLC3, CERS4 ), and synthesis and degradation of sphingosine-1-phosphate

(SGPP1 ), highlighting a possible role for sphingosine-1-phosphate and its receptors in AD

pathogenesis. AD mouse models indicate a potential benefit of Fingolimod, an Food and

Drug Administration (FDA)-approved sphingosine-1-phosphate (S1P) analog used for the

treatment of multiple sclerosis [402, 403, 404]. Furthermore, long-term Fingolimod treat-

ment in multiple sclerosis patients has shown positive e↵ects on cognition [405]. Therefore,
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Baloni et al. applied a drug repositioning approach by treating APP/PS1 mice with Fin-

golimod, finding that prolonged S1P pathway modulation can rescue both the proposed

cellular mechanism of hippocampus-related memory and cognitive deficits in these mice,

further supporting this pathway as a high priority target for AD [277].

In conclusion, this analysis highlights the ability of the AD Atlas to contextualize hy-

potheses or findings from previous studies and thereby point to novel, AD-related insights

without the need for bioinformatics resources or time-intensive manual analyses. Here, we

used three sphingomyelin species that have previously been associated with AD endophe-

notypes [19], to further investigate their involvement in the mechanisms of disease. We

find a link to the S1P pathway, replicating results of a recent study [277].

5.5.2 Multi-omics characterization of brain-based pseudotime estimates

for AD progression

The cascade of molecular changes that leads to AD onset and progression remains incom-

pletely understood. Due to the fact that post-mortem brain samples are always cross-

sectional, some kind of temporal metric is needed to study disease progression. Recently,

researchers have utilized manifold learning techniques to construct pseudo-temporal mod-

els of the disease using brain transcriptomics data [406]. These approaches order samples

on a tree-like molecular progression trajectory according to their similarities in expression

profiles and enable the estimation of so-called pseudotime – an abstract metric that quan-

tifies the progression of an individual along this trajectory [406]. Downstream analyses

provided insights into potentially disease-driving pathways, including links to mitochon-

drial dysfunction. Interestingly, pseudotime inferred for females only was more strongly

correlated to disease status and neuropathological measures than for males only [406].

To enable a more comprehensive molecular characterization of disease progression we em-

bedded these models into a multi-omics context using the AD Atlas. The analysis was

performed in two steps and we restricted our analyses to female samples due to the afore-

mentioned sex di↵erences. First, we determined metabolites significantly associated with

pseudotime, and second, we used these metabolites as proxies for transcriptome-derived

pseudotime to build a multi-omics context network and further characterize the underlying

molecular mechanisms. A schematic overview of this analysis is given in Figure 5.8 A.

Using non-targeted metabolite (n=667) measurements from post-mortem brain tissue sam-

ples (dorsolateral prefrontal cortex (DLPFC)) taken from 154 female Religious Orders

Study (ROS)/Memory and Aging Project (MAP) participants [263], we tested for pairwise

associations between metabolite levels and pseudotime estimates using linear regression

models. In total, 89 of the 667 metabolites showed a significant association with pseu-

dotime at ↵ = 0.05 after Bonferroni correction, i.e. the concentration of these molecules

either significantly increased or decreased with progressing pseudotime. These significantly

associated metabolites span multiple pathway classes, including amino acids (36/89), lipids
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Figure 5.8: Multi-omics characterization of brain-based pseudotime estimates. (A) Metabo-
lites [263] significantly associated with brain-based pseudotime estimates [406] were used as pseu-
dotime proxies in a two-step workflow to build multi-omics context networks using the AD Atlas.
(B) Gene set enrichment analysis using the Reactome gene set accessible via EnrichR points to
neurotransmission, bioenergetic, and transport pathways.

(17/89), nucleotides (10/89), and various unknown compounds (15/89). Interestingly, 84%

(75/89) of these metabolites have been associated with AD-related traits in a previous

brain-based study [263].

Of the 89 metabolites, 47 metabolites could be linked to genes through mQTL data using

the AD Atlas (metabolite-centric network, genome-wide significance). This resulted in a

total of 683 genes. Next, we extended this set of genes to include additional metabolite and

trait associations as well as inter-omics links by again building a multi-omics network us-

ing the AD Atlas (gene-centric network, genome-wide significance). The resulting network
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(Figure 5.8 A) was comprised of 683 genes, 225 metabolites, and links to 20 AD-related

traits, including CSF amyloid pathology, brain glucose uptake measured by FDG-positron

emission tomography (PET), and cognitive measures. 81% of the pseudotime associated

metabolites with genetic associations (38/47) and nearly one-third of the genes contained

in the network showed significant associations with AD, with transcriptional changes most

pronounced in the TCX (112 genes up- and 108 genes down-regulated in AD). Lastly,

we applied pathway enrichment analysis using the functionalities of the AD Atlas to de-

rive over-represented biological processes potentially involved in disease progression. This

analysis revealed functional links to neurotransmission, bioenergetics, and transport (see

Figure 5.8 B), pathways previously implicated in AD pathogenesis.

In summary, by using metabolites as proxies for transcriptome-derived pseudotime, we

were able to investigate the molecular underpinnings of AD progression in a multi-omics

context. Our analysis provides further molecular evidence for pathways implicated in AD

and emphasizes the potential of such metabolomics-guided analysis for future studies.

5.5.3 Subnetworks surrounding marker genes for homeostatic microglia

and disease-associated microglia suggests a possible involvement

of blood androgens

Genomic analyses in AD and animal models of the disease identified a specific activa-

tion program that drives the transition from homeostatic microglia to disease-associated

microglia [289]. However, the molecular mechanisms underlying this transition remain

incompletely understood and the extent to which this process involves AD susceptibility

genes has not been assessed in an integrated fashion. We used the AD Atlas to identify

gene modules defining homeostatic vs. disease-associated microglia and to evaluate their

respective links with large-scale genetics, proteomics, and metabolomics data. Two canon-

ical gene markers of homeostatic vs disease-associated microglia, namely TMEM119 [407]

for homeostatic microglia and TREM2 [408] for disease-associated microglia, were entered

as single query genes. We further analyzed the corresponding co-expression networks iden-

tified in brain tissue using the AD Atlas with regard to i) identity and number of genes

that are associated with AD susceptibility and/or AD-related traits in GWAS studies,

ii) identity and number of genes exhibiting increased levels in AD brains at the transcript

and/or protein levels, iii) identity and number of genes that are associated with the levels

of metabolites. An overview of the analysis steps can be seen in Figure 5.9 A.

We identified a total of 55 genes being co-expressed with TMEM119 but not TREM2 in AD

tissue, of which eight genes are genetically associated with AD phenotypes: ARHGAP45,

ARPC1B, ATP8B4, GPSM3, HLA-DMA, INPP5D, SPN, TMEM106A (Supplementary

Table 8.8). Out of these eight genes, two (ARPC1B, INPP5D) are also associated with

metabolite levels at genome-wide significance (mQTL associations). These metabolites are

bilirubin, biliverdin, 1-archidonoyl-GPA (20:4), unknown metabolites, and multiple andro-
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genic steroids, including epiandrosterone sulfate, androsterone sulfate and dehydroisoan-

drosterone sulfate (DHEA-S) (Supplementary Table 8.9). Additionally, both genes show

higher gene expression levels in AD (TCX, AD vs. Control). The overlapping genetic as-

sociations with AD and levels of metabolites from the androgen pathway in the ARPC1B

locus is of particular interest. Androgens are a class of sex steroid hormones that are

responsible for the development of male sex characteristics [409] and also play important

roles in female reproductive function [410]. Females have a higher susceptibility to AD [244]

and studies have linked age-related depletion of the androgen testosterone to an increased

risk of AD in men [411,412]. Since ARPC1B has been linked to the branching and motil-

ity of microglial ramifications [413], this might suggest a potential molecular relationship

between androgen levels, aging and the ability of microglia to extend ramifications in the

context of AD.

We also identified 64 genes co-expressed with TREM2 but not TMEM119 in brain tissue,

of which nine genes map to AD-associated loci: AIF1, APOC1, GAL3ST4, HLA-DPB1,

HLA-DRB1, ITGAM, ITGAX, LST1, SPI1 (Supplementary Table 8.10). In comparison

to the TMEM119 module, the TREM2 module contains a slightly larger number of genes

with overlapping AD associations, including the known genetic risk factor APOC1 which

shows strong associations to a multitude of AD phenotypes (n=35). Furthermore, while

both TMEM119 - and TREM2 -specific networks show an overall up-regulation at the tran-

script level (TCX), the TREM2 subnetwork contains nine genes (TGFBR1, SCIN, RAB32,

SPP1, CAPG, PLXDC2, FERMT3, COTL1, NPC2 ) where an up-regulation can also be

observed at the protein level (as opposed to none for TMEM119 ), possibly indicating

a higher dysregulation at the functional level. Taken together, this supports a role for

TREM2 in the engagement of microglia toward a disease-associated phenotype. From the

nine genes genetically associated with AD, six (AIF1, APOC1, GAL3ST4, HLA-DPB1,

HLA-DRB1, LST1 ) are also associated with the levels of at least one metabolite. These

metabolites include cholesterol, N(6)-methyllysine, multiple SMs, unknown metabolites,

and multiple androgenic steroids (Supplementary Table 8.11) and three (APOC1, HLA-

DPB1, HLA-DRB1 ) show higher gene expression in the TCX in AD. As observed in the

TMEM119 module, one gene of the TREM2 module, namely GAL3ST4, is associated with

androgen metabolites. Although few data are available regarding the role of GAL3ST4 in

microglia, the gene was reported to be part of a TYROBP brain-expressed gene module

crucially involved in the development of LOAD [285]. Interestingly, a metabolite-centric

search for the direct subnetwork surrounding the androgen steroids associated with both

ARPC1B and GAL3ST4 (overlap of metabolites is seen in Figure 5.9 B) revealed an associ-

ation of these metabolites with another AD-specific risk locus; ZCWPW1/NYAP1/PILRA

(7q22.1) [278], which has been linked to myeloid enhancer activity, microglia function and

neuroinflammation [414,415].
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Figure 5.9: Investigating the transition between homeostatic microglia and disease-associated mi-
croglia (DAM). (A) Overview of the analysis. First, gene co-expression networks were built around
marker genes for homeostatic (TMEM119 ) and DAM (TREM2 ). The gene modules containing
genes co-expressed exclusively with one of these genes were constructed and analyzed. (B) Schematic
representation of the marker-specific subnetworks. Genes that show co-expression in the brain with
TMEM119 but not TREM2 and that are genetically associated with AD phenotypes are shown on
the left (green background). Those that are additionally associated with metabolite levels are high-
lighted (orange). Genes that are significantly up-regulated at the mRNA (node filling) or protein
(node border) level are highlighted in red. Genes that show co-expression in the brain with TREM2
but not TMEM119 and are genetically associated with AD phenotypes are shown on the right (red
background). Those that are additionally associated with metabolite levels are highlighted (or-
ange). Androgen steroids associated with both ARPC1B and GAL3ST4 are depicted to highlight
this overlap. It is important to note that only selected relationships are shown. For a detailed
version of these networks please refer to the AD Atlas website (www.adatlas.org/?showcases).

www.adatlas.org/?showcases
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Lastly, to see if these networks can again point to drug compounds targeting the acti-

vation of microglia, we repeated the gene set enrichment analysis described previously

using the 1-step co-expression network surrounding both TMEM119 and TREM2. This

identified Fasudil (EnrichR, ’Drug Perturbations from GEO down’, PFDR = 7.02e�16)

among the top significant hits (51 unique compounds in total). This drug a↵ects a to-

tal of 21 genes in the subnetwork and more than half are di↵erentially expressed in AD

(14 up-regulated, Pemp = 0; one down-regulated, Pemp > 0.05; Supplementary Figure

8.12). Fasudil is an inhibitor of Rho-kinase (ROCK) and is approved for the treatment of

cerebral vasospasm in Japan. Post mortem data suggests that ROCK protein levels are

elevated in AD brains [416] and preclinical data from in vitro and in vivo studies, including

animal models of AD, indicate that Fasudil may be able to reduce the burden of tau pro-

tein [417] and promote an anti-inflammatory microglial phenotype [418, 419]. Currently,

two ongoing clinical phase II trials are investigating the use of Fasudil in tauopathies

(NCT04734379) and the e↵ectiveness of an oral formulation of Fasudil in patients with

dementia (NCT04793659). Interestingly, a previous study reported experimental evidence

linking androgen levels through androgen receptor signaling to the levels of miRNA-135a

which targets ROCK, providing a potential mechanistic model integrating the di↵erent

omics entities contained in the AD Atlas-derived subnetwork [420].

Overall, our analyses point to a potential involvement of blood androgens in the transition

from homeostatic to disease-associated microglia during the course of AD. Using gene set

enrichment, we were able to identify Fasudil, an inhibitor of ROCK, as a promising drug

repositioning candidate. We hypothesize that age-related decreases of androgen levels may

result in an upregulation of ROCK via androgen-mediated pathways, leading to microglial

activation and neuroinflammation [421,422]. This exploratory analysis highlights how the

AD Atlas can inform testable hypotheses, such as the potential link between androgen

signaling, ROCK activity, and microglial activation in AD, that can be investigated in

follow-up experiments.
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Box 5.2: Definition of edge types.

In the context of this work, terms referring to di↵erent edge types of the Alzheimer’s disease
(AD) Atlas are defined as follows:

Co-regulation - inferred from expression quantitative trait loci (eQTL) studies to inform
about shared genetic and epigenetic regulation of gene or protein expression. Edges link two
or more genes mostly within one locus but can also be in trans. Interpretation examples of
an edge (A)-[:COREGULATION]-(B) include:

• single nucleotide polymorphism (SNP) is an eQTL for both gene A and gene B;

• SNP is located in gene A and is eQTL for gene B;

• SNP is located in promoter/enhancer linked to gene A and is eQTL for gene B;

Genetic association - inferred from genome-wide association studies (GWAS) and
metabolome-wide association studies (MWAS) to inform about genetic risk for AD and
metabolite quantitative trait loci (mQTL). Edges link genes with AD-related traits or
metabolic traits. Interpretation examples of an edge (A)-[:GENETIC ASSOCIATION]-(B)
include:

• SNP is located in gene A and is quantitative trait loci (QTL) for (metabolic) trait B;

• SNP is an eQTL for gene A and is QTL for (metabolic) trait B;

• SNP is located in promoter/enhancer linked to gene A and QTL for (metabolic)
trait B;

Metabolic association - inferred from MWAS and link metabolites with AD-related traits
and indicate a significant association.

Co-expression - inferred from gene co-expression analysis and indicate a statistically sig-
nificant positive or negative correlation between the levels of two transcripts.

Co-abundance - inferred from Gaussian Graphical Modelss (GGMs) using proteomics
data, linking two or more genes. They indicate a significant positive or negative partial
correlation between the abundance of proteins encoded by the genes.

Partial correlation - inferred from GGMs using metabolomics data and indicate a signif-
icant positive or negative partial correlation between the levels of two metabolites.
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6.1 Discussion

Technological advances have facilitated the generation of large-scale, high quality and high-

dimensional datasets that molecularly characterize various regulatory layers of a biological

system, both in health and disease. While providing exciting new opportunities to study

the underpinnings of complex diseases, these developments have not come without chal-

lenges. Due to the heterogeneous and high dimensional nature of such data, interpretation
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in an integrative manner, i.e., bringing together information from multiple biological do-

mains, is not straightforward. However, for complex and multi-factorial diseases, such

integrative analysis of di↵erent omics data modalities is the key to better understand-

ing underlying molecular pathomechanisms. For example, Alzheimer’s disease (AD) is a

devastating neurodegenerative disorder characterized by the accumulation of neuropatho-

logical changes in the brain, which can start decades before the onset of clinical symptoms.

AD remains incurable and has been linked to complex alterations in various molecular

readouts, implicating biological pathways, such as membrane lipid dysregulation, impaired

glucose uptake, and inflammation [19,263,277]. Therefore, integrative analyses are urgently

needed to provide a more comprehensive picture and develop novel therapeutic approaches.

However, there is no one-size-fits-all approach for data integration and the appropriate in-

tegration strategy often depends on the data modalities involved and whether all data was

collected from the same individuals or across di↵erent cohorts. In general, two di↵erent in-

tegration strategies for the multi-omics analysis of biological datasets have been described;

knowledge-based and data-driven integration.

Knowledge-based integration strategies utilize curated multi-omics knowledge bases built

from large-scale experiments and scientific literature to connect di↵erent layers of bio-

logical information. For example, metabolites can be linked to enzymes/genes through

pathways/reactions taken from knowledge bases such as Kyoto Encyclopedia of Genes and

Genomes (KEGG) [82] or Recon3D [88]. This information can then guide multi-omics inte-

gration, for example, through set-based enrichment analysis or constraint-based metabolic

models (CBMMs). However, this integration strategy is limited to characterized biological

entities, and the measured entities must first be mapped to the identifier (ID) space of

the knowledge base, which can lead to information loss and ambiguities. Additionally, the

reported links may not be context-specific, i.e., not specific to a particular tissue or cell

type. Therefore, special care must be taken when interpreting data from knowledge bases,

as they may need to be filtered for information relevant to the research question (e.g.,

brain-specific interactions).

In contrast, data-driven strategies use statistical methods, such as correlation analysis,

to infer relationships between biological entities. These methods provide context-specific

insights and can include uncharacterized or only partially characterized entities in the

analysis (e.g., genes with unknown functions or metabolites of unknown identity). However,

this type of integration strategy can be prone to spurious associations, especially when

the data is noisy, not correctly processed, or of low quality. When presented with high-

quality data collected from the same set of samples, multi-block integration methods,

i.e., multivariate methods that take into account all available data, have shown promising

potential to help elucidate complex and multi-factorial underpinnings of diseases. However,

the availability of su�ciently large cohorts characterized at multi-omics scale is currently

limited. Therefore, step-wise integration methods, i.e., methods that infer relationships
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between biological entities in multiple, distinct analyses and then subsequently combine

the results, provide an attractive alternative. A further advantage of these methods is

that they, in principle, enable the integration of data across cohorts/studies. In addition,

large-scale composite network integration strategies have recently emerged. In this type

of integration strategy, heterogeneous networks are constructed by inferring relationships

between biological entities using knowledge-based or data-driven methods, and data are

integrated by overlapping entities across omics layers (e.g. using quantitative trait loci

(QTL)).

To enable an integrative analysis of AD, the aim of this thesis was to develop a network-

based resource – the AD Atlas – that consolidates experimental data from large cohort

studies, building a global view on molecular changes observed in AD. Through a browser-

based interface, the AD Atlas provides researchers of varying backgrounds and interests

an easy-to-use platform for AD knowledge discovery.

The framework underlying the AD Atlas combines multiple of the introduced multi-omics

integration approaches, integrating data in a largely hypothesis-free and data-driven man-

ner through step-wise integration combined with a composite network approach. First, we

derive a molecular network by using large-scale population-based data and genomic an-

notation databases to provide a generalized framework to study multi-omics relationships

globally. Then, we use association data from large-scale studies on diverse aspects of AD,

including hundreds to hundreds of thousands of individuals, to transform this framework

into an integrated multi-omics knowledge base for markers of AD. These data include re-

cent large genetic association (meta-)analyses of AD and AD biomarkers from the NIA Ge-

netics of Alzheimer’s Disease Data Storage Site (NIAGADS) and other large e↵orts, as well

as di↵erences in transcriptomics, proteomics, and metabolomics markers observed in AD

or in relation to AD (endo)phenotypes. The latter are predominantly based on data gen-

erated on thousands of human blood and brain tissue samples from multiple brain regions

using state-of-the-art technologies and analyzed using standardized processing pipelines

through the Accelerating Medicines Partnership - Alzheimer’s Disease (AMP-AD) pro-

gram and partnering initiatives. By integrating multiple independent datasets of the same

analysis type (e.g. genome-wide association studies (GWAS) on the same traits conducted

in di↵erent cohorts), we build additional data confidence by independent replication and

make this data available to the user.

Building upon and extending previous e↵orts that have provided multi-omics integra-

tion solutions for multi-disease drug repositioning [204,312], genome-guided computational

analysis of AD [188], and multi-omics annotation of individual targets [310], the AD Atlas

provides users with an easy-to-use and fully network-based research platform. Through

its network-focused user interface, available at www.adatlas.org, the AD Atlas enables

users to conduct flexible and context-specific analyses tailored to the research question at

hand without the necessity of local bioinformatics capacities. We provide multiple entry

www.adatlas.org
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points, allowing researchers to dynamically generate multi-omics subnetworks surround-

ing any gene(s), metabolite(s), or trait(s) of interest. Thereby, the analysis is not limited

to the immediate multi-omics context of an individual entity. Multiple entities can be

analyzed together, potentially revealing non-trivial connections, and these networks can

be expanded to explore their functional neighborhood (for genes defined by co-expression,

protein co-abundance, or co-regulation networks, and for metabolites by partial correlation

networks). By providing additional filtering options, such as restricting co-expression links

to specific brain regions, filtering for a particular sample type, or applying di↵erent signif-

icance cuto↵s users can create and explore highly context-specific networks that integrate

results from various sources. Besides dynamic generation and interactive exploration of

networks, we additionally interlink entities to external databases and provide downstream

analysis tools, including the overlay of experimental data on di↵erentially expressed genes

and di↵erentially abundant proteins, as well as gene set and pathway enrichment analysis.

The selection of an appropriate significance cuto↵ is extremely important but complex.

The chosen p-value cuto↵ greatly influences the generation of multi-omics networks as

it determines which associations are represented as an edge. For the web interface, we

decided to apply minimal edge filtering criteria, i.e., using genome-wide, gene-wise, or

study-specific significance thresholds. While the underlying database contains potentially

relevant evidence at an even finer granularity (up to a raw p-value  0.05), this data is

currently not accessible through the web interface. This mixture of significance thresholds

admittedly is an imperfect solution. However, we believe it represents an acceptable trade-

o↵ between inflation of false positive and false negative findings, as, in contrast to the

established threshold for genome-wide significance, a similar omics-wide threshold is not

available for, e.g., proteomics or metabolomics. This is due to the varying coverage of

currently available platforms, with each providing measurements on only a fraction of the

respective -ome. The global correlation structure of those omics thus remains unknown,

and with it, the adequate number of total independent tests. Hence, applying a strict,

global significance threshold based on, e.g., all known entities would lead to an inflated

false negative rate. In contrast, including all nominally significant associations would

minimize the false negative rate but inflate the false positive rate. Therefore, we choose to

apply study-specific significance thresholds that limit false positives to 5% per study and

false negatives to the rate defined by each study’s power. We also do not compare or meta-

analyze additional information, such as sample size, correction for confounders, or number

and consistency of e↵ects reported in the included studies. This aims at avoiding overfitting

due to, for example, overlapping samples between reports or di↵erential weighting of over-

/under-studied entities, as we include associations independent of whether they have been

reported in one or multiple studies. The AD Atlas thus provides a comprehensive catalog of

reported associations in a network context without further judging the originally reported

findings.
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To build confidence in the relevance of the derived multi-omics networks and exemplify

the utility of the resource to generate additional molecular hypotheses, we apply di↵erent

knowledge-based assessment strategies. First, we provide evidence that the multi-omics

network underlying the AD Atlas globally captures AD-relevant biology by projecting the

network structure into a lower-dimensional space via node embedding and integrating this

data view with established AD-related gene functions and di↵erential expression data. We

find that many clusters in this embedding space are significantly enriched for AD-related

functions, including immune response, and observe distinct patterns of di↵erential gene

expression. These results suggest that functionally related genes are located in proximal

regions of the network and that this association-based network is able to capture biologi-

cally relevant information. These findings are in line with results from a recent study that

used the heterogeneous network-based dataset HENA [188]. This dataset integrates AD-

and brain-specific data from public databases, such as Ensembl [332] and IntAct [423], and

uses statistical analysis to infer interconnections from quantitative AD omics datasets. The

authors subjected the resulting heterogeneous network structure to deep learning methods

and showed that network topological features (e.g., graph embeddings and AD-relevant

information in network neighborhoods) can provide additional information to biological

features (e.g. di↵erentially expressed genes and brain-region specific expression levels) for

node classification tasks such as the prediction of AD-related genes [188]. Their analysis

suggests that the topological structure of such a biological network can capture complex

relationships and disease-relevant patterns that can be exploited by machine-learning ap-

proaches. In contrast to the AD Atlas, however, this dataset does not include metabolomics

data and was designed for computational analyses (e.g. using machine learning methods)

without o↵ering additional tools for AD researchers lacking su�cient (bio)informatics ex-

pertise.

While such global analyses are essential to assess how genome-scale omics association data

reflects known functional relationships, they are computationally expensive, and inter-

pretability at a more fine-granular level can be challenging. This is due to both data com-

plexity and method-dependent variation. For example, the class of embedding algorithms

used in this work is based on random walks, which are not a deterministic measure of graph

proximity [366]. Therefore, the embedding vectors they produce will be slightly di↵erent

for each run and fine-granular details (e.g., placing of nodes in the embedding space) may

change. Similarly, the dimensionality reduction method Uniform Manifold Approximation

and Projection (UMAP) [351] is sensitive to parameter settings (e.g., metric: euclidean vs.

cosine) and cannot fully preserve the global structure of the data [351]. Therefore, the re-

sulting 2 dimensional (D) visual representation (and clustering) may change depending on

the parameters used. Consequently, we performed our clustering analysis on the complete

set of dimensions returned by GeneWalk [350] using the 2D data representation merely

as a tool to present the results visually. Nevertheless, such embedding approaches o↵er

powerful new opportunities for graph visualization and downstream analysis of complex
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networks, including clustering and link prediction, which can be explored further in the

future.

Next, we present multiple showcases that demonstrate the flexibility of the AD Atlas to

embark on a wide variety of research questions, from drug repositioning e↵orts to ex-

ploratory analysis and contextualization of AD findings, and again compare these results

with findings reported in the literature. For example, by investigating AD-associated genes,

as well as those targeted by drug repositioning candidates proposed in the literature, we

highlight the potential of the AD Atlas to aid the refinement of drug repositioning. Using

two established AD risk genes, APOE and CLU, as entry points, we were able to repro-

duce previous research by identifying multiple repositioning candidates that are currently

being tested in clinical trials, including Candesartan and Levetiracetam. In addition, we

identified various other candidates that may be equally promising. We show that even

without adding pathway information, extensive data on drug e↵ects, or detailed infor-

mation on e↵ect directions, the context-specific network generated by the AD Atlas can

capture disease-relevant information and guide drug prioritization. Information on dif-

ferentially expressed entities (di↵erentially expressed gene (DEG)/di↵erentially abundant

protein (DEP)) can additionally be overlaid to explore the extent of dysregulation and

prioritize drug repositioning candidates that are known to induce transcriptional e↵ects

opposing the observed direction in disease [307]. In another example, we explored the

proposed benefits of statins for AD therapy. In contrast to the previous analysis, where we

used AD-associated genes to identify repositioning candidates, we here use the AD Atlas

to evaluate a previously proposed class of drugs. By using genes that are known to be

targeted by statins and evaluating them in a multi-omics disease context, we identified a

link to neuroinflammation for a subset of these compounds targeting ITGAL. In addition

to this hypothesis-driven approach to drug repositioning, we showed that the AD Atlas

also allows the generation of data-driven disease networks that allow a more global and

unbiased view of the disease, again identifying repositioning candidates that have been or

are currently being tested in clinical trials.

Beyond applications related to drug discovery, the AD Atlas provides a valuable platform

to contextualize prior analysis results and hypotheses, by enabling researchers to easily vali-

date and complement their findings with information from multiple heterogeneous resources

and publications within the scope of one resource. For example, we extend the findings

of a previous analysis that implicated three sphingomyelins in AD by adding additional

layers of multi-omics data to gain further insights into the potential involvement of these

metabolites in AD. We find evidence that implicates the sphingosine-1-phosphate (S1P)

pathway, replicating results of a recent multi-omics study. In another analysis, we relate

transcriptome-derived pseudotime estimates to additional omics layers by using metabo-

lites as proxies. This provided an extended view of the multi-omics context of metabolic

correlates of pseudotime and o↵ered further insights into the pathways underlying the
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progression of AD, pointing to neurotransmission, bioenergetics, and transport-related

processes.

Lastly, we showcase how the AD Atlas can be used to inform novel hypotheses on es-

tablished disease-associated mechanisms. We generate subnetworks surrounding marker

genes for homeostatic microglia and disease-associated microglia to investigate the un-

derlying molecular mechanisms of this transition and identify possible drug-repositioning

candidates. By focusing on genes that are genetically associated with AD phenotypes and

metabolite levels, and additionally are specific to the respective marker-gene networks, we

found a potential link to blood androgens, suggesting a role for these metabolites in the

transition of microglia to a disease-associated state in AD. Additional gene set enrichment

analysis of the molecular network surrounding both marker genes was able to identify a

promising drug-repositioning candidate and provided further insights into the potentially

underlying molecular mechanisms. The identified drug, Fasudil, is an inhibitor of Rho-

kinase (ROCK), a protein that has been detected at elevated levels in the post-mortem

brains of AD patients. Experimental evidence suggests that decreased androgen levels, as

observed in aging, may result in an up-regulation of ROCK via androgen-mediated path-

ways and lead to neuroinflammation. Therefore, suggesting a potential interplay between

androgen signaling and Rho kinase activity in AD.

While this work is focused on AD, the framework that underlies the AD Atlas can easily

be adapted or extended to other disorders. The technical framework was built to allow

the continuous extension of the resource both in regards to additional datasets of known

formats as well as the addition of novel data modalities. Many incorporated datasets

are not disease-specific, such as genetic associations with metabolic traits that have been

inferred from population-based cohorts and represent general molecular pathways. Fur-

thermore, disease-specific datasets, such as brain co-expression networks, can be replaced

by expression networks from tissue(s) relevant to the respective disease. For example,

when building an atlas of chronic kidney disease, integrated datasets could include kidney

co-expression and protein co-abundance networks, urine metabolomics studies, and GWAS

with biomarkers of chronic kidney disease. Lastly, by integrating association results across

potentially related diseases, such as AD and type 2 diabetes - which is considered a risk

factor for AD, this framework can facilitate the exploration of shared disease mechanisms.

6.2 Limitations and future perspectives

The AD Atlas in its current form provides extended access to large-scale multi-omics

data generated by interdisciplinary AD initiatives, embedding single biological entities

into their molecular multi-level context. As such, in its current version, the resource has

several (inherent) limitations but also provides an abundance of opportunities, which I will

discuss in the following.
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First, based on the currently limited availability of research data obtained in diverse pop-

ulations/ethnicities, the data used to generate the AD Atlas are also not representative of

these populations, which reduces the generalizability and transferability of the integrated

molecular observations. However, the AMP-AD 2.0 program has the particular mission to

expand research e↵orts to Latino and African American communities, and we will put a

particular emphasis on the integration of resulting findings from these diverse populations

in the AD Atlas resource. By adding data from di↵erent populations, we can compare

and contrast molecular e↵ects observed in AD. This will allow us to di↵erentiate be-

tween population-specific and common e↵ects, with the latter being prime candidates for

targeting (one drug to cure them all).

Second, while the AD Atlas framework integrates metabolomics data at the measured

compound level, i.e., uses platform-specific identifiers to link results where possible, not all

studies report this level of information. When only biochemical names are provided, this

may result in information loss and ambiguity, as the level of resolution can vary greatly be-

tween di↵erent platforms. Therefore, consolidating results across platforms based on their

given biochemical label is not optimal, especially in extreme cases where the reported label

corresponds to unrelated signals on di↵erent platforms. To circumvent this problem, we

only consolidated cross-platform metabolites based on manual mappings and are currently

working towards classifying measured metabolites in a manually curated ontology that can

accommodate the di↵ering levels of technological resolution and reporting. This would

lead to a more precise representation of metabolomics results, allowing users to explore

results at di↵erent levels of granularity and pinpoint disease-associated species. This is of

great importance as, for example, lipid side chain composition and configuration can be

important determinants of metabolite function.

Third, the application of the AD Atlas for drug repositioning presented in this work shows

promising potential. To realize the full potential of the AD Atlas, we plan to develop

more sophisticated drug repositioning algorithms and incorporate brain-specific protein-

protein interaction (PPI) networks and cell-type specific drug perturbation signatures. To

date, many transcriptional signature databases, such as the Broad Institute Connectivity

Map (CMap) [424] or LINCS L1000 [425], are heavily focused on cancer cell lines, with

limited neuronal or brain-relevant information. However, as more brain- and cell-type

specific information becomes available (e.g., through scRNA-seq studies [426]), this data

can be integrated into the AD Atlas, providing exciting possibilities.

Fourth, omics data from tissues other than blood and brain are currently underrepresented

in the AD Atlas. To address this, we are actively working on integrating data on a broader

set of tissues to comprehensively account for risk factors for AD. For instance, assessing

the e↵ects of environmental exposures, lifestyle, and gut microbiome composition on AD

necessitates the inclusion of additional peripheral tissues and biofluids such as urine (e.g.,

for measuring toxins or kidney function) and feces (e.g., for changes in gut microbiome
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metabolism). Nevertheless, because tissue specificity and the focus on molecular changes

in the brain are important aspects to consider when studying AD, we provide tools to filter

results to tissue-specific relationships. However, the expansion to more comprehensive

data from the periphery and the combined analysis of omics data across tissues holds the

potential to uncover so far unknown interactions between environmental factors, other

organ systems, and AD pathogenesis in the brain.

Lastly, we have mainly focused on developing tools for exploring hypothesis-guided local

subnetworks. However, the network underlying the AD Atlas has great potential to identify

disease modules globally in a more hypothesis-free manner. As we show, analyzing the

whole network via node embeddings provided promising first results, and we are currently

working towards extending these e↵orts to make more powerful analysis tools available

through the AD Atlas web interface.





Conclusion 7
In the face of technological advances and falling costs for high-throughput profiling tech-

nologies, the integrative analysis of multi-modal biological data has become an attractive

strategy to complement traditional omics data analysis. Especially for complex and un-

treatable diseases linked to changes across omics layers, such as Alzheimer’s disease (AD),

integrative studies can provide a more comprehensive view of the disease, deepen our under-

standing of underlying molecular mechanisms and help uncover novel therapeutic targets.

However, the growing complexity (high dimensionality, increasing data heterogeneity) and

abundance of these datasets provide novel challenges both computationally and conceptu-

ally (interpretability of complex and context-specific interactions). Large-scale integrative

analysis requires (bio-)informatics expertise and often involves multiple, time-consuming

analysis steps which include identifying the appropriate integration strategy (no ’one-size-

fits-all’ solution) and acquiring and preprocessing the data (e.g., data access restrictions,

identifier mapping). Therefore, user-friendly and flexible frameworks that facilitate the

exploration of multi-omics data for researchers of varying backgrounds are needed.

To address this need, I first provide an introduction to large-scale multi-omics data inte-

gration strategies, focusing on methods that enable the integration of metabolomics data

with other omics datasets (Scientific aim 1). This detailed overview provides a general

guide for researchers interested in integrative analysis to identify appropriate integration

strategies for their research question and data sets at hand (Chapter 2). Next, I intro-

duce the complex neurodegenerative disorder AD and present the current understanding

of disease pathophysiology that has been linked to molecular changes across omics layers

(Chapter 3). To enable the integrative analysis of molecular data generated and made

available by international and interdisciplinary AD initiatives (Scientific aim 2), I then

present a global framework that integrates di↵erent omics datasets across studies by build-

ing an extensive heterogeneous network of molecular interconnections (Chapter 4). By

applying this framework, I created the AD Atlas resource (Chapter 5) – a network-based,

online multi-omics platform that provides access to a wide variety of population-based and

AD-specific data. To provide researchers access to this resource, regardless of their compu-

tational expertise (Scientific aim 3), I built a network-based user interface that enables
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users to view biological entities of interest, i.e. metabolites, genes or AD (endo)phenotypes,

in an AD-relevant, multi-omics context. In addition, downstream analysis tools provided

by the AD Atlas enable complex multi-omics analyses that can be performed with just a

few clicks. In multiple showcases, I provide evidence that the underlying network of inter-

and intra-omics links provides biologically relevant information and can capture (known)

AD-relevant facts. Moreover, these examples demonstrate the usability and relevance of

this resource for AD research (Scientific aim 4). Lastly, I discuss the potential and limi-

tations of this new resource and provide future directions for the presented work, including

the application of this integration framework to other complex diseases (Chapter 6).

While preprocessing and analyzing complex biological data will most likely remain te-

dious and time-consuming, integrating and sharing such data at a global scale can provide

countless novel opportunities for downstream analysis. Especially by modeling the data

and relationships as networks, several established graph algorithms can be applied. Fur-

thermore, by not only making such data collections available in supplementary tables but

also providing access and interpretation through user interfaces that facilitate complex

analysis, the utility of large-scale studies and analyses can be further extended. Therefore,

I firmly believe that the e↵ort required to develop and implement such platforms is o↵set

by the value the resulting resources provide to the research community.

In conclusion, this thesis addresses multiple bottlenecks in the translation of multi-omics

data into disease-relevant insights by (i) providing a comprehensive guide to current inte-

gration strategies, (ii) developing a global framework for the integrative analysis of complex

diseases, and (iii) applying this framework to build a network-based online research plat-

form for AD. The thereby developed AD Atlas is a unique multi-omics resource that

provides an interpretable, global view of highly complex biological relationships in the

context of AD. Through a user-friendly interface, the resource enables users to perform

tailored analyses and formulate molecular hypotheses that can be validated in follow-up

analyses or experiments. While the application examples presented provide compelling

showcases of what this resource is capable of, I see the true potential of this work in the

variety of research questions that can be explored and the flexible application opportunities

this framework o↵ers for future work and other complex diseases.
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Appendix 8

// get initial input genes
MATCH (g:proteinCoding:atlas)
WHERE any(x in g.symbol_id where x IN ['APOE','CLU'])

WITH collect(distinct g) as genes unwind genes as n

// get genes that are 1-step away in tissue-specific co-regulation network
OPTIONAL MATCH (n)-[c:COREGULATION_BRAIN_CORTEX]-(g1)

// get genes that are 1-step away in brain co-expression network(s)
OPTIONAL MATCH p=(n)-[:COEXPRESSION]-(g2)

// get genes that are 1-step away in protein co-abundance network
OPTIONAL MATCH (n)-[:COABUNDANCE]-(g3)

WITH collect(distinct g1)+collect(distinct g2)+collect(distinct g3)+genes AS genes2
UNWIND genes2 AS n2

// get metabolites or traits associated with the above collected genes
OPTIONAL MATCH (n2)-[a:GENETIC_ASSOCIATION]-(m)
WHERE ('metMeta' IN labels(m) AND a.pvalue <= 0.00000005) OR

('trait' IN labels(m) AND a.pvalue <= 0.00000005)

// get traits associated with the above collected metabolites
OPTIONAL MATCH (m)-[:METABOLIC_ASSOCIATION]-(t:trait)

WITH collect(distinct m)+collect(distinct t)+genes2 AS node_subset
UNWIND node_subset AS ni
WITH collect(distinct ID(ni)) AS new, collect(distinct ni) AS nodi

CALL apoc.algo.cover(new) YIELD rel WITH collect(rel) AS rels,nodi

RETURN
[x IN nodi | {

id: ID(x),
sid: COALESCE(x.name, x.sid[1], x.sid),
label: labels(x),
description: COALESCE(x.Description, 'NULL'),
external_id: COALESCE(x.ensembl_id, [(x)-[:HAS_ID]-(m:metHMDB)|m.sid], 'NULL'),
super_pathway: COALESCE([(x)-[:IN_PATHWAY]-(m:metSuperPathway)|m.sid],'NULL'),
sub_pathway: COALESCE([(x)-[:IN_PATHWAY]-(m:metSubPathway)|m.sid],'NULL'),
classification: COALESCE([(x)-[:CLASSIFIED_AS]-(m:metClassification)|m.sid],'NULL'),
chromosome: COALESCE(x.chromosome,'NULL')

}] AS nodes,
[rel IN rels | {

from: ID(STARTNODE(rel)),
to: ID(ENDNODE(rel)),
internal_id: COALESCE(rel.index,'NA'),
group: type(rel),
pvalue: COALESCE(rel.pvalue,'NA'),
tissue: COALESCE(rel.tissue,rel.sample_type,'NA')

}] AS edges

COLLECT NODES IN
SUBNETWORK

RETURN
NODE

INFORMATION

EDGE
INFORMATION

ADD EDGES

INTERNAL CYPHER QUERYUSER INPUT RESULT

EDGE

DATA
MATRIX

NODE

DATA
MATRIX

id sid label ...

1
2
3
4
5
6
.
.
.

1
2
3
4
5
6
7
8
9
.
.
.

from to ...

Figure 8.1: Example cypher query. Users can dynamically create context-specific networks by
using the ’Network settings’ sidebar of the AD Atlas web interface. The user-specified options are
then translated internally into a cypher query that is used to communicate with the underlying
Neo4j database. The returned data matrices are then processed, which includes further edge
filtering, and used by the AD Atlas frontend to visualize the interactive multi-omics network using
the R package visNetwork.
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(C) brain-specific and excl. co-regulation

Figure 8.2: Degree distribution of the AD Atlas network. (A) Simple network representation
(without self-loops and multiple edges between nodes) of the AD Atlas including all edge types,
sample types, and node types. (B) Simple network representation of the AD Atlas filtered to
brain-specific edges. (C) Simple network representation of the AD Atlas filtered to brain-specific
edges, and excluding co-regulation edges and trait nodes as used in the global network structure
analysis in Chapter 5 Section 5.3.
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A
DEG TCX LOUVAIN

CHROMOSOME CHROMOSOME

Random

AD Atlas* (genes + metabolites)
including co-regulation

AD Atlas* (genes + metabolites)
excluding co-regulation

AD Atlas* (genes + metabolites)
excluding co-regulationD
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C

Figure 8.3: Additional analysis of the global network structure of the AD Atlas. The nodes
of the AD Atlas network were embedded into an 89-dimensional vector space and projected to
2D for visualization, as described in Chapter 4 Section 4.4.1. (A) A randomized network as
implemented by the GeneWalk [350] package, colored by di↵erential expression in the temporal
cortex (TCX). This shows, as expected, no structure or clustering. (B) Communities found
by applying the network community detection algorithm Louvain [427] (as implemented by the
Python package NetworkX ; default settings) directly on the (simplified) network. Communities
found in the network align with the overall topology of embedding visualization. (C) Including
co-regulation edges (filtered for brain-specific expression quantitative trait locis (eQTLs)) in the
network embedding introduces clusters primarily driven by genetic architecture. The genomic
location of genes indicated by di↵erent colors for each chromosome. (D) Excluding co-regulation
edges largely removes this e↵ect with only a few chromosomal clusters remaining. Gene nodes are
again colored by chromosomes. *Brain-specific.
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Figure 8.4: Background distributions for the APOE/CLU example. Network properties of 1000
random networks built by selecting genes (n=2) and expanding to their 1-step neighborhood, fil-
tering co-regulation edges to the brain cortex. Red line indicates the observed property for the
APOE and CLU molecular subnetwork (Figure 5.4 A). The observed value with mean, standard
deviation, and empirical p-value is provided below each histogram.
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Figure 8.5: Molecular network of genes a↵ected by repositioning candidates. (A) Levetiracetam
and (B) Candesartan. Both networks include genes from distinct genetic loci, as can be seen
by using the ”Node annotation – Show annotation for genes” function on the left panel of the
AD Atlas. Furthermore, they are only connected by a few co-regulation links which often indicate
common loci. The genes are connected at the messenger ribonucleic acid (mRNA) and protein level
through co-expression (light green) and co-abundance (dark green) edges. Above each network the
background distribution of the proportion of di↵erentially expressed genes (DEGs) or di↵erentially
abundant proteins (DEPs) from 1000 random gene sets is shown (n=27 genes for Levetiracetam
and n=26 genes for Candesartan). Networks were constructed using URL queries of the form:
adatlas.org/?geneSymbol={gene symbols taken from EnrichR output}&gtex=Brain%20Cortex.
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Figure 8.6: Background distributions for AD case-control example. Network properties of 1000
random networks built by selecting genes (n=376) and metabolites (n=5) and annotating these with
significant associations from genome-wide association studies with metabolite traits (mGWAS),
genome-wide association studies (GWAS) and metabolome-wide association studies (MWAS). Red
line indicates observed property for the trait-centric case-control molecular subnetwork (seen in
Figure 5.5 A). The observed value with mean, standard deviation, and empirical p-value is provided
below each histogram.
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Figure 8.7: Molecular network of genes a↵ected by repositioning candidates. (A) Citalopram and
(B) Etanercept. Both networks primarily target one genetic locus (tightly linked clusters through
co-regulation links). Above each network, the background distribution of the proportion of DEGs or
DEPs from 1000 random gene sets is shown (n=16 genes for Citalopram and n=14 genes for Etaner-
cept). Networks were constructed using URL queries of the form: adatlas.org/?geneSymbol={gene
symbols taken from EnrichR output}&gtex=Brain%20Cortex.
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Figure 8.8: Background distribution for statins example. Network properties of 1000 random
networks built by selecting genes (n=6) and expanding to their 1-step neighborhood, filtering co-
regulation edges to the brain cortex. Red line indicates the observed property for the gene-centric
molecular subnetwork surrounding statin targets (seen in Figure 5.6 A). The observed value with
mean, standard deviation, and empirical p-value is provided below each histogram.
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Figure 8.9: Background distribution for statins example (gene HMGCR). Network properties of
1000 random networks built by selecting one gene and expanding to their 1-step neighborhood,
filtering co-regulation edges to the brain cortex. Red line indicates the observed property for the
gene-centric molecular subnetwork surrounding the gene HMGCR (seen in Figure 5.6 C). The
observed value with mean, standard deviation, and empirical p-value is provided below each his-
togram.
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Figure 8.10: Background distribution for statins example (gene ITGAL). Network properties
of 1000 random networks built by selecting one gene and expanding to their 1-step co-expression
neighborhood. Red line indicates the observed property for the gene-centric molecular subnetwork
surrounding the gene ITGAL (seen in Figure 5.6 B). The observed value with mean, standard
deviation, and empirical p-value is provided below each histogram.
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Figure 8.11: Background distribution for sphingomyelins example. Network properties of 1000
random networks built by selecting metabolites (n=3) and annotating these with significant as-
sociations from mGWAS, GWAS, and MWAS. Red line indicates the observed property for the
metabolite-centric molecular subnetwork surrounding three sphingomyelins (seen in Figure 5.7 A).
Observed value with mean, standard deviation, and empirical p-value are provided below each his-
togram.
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Figure 8.12: Molecular network of genes a↵ected by repositioning candidate Fasudil. The network
includes genes from distinct genetic loci, as can be seen by using the ”Node annotation – Show anno-
tation for genes” function on the left panel of the AD Atlas. Furthermore, they are not connected by
co-regulation links, which often indicates common loci. The genes are connected both at the mRNA
and protein level through co-expression (light green) and co-abundance (dark green) edges. Above
the network, the background distribution of the proportion of DEGs or DEPs from 1000 random
gene sets is shown (n=21 input genes). Network was constructed using URL queries of the form:
adatlas.org/?geneSymbol={gene symbols taken from EnrichR output}&gtex=Brain%20Cortex.
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Table 8.1: Data summary and statistics. Edge numbers di↵er from the main text table as
undirected edges are modeled by two directed edges in Neo4j.

Nodes n

metaTrait mt 10

trait t 67

gene (protein-coding) g

DEG in min. 1 AD phenotype

DEP in min. 1 AD phenotype

20,363

14,731

7,867

metMeta m 1,328

Edges n

(t) - [ :PART OF ] ->(mt) 105

(g) - [ :GENETIC ASSOCIATION ] –>(t) 12,361

(g) - [ :GENETIC ASSOCIATION ] – >(m) 165,719

(m) - [ :METABOLIC ASSOCIATION ] –>(t) 1,018

(g) - [ :COEXPRESSION ] – (g)

(g) - [ :COEXPRESSION {tissue:CBE} ] – >(g)

(g) - [ :COEXPRESSION {tissue:DLPFC} ] – >(g)

(g) - [ :COEXPRESSION {tissue:FP} ] – >(g)

(g) - [ :COEXPRESSION {tissue:IFG} ] – >(g)

(g) - [ :COEXPRESSION {tissue:PHG} ] – >(g)

(g) - [ :COEXPRESSION {tissue:STG} ] – >(g)

(g) - [ :COEXPRESSION {tissue:TCX} ] – >(g)

465,032

75,066

106,156

40,294

30,670

34,892

35,656

64,230

(g) - [ :COREGULATION ] – >(g)

(g) - [ :COREGULATION {tissue} ] – >(g)

(g) - [ :COREGULATION BRAIN AMYGDALA ] – >(g)

(g) - [ :COREGULATION BRAIN ANTERIOR CINGULATE CORTEX BA24 ] – >(g)

(g) - [ :COREGULATION BRAIN CAUDATE BASAL GANGLIA ] – >(g)

(g) - [ :COREGULATION BRAIN CEREBELLAR HEMISPHERE ] – >(g)

(g) - [ :COREGULATION BRAIN CEREBELLUM ] – >(g)

(g) - [ :COREGULATION BRAIN CORTEX ] – >(g)

(g) - [ :COREGULATION BRAIN FRONTAL CORTEX BA9 ] – >(g)

(g) - [ :COREGULATION BRAIN HIPPOCAMPUS ] – >(g)

(g) - [ :COREGULATION BRAIN HYPOTHALAMUS ] – >(g)

(g) - [ :COREGULATION BRAIN NUCLEUS ACCUMBENS BASAL GANGLIA ] – >(g)

(g) - [ :COREGULATION BRAIN PUTAMEN BASAL GANGLIA ] – >(g)

(g) - [ :COREGULATION BRAIN SPINAL CORD CERVICAL C 1 ] – >(g)

(g) - [ :COREGULATION BRAIN SUBSTANTIA NIGRA ] – >(g)

493,117

4,345,276

23,817

37,213

61,761

78,049

95,397

246,462

53,237

38,548

37,824

60,903

50,454

28,965

20,255

(g) - [ :COABUNDANCE ] – (g) 146,592

(m) - [ :PARTIAL CORRELATION ] – (m) 2,326
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Table 8.2: Collections of AD-related phenotypes summarized as ’metaTraits’. A trait can be

connected to multiple meta-traits. Further trait descriptions are given in Supplementary Table 8.3.

Meta trait Trait

AD CSF biomarker

CSF-Abeta

CSF-Abeta (APOE4 adjusted)

CSF-Abeta pathology (based on threshold)

CSF-CLU

CSF-pTau

CSF-pTau (APOE4 adjusted)

CSF-pTau/Abeta

CSF-pTau/Abeta (APOE4 adjusted)

CSF-tTau

CSF-tTau (APOE4 adjusted)

CSF-tTau/Abeta

CSF-tTau/Abeta (APOE4 adjusted)

AD imaging biomarker

Amyloid-PET (ROI-based)

Amyloid-PET (ROI-based; APOE4 adjusted)

Amyloid-PET (global)

Amyloid-PET (global; APOE4 adjusted)

Cortex

Entorhinal cortex

Entorhinal cortex (APOE4 adjusted)

FDG-PET (ROI-based)

FDG-PET (ROI-based; APOE4 adjusted)

FDG-PET (global)

FDG-PET (global; APOE4 adjusted)

Hippocampus

Hippocampus (APOE4 adjusted)

Ventricles

White matter hyperintensities

White matter hyperintensities (APOE4 adjusted)

AD risk/diagnosis

AD age of onset

AD case-control (NP conservative)

AD case-control (NP relaxed)

AD case-control (clinical AD)

AD by proxy

APOE4

Clinical diagnosis (ordinal)

CN vs. AD⇤⇤

CN vs. MCI⇤

MCI vs. AD⇤

Neuropathology diagnosis

NIA-Reagan Score

No AD vs. AD⇤
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Amyloid pathology

Amyloid beta (Immunohistochemistry-based)

Amyloid-PET (ROI-based)

Amyloid-PET (ROI-based; APOE4 adjusted)

Amyloid-PET (global)

Amyloid-PET (global; APOE4 adjusted)

CSF-Abeta

CSF-Abeta (APOE4 adjusted)

CSF-Abeta pathology (based on threshold)

neuritic plaque (NP case-control)

neuritic plaque (NP ordinal by CERAD)

Brain glucose uptake

FDG-PET (ROI-based)

FDG-PET (ROI-based; APOE4 adjusted)

FDG-PET (global)

FDG-PET (global; APOE4 adjusted)

Cognition

ADAS-Cog13

ADAS-Cog13 (APOE4 adjusted)

ADNI-Executive-Function

ADNI-Executive-Function (APOE4 adjusted)

ADNI-Memory Score

ADNI-Memory Score (APOE4 adjusted)

Clinical Dementia Rating - sum of boxes

Cognition

Cognitive Decline

Mini-mental state exam

RAVLT total

RAVLT total (APOE4 adjusted)

Neurodegeneration

Cortex

Entorhinal cortex

Entorhinal cortex (APOE4 adjusted)

Hippocampus

Hippocampus (APOE4 adjusted)Ventricles

Neuropathology

Amyloid beta (Immunohistochemistry-based)

cerebral amyloid angiopathy (CAA)

Lewy body disease (LBD case-control)

Lewy body disease (LBD ordinal - 3 categories)

Lewy body disease (LBD ordinal - 5 categories)

Global burden of pathology

hippocampal sclerosis (HS)

neuritic plaque (NP case-control)

neuritic plaque (NP ordinal by CERAD)

neurofibrillary tangle (NFT Braak ordinal I - 7 Braak stages)

neurofibrillary tangle (NFT Braak ordinal II - 4 Braak groups)

Tau tangles (immunohistochemistry-based)

vascular brain injury (VBI case-control)

vascular brain injury (VBI ordinal)



138 CHAPTER 8. APPENDIX

Other brain pathologies

Lewy body disease (LBD case-control)

Lewy body disease (LBD ordinal - 3 categories)

Lewy body disease (LBD ordinal - 5 categories)

White matter hyperintensities

White matter hyperintensities (APOE4 adjusted)

hippocampal sclerosis (HS)

vascular brain injury (VBI case-control)

vascular brain injury (VBI ordinal)

Tau pathology

CSF-pTau

CSF-pTau (APOE4 adjusted)

CSF-tTau

CSF-tTau (APOE4 adjusted)

neurofibrillary tangle (NFT Braak ordinal I - 7 Braak stages)

neurofibrillary tangle (NFT Braak ordinal II - 4 Braak groups)

Tau tangles (immunohistochemistry-based)
*ADNI; **ADNI and IGAP studies
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Table 8.3: Description of AD-related phenotypes with respective publications, as currently in-

cluded in the AD Atlas. Unique phenotypes (n=43) are indicated in bold.

Trait Description Publication Type

AD age of onset

Age at onset of AD-defined survival

(AAOS) in AD cases and non-demented

elderly controls. Genome-wide survival

analysis was performed through Cox

proportional hazards regression where

the time scale is defined as age in years

(’age’: AAO for cases and age at last

assessment for controls).

Huang et al. GWAS

AD by proxy

Proxy phenotype for AD case-control

status inferred from UK Biobank self-

report data on known parental LOAD

status. Includes di↵erent types of anal-

ysis including meta-analysis of mater-

nal and paternal AD status, parental

LOAD status weighted by parental age

as well as meta-analysis with both

proxy and clinical AD case-controls.

Marioni et al.

(meta-analysis)

Marioni et al.

(parental)

Wightman et al.

Jansen et al.

Bellenguez et al.

GWAS

GWAS

GWAS

GWAS

GWAS

AD case-control

(clinical AD)

Clinical AD case-control. Case: met

DSM-IV criteria or had a clinical de-

mentia rating greater than zero. Con-

trol: did not meet DSM-IV criteria for

dementia, had no mild cognitive impair-

ment and - when available - a clinical

dementia rating of zero.

Beecham et al. GWAS

AD case-control

(NP conserva-

tive)

Clinico-pathologic AD dementia pheno-

type where cases had clinical dementia

with core AD neuropathologic changes,

and controls were not clinically de-

mented and had none or minimal AD

neuropathologic changes. Thorough

documentation of neuropathologic as-

sessment required, including documen-

tation of the NIA/Reagan assessment

or complete documentation of both the

NFT Braak stage and the NP score.

Beecham et al. GWAS
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AD case-control

(NP relaxed)

Clinico-pathologic AD dementia pheno-

type where cases had clinical dementia

with core AD neuropathologic changes,

and controls were not clinically de-

mented and had none or minimal AD

neuropathologic changes. No thorough

documentation of neuropathologic as-

sessment required.

Beecham et al. GWAS

ADAS-Cog13
Alzheimer’s disease assessment scale

(ADAS) - 13-item cognitive subscale.
ADNI GWAS

ADAS-Cog13

(APOE4 adjusted)

Alzheimer’s disease assessment scale

(ADAS) - 13-item cognitive subscale;

Copies of APOE e4 included as covari-

ate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

ADNI-

Executive-

Function

ADNI composite score for executive

function using items from di↵erent cog-

nitive tests.

ADNI GWAS

ADNI-Executive-

Function (APOE4

adjusted)

ADNI composite score for executive

function using items from di↵erent cog-

nitive tests; Copies of APOE e4 in-

cluded as covariate.

ADNI GWAS

ADNI-Memory

Score

ADNI composite score for memory us-

ing items from di↵erent cognitive tests.
ADNI GWAS

ADNI-Memory

Score (APOE4

adjusted)

ADNI composite score for memory us-

ing items from di↵erent cognitive tests;

Copies of APOE e4 included as covari-

ate.

ADNI GWAS

Amyloid beta

(Immunohisto-

chemistry-based)

Immunohistochemistry-based overall

Ab load (square root).
Batra et al. MWAS

Amyloid-PET

(global; APOE4

adjusted)

Global cortical [18F] Florbetapir PET

(co-registered, averaged, standardized

image and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a whole cerebellum reference region);

Copies of APOE e4 included as covari-

ate.

ADNI GWAS

Amyloid-PET

(global)

Global cortical [18F] Florbetapir PET

(co-registered, averaged, standardized

image and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a whole cerebellum reference region).

ADNI GWAS
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Amyloid-PET

(ROI-based;

APOE4 adjusted)

Global cortical [18F] Florbetapir PET

(co-registered, averaged, standardized

image and voxel size, uniform resolu-

tion) SUVR (intensity-normalized us-

ing a whole cerebellum reference re-

gion); SUVR value for region of inter-

est was extracted using MarsBaR from

global cortical values based on an in-

dependent comparison of ADNI-1 [11C]

Pittsburgh Compound B SUVR scans

(regions where AD > CN); Copies of

APOE e4 included as covariate.

ADNI GWAS

Amyloid-PET

(ROI-based)

Global cortical [18F] Florbetapir PET

(co-registered, averaged, standardized

image and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a whole cerebellum reference region);

SUVR value for region of interest was

extracted using MarsBaR from global

cortical values based on an indepen-

dent comparison of ADNI-1 [11C] Pitts-

burgh Compound B SUVR scans (re-

gions where AD > CN).

ADNI GWAS

APOE4
Metabolite associations with copies of

APOE e4 (additive model)

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

cerebral amy-

loid angiopathy

(CAA)

Cerebral amyloid angiopathy (CAA)

analyzed as co-morbid neuropathologic

phenotype using presence vs. absence

analyses.

Beecham et al. GWAS

Clinical Demen-

tia Rating - sum

of boxes

Copies of APOE e4 included as covari-

ate.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

Clinical diagno-

sis (ordinal)

Consensus cognitive diagnosis at time

of death analyzed with ordinal rank-

ing - three categories: AD, Mild cog-

nitive impairment (MCI), No cognitive

impairment (NCI).

Batra et al. MWAS
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CN vs. AD
Case-control AD study. Includes meta-

analysis.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

Lambert et al.

Kunkle et al.

GWAS

MWAS

MWAS

GWAS

GWAS

CN vs. MCI

Case-control study of CN participants

vs. participants with MCI (early and

late).

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

Cognition
Global cognitive function determined at

the last timepoint before death.
Batra et al. MWAS

Cognitive decline
Rate of change in global cognition over

time.
Batra et al. MWAS

Composite mea-

sure of brain

atrophy (cross-

region MRI

analysis)

Composite measure of atrophy in re-

gions a↵ected by AD (SPARE-AD).

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

Cortex

Global cortical grey matter volume

based on MRI. Adjusted for Copies of

APOE e4.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

CSF-Abeta

Amyloid beta (Ab1-42) levels measured

in cerebrospinal fluid (CSF). For meta-

analysis the raw values were log10-

transformed to approximate a normal

distribution within each study and cen-

tralized by each study mean.

ADNI

Deming et al.

GWAS

GWAS

CSF-Abeta

(APOE4 adjusted)

Amyloid beta (Ab1-42) levels measured

in cerebrospinal fluid (CSF) using the

Roche Elecsys immunoassay. Copies of

APOE e4 included as covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

CSF-Abeta pathol-

ogy (based on

threshold)

Amyloid beta (A�1-42) positivity in

cerebrospinal fluid (CSF) based on mea-

sures using the Roche Elecsys im-

munoassay and a threshold of 1073

pg/ml (positive; = negative); Copies of

APOE ✏4 included as covariate.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS
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CSF-CLU

Clusterin (CLU) levels measured in

cerebrospinal fluid (CSF). For meta-

analysis the raw values were log10-

transformed to approximate a normal

distribution within each study and cen-

tralized by each study mean.

Deming et al. GWAS

CSF-pTau

Phosphorylated tau (ptau181) levels

measured in cerebrospinal fluid (CSF).

For meta-analysis the raw values were

log10-transformed to approximate a

normal distribution within each study

and centralized by each study mean.

ADNI

Deming et al.

GWAS

GWAS

CSF-pTau (APOE4

adjusted)

Phosphorylated tau (ptau181) levels

measured in cerebrospinal fluid (CSF)

using the Roche Elecsys immunoassay.

Copies of APOE e4 included as covari-

ate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

CSF-

pTau/Abeta

Ratio of phosphorylated tau levels and

amyloid beta 1-42 levels measured in

cerebrospinal fluid (CSF) using the

Roche Elecsys immunoassay.

ADNI GWAS

CSF-pTau/Abeta

(APOE4 adjusted)

Ratio of phosphorylated tau levels and

amyloid beta 1-42 levels measured in

cerebrospinal fluid (CSF) using the

Roche Elecsys immunoassay; Copies of

APOE e4 included as covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

CSF-tTau

Total tau levels measured in cere-

brospinal fluid (CSF) using the Roche

Elecsys immunoassay. For meta-

analysis the raw values were log10-

transformed to approximate a normal

distribution within each study and cen-

tralized by each study mean.

ADNI

Deming et al.

GWAS

GWAS

CSF-tTau (APOE4

adjusted)

Total tau levels measured in cere-

brospinal fluid (CSF) using the Roche

Elecsys immunoassay; Copies of APOE

e4 included as covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

CSF-tTau/Abeta

Ratio of total tau levels and amy-

loid beta 1-42 levels measured in cere-

brospinal fluid (CSF) using the Roche

Elecsys immunoassay.

ADNI GWAS
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CSF-tTau/Abeta

(APOE4 adjusted)

Ratio of total tau levels and amy-

loid beta 1-42 levels measured in cere-

brospinal fluid (CSF) using the Roche

Elecsys immunoassay; Copies of APOE

e4 included as covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

Entorhinal cor-

tex
Entorhinal cortical thickness from MRI. ADNI GWAS

Entorhinal cortex

(APOE4 adjusted)

Entorhinal cortical thickness from MRI;

Copies of APOE e4 included as covari-

ate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

FDG-PET (global;

APOE4 adjusted)

Global cortical [18F] FDG PET (co-

registered, averaged, standardized im-

age and voxel size, uniform resolu-

tion) SUVR (intensity-normalized us-

ing a pons reference region); Copies of

APOE e4 included as covariate.

ADNI GWAS

FDG-PET

(global)

Global cortical [18F] FDG PET (co-

registered, averaged, standardized im-

age and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a pons reference region).

ADNI GWAS

FDG-PET (ROI-

based; APOE4

adjusted)

Global cortical [18F] FDG PET (co-

registered, averaged, standardized im-

age and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a pons reference region); a mean SUVR

value was extracted from global cor-

tical values representing regions where

AD patients show decreased glucose

metabolism relative to cognitively nor-

mal older participants (CN) from the

full ADNI-1 cohort; Copies of APOE e4
included as covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS
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FDG-PET (ROI-

based)

Global cortical [18F] FDG PET (co-

registered, averaged, standardized im-

age and voxel size, uniform resolu-

tion) SUVR (intensity-normalized using

a pons reference region); a mean SUVR

value was extracted from global cor-

tical values representing regions where

AD patients show decreased glucose

metabolism relative to cognitively nor-

mal older participants (CN) from the

full ADNI-1 cohort.

ADNI GWAS

Global burden of

pathology

Summary of pathology derived from

counts of: neuritic plaques, di↵use

plaques, and neurofibrillary tangles.

Batra et al. MWAS

hippocampal

sclerosis (HS)

Hippocampal sclerosis (HS) analyzed as

co-morbid neuropathologic phenotype

using presence vs. absence analyses.

Beecham et al. GWAS

Hippocampus
Hippocampal grey matter volume from

MRI.
ADNI GWAS

Hippocampus

(APOE4 adjusted)

Hippocampal grey matter volume from

MRI; Copies of APOE e4 included as

covariate.

ADNI

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

GWAS

MWAS

MWAS

Lewy body dis-

ease (LBD case-

control)

Lewy body disease (LBD) analyzed

with a presence vs. absence - any LBD

vs. no LBD - analysis.

Beecham et al. GWAS

Lewy body disease

(LBD ordinal - 3

categories)

Lewy body disease (LBD) analyzed

with ordinal ranking - three categories:

none, brainstem-predominant, and all

other regions or not specified.

Beecham et al. GWAS

Lewy body disease

(LBD ordinal - 5

categories)

Lewy body disease (LBD) analyzed

with ordinal ranking - five categories:

none, brainstem-predominant, limbic,

neocortical, and other regions or not

specified.

Beecham et al. GWAS

MCI vs. AD

case/control study of ADNI partici-

pants with MCI (early and late) vs.

cases with clinical AD.

ADNI GWAS

Mini-mental

state exam
Adjusted for Copies of APOE e4.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS
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neuritic plaque

(NP case-

control)

Neuritic plaques (NPs) analyzed with a

presence vs. absence - any NPs vs. no

NPs - analysis.

Beecham et al. GWAS

neuritic plaque

(NP ordinal by

CERAD)

Neuritic plaques (NPs) analyzed with

ordinal ranking - four CERAD scores:

none, sparse, moderate, frequent.

Beecham et al. GWAS

neurofibrillary

tangle (NFT

Braak ordinal I -

7 Braak stages)

Neurofibrillary tangles (NFTs) ana-

lyzed by well-established ordinal rank-

ing - seven Braak stages: none, I, II,

III, IV, V, and VI.

Beecham et al. GWAS

neurofibrillary tan-

gle (NFT Braak or-

dinal II - 4 Braak

groups)

Neurofibrillary tangles (NFTs) ana-

lyzed by well-established ordinal rank-

ing - four Braak groups: none, transen-

torhinal, limbic, isocortical.

Beecham et al. GWAS

Neuropathology

diagnosis

Mayo clinic post-mortem diagnosis of

Alzheimer’s disease derived from Braak

and CERAD scores. AD case status was

assigned where Braak stage was� 4 and

CERAD score was  2; control case sta-

tus was assigned where Braak stage was

 3 and CERAD score was � 3.

Batra et al. MWAS

NIA-Reagan

Score

NIA Reagan diagnosis of Alzheimer’s

disease derived from Braak and

CERAD scores; binarized (0: low

likelihood of AD, 1: high likelihood of

AD).

Batra et al. MWAS

No AD vs. AD

Case/control setting combining all

non-demented individuals (CN, SMC,

EMCI, LMCI) into the control group vs.

cases with clinical AD.

ADNI GWAS

Progression MCI

-> AD

Ever-progression (coded as 0/1) ob-

served in ADNI participants during

follow-up (up to ten years) with base-

line diagnosis of late MCI.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

RAVLT total
Rey Auditory-Verbal Learning Test

(RAVLT).
ADNI GWAS

RAVLT total

(APOE4 adjusted)

Rey Auditory-Verbal Learning Test

(RAVLT); Copies of APOE e4 included

as covariate.

ADNI GWAS

Tau tangles

(immunohisto-

chemistry-based)

Immunohistochemistry-based overall

paired helical filament (PHF)-tau

tangles load.

Batra et al. MWAS
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vascular brain in-

jury (VBI case-

control)

Vascular brain injury (VBI) analyzed

with a presence vs. absence - any VBI

vs. no VBI - analysis.

Beecham et al. GWAS

vascular brain in-

jury (VBI ordinal)

Vascular brain injury (VBI) analyzed

with ordinal ranking - three categories:

none, any microinfarcts, any lacunar or

territorial infarcts.

Beecham et al. GWAS

Ventricles
Ventricular grey matter volume from

MRI.

Arnold et al.

Mahmoudian-

Dehkordi et al.

and Nho et al.

MWAS

MWAS

White matter

hyperintensities

Global cortical white matter hyperin-

tensities from MRI.
ADNI GWAS

White matter

hyperintensities

(APOE4 adjusted)

Global cortical white matter hyperin-

tensities from MRI; Copies of APOE e4
included as covariate.

ADNI GWAS
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Table 8.4: Number of measured metabolites that are consolidated in each meta metabolite listed
with the number of their respective occurrence. For example, n=148 meta metabolites consolidate
three measured metabolites. An example is given in Figure 4.4.

Number of measured metabolites/compounds
consolidated to one ”meta Metabolite”

n

1 = no consolidation 806

2 318

3 148

4 37

5 12

6 6

7 1

Table 8.5: Details on the metabolomics platform providers for the 522 meta metabolites that
consolidate two or more measured metabolites. For example, cross-platform mapping was performed
for n=60 metabolites.

Metabolomics platform provider n

Metabolon 462

Biocrates 0

both 60

Total meta metabolites that consolidate >1
measured metabolite:

522
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Table 8.6: Clusters with significant enrichment for biodomains. Clusters were obtained by apply-
ing hierarchical clustering on the 89 dimensional (D) node vectors and using cut h = 30. Multiple
testing correction was performed using Bonferroni, resulting in a significance threshold of p-value
 0.00217 (0.05/23 clusters).

Cluster* Biodomain p-value padj OR 95% CI**

1 Myelination 1.49e-04 3.43e-03 2.59 1.71

2 Apoptosis 6.15e-10 1.42e-08 2.30 1.84

2 Immune Response 8.17e-15 1.88e-13 2.56 2.10

2 Oxidative Stress 5.49e-04 1.26e-02 2.07 1.45

2 Vasculature 1.37e-13 3.16e-12 2.94 2.33

3 Myelination 3.16e-09 7.26e-08 3.30 2.40

4 APP Metabolism 1.01e-11 2.33e-10 9.86 6.05

4 Proteostasis 1.27e-10 2.92e-09 3.52 2.46

4 Structural Stabilization 2.98e-14 6.85e-13 4.33 3.05

4 Synapse 5.13e-04 1.18e-02 2.10 1.45

5 Autophagy 1.11e-12 2.54e-11 3.24 2.50

5 Endolysosome 7.70e-08 1.77e-06 2.12 1.69

5 Immune Response 1.78e-64 4.09e-63 7.35 6.01

5 Lipid Metabolism 1.42e-08 3.26e-07 1.99 1.63

6 Synapse 7.62e-50 1.75e-48 2.66 2.39

7 Vasculature 4.89e-06 1.13e-04 1.60 1.35

8 Mitochondrial Metabolism 1.84e-59 4.23e-58 4.14 3.60

9 RNA Spliceosome 8.13e-14 1.87e-12 4.13 3.09

10 Structural Stabilization 4.83e-10 1.11e-08 1.96 1.63

10 Vasculature 4.70e-29 1.08e-27 4.42 3.59

11 RNA Spliceosome 3.50e-05 8.06e-04 1.67 1.35

12 Immune Response 8.06e-25 1.85e-23 2.47 2.14

12 Lipid Metabolism 2.08e-03 4.79e-02 1.30 1.12

12 Vasculature 2.28e-05 5.24e-04 1.64 1.35
*corresponding to clusters indicated in Figure 5.3 of the main manuscript; **lower bound of one-
sided test reported
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Table 8.7: Statins listed in DrugBank and their annotated targets.

NR1I3 HMGCR ITGAL HDAC2 DPP4 AHR
Rosuvastatin
Lovastatin
Simvastatin
Fluvastatin
Atorvastatin
Pitavastatin
Pravastatin
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Table 8.8: Genes co-expressed with TMEM119 but not TREM2 that show genetic associations
with AD-related phenotypes. The lowest p-value is reported for each locus.

Gene symbol AD-related phenotype p-value

ARHGAP45 AD by proxy 4.09e-30

ARHGAP45 CN vs. AD 3.06e-16

ARPC1B AD by proxy 4.83e-11

ATP8B4 AD by proxy 5.12e-10

GPSM3 AD by proxy 8.76e-11

HLA-DMA AD by proxy 2.09e-16

HLA-DMA ADAS-Cog13 1.04e-09

HLA-DMA ADAS-Cog13 (APOE4 adjusted) 3.15e-09

HLA-DMA ADNI-Executive-Function 4.81e-08

HLA-DMA ADNI-Memory Score 3.09e-08

HLA-DMA CN vs. AD 5.10e-12

HLA-DMA MCI vs. AD 3.16e-10

HLA-DMA No AD vs. AD 2.78e-10

INPP5D AD by proxy 1.04e-17

INPP5D CN vs. AD 3.42e-09

SPN AD by proxy 5.39e-10

TMEM106A ADAS-Cog13 2.95e-10

TMEM106A ADAS-Cog13 (APOE4 adjusted) 4.92e-09

TMEM106A ADNI-Memory Score 3.52e-09

TMEM106A CN vs. AD 2.56e-08
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Table 8.9: Genes co-expressed with TMEM119 but not TREM2 that show genetic associations
with AD phenotypes and metabolite traits (metabolite quantitative trait loci (mQTL)). The lowest
p-value is reported for each locus.

Gene symbol Metabolic trait p-value

ARPC1B 16a-hydroxy DHEA 3-sulfate 1.46e-28

ARPC1B 4-androsten-3alpha,17alpha-diol monosulfate (3) 1.85e-27

ARPC1B 4-androsten-3beta,17beta-diol disulfate (1) 6.27e-09

ARPC1B 4-androsten-3beta,17beta-diol monosulfate (1) 1.52e-11

ARPC1B 5alpha-androstan-3alpha,17beta-diol monosulfate (1) 2.97e-09

ARPC1B 5alpha-androstan-3beta,17beta-diol disulfate 9.27e-33

ARPC1B andro steroid monosulfate (1)* 1.40e-21

ARPC1B androsterone sulfate 8.82e-113

ARPC1B dehydroisoandrosterone sulfate (DHEA-S) 6.70e-14

ARPC1B epiandrosterone sulfate 2.80e-75

ARPC1B X-12063⇤⇤ 1.67e-109

INPP5D 1-arachidonoyl-GPA (20:4) 1.68e-09

INPP5D bilirubin 3.21e-11

INPP5D biliverdin 6.33e-17

INPP5D X-11441 5.48e-17

INPP5D X-11442 1.56e-16

INPP5D X-11530 6.42e-13

**metabolonic lactone sulfate (partially characterized metabolite)
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Table 8.10: Genes co-expressed with TREM2 but not TMEM119 that show genetic associations

with AD-related phenotypes. The lowest p-value is reported for each locus.

Gene symbol AD-related phenotype p-value

AIF1 AD by proxy 1.19e-16

AIF1 CN vs. AD 7.16e-09

APOC1 AD age of onset 4.32e-131

APOC1 AD by proxy 0.00e+00

APOC1 AD case-control (clinical AD) 2.64e-63

APOC1 AD case-control (NP conservative) 3.48e-38

APOC1 AD case-control (NP relaxed) 2.02e-62

APOC1 ADAS-Cog13 1.04e-29

APOC1 ADNI-Executive-Function 2.80e-17

APOC1 ADNI-Memory Score 4.29e-38

APOC1 Amyloid-PET (global) 1.14e-44

APOC1 Amyloid-PET (ROI-based) 1.16e-42

APOC1 cerebral amyloid angiopathy (CAA) 2.92e-21

APOC1 CN vs. AD 0.00e+00

APOC1 CN vs. MCI 4.30e-15

APOC1 CSF-Abeta 4.78e-94

APOC1 CSF-Abeta (APOE4 adjusted) 4.67e-16

APOC1 CSF-pTau 5.67e-37

APOC1 CSF-pTau/Abeta 8.84e-95

APOC1 CSF-pTau/Abeta (APOE4 adjusted) 3.17e-16

APOC1 CSF-tTau 4.61e-30

APOC1 CSF-tTau/Abeta 7.97e-97

APOC1 CSF-tTau/Abeta (APOE4 adjusted) 1.76e-17

APOC1 Entorhinal cortex 1.14e-10

APOC1 FDG-PET (global) 7.15e-10

APOC1 FDG-PET (ROI-based) 9.45e-16

APOC1 Hippocampus 1.80e-27

APOC1 Lewy body disease (LBD case-control) 2.83e-11

APOC1 Lewy body disease (LBD ordinal - 3 categories) 4.87e-12

APOC1 Lewy body disease (LBD ordinal - 5 categories) 1.10e-12

APOC1 MCI vs. AD 8.24e-09

APOC1 neuritic plaque (NP case-control) 1.78e-27

APOC1 neuritic plaque (NP ordinal by CERAD) 1.37e-46

APOC1 neurofibrillary tangle (NFT Braak ordinal I - 7 Braak stages) 4.73e-47

APOC1 neurofibrillary tangle (NFT Braak ordinal II - 4 Braak groups) 4.83e-44
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APOC1 No AD vs. AD 3.66e-18

APOC1 RAVLT total 1.98e-26

GAL3ST4 AD by proxy 9.92e-19

GAL3ST4 CN vs. AD 5.58e-10

HLA-DPB1 AD by proxy 4.34e-16

HLA-DPB1 ADAS-Cog13 2.68e-11

HLA-DPB1 ADAS-Cog13 (APOE4 adjusted) 6.17e-11

HLA-DPB1 ADNI-Executive-Function 4.19e-09

HLA-DPB1 ADNI-Executive-Function (APOE4 adjusted) 1.30e-08

HLA-DPB1 ADNI-Memory Score 3.18e-10

HLA-DPB1 ADNI-Memory Score (APOE4 adjusted) 8.76e-10

HLA-DPB1 CN vs. AD 2.94e-12

HLA-DPB1 MCI vs. AD 2.25e-12

HLA-DPB1 No AD vs. AD 1.62e-12

HLA-DRB1 AD by proxy 1.05e-17

HLA-DRB1 ADAS-Cog13 6.16e-09

HLA-DRB1 ADNI-Memory Score 1.00e-09

HLA-DRB1 ADNI-Memory Score (APOE4 adjusted) 8.24e-09

HLA-DRB1 CN vs. AD 2.94e-12

HLA-DRB1 Entorhinal cortex 6.18e-09

HLA-DRB1 MCI vs. AD 6.42e-11

HLA-DRB1 No AD vs. AD 3.00e-11

HLA-DRB1 RAVLT total 3.52e-08

ITGAM AD by proxy 8.50e-10

ITGAX AD by proxy 7.71e-10

LST1 AD by proxy 1.19e-16

LST1 CN vs. AD 1.38e-09

SPI1 AD by proxy 7.84e-12

SPI1 CN vs. AD 5.46e-13
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Table 8.11: Genes co-expressed with TREM2 but not TMEM119 that show genetic associations
with AD phenotypes and metabolite traits (mQTLs). The lowest p-value is reported for each locus.

Gene symbol Metabolic trait p-value

AIF1 X-12712 2.12e-12

APOC1 cholesterol 4.10e-10

APOC1 SM (OH) C22:1 1.36e-12

APOC1 SM (OH) C22:2 2.23e-08

APOC1 SM (OH) C24:1 7.91e-11

APOC1 SM C16:0 1.97e-09

APOC1 SM C18:0 1.16e-08

APOC1 SM C24:0 9.31e-10

APOC1 X-11820 1.22e-16

GAL3ST4 16a-hydroxy DHEA 3-sulfate 9.09e-12

GAL3ST4 4-androsten-3alpha,17alpha-diol monosulfate (3) 1.65e-13

GAL3ST4 5alpha-androstan-3beta,17beta-diol disulfate 1.76e-14

GAL3ST4 andro steroid monosulfate (1)* 4.91e-10

GAL3ST4 androsterone sulfate 3.07e-31

GAL3ST4 epiandrosterone sulfate 9.11e-24

GAL3ST4 X-12063⇤⇤ 1.67e-109

HLA-DPB1 N6-methyllysine 3.87e-08

HLA-DRB1 X-11470 6.56e-13

LST1 X-11470 3.41e-09

**metabolonic lactone sulfate (partially characterized metabolite)
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“DIABLO: an integrative approach for identifying key molecular drivers from multi-omics assays,”

Bioinformatics, vol. 35, pp. 3055–3062, Sept. 2019.

[48] C. Qiu, F. Yu, K. Su, Q. Zhao, L. Zhang, C. Xu, W. Hu, Z. Wang, L. Zhao, Q. Tian, Y. Wang,

H. Deng, and H. Shen, “Multi-omics data integration for identifying osteoporosis biomarkers and

their biological interaction and causal mechanisms,” iScience, vol. 23, p. 100847, Feb. 2020.

[49] J. Zierer, T. Pallister, P.-C. Tsai, J. Krumsiek, J. T. Bell, G. Lauc, T. D. Spector, C. Menni, and

G. Kastenmüller, “Exploring the molecular basis of age-related disease comorbidities using a multi-

omics graphical model,” Sci. Rep., vol. 6, p. 37646, Nov. 2016.

[50] M. Altenbuchinger, H. U. Zacharias, S. Solbrig, A. Schäfer, M. Büyüközkan, U. T. Schultheiß, F. Kot-
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Kramer, E. Vardy, F. M. LaFerla, K.-H. Jöckel, J. J. Lah, M. Dichgans, J. B. Leverenz, D. Mann,

A. I. Levey, S. Pickering-Brown, A. P. Lieberman, N. Klopp, K. L. Lunetta, H.-E. Wichmann, C. G.

Lyketsos, K. Morgan, D. C. Marson, K. Brown, F. Martiniuk, C. Medway, D. C. Mash, M. M.
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J. Popp, D. Posthuma, J. Priller, R. Puerta, O. Quenez, I. Quintela, J. Q. Thomassen, A. Rábano,
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B. M. Psaty, L. Jones, J. L. Haines, P. A. Holmans, M. Lathrop, M. A. Pericak-Vance, L. J. Launer,

L. A. Farrer, C. M. van Duijn, C. Van Broeckhoven, V. Moskvina, S. Seshadri, J. Williams, G. D.



188 BIBLIOGRAPHY

Schellenberg, and P. Amouyel, “Meta-analysis of 74,046 individuals identifies 11 new susceptibility

loci for alzheimer’s disease,” Nat. Genet., vol. 45, pp. 1452–1458, Dec. 2013.

[279] F. M. Feringa and R. van der Kant, “Cholesterol and alzheimer’s disease; from risk genes to patho-

logical e↵ects,” Front. Aging Neurosci., vol. 13, p. 690372, June 2021.

[280] K. Nho, A. Kueider-Paisley, S. MahmoudianDehkordi, M. Arnold, S. L. Risacher, G. Louie, C. Blach,

R. Baillie, X. Han, G. Kastenmüller, W. Jia, G. Xie, S. Ahmad, T. Hankemeier, C. M. van Duijn, J. Q.

Trojanowski, L. M. Shaw, M. W. Weiner, P. M. Doraiswamy, A. J. Saykin, R. Kaddurah-Daouk, and

Alzheimer’s Disease Neuroimaging Initiative and the Alzheimer Disease Metabolomics Consortium,

“Altered bile acid profile in mild cognitive impairment and alzheimer’s disease: Relationship to

neuroimaging and CSF biomarkers,” Alzheimers. Dement., vol. 15, pp. 232–244, Feb. 2019.

[281] S. MahmoudianDehkordi, M. Arnold, K. Nho, S. Ahmad, W. Jia, G. Xie, G. Louie, A. Kueider-

Paisley, M. A. Moseley, J. W. Thompson, L. St John Williams, J. D. Tenenbaum, C. Blach, R. Baillie,

X. Han, S. Bhattacharyya, J. B. Toledo, S. Scha↵erer, S. Klein, T. Koal, S. L. Risacher, M. A. Kling,

A. Motsinger-Reif, D. M. Rotro↵, J. Jack, T. Hankemeier, D. A. Bennett, P. L. De Jager, J. Q.

Trojanowski, L. M. Shaw, M. W. Weiner, P. M. Doraiswamy, C. M. van Duijn, A. J. Saykin, G. Kas-

tenmüller, R. Kaddurah-Daouk, and Alzheimer’s Disease Neuroimaging Initiative and the Alzheimer

Disease Metabolomics Consortium, “Altered bile acid profile associates with cognitive impairment in

alzheimer’s disease-an emerging role for gut microbiome,” Alzheimers. Dement., vol. 15, pp. 76–92,

Jan. 2019.

[282] F. L. Heppner, R. M. Ransoho↵, and B. Becher, “Immune attack: the role of inflammation in

alzheimer disease,” Nat. Rev. Neurosci., vol. 16, pp. 358–372, June 2015.

[283] R. Guerreiro, A. Wojtas, J. Bras, M. Carrasquillo, E. Rogaeva, E. Majounie, C. Cruchaga, C. Sassi,

J. S. K. Kauwe, S. Younkin, L. Hazrati, J. Collinge, J. Pocock, T. Lashley, J. Williams, J.-C. Lambert,

P. Amouyel, A. Goate, R. Rademakers, K. Morgan, J. Powell, P. St George-Hyslop, A. Singleton,

J. Hardy, and Alzheimer Genetic Analysis Group, “TREM2 variants in alzheimer’s disease,” N. Engl.

J. Med., vol. 368, pp. 117–127, Jan. 2013.

[284] N. T. Seyfried, E. B. Dammer, V. Swarup, D. Nandakumar, D. M. Duong, L. Yin, Q. Deng,

T. Nguyen, C. M. Hales, T. Wingo, J. Glass, M. Gearing, M. Thambisetty, J. C. Troncoso, D. H.

Geschwind, J. J. Lah, and A. I. Levey, “A multi-network approach identifies Protein-Specific co-

expression in asymptomatic and symptomatic alzheimer’s disease,” Cell Syst, vol. 4, pp. 60–72.e4,

Jan. 2017.

[285] B. Zhang, C. Gaiteri, L.-G. Bodea, Z. Wang, J. McElwee, A. A. Podtelezhnikov, C. Zhang, T. Xie,

L. Tran, R. Dobrin, E. Fluder, B. Clurman, S. Melquist, M. Narayanan, C. Suver, H. Shah, M. Ma-

hajan, T. Gillis, J. Mysore, M. E. MacDonald, J. R. Lamb, D. A. Bennett, C. Molony, D. J. Stone,

V. Gudnason, A. J. Myers, E. E. Schadt, H. Neumann, J. Zhu, and V. Emilsson, “Integrated sys-

tems approach identifies genetic nodes and networks in late-onset alzheimer’s disease,” Cell, vol. 153,

pp. 707–720, Apr. 2013.

[286] H. Fillit, W. H. Ding, L. Buee, J. Kalman, L. Altstiel, B. Lawlor, and G. Wolf-Klein, “Elevated

circulating tumor necrosis factor levels in alzheimer’s disease,” Neurosci. Lett., vol. 129, pp. 318–320,

Aug. 1991.

[287] V. Haage and P. L. De Jager, “Neuroimmune contributions to alzheimer’s disease: a focus on human

data,” Mol. Psychiatry, vol. 27, pp. 3164–3181, Aug. 2022.

[288] D. A. Galloway, A. E. M. Phillips, D. R. J. Owen, and C. S. Moore, “Phagocytosis in the brain:

Homeostasis and disease,” Front. Immunol., vol. 10, p. 790, Apr. 2019.



BIBLIOGRAPHY 189

[289] H. Keren-Shaul, A. Spinrad, A. Weiner, O. Matcovitch-Natan, R. Dvir-Szternfeld, T. K. Ulland,

E. David, K. Baruch, D. Lara-Astaiso, B. Toth, S. Itzkovitz, M. Colonna, M. Schwartz, and I. Amit,

“A unique microglia type associated with restricting development of alzheimer’s disease,” Cell,

vol. 169, pp. 1276–1290.e17, June 2017.

[290] S. Krasemann, C. Madore, R. Cialic, C. Baufeld, N. Calcagno, R. El Fatimy, L. Beckers,

E. O’Loughlin, Y. Xu, Z. Fanek, D. J. Greco, S. T. Smith, G. Tweet, Z. Humulock, T. Zrzavy,

P. Conde-Sanroman, M. Gacias, Z. Weng, H. Chen, E. Tjon, F. Mazaheri, K. Hartmann, A. Madi,

J. D. Ulrich, M. Glatzel, A. Worthmann, J. Heeren, B. Budnik, C. Lemere, T. Ikezu, F. L. Heppner,

V. Litvak, D. M. Holtzman, H. Lassmann, H. L. Weiner, J. Ochando, C. Haass, and O. Butovsky,

“The TREM2-APOE pathway drives the transcriptional phenotype of dysfunctional microglia in

neurodegenerative diseases,” Immunity, vol. 47, pp. 566–581.e9, Sept. 2017.

[291] L. Vermunt, S. A. M. Sikkes, A. van den Hout, R. Handels, I. Bos, W. M. van der Flier, S. Kern,

P.-J. Ousset, P. Maru↵, I. Skoog, F. R. J. Verhey, Y. Freund-Levi, M. Tsolaki, Å. K. Wallin,
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