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Computing platforms providing cloud simulation services have raised new

challenges on the model integration. Unlike calls to the model programs

(components) in traditional simulation software, here the models should be

dynamically integrated in the “plug and play”mode regardless of the differences

in model type and developer. To this end two integration methods have been

proposed, i.e., coarse-grained EXE integration and interactive integration. In an

EXE integration method, the simulation program is directly called and thus only

a data conversion interface is needed while rewriting of the model source code

is not required. In contrast, an interactive integration method wraps the model

components using the standard wrapper with communication interfaces, and

therefore, it can communicate and exchange data with the platform in a real

time. The first method is suitable for the integration of legacy models, while the

second one can control the progress of simulation schemes and facilitate the

scheduling of computing resources. Examples of the model integration and

platform application have been presented in hydraulics/hydrodynamics to

demonstrate the effectiveness of the integration method and the cloud

computing platform.
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1 Introduction

Real-time sophisticated water resource and hydro-environment management as well

as decision-making are relying more and more on the simulation-based multi-scenario

analysis, which imposes a challenging requirement on the simulation accuracy, reliability

and computing speed. For example, in situations such as the optimal operation of long-

distance water pipelines, emergency responses to the water pollution disaster and

calibrations of the model parameters, decision-makers and researchers usually would

like to select an optimized plan through the comparisons of a large number of optional
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schemes. On the other hand, it is common to use multiple

simulation models to improve the prediction reliability of

water management due to the stochastic nature and

uncertainty of the fundamental hydrological process.

Therefore, large amount of models and heavy computing

resources are needed to achieve fast and various multi-

scenario analyses. Meanwhile, as some of the computing

resources are not always required, it would be more

supportive to the decision-makers and economically viable if

these could be provided when needed, so as to make the use of

computing resources more effective. To satisfy such a

requirement, one simulation service platform should have the

following two characteristics: 1) it can provide flexible and pay-

as-you-go hydro-environment simulation services based on its

elastic and use-on-demand computing resources; 2) it can

integrate and manage a large amount of different simulation

models and thus the end users could have the options to select the

most optimal one to achieve their multi-purpose tasks.

Cloud computing is an effective way of providing elastic

computing resources. Studies and practices on the water resource

management based on the cloud computing originated in 2012.

For example, the Environmental Decision Support System

(EDSS) used such cloud services as Google Drive and Google

Fusion Table and obtained quite promising results Sun, (2013).

Bürger et al. (2012) provided hydrological simulation cloud

computing services using a platform named ParFlow with

high performance clusters. Liu et al. (2013) built a platform

“MODFLOWOnAzure” for ground water simulations based on

the elastic computing resources of Windows Azure and they also

got satisfactory speed up ratios as well. These applications have

provided cloud computing services from different aspects or for a

certain modeling tool. However, as far as our knowledge is

concerned, it is still yet to develop a platform that could

dynamically integrate the multiple models and provide

simulations (Harris et al., 2021; Zhang et al., 2021; Gu et al.,

2022; Gabreil et al., 2022) as a service.

Another difficulty in developing such a platform lies in the

robust method of dynamic integrations. However, this is not a

brand-new topic, since in literatures many integration methods

for single-purpose information management and decision-

making systems have been available. Wei et al. (2003)

developed a groundwater simulation system based on Map

Objects (MO) components and object-oriented technology,

where a full integration between the Geographic Information

Systems (GIS) and numerical groundwater models was achieved.

InMIKE SHE developed by the Danish Hydraulic Institute (DHI,

2004; DHI, 2005), each physical process of the hydrological cycle

was modeled and computed individually, and different

hydrological cycles were simulated via the data exchange

between the multiple models. Each model was wrapped as a

component and each sub-process as a module. Based on the river

network coding, the digital watershed model (Wang et al., 2007;

Li et al., 2009) integrated the runoff, convergence and other

simulation processes into a modeling platform, from which the

hydrological simulation of the entire basin could be performed.

In Peng et al. (2011), a relational database with pre-processing

and post-processing modules was used to integrate the

Environmental Fluid Dynamics Code (EFDC) Model and the

Geographical Information System (GIS) Platform to develop a

system with more efficient data processing, organization and

analysis. Welsh et al. (2013) developed an integrated river

management system, in which different processes such as

basin runoff, river network/submergence analysis, water

quality, scheduling, irrigation management, and other models

were integrated into a simulation and regulation system to

evaluate the water quantity and quality in the river basin. The

openmodeling interface (OpenMI) was used to provide the inter-

operations between the model components, such as definition of

the exchanged data and drive method. Gregersen et al. (2007)

developed a method to integrate platforms and models in a

single-process mode, where the single-step boundary definition

method was adopted to provide good reference for the model

integrations in a cloud platform. Besides, it has been reported by

Peckham et al. (2013) and Overeem et al. (2013) that the

Community Surface Dynamics Modeling System (CSDMS)

also aimed to couple different simulation models with the

HPC resources using the modularized method, while Rahman

et al. (2004) and David et al. (2013) found that the Object Model

System (OMS) and Integrated Customer Management System

(ICMS) have the ability to integrate the multiple models which

have been developed in an object-oriented language and

component-based programming. Most of the above model

integration methods use the concept of tight coupling and

focus on the integration of models within the platform, which

makes it difficult for the models to function independently

among the HPC environment. Different with the tight

coupling mode, where two programs interoperate by calling

each other’s interfaces for data transfer and computation

driving, and the same public variables are even used between

the two model programs, the loose coupling mode does not call

the interfaces directly, but achieve interoperation through third-

party platforms. Tight coupling mode is relatively easier to

implement as it does not need to consider the interface

defined by the platform, and the developer can write the

program to realize the data exchange and mutual invocation

between the models accordingly. The platform is responsible for

defining the standardized interface and calling the model

program to achieve data transfer and interoperation, mainly

focusing on the definition of the standardized interface and

the data exchange and interoperation relationship between the

model program, without the need to deeply understand the

specific implementation of the model program. The model

program does not need to consider the calls and data

exchange with other model programs. Compared with tight

coupling, the loose coupling mode is more suitable for cloud

computing environment, especially for the integration of various
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complex program call relationship models and large system

construction. Platforms such as CSDMS and OMS have

achieved the loose coupling and provided useful information

on the model integrations as proposed in this paper. However,

dynamic integration of models in a cloud computing

environment still faces a number of challenging issues, such as

the plug-and-play and real-time interactions.

In this paper, two methods of the model integration are

proposed, i.e., the EXE integration and interactive integration

method. For the legacy models, non-destructive integration to

the platform is required so the coarse-grained EXE integration

method is proposed. With this method, the source code of the

original model does not need to be changed and only a DLL file

for data exchange between the model and the platform needs to

be developed. On the other hand, for the open-source code

models, real-time control on the simulation cases is needed

and thus an interactive integration method is preferred. To

carry out interactive integration, a standard model wrapper is

constructed and the original model code needs to be converted to

the model component satisfying the process requirement of the

standard model wrapper. In addition, interface files for data

exchange between the model component and the platform also

need to be developed. With interactive integration, real-time

communications between the models and the platform, such as

pause, restart and information extraction during the simulation

process can be achieved through the named pipes. Both EXE and

interactive integration methods use loose coupling, i.e. the

models and the platform belong to different processes, which

makes the multi-scenario simulation and plug-and-play

convenient. Through effective model management, they can

be registered, go online or get offline without the need to stop

and re-compile the platform. Both integration methods have

been implemented on the Hydrological/Hydraulic Modeling

Platform (HydroMP) in the work of Liu et al. (2017). It is

worth noting that Liu et al. (2017) mainly introduced the

architecture, brief technology and application of the cloud

computing-based hydrology and hydrodynamic simulation

platform HydroMP, while the present paper mainly focuses

on the integration technology between the hydrological and

hydrodynamic algorithm and the platform, and introduces the

details of the integration technology of the model in detail.

This paper will present in details themodel integrationmethods,

including the model rewriting, data exchange, inter-process

communication and model management. The structure of the

paper is as follows: The second section introduces HydroMP and

the platform architecture. The third and fourth sections describe the

EXE and interactive integration methods, respectively. The fifth

section describes the dynamic model management and the sixth

section presents examples of the integrated method in hydro-

environment applications. Finally the seventh section concludes

the paper and discusses future research initiatives. Besides,

technical details of the system implementation are provided in a

separate Supplementary Appendix File.

2 HydroMP

HydroMP is a hydrological/hydraulic simulation service

platform based on the cloud computing, developed to provide

elastic and pay-as-you-go water environment simulation service

to the decision makers. It is also the platform where the proposed

two model integration methods are implemented. HydroMP

provides cloud services using the SaaS (Software as a Service)

mode (Mell and Grance, 2011) and adopts hybrid cloud

architecture. As shown in Figure 1, it includes a HydroMP

Center and a number of multiple dynamic HydroMP Servers.

The HydroMP Server can be dynamically built into a public or

private cloud HPC Cluster and registered in the HydroMP

Center. The HydroMP Center deploys the computing

resources for each HydroMP Server through a load balancer,

thereby providing computing power of theoretically unlimited

scalability. In the test environment of present paper, a single

HydroMP Server is deployed on theWindows Azure commercial

cloud platform to construct elastic HPC clusters through the

expansion of virtual machines. Note that HydroMP uses the . Net

Framework, which is more compatible with Windows than

Linux.

The HydroMP Server performs scenario simulation,

model/progress query, result acquisition, and other services

through the web service interfaces. Each HydroMP Server

integrates a large number of computing resources and

hydraulic models. The computing resources are managed

through a Windows HPC Server. The HydroMP Server

calls the application programming interface (API) provided

by the Windows HPC Server to use computing resources.

With the proposed model integration methods, HydroMP can

dynamically realize the registration, cancellation and

information management of the models that meet the

requirement of the interface, and the end-users can select

appropriate models according to their applicability, accuracy

and other indicators. HydroMP is a cloud computing platform

for hydrological/hydraulic modeling tools that integrates the

computing resources and models to provide scalable model

computing capability. Any user terminal can submit a

scenario to the cloud and select appropriate models for the

specified scenario.

In the structure of HydroMP Sever, platform and

computing nodes are distributed in the LAN. When the

web service receives simulation requests, the API of the

HPC Cluster is called to initiate the simulation processes.

Each computing scenario corresponds to one simulation

process and all of the simulation processes are randomly

assigned to different computing nodes in the cluster.

Platform management and scenario simulation can be

considered as different processes running on different

machines in the LAN. The logical structure of the platform,

HPC Cluster and integrated simulation models are shown in

Figure 2.
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FIGURE 1
The structure of HydroMP platform.

FIGURE 2
Logical hierarchy of the platform and model process in cloud computing environment.
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3 EXE integration

Research on a large number of hydraulic models revealed that

although these models differ in algorithm and handling of

specific problems, the majority of them have the same basic

requirements with regard to the system boundary and type of

data (Fang and Wang, 2000; DHI, 2004; DHI, 2005; Hu et al.,

2009; USACE, 2010; Zhu et al., 2011). For example, all one-

dimensional hydrodynamic models of the river network require

data on the topology, cross section, boundary condition,

simulation parameter and initial conditions. The same

calculation conditions across different models make the reuse

of the models possible. With the multiple models being

integrated in one platform, the users can select the

appropriate model by its characteristics and suitability to

perform particular tasks and call the interfaces through the

Web, so as to enable sharing and reuse of the models. A

coarse-grained, non-invasive model integration method (EXE)

could be used, where the users do not need to understand the

model process or change the model code for model integration.

This method has three characteristics: 1) the original process

and code of the model do not need to be changed, and only the

input and output file formats should be known. 2) if the

integrated model sends output to a file during the simulation,

the platform can access the simulation progress in real time using

the file size. 3) the input files of the integrated model include all

the variables that are parameterized. After the platform starts the

simulation process, through real-time monitoring of the output

file size, the data exchange can be performed immediately after

the scenario simulation finishes. This will meet the real-time

requirement of the platform on the model integration. The

disadvantage of the method is that, during the running

process the platform cannot communicate with the model

process directly and thus it cannot control the running

process of the model, i.e., the platform cannot pause or

resume the simulations once started.

3.1 Method overview

EXE integration focuses on the conversion between the

platform and model data structures, calls of the model

program by the platform, and the relevant data

communications. EXE integration is achieved via the following

several steps: 1) by referencing to the Simulation Class provided

by HydroMP and implementing the reserved InputFileCreate

and OutputFileRead interfaces, the input and output file sets of a

particular model are generated. 2) the executable file (EXE file) of

the model and the generated input file set are copied, and the

System. Diagnostics.Process method is used to run the EXE

program. 3) the simulation progress is estimated by using

real-time reading of the size of the model output file, thereby

implementing the GetComprocess interface. The whole EXE

model integration process and its interaction with the

platform are shown in Figure 3, which demonstrates the

interaction between the platform and DLL and EXE files.

3.2 Interface implementation and file
management

The main purpose of the interface InputFileCreate is to

generate model input files and start the simulation. The

interface GetComprocess estimates the simulation progress by

reading the size of the output file. This method applies only to the

models running in the simulating-while-outputting mode but

not to the models that output the results when the simulation is

completed. For the models with constant output step and time

intervals, the size of the main output file has a linear relationship

with the simulation progress.

The interface OutputfileRead is called once the simulation is

completed. Before calling this, it must be determined whether the

simulation has been completed or not. Three criteria are used

during this process, i.e., simulation progress, file size and any

possible error message. The method of reading the output results

is opposite to that of generating the input file. The main task is to

convert the format of each model output file into the data format

required by the platform. After the reading, the file folder

generated in Step (1) as illustrated above is deleted.

3.3 Requirements of model integration

The platform scheduler is used to generate the input file and

read the output file by calling the unified data conversion

interfaces during the running of the model program, and the

process management method in the . NET framework is called to

initiate the running of the model. Therefore, models that can be

integrated using this method must meet certain requirements: 1)

data structures and character encoding of the input and output

files must be open and clear; and 2) the compiled EXE file must be

able to run on Windows platforms. The greatest advantage of

EXE integration is that there is no need to rewrite the model

source code. However, the platform cannot control or schedule

the running of the model, and therefore cannot guarantee real-

time access to the model’s progress and results.

4 Interactive integration

4.1 Method overview

In an interactive integration, the model can interact with the

platform in real time while running, which enables the features

such as model process control, progress acquisition, error

messaging, and result acquisition. In HydroMP the platform
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and model programs run independently on different operating

systems in the LAN. Their interactions are thus cross-platform

inter-process communication on the same network segment. In

general, there are three approaches for the inter-process

communications: clipboards, anonymous pipes and named

pipes. The clipboard approach is the fastest, but it can only

realize communication of the processes running on the same

machine. The anonymous pipe approach is used for local

communication between the parent and child processes, while

the named pipes approach facilitates two-way communications

across the networks with the advantages of having simple

interface and logical clarity.

Based on the relative locations and dependency relationships

of the platform and the model, Named Pipes are used for

communication in the proposed interactive model integration.

To do this, the named pipes are established between the platform

and the model programs, and a set of simple and practical

communication rules are defined. The header information on

the message string serves as a flag for the identification of

communication types, which facilitates rapid parsing of the

data at both ends of the pipe once the message is received. A

two-layer integration mode is used to speed up the integration

and reduce the amount of model code rewriting required. Firstly,

a standard wrapper is developed to serve as the middleware

between the platform and the models, which can communicate

with the platform via named pipes. Secondly, the standard

wrapper integrates the models by referencing to the model

components and calling the corresponding interfaces. This

two-layer integration mode, as shown in Figure 4, reduces the

difficulty of integration process since there is no need to consider

the communications during the model rewriting. In general, the

interactive integration approach includes four steps, namely,

rewriting of the model code, implementation of the data

conversion interface, generation of the new model executable

file using the standard wrapper, and registering the model.

4.2 Standard wrapper

The standard wrapper provides a standard program for the

communication between the integrated model and the platform,

and it communicates with the platform using named pipes. For

messages from the platform to the standard wrapper, there are

five categories of identifiers, namely, model initialization,

initiation of simulation, pausing of simulation, progress

acquisition, and result acquisition, which corresponds to the

identifiers as Initialize, Start, Pause, Progress, and Result,

respectively. There are four categories of messages sent from

the standard wrapper to the platform: simulation progress,

results of simulation, simulation completion, and pause

completion.

The flow chart of the standard wrapper is shown in Figure 5.

There are five steps: pipe creation, initialization, data parsing,

scenario simulation, and simulation completion. In the

initialization step, the wrapper receives the scenario data sent

by the platform and obtains a serialized XML byte stream. In the

data-parsing step, it desterilizes the byte stream of the scenario

into arrays of the wrapper, calls the interface in the data

conversion component to generate input file byte streams, and

then executes corresponding interfaces in the model component.

The scenario simulation step includes the operations such as

single-step execution, boundary update, and result acquisition.

With the step length parameter, the single-step execution

interface performs simulation for a single time step and

automatically updates the initialization condition of the model

when the simulation is completed. The parameter for the

FIGURE 3
Running process of the model in EXE integration mode.
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boundary update interface is the boundary condition array in the

next time step that includes all the required boundary conditions.

The parameter for the single-step result acquisition interface is

the time step and the return parameter is a string that needs to be

parsed by the data conversion component interface and then

attached to the result set array SimulationOut of the wrapper.

4.3 Methods of rewriting the model

The model wrapper serves as a bridge for communication

between the model and the platform. In addition to processing

various requests and parsing data sent by the platform, another

important role of the model wrapper is to directly integrate the

model program (component), call the model interface to execute

the simulation, and control the simulation process. In order to

integrate a model program into the standard wrapper, the model

programmust be rewritten and exported in a manner as required

by the standard wrapper, forming a model component DLL file.

To illustrate the communication between the standard wrapper

and the platform and the integration of the model component,

the pseudo-code of a standard wrapper is shown in the

Supplementary Appendix File.

As shown from the pseudo-code, the standard wrapper needs

to call two DLL files: the model component DLL file and the data

conversion component DLL file. According to the format of the

input files, output files, and single-step boundary data of the

model, the data conversion component implements the data

conversion interface that converts the data structure of the

wrapper into the byte stream format as required by the model

component. A new model program is generated by replicating

the standard wrapper, referencing the model component DLL file

and the data conversion DLL file in this wrapper, and

recompiling. After registration, this generated model program

can be dynamically called by the platform and there is no need for

the platform to recompile and restart.

FIGURE 4
Interactive process between platform, model wrapper and DLL files.

FIGURE 5
Process of the standard model wrapper.
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4.4 Data exchange procedure andmethod

4.4.1 Exchange of simulation scenario
The scenario string in the wrapper contains three segments of

characters—basic information, data set information, and array

information, so as to implement data exchange between the

wrapper and the platform. Because the format of the input

files differ largely between the models, it is not possible to use

structured data for the data exchange. A common feature of the

input files is that they are a number of text files, although the

number of files and data (variables) stored in each file could vary

between the models. Based on this, the interactive integration

method uses the same number of byte streams as the input files to

transmit the scenario string in the wrapper to the model

component.

4.4.2 Exchange of result set
The result set of the wrapper includes five different arrays.

The first array is of digital type and defines the number of time-

series data points; the second array is of length L and defines the

type and unit of the output data; the third array defines the serial

numbers of the output objects and is an integer array of lengthM;

the fourth array is of length N and defines the time of each data

with the format of YYYYMMDDHHMMSS, which is

14 characters long; and the fifth array is of length L*M*N,

defining the simulation objects, time points and data types.

4.4.3 Exchange of single-step boundary
condition

The single-step boundary conditions, as part of the

simulation control, facilitate the data exchange in the

scheduler for subsequent integration of the multiple models.

The string parameters of single-step boundary function include

all the boundary conditions that need to be updated for the model

to enter the simulation in the next time step, including the

number of boundaries, the serial numbers of boundary

objects, the types of boundary conditions, and the numeric

values of boundary conditions. For one-dimensional

hydrodynamic simulations, it includes the parameters such as

Water Level, Discharge, and Lateral Q. The water level—flow

discharge relationship is a boundary that does not need to be

updated and is thus beyond the scope of single-step boundary

conditions.

5 Dynamic model management

The model program generated using either integration

approach as described in Sections 3, 4 includes an executable

EXE file, a dependent DLL file, and a data conversion DLL file.

The platform manages the models by recording the location of

the files, model name, model type, model status, and other

parameters. Model management includes the operations such

as model registration, model cancelation, information editing,

and model deletion. All registration information is stored in the

model table RegisterModel, the structure of which is shown in

Table 1.

In the RegisterModel, ModelType consists of 10 characters.

The first two specify the type of the model, e.g., hydrological

model, hydrodynamic model, or water quality model. The 3rd

and 4th characters indicate whether the model is empirical or

physical. The 5th and 6th characters denote the dimension of the

model, namely, one-dimensional, two-dimensional, or three-

dimensional. The 7th and 8th characters denote the type of

model integration, namely EXE integration, interactive

integration, or OpenMI standard components. The last 9th

and 10th characters are the reserved bits.

Model management involves the addition, deletion,

modification, and inquiry of the model table. The HydroMP

Server provides web service interfaces for the model

management, including ModelRegister, ModelEdit,

ModelDelete, and ModelUnavailable. When registering a

model, the platform administrator needs to store the model

name, model path, and data conversion interface file path into

the model table.

6 Example of model integration and
application

6.1 Example of model integration

Two one-dimensional hydrodynamic models of river

networks, CE-QUAL-RIV1 (Dortch et al., 1990) and

JPWSPC (Zhu et al., 2011), were used as examples to

describe the integration process of different model

integration methods. The CE-QUAL-RIV1 model is a 1D

hydrodynamic model developed early by the US Army

Corps, including a hydraulics module and a pollutant

module. It is a legacy model and thus the EXE integration

method will be used. The JPWSPC model uses the joint point

water stage prediction-correction method to solve the

hydrodynamic process of complex river networks. This

model will be integrated into the platform using the

interactive integration approach.

TABLE 1 Structure of model management table.

No. Field Name Field Type Description

1 ModelName Char (30) Model Name

2 ModelType Char (10) Model Type

3 ModelDIR Char (70) Model path

4 DataExcDIR Char (70) Convert file path

5 ModelState Number (1) Model state
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The input files of the CE-QUAL-RIV1 model include CTL,

INP, XSF, BND, and LAT files, representing the control file, main

input file, cross section file, boundary file, and lateral inflow file,

respectively. The control file gives the names of the subsequent

files. The main input file includes the basic river network

information, topology, initial conditions, regular cross section,

and coefficient of roughness. The cross section file gives the

information of irregular cross sections, corresponding to the

micro-segments in the INP file through the names of the cross

sections. The boundary file gives the time series values of the

unsteady upstream and downstream boundaries, which

correspond to the river network structure through numbering

of the branches. The lateral inflow file documents the unsteady

lateral inflow data at different micro-segments. To run the

simulation program, one needs to first generate these five files

and then double-click the EXE program. The EXE program

outputs the results into the OUT file in accordance with the

output interval settings defined in the input file while running,

until the completion of the simulation. A flow chart of the

running process is shown in Figure 6. The CE-QUAL-

RIV1 model is integrated by using the coarse-grained, non-

invasive integration method, which includes the class

referencing, input files Creating interface implementation, Get

computing process interface implementation and Output File

Reading interface implementation. The details are also shown in

Supplementary Appendix SA.

The interactive integration approach is used for the

integration of JPWSPC model. The original program is

rewritten into four functions: Initialize, PerformTimeStep,

BndConditionUpdate, and GetStepResult. These functions are

then wrapped into the JPWSPC_Model.DLL file. The main

function of Initialize is to read the byte streams and parse

them into different arrays in the model. The

BndConditionUpdate is to update the double-precision

boundary data arrays in the model according to the

numbering of the boundaries. With PerformTimeStep, one

time step of simulation is performed based on the current

initialization conditions and boundary conditions to obtain

the properties of each micro-segment in this time step. With

GetStepResult, the results of single-step simulation of the model

are packaged into a byte stream for output.

By comparing the data structure of the wrapper with that of

the JPWSPC model, the data structure conversion DLL file

JPWSPC_DataExchange.DLL is generated according to the

format requirement of the model file, the encoding format of

the result byte stream and the sequence format of the boundary

condition. Finally, the new executable file JPWSPC-SC. EXE is

generated by referencing the JPWSPC_Model.DLL and

JPWSPC_DataExchange.DLL files in the standard wrapper.

Besides the two models describe above, a number of models

including the hydrodynamic model of canal control (Zhang et al.,

2007) and the sedimentation model (Zhong et al., 2004) have also

been integrated into HydroMP.

6.2 Model application in middle route of
South-North water diversion project

In this section the HydroMP with integrated models is

applied to the scheduling policy study in the middle route of

FIGURE 6
Running process of CE-QUAL-RIV1.
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South-North Water Diversion project (SNWD). The middle

route of SNWD is an extra-long water diversion project in

China with 1753 cross-sectional structures along the river

path, including 61 control gates and 141 diversion gates,

which have a total length of 1277 km. A schematic view of the

route of SNWD is shown in Figure 7. The operation practice of

keeping constant water level in front of the control gate is

commonly used to ensure the gate safety. The control and

regulation of the main channel are achieved through the

coordination of the control gates, diversion gates and outlet

gates. The maintenance of constant water level at the control

gates becomes much more complicated under the emergency

conditions (e.g., a control gate must be closed in a short time in

case of the pollution incident). To get an effective control

scenario, massive simulations must be concurrently performed

and compared to analyze the influence of different regulation

factors.

The canal segment between the Jihe Gate (chainage of

493.138 km) and Zhanghe Gate (chainage of 731.527 km) is

taken here as the study segment. Assuming that the upstream

canal encounters an emergency, all the control gates in this canal

segment must be closed imminently. Different operation

scenarios are designed to simulate the response of the flows.

The initial conditions are set as follows. The upstream flow has

the designed discharge value of 265 m3/s and the downstream

water level is set to the designed value of 91.971 m. Two sets of

scenarios are designed to analyze the individual influence of the

speed and magnitude of gate movement. For each gate

movement, five values are specified. With ten control gates

and two 1D hydrodynamic models, there are 200 scenarios in

total. These scenarios are concurrently submitted to the

HydroMP and the simulation results are obtained in a real

time. The simulation results show that the range of gate

movement is a key factor to affect the flow and water level

FIGURE 7
The middle route of South-North Water Diversion project.
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stability in front of the control gate. Also, it is found that the

movement range of different gates should be adjusted according

to the distance between the gate and the emergency location.

Generally, a gate closer to the emergency location should be set a

larger movement range in the beginning phase.

With HydroMP, 11 min were consumed to perform the

simulation of 200 scenarios, where 40 virtual machines with

8 cores in Windows Azure were employed to construct the HPC

Cluster. The process included scenario group submission,

scenario simulation and simulation result acquisition. To

verify the efficiency of cloud computing, all the scenarios were

simulated sequentially using a single machine and it took nearly

4 h. The speedup ratio of parallel computing is up to nearly

22 times. Note that the parallel efficiency is 0.068. It is found that

the main reason for the low parallel efficiency is that the network

bandwidth is not enough, which leads to a long waiting time for

job submission.

The scalable computing resources provided by HydroMP

built in the cloud environment can greatly improve the efficiency

of scheduling policy analysis. Moreover, comparison and

validation of simulation results using the multiple models are

much more convenient because the models integrated into

HydroMP can use the same data structure via the data

exchange interface in the DLL files. For the end users, both

parallel computing and multi-model simulation can be

performed on HydroMP platform without extra work.

7 Conclusion

Compared with model integration within a stand-alone

system, one difficulty of model integration in cloud

computing environments is that the simulation platform and

model processes are running on different computers in the LAN

of the HPC Cluster. Moreover, the requirements of “plug and

play” and universality further increase the difficulty of model

integration. According to the characteristics of legacy models and

the requirements of multi-model coupling, the EXE integration

method and interactive integration method are proposed. The

integration processes, requirements on the models, and

respective advantages and disadvantages of each method are

presented. The details of model rewriting and calling, data

exchange, and communications involved in the model

integration are described. Model management and

classification by the platform are also briefly introduced. The

integration processes of two different 1D hydrodynamic models

are given as examples to illustrate the practical application of

these integration methods. Until now five different hydraulic and

sedimentation models, viz. CE-QUAL-RIV1, JPWSPC-SC,

JPWSPC-PC, Zhang-Model, THU-SEDIMENTS, have been

integrated into HydroMP. These models can be accessed by

the end-users anywhere and can be driven by the platform to

perform real simulations. The integrated HydroMP framework

has the capability of coupling 1D and 2D models, focuses on the

boundary condition treatment and date process and transfer. In

the interactive integration method, real-time data exchange

between different models at a single time step is realized,

solving the problem of data transfer and boundary condition

treatment. In this case, users can use the inheritance mechanism

in the software to write different processing methods.

From the examples of platform application, it was found that

the platform can run steadily while concurrently performing

200 scenario simulations using different models and the

simulation results can be acquired in real time when the

model is integrated in the interactive mode, which

demonstrates the effectiveness of the proposed model

integration methods and their “plug and play” property. The

speedup ratio of about 22 shows the practical efficiency of

HydroMP in the cloud computing environment. Meanwhile, it

can also be seen that the concurrent simulations of multiple

scenarios by using different models can be achieved in a cloud

environment. This has significantly increased the simulation

efficiency, which has a more prominent speedup effect for the

computationally intensive applications.

Future work could include the following aspects. 1) The

multi-model coupling interface reserved in the interactive

integration method requires further verification. 2) Currently,

text files and Named Pipes are used as the message passing

channel. Further study should be conducted to use relational

databases as the communication media in cloud computing

environments. 3) The universality of the proposed model

integration methods should be tested on two-dimensional,

three-dimensional, and distributed hydrological models. 4)

The startup and shutdown of virtual machine should be

executed automatically based on the real-time computational

needs by calling the scripts by Windows Azure. 5) Simulation

interface based on theWebGIS would be more favorable than the

currently adopted Terminal + Cloud mode. Furthermore, the

proposed model integration methods, although having been

designed for cloud computing environments, are also

applicable to the stand-alone systems. System designers and

developers can choose an appropriate model integration

method as per communication cost and complexity of the

integrated systems.
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