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Abstract

The growing public awareness regarding air pollution drives the trend towards stricter
regulations, thereby, forcing carmaker to improve the aftertreatment system of their cars.
Gasoline engines are equipped with catalysts to reduce or store the harmful gaseous
species and with a gasoline particulate filter (GPF) to capture soot. The increasing require-
ments on the aftertreatment demand more active catalysts and a higher catalytic active
volume compared to previous systems. Hereby, the integration of three-way catalysts
(TWC) and gasoline particulate filters into a single so-called coated GPF (cGPF) can
decrease the necessary packaging volume and costs causing cGPFs to be a critical element
of future emission concepts.
The complex interaction of filter substrate and washcoat in cGPFs requires additional
research. A deep understanding of the underlying phenomena is necessary because up-
coming cars must meet the legislation under an enlarged window of driving conditions.
The filter properties strongly influence the performance but also its costs. This work
aims to establish a simulation model for cGPFs which allows a predictive evaluation of
pressure drop, filtration and catalytic conversion under harsh real-driving conditions. The
development of this model proceeds in four steps.
In a first step, an extension to established channel scale filtration models is proposed to
predict the particle number filtration of GPFs. As validation, the particle-size resolved
filtration efficiency of seven cordierite filters is determined on a dynamic engine test
bench. The steady-state as well as transient experiments include variations of the pore
size distribution and the filter wall thickness. After the inclusion of a new correlation for
the particle collection due to inertial deposition, the model reliably replicates the influence
of the wall thickness, pore size-distribution and the operating conditions on the filtration
characteristics of uncoated GPFs.
In a next step, this filtration model is extended to coated filters. Accordingly, necessary
filter characteristics after coating are gathered by analyzing cGPFs and their correspond-
ing uncoated substrate on a pore scale level with 3D X-ray microscopy. The properties are
then embedded into the simulation model in order to capture the dynamic pressure drop
and filtration behavior. The model successfully replicates the accompanying measure-
ments conducted on a dynamic engine test bench. Due to the reduced porosity and due
to the decrease of medium sized pores relative to the uncoated substrate, the experiments
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reveal a lower filtration efficiency after coating that was also predicted by the simulations.
To capture the chemical behavior of cGPFs under highly dynamic operating conditions, a
new global kinetic model considering standard TWC reactions is developed. Submodels
were introduced for the extent of oxidation of the active centers and for oxygen storage.
With the goal to establish a model that is applicable under a wide range of operating con-
ditions, steady-state and transient experiments were conducted on a engine test bench to
calibrate the approach. After calibration, it was possible to accurately predict the tailpipe
emissions released in a WLTP driving cycle.
A filter can either be coated solely in-wall or have a partially or fully on-wall coating.
In addition it is possible to apply advanced coating technologies. Zoning, for instance,
creates domains of high and low washcoat loading, resulting in a non-uniform washcoat
distribution. The combination of both technologies results in a variety of coating config-
urations. To investigate their impact on pressure drop, high load conversion, and light-
off performance, a new methodology to describe the cGPF with coating parameters is
embedded into the existing model. The resulting simulations show an enhanced light-off
at steady-state conditions if more washcoat is deposited at the front part of the filter or on
the inlet channel wall. However, under transient conditions, a filter with a partial catalytic
layer on the outlet channel performs best.
The presented simulation model predicts the pressure drop, filtration efficiency and chem-
ical conversion performance of coated gasoline particulate filters under highly transient
conditions encountered at real driving scenarios. Next to the application in exhaust gas
aftertreatment design, the developed approach enables a fast,early and compared to mea-
surements cheap evaluation of new GPF and TWC technologies.
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Zusammenfassung

Das wachsende Problembewusststein in der Bevölkerung für Luftverschmutzung spiegelt
sich in strengeren gesetzlichen Regulatorien wieder. Dadurch werden beispielsweise auch
Automobilhersteller verpflichtet, die Abgasnachbehandlung ihrer Fahrzeuge zu verbes-
sern. Nach Stand der Technik sind Autos mit Ottomotoren bereits mit Katalysatoren
zum Abbau und zur Speicherung von schädlichen gasformigen Stoffen als auch einem
Otto-Partikelfilter (OPF) zum Filtern von Ruß ausgestattet. Durch die gestiegenen An-
forderungen an die Abgasnachbehandlung sind im Vergleich zu bestehenden Systemen
aktivere Katalysatoren und ein größeres katalytisch wirksames Volumen notwendig. Ein
sogenannter beschichteter Otto-Partikelfilter (bOPF), die Integration eines Drei-Wege-
Katalysators in einen Otto-Partikelfilter, kann dabei helfen, den notwendigen Bauraum
und die Kosten zu minimieren. Der beschichtete Otto-Partikelfilter stellt somit ein wich-
tiges Element für zukünftige Emissionskonzepte dar.
Die komplexe Wechselwirkung des Filtersubstrats mit der Beschichtung in einem bOPF
erfordert eine tiefere Betrachtung. Ein genaues Verständnis der zugrundliegenden Phä-
nomene ist notwendig, da zukünftige Fahrzeuge die Grenzwerte in einem deutlich er-
weiterten Fahrbereich einhalten müssen. Der Aufbau des Filters beeinflusst stark die
Wirksamkeit aber auch die Kosten des Bauteils. Das Ziel dieser Arbeit ist es daher,
ein Simulationsmodel für den bOPF zu entwickeln, welches die prädiktive Bewertung
des Gegendrucks, der Filtrationsleistung sowie der katalytischen Schadstoffkonvertierung
unter den anspruchsvollen RDE (real driving emissions) Bedingungen erlaubt.
In einem ersten Schritt wurde eine Erweiterung bestehender Filtermodellen auf Kanal-
ebene zur Simulation der Partikelanzahl-Filtration in OPFs erarbeitet. Zur Validierung
werden Messungen von sieben Cordierit-Filtern auf einem speziell dafür ausgestatten
Motorprüfstand verwendet. Die Messtechnik analysiert die quantitative Partikelgrößen-
verteilung vor und nach dem Filter. Die für diese Arbeit durchgeführten stationären
sowie transienten Experimente beinhalteten Variationen der Porengrößenverteilung und
der Wandstärke. Durch die Einführung einer neuen Korrelation für die Partikelabschei-
dung durch Trägheitsablagerung kann das Modell den Einfluss der Porengrößenvertei-
lung, Substrateigenschaften und Betriebsbedingungen auf die Filtrationscharakteristik ei-
nes unbeschichteten OPFs korrekt wiedergeben. In einem nächsten Schritt wurde dieses
Modell für beschichtete Filter erweitert. Dabei wurden die Eigenschaften des Filters vor
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Zusammenfassung

und nach der Beschichtung über dreidimensionale Röntgenmikroskopie auf Porenebene
bestimmt. Die so ermittelten Eigenschaften dienen als Eingang in das Simulationsmodell,
um den Gegendruck sowie das dynamische Filtrationsverhalten vorherzusagen. Das Mo-
dell repliziert erfolgreich begleitende Messungen auf einem Motorprüfstand. Aufgrund
der reduzierten Porosität and einer Verringerung der Poren im mittleren Größensegment
der beschichteten Filter, zeigen die Experimente eine niedrigere Filtrationseffizienz für
bOPFs als für das korrespondierende unbeschichtete Substrat. Diesen Effekt zeigt die
Simulation auf gleiche Weise.
Um das chemische Verhalten des Filters unter dynamischen Betriebsbedingungen in das
Modell einzubeziehen, wurde ein neuer globaler Reaktionsmechanismus, aufbauend auf
den etablierten Drei-Wege-Katalysator Reaktionen, entwickelt. Hierbei wurden Untermo-
delle für die Oxidation der aktiven Zentren und des Sauerstoffspeichers implementiert.
Zur Kalibrierung des Modells wurden stationäre als auch dynamische Messungen auf
einem Motorprüfstand durchgeführt, mit dem Ziel ein unter einem breiten Bereich an
Betriebsbedingungen gültiges Modell zu erhalten. Das so kalibrierte Modell konnte die
emittierten Emissionen in einem WLTP-Zyklus exakt vorhersagen. Ein Filter kann entwe-
der nur in der Wand (in-wall), oder auf der Wand (auf-wand) beschichtet werden. Zusätz-
lich besteht die Möglichkeit moderne Beschichtungstechnologien zu verwenden. Eine so-
genannte Zonierung erzeugt Bereiche mit niedriger beziehungsweise höherer Washcoat-
menge, was zu einer inhomogenen Katalysatorverteilung innerhalb des Filters fuhrt. Die
Kombination von Zonierung mit den unterschiedlichen Beschichtungsarten ermöglicht
eine Vielzahl an Beschichtungskonfigurationen. Um den Einfluss dieser Konfigurationen
auf Gegendruck, Hochlastkonvertierung und Kaltstartkonvertierung zu untersuchen, wur-
de eine neue Methode zur Beschreibung der Beschichtung mithilfe von dimensionslo-
sen Kennzahlen entwickelt und in das Modell integriert. Die resultierenden Simulatio-
nen zeigen eine verbesserte Konvertierung beim quasi-stationären Kaltstart, wenn mehr
Washcoat im vorderen Teil des Filters oder auf der Wand des Einlasskanals platziert ist.
Unter transienten Kaltstartbedingungen erreicht allerdings eine partielle Beschichtung des
Auslasskanals die höchste Konvertierung.
Das in dieser Arbeit entwickelte Simulationsmodell kann prädiktiv die wesentlichen
Eigenschaften beschichteter Ottopartikelfilter, den Gegendruck, die Filtrationseffizienz
und die Schadstoffkonvertierung, ermitteln. Dies gilt sowohl für stationäre, als auch für
hochtransiente Bedingungen, wie sie sich auch bei realen Fahrszenarien auftreten. Neben
der Optimierung der Auslegung von Emissionskonzepten ermöglicht der entwickelte An-
satz eine schnelle, frühzeitige und vor allem zu experimentellen Ansätzen kostengünstige
Bewertung neuer bOPF-Technologien.
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Nomenclature

Nomenclature

Latin Symbols

AAd pre-exponential factor of equilibrium constant, [ m3

mol ]
Aow

wsc cross-sectional area of the on-wall layer in one channel, [m2]

Apre pre-exponential factor, [ m2

s·mol ]
cgas,p gaseous heat capacity, [ J

kg·K ]
cs solid heat capacity, [ J

kg·K ]

c concentration, [mol
m3 ]

Cfj friction coefficient, [-]
D channel width, [m]
DD = kB·T

3π·µ·dp
·SCF length scale of the filter collector, [-]

Deff effective diffusion coefficient, [m2

s ]

Di,M mixture diffusion coefficient of species i, [m2

s ]
dp particle mobility diameter, [m]
EA activation energy, [ J

mol ]
f (ε) Kuwabara’s formular, [-]
FE filtration efficiency, [-]
G inhibition factor [-]
GHSV space velocity at standard conditions [1

h ]
HAd heat of adsorption, [ J

mol ]
h heat transfer coefficient, [ W

m2K
]

H0
B heat of formation, [ J

mol ]

k mass transfer coefficient, [m2

s ]

kB Boltzmann’s constant, [m2kg
s2K

]

Kn = 2λ
dp

Knudsen number, [-]

kw wall permeability, [m2]
k∗w,ow effective on-wall layer permeability, [m2]

ki = Apre · exp(– EA
RT ) reaction rate constant, [ m2

s·mol ]
K equilibrium constant [-]
ldc length scale of the filter collector, [-]
ṁ mass flow, [kg

s ]
NCOE normalized cumulative outlet emissions, [-]
NOE normalized outlet emissions, [-]
NR interception parameter, [-]
p local pressure, [Pa]
pdf probability density function, [-]
Pe Peclet number, [-]
PN particle number, [#]
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Nomenclature

PNC particle number concentration, [#/cm3]
Qf quality factor of the chemical conversion, [-]
ṙi reaction rate, [ mol

m3·s ]
R universal gas constant, [ J

mol·K ]
Rew = ρ·vw·D

µ
wall Reynolds number, [-]

SCF = ...
1 + Kn(1.257 + 0.4 ·
exp(1.1

Kn ))

Stokes Cunningham correction factor, [-]

St Stokes number, [-]
SV = V̇

VFilter
space velocity, [s–1]

T temperature, [K]
T50 inlet temperature at 50% conversion, [◦C]
tw wall thickness, [m]
tow on-wall layer thickness, [m]
Ui = (dc,i

ldc
)2 · vw interstitial velocity , [m

s ]
v velocity along the channel axis, [m

s ]
vw wall flow velocity, [m

s ]
w mass fraction, [-]
X conversion, [-]
x through-wall direction, [m]
y molar fraction, [-]
z axial coordinate, [m]

Greek Symbols

βj(Rew) momentum flux correction factor, [-]
θ =

cCeO2
cCeO2+2cCe2O3

OSC filling level, [-]

ε porosity, [-]
η collection efficiency, [-]
λs effective filter conductivity, [ W

m·K ]
λ air fuel equivalence ratio, [-]
φwsc volumetric washcoat fraction, [-]
µ dynamic viscosity, [Pa·s]
ρ density, [ kg

m3 ]
τ tortuosity, [-]
ξ partial coating factor in axial direction, [-]
χ fraction of washcoat in the lowly-washcoated zone, [-]
ζ on-wall fraction, [-]
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Nomenclature

Subscript

cord cordierite
cum cumulative
eff effective quantity
fast fast OSC
i species i
iw in-wall
j channel index (1: inlet channel, 2: outlet channel)
ow on-wall
slow slow OSC
w wall
wsc washcoat

Abbreviations

cGPF coated gasoline particulate filter
DPF diesel particulate filter
GPF gasoline particulate filter
iw-HL in-wall high low
iw-HN in-wall high no
iw-LH in-wall low high
iw-NH in-wall no high
meas measurement
MPS mean pore size
norm normalized
OSC oxygen storage capacity
owi on-wall inlet channel
owo on-wall outlet channel
PGM platinum group metals
RDE real driving emissions
sim simulated
SCR selective catalytic reduction
TWC three-way catalyst
WLTC worldwide harmonized light duty test cycle
XRM X-Ray microtomography
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1 Introduction

1.1 Research Context

The growing public awareness of air pollution by traffic drives the policymakers towards
stricter regulations. Yet, most of todays powertrains do still consist of internal combustion
engines. Carmakers need to improve the abatement systems to meet the regulations. The
following section aims to provide an overview of the current framework surrounding the
exhaust gas aftertreatment of gasoline engines.

1.1.1 Automotive Emissions and the Corresponding Legislation

The stringent legislation regarding automotive emissions in the European union and Cal-
ifornia, as the state with the most stringent regulations in the US market, have a great
impact on the global pollution. In consequence, it was possible to reduce the global
amount of fine particulate matter (PM2.5) road emission by 60% since the 1990s [1]. As
a third major market, China introduced regulation similar to the European laws. Huang
et al. evaluated the impact of the emission regulation on the air quality and public health
in Chinese cities [2]. Similar to earlier studies in Europe or US [3, 4], they ascertained
that the stricter legislation limits decreased the air pollution and substantially increased
public health [2]. Models of the future road transport predict a further decrease of the
NOx emissions by 80% in the next 20 years [5].

Due to the non-ideal, incomplete combustion of fuel, gasoline and diesel engines emit
harmful pollutants next to CO2 and water. The major emissions are carbon monoxide
(CO), nitrogen oxides (NOx), unburned hydrocarbons (HC) and particles. For gasoline
engines mostly NO is emitted as NOx. HC emissions are a mixture of aliphatic, olefinic
and aromatic compounds [6, 7].
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Especially, particle emissions have a negative impact on human health by causing and ag-
gravating heart or lung diseases [8, 9]. When these particles are emitted to the atmosphere,
they diminish visibility, absorb solar radiation, change the heat balance of the atmosphere,
settle on plants and inhibit photosynthesis [10]. Next to the particle emissions, NOx is
strongly regulated, since e.g., it is associated with the development of asthma, headaches
and chronically reduced lung function [11].

The other two main emissions HC and CO already created a discussion about urban air
quality in the 1970s [12]. CO exposure results in fatigue, dizziness and in extreme cases
suffocation due to inadequate oxygen delivery to the brain [13]. Similar, inhaling low
doses of HC already causes dizziness and headache [13]. As a result, the first Emissions
Directive (70/220/EEC) in the European union was published in 1970 [14]. To cope with
this, automotive manufacturers introduced the three-way catalyst for the aftertreatment of
gasoline engines [15]. Afterwards, approximately every four to five years the European
union adapted the emission limits for gasoline engines (see Table 1.1).

Table 1.1: Overview of the European legislations regarding emissions from light-duty
vehicles with direct injection gasoline engines [16]

Euro 1 Euro 2 Euro 3 Euro 4 Euro 5 Euro 6
Model Year 1992 1996 2000 2005 2009 2014

Directive 91/441/EWG 04/12/EG 08/69/EG 98/69/EG
V0 EG 715/2007 with
V0 EG 692/2008 and
V0 EG 459/2012

CO g/km 2.72 2.2 2.3 1 1 1
HC+NOx g/km 0.92 0.5 - - - -
Total HC g/km - - 0.2 0.1 0.1 0.1
NOx g/km 0.15 0.08 0.06 0.06
Particle Mass mg/km - - - - 4.5 4.5
Particle number #/km - - 6·1011

Non-methane
HC

g/km - - - 0.068 0.068

1.1.2 Drive Cycles

Defined emissions test cycles on chassis dynamometers are applied to determine the
emissions. At first, the new european driving cycle (NEDC) was applied to determine
the emission levels. Later on with the Euro 6 legislation, the more dynamic worldwide
harmonized light vehicles cycle (WLTC) was introduced [17]. In contrast to the NEDC,
it is longer with quicker accelerations and short breaks as can be seen in Figure 1.1.
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Figure 1.1: Velocity characteristics of a NEDC and WLTC as well as an example of a
RDE driving cycle.

Since the actual emission reductions were in some instances lower than what would be
expected from the gradual decrease in nominal emission limits [19], portable emission
measurement systems (PEMS) were introduced to measure the emissions on the road.
Especially, the measured emission level of diesel cars exceeded the one determined during
emission test cycles [20–26]. For gasoline engines, these studies mostly focused on
particle number (PN) emissions [27–31]. Thus, in a later stage of the Euro 6 legislation,
real driving emissions (RDE) tests were introduced. During these tests, emissions are
measured on the road using a PEMS. Due to the lower accuracy of the portable devices,
certain conformity factors can be applied on the results. Also, certain limitations on the
ambient temperature, altitude and speed are imposed for a measurement to be valid. In
addition, the dynamic of the drive is monitored by the relative positive acceleration, which
is the product of the acceleration and the velocity [32].

Still, the RDE legislation shifted the focus in the design of exhaust gas aftertreatment
systems from legislated test cycle to critical driving scenarios. Previously, homologation
tests with solely known driving scenarios at clear ambient conditions were applied as
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valuation basis. New emission concepts and technologies could be evaluated applying
steady-state operating conditions and few known transient driving scenarios [33]. Now,
in a RDE test, all modes of operation as well as many highly dynamic transient maneuvers
are possible. The extension of operating modes yields an enlarged range of temperature
and space velocity conditions for the exhaust gas aftertreatment [34]. Next to the NEDC
and WLTC, Figure 1.1 shows an example of a possible RDE velocity characteristics [18].
As can be seen, the RDE cycle also contains three stages. At first, a urban driving part
with velocities below 60 km·h–1, however, in contrast to the NEDC and WLTC, the RDE
cycle does not have a short idle period at the beginning but starts immediately with an
acceleration. In the second part, the overland driving, velocities up to 100 km·h–1 are
encountered. Here, also the velocity exhibits a more dynamic characteristics than for
the WLTC or NEDC. The last part resembles highway driving at higher velocities up to
150 km·h–1. Again, the NEDC shows less acceleration than the WLTC or the exemplary
RDE cycle.

The RDE legislation in Europe shifted the attention from emission levels to test condi-
tions. A detailed understanding of the interaction between engine, ambient conditions
and the aftertreatment system is necessary in order to create the necessary evaluation tests
for the aftertreatment.

1.1.3 Composition of Three-Way Catalysts

In-engine modifications aiming to decrease the emissions of gasoline engines, like mea-
sures to enhance fuel/air mixing in the cylinder or exhaust gas recirculation can signifi-
cantly reduce the emissions level [33, 35, 36]. Modern catalysts, however, usually operate
above 90% conversion rates and are therefore the major contributor to the emission reduc-
tion.
Catalysts, in general, are substances that can increase the rate of a chemical reaction while
remaining unchanged during the process. A heterogeneous catalyst describes a system
with the catalyst and the reactants not in the same phase, e.g. gaseous and solid. Here, the
reactants adsorb on the catalyst surface, often forming an intermediate which provides an
alternative reaction pathway with a lower activation energy.

In the exhaust gas aftertreatment of gasoline engines, the three-way-catalyst (TWC),
which can simultaneously abate CO, HC, and NO, utilizes precious metals as catalysts. To
increase the active surface, these metals are incorporated in a washcoat made of γ-alumina
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and different promoters, e.g. cerium, zirconium or lanthanum oxides [37–39]. Possible
catalytic active precious metals were tested but not all are suitable for the application in the
automotive industry [40, 41]. Ruthenium which is active for the NO reduction cannot be
implemented in aftertreatment systems because it is poisonous [42]. For the same reasons
and its low boiling point, iridium is not applied. Thus, the precious metals platinum,
palladium and rhodium are most often applied. Whereas platinum is often employed for
diesel engines due to its good oxidation performance of CO and HC, its low temperature
stability makes the application for gasoline engines challenging. In consequence, most
often palladium and rhodium are applied as active component [43–46].

To optimize pressure drop, thermal mass and surface area, the washcoat with the active
components is deposited on a carrier. The structure of monolithic reactors applied here
as a carrier consists of a vast number of small parallel channels, which build the flow
passage for the exhaust gas. Figure 1.2 depicts an enlarged view on a coated monolith.
As can be seen, the square channels are arranged in a honeycomb structure. Due to the
coating process, the washcoat deposits more strongly in the corners than along the straight
channel walls. The resulting shape of the channel is therefore rounded. The monoliths are
called substrate and are nowadays mostly made of cordierite as the one in Figure 1.2. A
second possible mechanical support are metal substrates, which are applied if the pressure
drop is critical. They are composed of different layers of flat and corrugated steel foils,
which are coiled into the desired shape [47, 48].

(a) Coated substrate matrice structure. (b) Enlarged view of one channel.

Figure 1.2: A coated ceramic substrate taken from [49].
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1.1.4 Catalytic Exhaust Gas Aftertreatment of Gasoline Engines

The reactions of the main pollutants, CO, HC and NO can be described by the following
three global reaction pathways:

CO +
1
2

O2 → CO2 (1.1)

CmHn + (m +
n
4

)O2 → mCO2 +
n
2

H2O (1.2)

NO + CO → CO2 +
1
2

N2 (1.3)

For the TWC to simultaneously reduce all three species, the inlet feed needs to be in a
narrow range around the stoichiometric point. If there is an excess of CO and HC (a rich
inlet feed), the O2 and NO is not sufficient to oxidize all of it. At lean conditions with
oxygen and NO in excess, the NO conversion will decline. The stoichiometry is usually
expressed with the air to fuel ratio λ

λ =
amount of air provided for fuel oxidation

amount of air necesary for total fuel oxidation
. (1.4)

However, the λ -value not only influences the reactions in the catalyst but also the com-
bustion characteristics of the engine. Figure 1.3a qualitatively illustrates the engine out
emissions at various λ -values. The NO emissions are highest around the stoichiometry
point. CO and HC sharply increase under rich conditions. At λ -values above one, the
oxygen content increases and all emissions decrease. The influence of the combustion’s
λ -value on conversions is shown in Figure 1.3. The high CO concentration at low λ -
values poisons the catalyst and decreases the NO conversion as well. A minor conversion
of HC and CO is possible at low λ -values due to steam reforming and the water-gas-shift
reaction. As can be seen in Figure 1.3b, the homogeneous operation of the engine in a
narrow range around a λ -value of 1 is essential to achieve a high conversion of pollutants
in the catalyst at stationary warm operations.
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(a) Dependency of the emission on the λ -value
(adapted from [50]).

(b) Dependency of the steady-state conversion
on the λ -value (adapted from [15]).

Figure 1.3: Influence of the λ -value on the emissions and the conversion.

The highly dynamic operation of engines under practical driving conditions requires an air
to fuel ratio control to achieve a stoichiometric operation of the engine. For this reason,
cars are equipped with λ -sensors that can detect the air to fuel ratio by comparing the
oxygen content of the exhaust gas and the ambient air. The scheme in Figure 1.4 depicts
a typical positioning of λ -sensors. The wideband universal exhaust gas oxygen (UEGO)
sensor measures the λ -value in a broad range. The engine adapts the fuel injection to
meet the requested λ -setpoint according to this measurement. A second, more dynamic
heated exhaust gas oxygen (HEGO) sensor detects if the mixture is lean or rich. Its value
is applied to adjust the signal of the UEGO-sensor. To smooth small deviations in the λ -
control as well as differences in the stoichiometry of the engine’s cylinders, the catalysts
have an oxygen storage. The cerium and zirconium oxides in the washcoat are oxidized
at lean conditions and are reduced at rich conditions [51]. Thus, the catalysts (especially
the second of the two bricks, see Figure 1.4) can buffer deviations from stoichiometric
operations for short time interval.

Figure 1.4: Schematic of the typical control loop for the exhaust gas stoichiometry.
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1.2 Gasoline Particulate Filters

Increasingly stringent emission standards have prompted researchers in the area of engine
exhaust emissions reduction to explore and develop technologies to significantly reduce
emission levels from gasoline engines. Thus, next to the TWC a particulate filter was
introduced to capture harmful aerosols. Previously, only diesel engines were equipped
with a diesel particulate filter (DPF) [52–55]. But recent legislation forced the application
of filters for direct-injection gasoline engines. Because of their better fuel economy
and with it a reduction of CO2 emissions, the market share of direct-injection gasoline
engines is increasing [56, 57]. However, especially at transient cold start conditions or
high velocity driving, the engine out particulate emissions are high [57–59]. Predomi-
nantly, for the early generation of these engines, the stratified combustion in combination
with wetting of the piston and wall surfaces lead to an increase of emitted nanoparticles
compared to port-fuel injection engines [60–64]. Due to their small size, nanoparticles
are especially harmful [65, 66]. As a result, the European Union set a stringent particle
number regulation [67]. To cope with this regulation and its counterpart in China, car
makers introduced the gasoline particulate filter for gasoline engines [68–74]. Soon, the
low particle mass limit in California will likely require the application of a filter in the US
market as well [8, 75].

There were different concepts for the early diesel particulate filters, e.g. cylindrical car-
tridges or foam blocks / plates [76–78]. Nowadays, particulate filters are mainly extruded
monoliths with square or hexagonal channels in a honeycomb structure [79, 80]. These
channels are alternately plugged to force the fluid through the wall (see Figure 1.5). In the
porous media, the particles are captured mainly through Brownian motion, interception
or inertial deposition [81–85]. Other possible mechanism, e.g. sieving, are only of minor
impact. The accumulated soot is then oxidized at fuel cut events during, e.g. highway
driving, when the filter reaches a sufficient high temperature [74, 86].
An increase of catalytic volume compared to previous systems is necessary to ensure a
sufficient conversion of gaseous pollutants under all possible driving cases (see 1.1.2).
With the available space already limited by the filter, the integration of a three-way cata-
lyst in the filter, resulting in a coated gasoline particulate filter (cGPF), helps to achieve
the necessary conversion of pollutants in the available, predetermined space.

Similar to TWCs, the filter encounters a harsh environment in the automotive application
regarding steep temperature gradients, high temperature peaks and exposition to water.
There are five main requirements for particulate filters [88]:
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Figure 1.5: Schematic of a particulate filter taken from [87].

• Filtration performance: the filter should offer sufficient filtration performance to
meet the regulatory standards at known engine out emissions.

• Pressure drop: a high pressure drop leads to more fuel consumption and less peak-
power. Therefore, the pressure drop should be as low as possible.

• Catalytic activity / coating possibility: if the filter is coated then the catalytic
activity and aging resistance should be as high as possible. Thus, in this case,
the bare filter needs a high volumetric capacity to integrate washcoat.

• Mechanical and thermo-mechanical robustness: due to the harsh industrially rele-
vant conditions, the filter needs to withstand the fast temperature gradients encoun-
tered at driving or during regeneration and the mechanical stress during the canning
process.

• Passive soot oxidation and soot mass limit: the filter needs to withstand the exother-
mic peaks during severe regenerations and maximize the capability for passive soot
oxidation.

To meet these requirements, different ceramics were proposed for GPFs, e.g. cordierite,
aluminum titanate, silicon carbide, mullite or metall foams [30, 89–91]. However, due
to the harsh operating conditions considering thermal shock resistance and the required
low thermal mass, cordierite is the dominantly deployed material [92–94]. The monolith
for TWCs are often made of this ceramic as well and it is known to not have a poisoning
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effect on downstream catalysts or λ -sensors.

Beside the choice between a coated and an uncoated filter, the monolith is specified by its
number of cells, wall thickness, porosity and pore size distribution. The latter is usually
stated by the mean pore size (D50). Table 1.2 lists the specification range for typical
filters.

Table 1.2: Specification range of typical GPFs [80, 86, 89, 90, 95]

uncoated coated

CPSI 200 - 300 300
wall thickness [mil] 6 - 12 8 - 12
porosity (prior to coating) [%] 40 - 60 60 - 70
mean pore size (prior to coating) [µm] 7 - 13 14 - 22

Next to the kind of filter, the placement in the exhaust gas system plays a vital role. A
filter or a TWC can either be integrated close-coupled (CC) next to the turbocharger or
in an underfloor (UF) position after the flex pipe. Additionally, a coated filter can be
deployed. Figure 1.6 shows different possibilities to integrate a filter into the exhaust gas
system. At close-coupled positions, the filter can be placed as first (CC1) or second (CC2)
monolith. Naturally, an aftertreatment system with an uncoated filter in a CC1 position
lacks the catalytic performance during the light-off. A close-coupled GPF will regenerate
more often due to the higher temperature. If the filter is uncoated however, it will also be a
heat sink which increases the time for catalysts downstream of the filter to reach light-off
temperature.

Figure 1.6: Possible exhaust gas aftertreatment architectures with particulate filters
(additional possible underfloor catalysts are not shown).
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cGPFs can be further distinguished in terms of the applied coating technology. Depending
on the properties of the applied catalyst slurry and the washcoating method, the catalyst
is either deposited in the wall or on the walls of either inlet or outlet channel [96, 97]. A
mix of both, in-wall and on-wall, as well as an axial zoning is also possible depending
on the washcoat loading. The interaction between the substrate and the washcoat is of
great interest, since the final properties of the wall determine the filtration efficiency and
pressure drop, which are crucial for the application of a filter. Also, the integration of
a membrane on the inlet channel similar to an artificial ash layer in order to increase
the filtration efficiency is possible [98, 99]. Figure 1.7 shows digital representations of
a solely in-wall coated filter and one with a partial on-wall coating on the inlet channel.
Here, the cordierite is presented in grey and the washcoat in yellow with streamlines
colored by the local velocity magnitude.

(a) Solely in-wall coated filer. (b) in-wall and on-wall coated filter.

Figure 1.7: Schema and streamlines of representative pore scale 3D CFD calculations
of a solely in-wall coated filter and a partially on-wall coated filter (reproduced from
[100]).

1.3 Modeling of Coated Gasoline Particulate Filters

The experimental evaluation of aftertreatment systems with cGPF is time-consuming and
expensive. Hardware that matches the later series production parts is only available at
a late stage in the development process. Therefore, accurate models that can determine
the performance of exhaust gas aftertreatment systems regarding the chemical conversion,
filtration efficiency and pressure drop under practical driving conditions are necessary.
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Figure 1.8: Size regimes in the exhaust gas aftertreatment design.

The predominant phenomena of filtration and chemical conversion are on a finer length
scale than the monolith or the exhaust gas system as a whole. Figure 1.8 highlights the
different scales with an in-wall coated GPF as example. In additions, highly transient
driving scenarios are the key for system design but require a fine resolution of time. Thus,
for the practical deployment, macroscopic, multiscale models with low computational
costs are necessary. But, these models still need to address the physical and chemical
processes with sufficient accuracy to allow a predictive evaluation of technologies and the
interpretation of accompanying measurements.

1.3.1 Flowfield in Particulate Filters

Figure 1.9 shows a schematic of a 2D flow field in an inlet channel with two neighboring
half outlet channels. After the exhaust gas contracts into the inlet channel, in most cases
laminar flow develops in the inlet channel. Along the inlet channel, the velocity decreases
as part of the fluid flows through the wall into the outlet channel. In contrast, the volume
flow in the outlet channel increases due to the through-wall flow. On a simplified 1D
level, there are five different contributions to the overall pressure loss in the filter which
are marked with numbers. At first, the fluid contracts at the inlet channels’s entrance (1).
The second contribution is the wall friction in the inlet which decreases along the channel
as the velocity sinks (2). The flow through the porous media is the third contribution to
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the pressure drop (3). The friction in the outlet channel (4) and the expansion at the outlet
(5) are the fourth and fifth contribution, respectively.

Figure 1.9: Schematic of the different contributions to the pressure drop of a GPF.
(1) contraction (2) friction in the inlet channel (3) wall flow (4) friction in the outlet
channel (5) expansion.

The expansion and contraction losses are only influenced by the incoming mass flow and
the filter’s open frontal area. The open frontal area is defined as sum of the cross-section
areas of all inlet channel, thus the available part of the frontal area for the fluid to flow
through. In contrast, the other contributions are strongly influenced by the length of the
filter.

Figure 1.10 depicts the pressure drop of a filter substrate for different channel lengths.
The pressure loss due to friction on the channel wall increases with the length. However,
the through-wall velocity is decreasing with the filter length and with it the pressure drop
due to the wall flow. In consequence, there is an optimal length with the lowest pressure
drop, in this case, at approximately 100 mm. Since the pressure drop increases sharply at
lower filter lengths and the length of filter plugs can differ during the production process
and due to ash and soot depositions at the rear of the inlet channel, often a slightly longer
filter length is applied. Therefore, in this work, all filters are 120 mm long.
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Figure 1.10: Pressure drop at 450 kg·h–1 and 800 ◦C for different filter lengths with a
frontal area of 136 cm2.

1.3.2 Filtration Modeling

Filtration is defined as the process of separating dispersed particles from a dispersing fluid
by means of a porous media [101]. Thus, filtration is a multiphase flow problem with the
three phases particles, fluid and porous media. As a result, mostly the filtration efficiency,
described by the fraction of particles deposited in the porous media (see Equation (1.5)),
is of interest.

FE = 1 –
cout

particle

cin
particle

(1.5)

Filtration models can be grouped in either microscopic, pore scale approaches with the
particle trajectory resolved in the porous media by means of, e.g. lattice Boltzmann sim-
ulation (LBM) [102, 103], or macroscopic approaches with the porous media described
by integral properties [104].

For general flow in porous media and accompanying filtration processes, there are nu-
merous simulation works on pore scale. Tosco et al. [105] conducted single-phase flow
simulations on synthetic porous media to extend the empirical Darcy-Forchheimer law.
With a similar aim, Narsilio et al. [106] applied X-ray microtomography in order to
calculate the hydraulic conductivity of porous media with a finite element approach. Long
and co-workers [107, 108] modeled the filtration process via LBM CFD and thereby
established new correlations for macroscopic approaches. Boccardo et al. [109] also
studied the filtration process via pore scale CFD. Instead of LBM, they applied Eulerian
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steady-state simulations and solved the corresponding advection–diffusion equations for
the particles [109]. More specific studies with a focus on the pore scale modeling of GPFs
and DPFs, however, are rare. Kočí et al. [110] introduced the coupling of X-ray computed
tomography (XRT) and LBM CFD in the GPF modeling. With this technique, Plachá et
al. [87] established their pore scale filtration approach based on an Eulerian-Langrangian
flow model. Their model matched the measured sensitivities of three differently coated
GPFs well with the result that the partially on-wall coated filter had the highest filtration
efficiency [87]. Belot et al. [103] also determined the filtration performance of cGPFs
via pore scale simulations. Their numerical model relies on the reconstruction of XRT
images, the computation of the flowfield via LBM CFD and lastly the prediction of the
filtration efficiency by solving the Langevin equation [103].

Despite of their ability to gain access to detailed structures on a pore scale, these CFD
models are, due to their numerical requirements and their focus on only a small part
of the filter wall, still not applicable for simulations with a broader scope, e.g. driving
cycle analysis or control-oriented modeling of filter behavior. Thus, usually macroscopic
models with the so called unit-collector approach are applied. In this approach, the porous
media is transferred into a bed of spheres with corresponding characteristics. As a result, it
is possible to apply the flowfield solution derived by Kuwabara [111] or Happel [112] for
creeping flow in a randomly packed bed of spheres. The collection efficiency of a single
sphere can then be determined by solving the convection-diffusion equation. The most
widely applied approach was proposed by Lee et al. [82]. They derived a single collector
efficiency for two different filtration mechanism based on Kuwabara’s flow model [111].
Lee et al. [82] treats particles as diffusion points under the assumption that they are small
compared to unit collectors.

All macroscopic filtration models describe the filtration process with independent mech-
anisms. Figure 1.11 depicts the particle and fluid trajectory corresponding to the three
main mechanisms. As the usual particle size in the exhaust gas stream of the here
considered gasoline engines is below 200 nm [62, 95, 113], diffusion is the dominant
filtration mechanism. The Brownian motion of the fluid impacts nanoparticles enough that
the particles do not follow the fluid anymore. The particle diffuses to the pore boundary
and sticks there.

Large particles are not as much impacted by the Brownian motion of the surrounding
fluid. Their trajectory does not deviate from the streamlines. They can be collected via
the interception mechanism. The middle part of Figure 1.11 shows that the particles sticks
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Figure 1.11: Schematic depiction of the three major filtration mechanisms in GPFs.

on the pore wall if the streamline brings the particle surface within the radius of the wall.
The magnitude of the filtration efficiency due to this mechanism depends on the relative
dimensions of the soot particle and the collector unit.

The last of the three considered mechanisms is the inertial deposition, shown on the right
hand side of Figure 1.11. Due to the inability of particles to change their trajectory in
order to follow the fluid, they leave the streamlines and are collected on the surface of the
pores by impaction. The interaction of the particle mass, its velocity and the surrounding
porous media characteristics determine the collection efficiency due to inertial deposition.
Other possible filtration mechanisms, e.g. sieving, gravitational settling or electrostatic
interception are assumed of minor impact in the considered system [114].

Especially for DPFs, homogeneous, simplified models achieve a high prediction quality
[78, 84, 115–121]. However, Diesel engines emit a large particle mass which leads to
a fast buildup of a soot layer on top of the filter wall. This layer enhances the filtration
efficiency strongly. In consequence, the microstructure of the porous media is not so
important for DPFs compared to GPFs. Also, Diesel engines have a lower exhaust
gas temperature than gasoline engines. The DPF temperature is low enough that no
spontaneous oxidation of the soot layer occurs. In contrast, an active regeneration is
required if the pressure drop exceeds a critical limit at high soot loading. Therefore, the
filtration efficiency of a fresh filter is not relevant for DPF applications. On the other
hand, gasoline engines can easily heat the GPF above the necessary temperature for soot

22



oxidation. Therefore, the aim of GPF filtration models is to capture the fresh filtration
efficiency as accurately as possible. Here, the correlations shown above based on the
unit cell approach only utilize one averaged pore size and porosity to describe the porous
media. The heterogeneous filtration model developed by Gong and co-workers [83, 85,
104, 122] incorporates a statistical description of the porous media within the classical
filtration correlation based on the unit cell approach achieving a higher prediction quality
for the fresh filtration.

1.3.3 Reaction Modeling

Ideally, chemical reactions are described on a molecular level by a set of quasi-elementary
steps. These so called detailed reaction mechanisms can potentially predict the system’s
behavior outside the experimentally validated range, if all underlying phenomena are
modeled correctly. However, for the simulation of automotive aftertreatment this ap-
proach is only used by few authors, e.g. [49, 123–125]. The majority of modeling
works apply global kinetics [44–46, 126–130]. Detailed reactions mechanisms require
the identification of all relevant reaction pathways on a detailed basis and the knowledge
of the interaction with the surface structure as well as high computational effort. Global
kinetics simplify the reaction networks into a descriptive subset of reaction pathways
on a more macroscopic scale. Thus, it is necessary to calibrate the reaction mechanism
for a catalyst formulation and the relevant external conditions. However, the number of
parameters is lower compared to the detailed reaction mechanisms and the mechanisms
are more easily transferred to different washcoat technologies.

Table 1.3 shows a reduced set of possible reaction pathways for three-way-catalysts with-
out oxygen storage and the application in five representative mechanisms. The oxidation,
water gas shift (WGS) and steam reforming (SR) reactions only differ in the considered
hydrocarbon model species or the inclusion of the chemical equilibrium. In the NOx and
NH3 reactions, the mechanisms differ more distinctively.

Starting with Voltz et al. [134], most models apply a Langmuir-Hinshelwood-Hougen-
Watson (LHHW) rate equation. Compared to the alternatively often applied power law
model (see Equation (1.6)), the LHHW type kinetic model has a better theoretical foun-
dation and is therefore more robust for extrapolation.

rj = Aje
–

EA,j
R·T ΠiC

αj
i (1.6)
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Table 1.3: Scheme of global reactions and the corresponding studies.

Holder
et al.
[126]

Kwon
et al.
[131]

Tsinoglou
et al.
[132]

Ra-
manathan

et al.
[44]

Mit-
souridis

et al.
[133]

O
xi

da
tio

n 1 CO + 0.5O2 → CO2 x x x x x
2 H2 + 0.5O2 → H2O x x x x x
3 C3H8 + 5O2 → 3CO2 + 4H2O x - x x -
4 C3H6 + 4.5O2 → 3CO2 + 3H2O x x x x x
5 CH4 + 2O2 → CO2 + 2H2O x - - - x

W
G

S
/S

R 6 CO + H2O → CO2 + H2 x - x - -
7 CO + H2O ⇌ CO2 + H2 - x - x -
8 C3H8 + 3H2O → 3CO + 7H2 x - x - -
9 C3H6 + 3H2O → 3CO + 6H2 x x x x -
10 CH4 + H2O → CO + 3H2 x - - - -

R
ed

uc
tio

n
/S

C
R

11 CO + NO → CO2 + 0.5N2 x - x x x
12 H2 + NO → H2O + 0.5N2 - x x x x
13 C3H6 + 9NO → 3CO2 + 4.5 N2 + 3 H2O x - - x x
14 H2 + 2NO → H2O + N2O x x - - x
15 H2 + N2O → H2O + N2 x - - - x
16 CO + 2NO → CO2 + N2O x - x - x
17 CO + N2O → CO2 + N2 x - x - x
18 N2 + 3H2 → 2NH3 - x - - -
19 2NH3 + 1.5O2 → 2N2 + 3H2O - x - - -
20 2NH3 + 2.5O2 → 2NO + 3H2O - x - - -
21 2NH3 2O2 → N2O + 3H2O - x - - -
22 2N2O → 2N2 + O2 - x - - -
23 2NH3 + 2NO + 0.5O2 → 2N2 + 3H2O - x - - -
24 NO + 2.5H2 → NH3 + H2O - - - - x
25 NO + 2.5CO + 1.5H2O → NH3 + 2.5CO2 - - - - x
26 NH3 + 1.5 NO → 2.5N2 + 3H2O - - - - x
27 2NH3 → N2 + 3H2 - - - - -
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LHHW models consider the adsorption on the catalyst surface. Under the assumptions
that the active sites are equally distributed, that the heat of adsorption is independent of
the coverage and that the rate of adsorption is linearly dependent on the number of vacant
active sites, the Langmuir adsorption model describes the adsorption of a species A in a
mixture as

θA =
Keq,A ·pA

1 + Σn
i=1Keq,i ·pi

. (1.7)

Here, Keq describes the equilibrium constant of the adsorption-desorption process, p the
partial pressure of a species i and θA is the surface coverage of species A. The coverage of
all species and the fraction of vacant active sites sum up to one. For the reaction scheme,

A + B → C + D (1.8)

it is assumed that all educts and products adsorb to identical sites on the surface and
the surface reaction is the rate determining step. The adsorption and desorption are in
equilibrium. Applying Equation (1.7), the reaction rate can be expressed as follows

rj =
Aje–

EA,j
R·T ·KA ·KB ·pa ·pB

(1 + KA ·pA + KB ·pB + KC ·pc + KD ·pD)2 . (1.9)

The application of the LHHW kinetics as in Equation (1.9) requires the partial pressure of
all model species in every reaction rate equation. Since the resulting system is numerically
difficult to solve, and many species, e.g. CO2, H2O, have almost constant partial pressures
under practical conditions, most studies simplify the rate equations. Except for the work
of Kwon et al. [131] and Kang et al. [135], who considered the competitive adsorption
of most species in every reaction rate, the majority follows the work of Voltz et al. [134]
for the modeling of three-way catalysts. Here, the reaction rate expression contains an
inhibition factor G.

rj =
Aje–

EA,j
R·T pA ·pB

G
(1.10)

Voltz et al. [134] defined the inhibition as follows

G = (1+KCO[CO]+KHC[HC])2 ·(1+Kemp([CO] ·[HC])2) ·(1+KNO[NO]0.7) . (1.11)

The first part of Equation (1.11) is based on the LHHW model but only CO and HC
are considered to adsorb. The middle part with the factor Kemp, was added by Voltz et
al. [134] as an empirical addition to increase the CO and HC inhibition under strongly
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rich conditions. Most models in literature still include this term. However, their resulting
calibration led to so low values that the impact is negligible [44, 130]. The NO dependent
term was introduced to capture the inhibition due to NO as non-reacting species. Since
Voltz et al. [134] examined Pt catalysis with a strong focus on oxidation reactions, they
considered NO as inert. The exponent was changed to one by some authors [45, 130]
as the addition of NO reduction reactions requires adaption of Equation (1.11) if the NO
concentration approaches zero. Later on, additional terms were introduced for different
HC species or the inhibition of HC oxidation by excess oxygen [126, 132].

1.4 Scope of this Work

Coated gasoline particulate filters (cPGF) are a key element of future emission concepts.
Their complex interaction of washcoat and filter substrate joint with the more stringent
regulations that future cars must meet under a variety of operating conditions require a
deep understanding of the underlying phenomena. The sizing and the substrate properties
strongly influence the performance of the filter but also its costs. The aim of this work is to
develop modeling approaches for cGPFs which allow a predictive evaluation of pressure
drop, filtration and catalytic conversion under highly transient conditions. As a calibration
and validation basis, experiments on dynamic engine test benches with industrially rel-
evant full-sized samples are applied. With the help of pore-scale computed tomography
measurements, the porous media is described in its integral properties. To address the
specific operating conditions of GPFs, new modeling methods are incorporated into a
transient modeling framework in Matlab [136]. The resulting model is then applied to
determine optimal coating parameters. Figure 1.12 depicts the taken steps to develop and
apply the simulation model that are grouped into the following chapters:

Chapter 2 presents a heterogeneous filtration model with a new approach for inertial
deposition. The simulation can reliably predict the impact of pore size distribution and
geometrical properties on the filtration at a dynamic cold start. This chapter was published
in similar form as R. Walter, J. Neumann, O. Hinrichsen, "Extended Model for Filtration
in Gasoline Particulate Filters under Practical Driving Conditions", Environ. Sci. Tech-
nol. 2020 54 (15), S. 9285–9294. DOI:10.1021/acs.est.0c02487.

Chapter 3 extends the heterogeneous filtration model to coated filters. The necessary
pore scale properties are gathered via high resolution X-ray computed tomography. The
simulation can sucessfully replicate the impact of washcoating on pressure drop and
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filtration efficiency. The chapter was published in similar form as R. Walter, J. Neumann,
A. Velroyen, O. Hinrichsen, "Applying 3D X-ray Microscopy to Model Coated Gasoline
Particulate Filters under Practical Driving Conditions", Environ. Sci. Technol. 2022 56
(17), S. 12014-12023. DOI:10.1021/acs.est.2c01244.

Chapter 4 introduces a novel global reaction mechanism for three-way catalyst coated
filters. Due to the vast variety of quasi steady-state calibration data, the model delivers a
high quality prediction. With this approach it is possible to reproduce the behavior of a
fresh cGPF in a driving cycle without a similar measurement in the calibration data set,
proving the possibility to extrapolate with the presented approach. This chapter was pub-
lished in similar form as R. Walter, J. Neumann, O. Hinrichsen, "Modeling the Catalytic
Performance of Coated Gasoline Particulate Filters under Various Operating Conditions"
Ind. Eng. Chem. Res. 2021 60 (47), S. 16993–17005. DOI:10.1021/acs.iecr.1c03631.

Chapter 5 applies the developed kinetics on a modeling study to evaluate different ways
of coating filters. The comparison of zoning concepts demonstrates that in-wall as well
as on-wall filters can perform better if axial zoning is utilized. The chapter was published
in similar form as R. Walter, J. Neumann, O. Hinrichsen "A model-based analysis of
washcoat distribution on zoned coated gasoline particulate filters" Chem. Eng. J. 2022
441, S. 135615. DOI: 10.1016/j.cej.2022.135615.

Chapter 6 summarizes the obtained findings and draws the conclusion of this work. Ad-
ditionally, some suggestions for further investigation and perspective application outside
the shown context are outlined.

27

https://doi.org/10.1021/acs.est.2c01244
https://doi.org/10.1021/acs.iecr.1c03631
https://doi.org/10.1016/j.cej.2022.135615


1 Introduction

Figure 1.12: Graphical outline of the thesis. In order to develop a model of the transient
behavior of cGPFs, the filtration characteristics of an uncoated filter are studied in a first
step. Then, the model is incrementally extended by the introduction of coated filters, a
reaction mechanism and the influence of coating parameters.
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2 Extended Model for Filtration in
Gasoline Particulate Filters under
Practical Driving Conditions

Summary of the publication:
In order to reliably predict the particle number filtration of Gasoline Particulate Filters
(GPF) under practical driving conditions, an extension to established filtration models
is developed. For the validation of this approach and in order to close a gap of avail-
able measurement data at high space velocity in the literature, the particle-size resolved
fresh filtration efficiency of seven different cordierite filters is determined experimentally.
Moreover, the experiments on a dynamic engine test bench focus on the impact of the
pore size distribution and the filter wall thickness under steady-state as well as transient,
cold-start conditions. In order to model all trends observed, a new correlation for the
particle collection due to inertial deposition is proposed and embedded in a heterogenous
multiscale model framework for a GPF. The presented approach can predict all trends
observed in the measurements, including a stabilization of the filtration efficiency with
increasing space velocities above a certain level. A comparison of several modeling
approaches reveals the partly different behavior at varying space velocities for the here
presented model as well as for established filtration models.
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Individual Contributions of the Candidate
The contribution of the candidate to this publication included the conduction and analysis
of the experiments as well as the conception and implementation of the model. Also the
manuscript was written by the candidate. Jens Neumann help planning the experiments
and supervised the modeling process. Prof. Olaf Hinrichsen helped reviewing and editing
the manuscript.

Reprinted (adpated) with permission from Raimund Walter, Jens Neumann, and Olaf Hin-
richsen Environmental Science & Technology 2020 54 (15), 9285-9294 DOI: 10.1021/acs.
est.0c02487. Copyright 2020 American Chemical Society.
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2.1 Introduction

The worldwide increasingly stringent legislation regarding the emissions of particles of
gasoline engines requires a reduction of the particle emissions [67, 70]. One way to
achieve this reduction is the usage of Gasoline Particulate Filters (GPF) in exhaust gas
aftertreatment [67, 68]. The basic technology is already established for Diesel engines
that are equipped with Diesel Particulate Filters (DPF) for several years now. Both filter
types exist of a wall-flow device consisting of square channels plugged at alternate ends in
adjacent channels such that the exhaust gas mixture passes through the walls of a porous
substrate [79, 80].

The main difference between GPF and DPF are the operating conditions. Diesel engines
emit a relatively high particle mass that leads to a fast buildup of a soot layer on top of the
filter wall. This soot cake captures most of the particle emissions [80, 117]. The exhaust
gas temperature of Diesel engines is low enough that no spontaneous oxidation of the
particulate matter on the filter wall occurs. As a result of this, an active regeneration of the
DPF is triggered when the filter’s backpressure exceeds a critical point. Most modeling
tools for DPF’s aim to reproduce the increasing filtration efficiency and backpressure as
the soot loading rises [84, 119, 137]. The strategy then is to reduce the soot buildup
enough for lower backpressure without reducing the filtration efficiency. Thus, the fil-
tration efficiency of a fresh filter is not as relevant for DPF applications. On the other
hand, gasoline engines easily reach exhaust gas temperatures that suffice for spontaneous
soot oxidation under real-world conditions [86]. Therefore, models for system design
of gasoline engine’s exhaust gas aftertreatment should aim to capture the fresh filtration
efficiency as accurately as possible since it is possible to have a soot-free GPF in almost
any driving scenario. Next to the higher importance of fresh filtration, the higher space
velocity due to hotter exhaust gas distinguishes the particulate aftertreatment of Diesel
and gasoline engines.

Additionally, the introduction of Real Driving Emission (RDE) tests enforces the valida-
tion of the filtration performance in a variety of driving scenarios. These tests include
operating conditions with high mass flow and temperature that exceed conditions in
conventional test cycles [19, 138]. As a result of a literature survey, the experimental
operating conditions in terms of temperature and space velocity that are used for model
validation of existing filtration models are shown in Table 2.1. If not provided by the
authors, the space velocity is determined by given face velocities or mass flows with
densities derived by the ideal gas law. This comparison clearly shows a lack of model
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validation data for high space velocities and high temperatures.

The present work aims to present a framework for a GPF filtration model that can repro-
duce the filter behavior under realistic operating conditions, which exceed the validation
basis of current models shown in Table 2.1. For this purpose, we compare different
existing approaches to calculate the fresh filtration efficiency of a GPF. As a novel aspect,
the role of the inertia term inside the filtration model is addressed with respect to the GPF
operating conditions. Therefore, particle-size resolved measurements were conducted on
gasoline engine test benches using several filters and different test conditions. In addition
to steady-state operating conditions, an acceleration with a cold engine validates the
model for dynamic cycles. These measurements build an experimental validation basis
for filtration models with high volume flow rates and temperatures typical for gasoline
engines.

Table 2.1: Comparison of experiments used for model validation in literature.

Source
Used for model validation

by Particle generation Tmax
[◦C]

SV
[s–1]

[119] Tandon et al. [119] Particle generator 300 6
[139] Konstandopoulos et al. [140] Diesel engine 113 14
[140] Konstandopoulos et al. [140] Diesel engine 353 81
[54] Konstandopoulos et al. [140] Diesel engine 210 39
[78] Konstandopoulos et al. [78] Diesel engine 260 14

[141] Serrano et al. [84] Diesel engine 300 18
[142] Serrano et al. [84] Diesel engine 260 6

[143]
Serrano et al. [84], Gong

et al. [83]
Particle generator - 24

[83]
Serrano et al. [84], Gong

et al. [83]
Particle generator 175 0.4

[116] Gong et al. [83] Particle generator 20 82
[116] Ohara et al. [116] Particle generator 20 328
[62] Gong et al. [122] 1 cyl. gasoline engine 398 28
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2.2 Numerical Methods

2.2.1 Filtration Modeling

2.2.1.1 Existing Approaches

There are numerous methods to reproduce the behavior of filters for exhaust gas af-
tertreatment[83, 84, 116, 119, 140]. A 2D- or 3D-CFD particle-scale simulation using
the Lattice-Boltzmann Method can help to understand the local particle movement [102,
144]. To avoid the high computational expense of this approach, Korneev et al. used 2D-
CFD to solve the channel flow and advection-reaction equations to model the filtration.
However, at their current stage, the filtration model is not dependent on the filter structure
or operating conditions [145]. Nevertheless, 1D or 1D+1D models are still mostly used
for filtration simulation due to their fast computation time and sufficient accuracy [117,
146].

Starting with Konstandopoulos et al. [140], a series of unit collector models for the
filtration in wall-flow filters were published and validated using either engine test benches
or particulate generators. The description of the porous media as a packed bed of spheres
with the same hydrodynamic diameter as the pore network build the basis for all these
models. This assumption allows predicting the collection efficiency ηtotal of particles on
a single sphere (unit collector) with the diameter dc, that is then integrated across the filter
wall. Equation 2.1 expresses the resulting filtration efficiency due to the contribution of
each unit collector in a filter wall with the thickness thw and the porosity ε as:

FE = 1 – exp(–
3(1 – ε)

2ε

ηtotal · thw
dc

) . (2.1)

Three main mechanisms contribute to the collection efficiency: Brownian diffusion ηD,
direct interception ηR and inertial deposition ηI [80, 83, 84]. Other mechanisms, e.g.
sieving, are considered of minor impact. Assuming that all mechanism are independent
of each other, the resulting collection efficiency is expressed as:

ηtotal = 1 – (1 – ηD) · (1 – ηR) · (1 – ηI) . (2.2)

Konstandopoulos et al. [140] applied the correlation for diffusion and interception, de-
rived by Lee et al. [82] for a randomly packed bed of spheres and Stokes flow regime
on a ceramic filter substrate. Their work set the basis for most DPF and GPF modeling
approaches. An axial discretization of the channel extended the model [120] to represent
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the difference in velocity along the channel wall (1D+1D). Afterwards, many authors
tried to improve the model fit with additional correlations and methods to calculate the
enhanced filtration efficiency due to soot deposition in the filter [78, 119]. Only Ohara
et al. [116] applied a different set of correlations for diffusion and interception. They
employed empirically determined correlation for the collection efficiency of Otani et al.
[81].

Approaches that describe the filter’s micro-structure only by the mean pore size (MPS)
and the porosity are accurate for the operating conditions of DPF’s. There, the soot layer
enhances the filtration performance enough to keep the filtration almost independent of
the microstructure. On the other hand, the deep bed filtration of a clean GPF is very
sensitive to the microstructure of the filter [83, 147, 148]. Therefore, Gong et al. [83]
developed a heterogeneous model that includes a pore size distribution to reproduce the
deep bed filtration behavior.

2.2.1.2 Used Approach

Brownian Diffusion
The simulations in this work utilizes the correlations of Lee et al. [82], who analytically
solved the convection and diffusion of particles in a packed bed of spheres. Equation 2.3
expresses the the collection efficiency due to diffusion as:

ηD = 2
(

3π

4

)2
3
(

ε

K(ε)

)1
3
·Pe– 2

3 (2.3)

with the Peclet number Pe defined as:

Pe =
Ui ·dc

DD
. (2.4)

Here Ui represents the interstitial velocity, dc is the respective unit collector size and DD

the particle diffusion coefficient. K(ε) is Kuwabara’s hydrodynamic factor [111], that is
given by Equation 2.5.

K(ε) = 1 –
9
5

(1 – ε)
1
3 + (1 – ε) –

1
5

(1 – ε)2 (2.5)

Direct Interception
If the fluid transports a particle within the radius of the unit collector’s surface, the particle
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collection is named interception. Again, the established correlation of Lee et al. [82] is
used

ηR =
3(1 – ε)
2K(ε)

·
N2

R
(1 + NR)2 (2.6)

with the interception parameter NR defined as the ratio between particle and unit collector
size:

NR =
dp

dc,i
. (2.7)

Inertial Deposition
The inertia mechanism of particulate capture describes the inability of particles to follow
the streamlines of the gas due to their own inertia. The mechanism can be related to the
Stokes number St, that is defined as the ratio between the particle relaxation or stopping
time and its residence time [149]. Hereby the Stokes-Cunningham factor (SCF) corrects
the drag force of small particles:

St =
1
9

SCF
ρsoot,eff ·Ui ·d2

p

µ ·dc
. (2.8)

ρsoot,eff describes the density of an ideal spherical particle with the mobility diameter as
particle size. In this work ρsoot,eff is assumed constant at 800 kg/m3, because for particles
of relevant size the density does not have a strong dependency on the diameter [113].
Gal et al. [150], D’Ottavio et al. [151] and Otani et al. [81] each introduced an effective
Stokes number Steff to reproduce the influence of the Reynolds number and the porosity
on filtration. Otani et al. [81] and Gal et al. [150] proposed a correction factor based
on Ergun’s equation to correct the Stokes number, whereas D’Ottavio et al. [151] uti-
lized Happel’s hydrodynamic factor. Similarly to the work of D’Ottavio et al. [151],
we are using Kuwabara’s hydrodynamic factor K(ε), since this flow field calculation is
employed by all other collection efficiency correlations as well. Applying Kuwabara’s
hydrodynamic factor leads to the following definition of the effective Stokes number Steff :

Steff = St · (1 +
Re

K(ε)
) . (2.9)
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The resulting correlation for the collection efficiency due to inertia ηI , defined in Equa-
tion 2.10, follows the same form as in Otani et al., Rosner et al., D’Ottavio et al. [81, 149,
151] with the experimentally determined coefficients a and b

ηI =
Staeff

(b + Steff )a . (2.10)

There are other approaches available in literature which show an increase of filtration
efficiency with increasing fluid velocity. Otani et al. [81] modeled the diffusion with a
Reynolds number dependent coefficient of the Peclet number (see Equation 2.3) instead
of the constant one. Kirsh et al. [152] proposed a dramatically increased collection
efficiency at Reynolds numbers larger than one due to the effect of interception. Long
et al. [107] introduced new correlations for diffusion, interception, and inertial deposition
of particles based on Lattice-Boltzmann simulations. The correlations for the collection
efficiencies were, in part, chosen to the best match of available measurements of filters
under automotive conditions. Also, the underlying fundamentals are already validated
against lab-scale measurements [83].

Pore Size Distribution
The model utilizes a pore size distribution according to Gong et al. [83]. The pore size
distribution is transformed into a probability density function (pdf ) using a log-normal
fit. Afterwards, by applying Equation 2.11, the pdf of the corresponding unit collectors is
determined:

pdfdc =
2ε

3 · (1 – ε)
·pdfdpore . (2.11)

The collection efficiency is first calculated for each unit collector size and then combined
using a relative area approach

ηtotal(dp) =
∫

ηtotal(dc,dp) ·d2
c ·pdfdc d(dc)

l2dc

(2.12)

with ldc as the root of the mean area:

ldc = (
∫

pdfdc ·d
2
c d(dc))

1
2 . (2.13)
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2.2.2 Filter Model

The filter model used in this study solves the governing equations for the momentum
and enthalpy transport along a representative inlet - and outlet channel pair. According
to a 1D+1D approach, one-dimensional temperature and velocity profiles are calculated
along the channel length [120, 133]. Thereby, the channel wall is divided into slabs
for more detailed temperature profiles in case of transient simulation. Note that in an a
priori grid sensitivity study, a discretization of 100 axial and three wall elements yields
grid-independent results. For all simulations presented here, the x-coordinate is assigned
as radial direction and the z-coordinate as axial direction.
The channel velocity vj is determined by Equation 2.14 [153].

dpj

dz
= –β

d(ρv2
j )

dz
– 2

µ

D2
j
·Cf (Rew) · vj (2.14)

The coefficient β and the friction coefficient Cf are interpolated using the tables provided
by Bissett et al. [153]. The wall Reynolds number Rew has an upper bound of three.
As recommended by Bissett et al. [153], for Rew greater than three the table lookup
delivers the value for Rew = 3. These authors suggested this upper bond, since higher
Rew generated an unphysical behavior and no fully developed solution in their detailed
calculation was possible. Cooper et al. [154] compared the calculation of Bissett et al.
[153] with magnetic resonance imaging measurements of the gas flow in a filter. Despite
a large error for the friction factor at the front of the inlet channel due to the non-developed
flow at high Reynolds numbers, the model prediction for the axial wall velocity profile is
in good agreement with the measurements [154].

The channel velocity vj is calculated using the continuity equation:

D2
j

dρvj

dz
= (–1)j ·4Dj ·ρvw (2.15)

with the index j as 1 for the inlet channel and 2 for the outlet channel. The channel pair is
coupled using Darcy’s law without Forchheimer’s extension:

∆p =
µ · vw

kw
· thw . (2.16)
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Hereby, the permeability kw is fitted to pressure drop measurements for each filter and is
supplied in the supporting information for each filter. The temperature of the gas phase in
the channel is assumed as quasi-steady according to Equation 2.17.

cpρjvj
dTj

dz
=

4
Dj

· (αj + (–1)j · cpρvw) · (Tw – Tj) (2.17)

The heat transfer coefficient α is derived via a Nusselt correlation of Bissett et al. [153].
The porous media is assumed as homogeneous, and the ideal gas law is used. All
substance data are calculated with correlations from [155]. The temperature of the wall
Tw is calculated using the enthalpy balance with axial heat conduction:

ρscs ·
dTw
dt

= λs ·
d2Tw

dz2 + Hconv + Hw (2.18)

with Hconv = α1 ·
4

D1
· (T1 – Tw) + α2 ·

4
D2

· (T2 – Tw)

and Hw =
4

D1
ρ1 · vw,1 · cp,1(T1 – Tw) –

4
D2

ρ2 · vw,2 · cp,2(T2 – Tw) .

Here again, the index 1 stands for the inlet channel and 2 for the outlet channel. The object
oriented model is implemented in Matlab using ode15s and bvp4c to solve differential
equations [136].

2.3 Experimental

2.3.1 Setup

A dynamic engine test bench equipped with a direct injection spark ignition gasoline
research engine is used for all measurements in this study. The main technologies
are exhaust gas turbocharging, a fully variable valvetrain, and gasoline direct injection
with homogeneous operation. The four cylinder engine has a displacement volume of
1998 cm3 and utilizes a 350 bar injection system [156]. Figure 2.1 shows a schematic
of the measurement setup. The GPF placement, approximately 2 m downstream of the
close-coupled catalyst, aims to resemble an underfloor position with a defined, idealized
inflow to minimize effects of flow maldistribution across the filter’s front face.

Particles are measured using a Cambustion DMS500 particulate analyzer. The device
determines the electrical mobility of beforehand charged particles in parallel using a high
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Figure 2.1: Measurement setup.

voltage electrode surrounded by 22 grounded electrometers [157]. Thus, the DMS500
allows the transient measurement of the particle size-resolved number concentrations. An
additional particle counter (Horiba MEXA 2100 SPCS) is placed either downstream or
upstream of the GPF. The analyzer utilizes laser scattering condensation particle counting
with a built-in cyclone [158]. Therefore, only particles above 23 nm are measured. The
highly automated engine test bench allows the usage of the same measurement device
for the calculation of the filtration efficiency. For this, the sampling locations for the
particle analyzers are switched during repetitive measurements. The engine is fueled with
standard gasoline (ROZ95 E10).

Before each measurement point, an in-situ regeneration procedure, using a lean operation
of the combustion engine as well as several fuel cuts, guarantees a soot-free filter. For the
steady-state experiments, the engine runs at operating temperature of the corresponding
load and speed settings. Since the steady-state experiments showed a high reproducibility
in a preliminary test, these experiments are not repeated. A preconditioning process
achieves stable starting conditions before each measurement of a driving maneuver. This
process cools the engine and its periphery down until a standardized set of temperatures
(engine oil and coolant temperature, the temperature at the filter’s inlet) is reached. All
dynamic measurements are repeated four times for each sampling location. During all
filtration experiments the engines operates stoichiometrically, thus the oxygen content in
the exhaust gas is not sufficient for a partial oxidation of the particles.

2.3.2 Used Filters

For model validation, seven different uncoated cordierite filters are tested. All these
research samples have the same diameter of 132 mm and a length of 120 mm. The pore
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size distribution is fitted to a log-normal distribution using the d10, MPS (d50) and d90
values obtained by mercury intrusion porosimetry. Here, the MPS is set as median, and
the fitting procedure iterates the variance to achieve the best fit with the measured d10 and
d90 values. The result is a variance of 120 µm for the filters with MPS 12 µm and 40 µm
for all other filters. Table 2.2 shows the specification of the two base filters GPF A and
GPF B as well as the five adaptions of GPF B used in the later sensitivity study. These
adaptions are covering variations of the wall thickness and the mean pore size. Within the
two variations, all other filter characteristics (i.e. porosity, cell density) are similar to the
properties of GPF B.

Table 2.2: Filter characteristics for substrates used in this study.

GPF A GPF B Adaptions of GPF B

MPS7
MPS8 /
WT8

MPS12 WT10 WT12

Porosity [-] 50% 55% 55% 55% 55% 55% 55%
Wall thickness
[mil] 6 8 8 8 8 10 12

Cell density [cpsi] 200 200 200 200 200 200 200
MPS [µm] 12 8 7 8 12 8 8

The permeability for the simulation is tuned to fit pressure drop data at the engine test
bench. The used values are listed in Table 2.3.

Table 2.3: Tuned permeabilities used for the channel scale flow field calculation

Filter Permeability [µm2]

GPF A 0.83
GPF B 0.57
GPF B - MPS7 0.53
GPF B - MPS8 / WT8 0.57
GPF B - MPS11 1.5
GPF B - WT10 0.42
GPF B - WT12 0.46

2.4 Results and Discussion

2.4.1 Steady State Filtration

As described above, there is a lack of filtration experiments with high flow velocity and
temperature. Therefore, we have conducted a set of steady-state experiments with rising
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temperature and space velocity. The utilized engine conditions are typically found during
dynamic driving operations. The result was used to calibrate the inertia coefficients a,b of
Equation 2.10. These coefficients are then held constant in all simulations in this study.
The best fit to the tested filters GPF A and GPF B was obtained with a = 0.7817 and
b = 2.4363. Next to these two coefficients, only the permeability, which is detailed in
the supporting information, is calibrated to match backpressure and wall-flow behavior
for each filter. All other input parameters are either measured inlet conditions, e.g.
temperature, or properties of the filter.
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Figure 2.2: Particle number concentration normalized to the highest upstream concen-
tration and the model prediction for different steady-state points (dashed lines with
symbols: experimental data; solid lines: simulation).

Figure 2.2 shows the particle emissions upstream and downstream of GPF A and B with
the characteristics from Table 2.2. The emissions values are normalized to the maximum
upstream particle concentration (see Figure 2.3 d). GPF B has lower tailpipe emissions,
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which can be mainly attributed to the smaller mean pore size. The particle size distribution
upstream of the filter shows a plateau around 50 nm with steep flanks towards larger par-
ticles, similar to the measurements of Viswanathan et al. [62]. In all tests, small particles
below 23 nm are reduced notably due to diffusion as dominant filtration mechanism.
The model prediction (solid lines) and the measurement data (dashed line) are in good
agreement for the diffusion dominated particle sizes. The peak in downstream particles is
underestimated for GPF A, but the simulation predicts the most penetrating particle size
correctly in each case.

Figure 2.3 compares the corresponding filtration curves for the different working condi-
tions. Here the model prediction and the measurements differ for large particles above
100 nm. This discrepancy can be explained in part by the low particle concentration
of large particles at the inlet and the corresponding lower measurement accuracy of the
particle analyzer. Figures 2.3 e,f depict the contribution of each filtration mechanism for
the last operating point. Note that the mechanisms are not additive due to Equation 2.2.
For both filters, small particles are almost exclusively captured via diffusion. However,
its impact is deceasing with the particle size. The collection efficiency of interception is
small compared to the impact of inertia under these operating conditions, because of the
high space velocity (SV) as well as the small particle size.

As the SV rises, the filtration efficiency stagnates and even slightly increases. This
behavior is, to the best of the authors’ knowledge, not recorded for filters in the auto-
motive context before, due to the lack of comparable measurements in the literature. The
extensive GPF cleaning procedure before each steady-state measurement, as well as the
usage of only the first 20 s of the measurement time, minimizes the possible influence of
soot loading. During this time interval, no trend towards higher filtration efficiencies was
detected. To model the stagnation and slight increase in filtration efficiency, it is necessary
to enhance the particle capture to due inertial deposition. The interception is independent
of the filtration velocity, since it is understood as a phenomena of the ratio of pore size to
particle size. However, with increasing velocity, the inertia of the particles increases as
well. Thus, particles are no longer able to follow the streamlines of the fluid and hit the
porous medium.
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Figure 2.3: Comparison of simulated and measured filtration efficiencies for the steady-
state points (dashed lines with symbols: experimental data; solid lines: simulation).
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2 Filtration

2.4.2 Driving Maneuver Simulation

Academic studies typically utilize steady-state operating points for filtration experiments
[62]. However, in practice, dynamic drive cycles are an essential design criterion. There-
fore, models used for system design should be able to reproduce transient scenarios. With
filtration measurements, there are two main obstacles for reliable transient measurements
under industrially relevant conditions. Firstly, the reproducibility of particle emissions
is not as high as for gaseous emissions, since the particles are strongly affected by the
experimental conditions, e.g., temperatures in the engine. Secondly, the length of the
transient measurement has to be short to minimize the impact of soot deposition in the
filter since this study is about fresh filtration, which is, next to the pressure drop, the key
criterion for choosing a GPF [83, 90]. For these reasons, the dynamic driving maneuver
in this study consists of a short acceleration with a cold engine. Since, the cold-start is
responsible for most particle emissions [8, 94], this test is an important aspect for the
design of the exhaust gas aftertreatment.
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Figure 2.4: Dynamic filtration experiment - used profile and corresponding simulation
(dashed lines with symbols: experimental data; solid lines: simulation).

The course of space velocity and temperature of this driving maneuver is shown in Fig-
ure 2.4 a. Since a recorded profile of a vehicle was used, the SV drops during gear shifts.
Note that the temperature never exceeds the dew point in the measurements. Figure 2.4 b
illustrates the cumulative particle emissions normalized to the emissions upstream of the
filter. Again, the setup employes the same GPFs as for the steady-state experiments. As
expected, GPF B with the smaller mean pore size yields lower emissions. Overall, the
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model achieves a high prediction quality of the cumulative emissions.
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Figure 2.5: Time-integrated size-resolved particle flow normalized to the peak upstream
of the GPF and resulting overall filtration efficiency: simulation vs. measurement
(dashed lines with symbols: experimental data; solid lines: simulation).

In Figure 2.5, the particle size distribution of the whole driving maneuver is displayed.
Hereby, the transient particle number flow of each particle size is integrated over time,
according to Equation 2.19, to determine the resulting time-integrated particle size distri-
bution of a transient measurement:

PN(dp) =
∫ tend

t=0

ṁ(t)
ρexh

·PNC(dp, t)dt . (2.19)

The exhaust gas density ρexh at standard conditions for E10 fuel is used [159]. Fig-
ure 2.5 a,b shows the particle size distribution at the inlet as well as the downstream
particles for GPF A and B, together with the corresponding model fit. The particle
numbers are normalized to the maximum value of the measured upstream value at ap-
proximately 70 nm. When comparing the result to the steady-state measurements, a shift
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towards larger particles can be seen. Again, the most penetrating particle size is around
80-100 nm. The subfigures 2.5 c,d show the corresponding filtration efficiencies. Here,
the model prediction differs from the measurement for larger particles. The divergence
is caused in part by the low upstream particle flow of this size and, by the corresponding
lower measurement accuracy.
Due to temperatures below the dew point as well as space velocities around 50 1/s, the
filtration efficiency is lower than for the steady-state measurements above. The simulation
quality demonstrates that these effects are predicted accurately by the model. In summary,
the shown accuracy validates the proposed correlation for the usage in system design.

2.4.3 Sensitivity on Filter Characteristics

An additional variation of the pore size and the wall thickness provides a validation of
the determined inertia coefficients. For this, we have tested five adaptions of GPF B with
controlled pore-size distribution employing the same procedure as before. For clarity,
only the steady-state measurements at 750 ◦C and 90 s–1 are stated. The particle counter
is used to validate the simulation. Thus, the analysis of the filtration efficiency consists
only of particles above 23 nm.
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Figure 2.6: Sensitivity on mean pore size and wall thickness of the filtration model.
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Figure 2.6 illustrates the measured and simulated filtration efficiencies. The variation of
the mean pore size on the left side shows the expected decrease in filtration efficiency with
rising pore size. The variation of the channel wall thickness from 8.5 mil to 12 mil results
in higher FE as well. Nevertheless, in this case, the differences are smaller compared to
the variation of the pore size. Naturally, the pressure drop that is not part of this study
increases with the wall thickness as well as with smaller pore sizes.
The results of the model prediction (hatched bars) follow the trend correctly in both varia-
tions. Except for the permeability to correctly capture the wall velocity in the channel, no
further adaption of parameters is necessary to simulate the filtration efficiency. Thus, the
above-found coefficients for the inertial deposition are valid in a wide range of different
GPF properties.

Note that the cell width is dependent on the wall thickness and the cell density. Therefore,
the variation of the wall thickness at constant cell densities yields a slightly different cell
width of the channels. To address this issue, a simulation of the wall thickness variation
with constant cell width was conducted. This test has shown less than 1% deviation from
the reference simulation.

2.4.4 Simulation Study - Sensitivity on Operation Conditions

A simulation study using GPF A and B is conducted to explain the influence of the
operating parameters temperature and space velocity.
The first numerical experiment evaluates the impact of temperature at a fixed space
velocity of 40 s–1. A second analysis varies the space velocity at a constant temperature
of 500 ◦C. The temperature variation in Figure 2.7 a,b shows that the temperature mainly
influences the diffusion process. Especially the FE of smaller particles is increasing with
higher temperature, whereas large particles above 200 nm are collected less efficiently.
The latter effect of decreasing FE, which is of low practical interest, since few particles
exceed the size 100 nm in gasoline exhaust gas, can be explained with the dependence of
the Stokes number on the fluid density. Additionally, the most penetrating particle size is
shifted towards larger particles with increasing temperature. The bottom half of Figure 2.7
depicts the influence of the space velocity. A low space velocity yields a completely
diffusion-controlled filtration curve with high FE for small particles. A slight increase in
the volume flow results in lower FE because of a decrease in collection efficiency due to
diffusion. A further increase in space velocity reverses the trend. The FE is increasing
again, because of the enhanced inertia of the particles. Especially heavy particles with
large diameter are captured better with increasing volume flow.
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Figure 2.7: Simulation of the influence of temperature and space velocity on fresh
filtration efficiency.
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2.4.5 Comparison of Modeling Approaches

To further investigate the interaction of the used correlation and the space velocity, a
comparison of different modeling approaches using a representative inlet particle size
distribution (see Figure 2.2 c ) with the characteristics of GPF B is conducted. Each case
utilizes the same, here presented model framework for the channel scale simulation to
avoid discrepancies due to different axial wall velocity distributions. Only the correlations
for the filtration mechanisms and the usage of a pore size distribution versus one mean
pore size (d50) are changed. If a model includes additional calibration factors, e.g.
interception length scale [83] or a sticking probability [84], the parameters are set to the
default value, which is normally one. For the soot penetration in the Serrano et al. [84]
series, a lower bound of the effective filter wall thickness is utilized to achieve a smooth
characteristic at SV approaching zero.
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Figure 2.8: Filtration efficiency for a representative particle size distribution (taken from
Figure 2.2 c) calculated with different filtration models.

Figure 2.8 shows the resulting filtration efficiency as a function of the space velocity
for each model. Note that, the validated range of SV is different for the approaches (see
Table 2.1) and the highest measured space velocity for the here proposed model is 210 s–1.
When comparing the new approach of this study with established filtration models for
space velocities smaller than 50 1/s, the results for most modeling approaches - includ-
ing our approach - are similar since many of these researchers utilized the same set of
experiments for model validation and very similar correlations. The model prediction of
Konstandopoulos et al. [78] differs from the other approaches because the authors only
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considered a mean pore size instead of a pore size distribution. The flow distribution
between different pore sizes drastically reduces the FE due to diffusion. Tandon et al.
[119] did not correct the drag force on small particles using the SCF correction. Therefore,
the calculated diffusivity of particles decreases considerably. Gong et al. [83] as well as
Ohara et al. [116] utilize an effective Stokes number and different coefficients for the
inertial deposition compared to Tandon et al. [119] and Serrano et al. [84], which leads to
their slower decrease in filtration efficiency. The variable soot penetration in the approach
of Serrano et al. [84] dampens the FE decrease compared with Tandon et al. [119].
The new approach follows the model of Gong et al. [83] for low space velocities. In
several studies, this model was validated against experimental data in the literature [83,
85, 122]. However, when further increasing the space velocity, the model approaches
differ. Only this approach yields a complete stagnation and even a slight increase again
because of the proposed correlation for inertial deposition. Modelers should use this
method when predicting filtration at high volume flow. To further investigate the in-
teraction of space velocity and filtration, the particle-size resolved development of the
filtration efficiency for different space velocities as well as temperatures are shown in the
supporting information.
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3 Applying 3D X-Ray Microscopy to
Model Coated Gasoline Particulate
Filters under Practical Driving
Conditions

Summary of the publication:
Recent progress in 3D X-ray microscopy allows to analyze coated Gasoline Particulate
Filters on a detailed pore scale level. However, derivable detailed three-dimensional mod-
els for filter simulation are not applicable under transient driving conditions of automotive
aftertreatment systems due to their inherent complexity. Here, we present a novel concept
to utilize highly resolved 3D X-ray microscopy scans and their quantitative analysis for
a macroscopic model of coated Gasoline Particulate Filters intended to be applied in a
driving cycle. A previously developed filtration model build on a 1D+1D flow model
on the channel scale of a filter is utilized. Accompanying measurements conducted on
a dynamic engine test bench serve as validation for pressure drop and filtration charac-
teristics. With the determined properties from 3D X-ray microscopy, the macroscopic
model successfully replicates the measurements. Regarding the filter coating, the reduced
porosity and a decrease of medium sized pores relative to an uncoated substrate reduce
the filtration efficiency under steady-state as well as transient conditions.
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Individual Contributions of the Candidate
The contribution of the candidate to this publication included the preparation of the sam-
ples as well as the latter analysis of the filtration and 3D X-ray microscopy measurements.
Astrid Velroyen conducted the 3D X-ray microscopy measurements and organized the
necessary time slots and the software resources for the 3D analysis. The candidate
also carried out the conception and implementation of the model as well as writing the
manuscript. Jens Neumann help planning the experiments and supervised the modeling
process. Prof. Olaf Hinrichsen reviewed and edited the manuscript.

52



3.1 Introduction

To cope with the increasingly stringent legislation regarding the particle number emis-
sions [70], Gasoline Particulate Filters (GPF) are a relatively new technology [68, 80]
applied in automotive aftertreatment systems. In addition to the filtration purpose, the
GPF can be optionally coated to incorporate the function as three-way-catalyst (TWC)
in order to decrease the necessary packaging volume and costs. The washcoat made of
Pd/Rh with cer supported by alumina [90, 160] is usually deposited in the wall [110]. This
process influences the porous media [97] and therefore strongly impacts the filtration and
pressure drop behavior of the filter.

Recently, progress in X-ray tomography (XRT) allows to elucidate structures inside the
porous walls of coated wall-flow filters on a pore scale. Especially, X-ray microscopy
(XRM), that combines computed tomography with an optical lens system, offers high res-
olution of these small structures. This opens up the possibility to simulate the fluid flow,
chemical reaction kinetics or even filtration behaviour by means of three-dimensional
(3D) computational fluid dynamics (CFD) approaches. For flow behaviour with focus on
pressure drop and permeability, XRM scans can be analyzed by 3D CFD [97, 161, 162].
Kočí et al. [110] and Greiner et al. [163] introduced such a methodology for a pore-scale
simulation of flow, diffusion and reaction in a coated catalytic filter. Also with focus on
catalytic reactions, Belot et al. [144] investigated the impact of the washcoat distribution
by 3D CFD. Recently, Plachá et al. [87] developed a 3D CFD model for filtration to
analyze its interplay with the washcoat distribution.

Despite of its ability to gain access to detailed structures on a pore scale, 3D CFD is
– due to its numerical requirements – still not applicable for simulations with a broader
scope, e.g. driving cycle analysis or control-oriented modeling of filter behaviour. For this
purpose, Gong et al. [85] developed a workflow to incorporate the pore size distribution of
low-resolved XRT scans in a previously developed macroscopic filtration model [83, 122]
for uncoated GPF’s. This type of filtration model usually works on channel scale and is an
established approach since many years for Diesel and Gasoline particulate filters [78, 84,
116, 119, 140, 164, 165]. In a previous work of us, we extended a macroscopic filtration
model to high space velocities by suggesting a new correlation for the particle collection
due to inertial deposition [95].
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3 Filtration in Coated Filters

The aim of the present study is to combine the XRM-based access to pore scales of a
GPF with a macroscopic filter model. As the novel aspect here, we extend the general
workflow of Gong et al. [85] for the first time to a coated GPF (cGPF). Also, the XRM
technique that allows for finer resolution is utilized.

In our workflow presented below, pressure drop and filtration efficiency behavior of
two differently coated filters and their corresponding bare substrate are measured on a
specifically equipped dynamic engine test bench. Also, XRM scans are conducted. In the
postprocessing of the scans, porosity, pore size distribution and permeability are derived
by volumetric analysis as well as via a subsequent 3D CFD simulations. Finally, the
determined characteristics of the porous media are applied in our previously published
macroscopic 1D+1D filtration model [95].

3.2 Materials and Methods

For the validation of the different experimental and numerical methods applied in this
work, three research cGPFs samples are tested: two differently coated filters and the
corresponding bare substrate. The nominal cell density of the cordierite substrate is
300 cpsi and its wall thickness is 8 mil (0.2 mm) nominal. All samples have the same
diameter of 132 mm and a length of 120 mm. The two coatings differ in the amount of
washcoat applied. The first cGPF, denoted as C1 in the following, is coated with 75 g/l.
For the second one, 120 g/l are applied and the notation C2 is used.

3.2.1 3D X-Ray Microscopy Tomographic Imaging

In a defined preparation procedure, every filter is divided up axially through the centerline
to extract two filter halves with original length. From the axial middle of the filters,
3×4 mm sized samples are then manually extracted using a scalpel. Hereby, attention
was paid to avoid damaging the vulnerable channel structure of the sample.

The XRM scans were conducted on a Zeiss Xradia 620 Versa at 60 kV source volt-
age and 20x optical magnification. During the scanning, the sample rotated stepwise.
In every position, a transmission image with an exposure of 20 s was captured which
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leads to a total scan time of 25 h per sample. Due to the high optical magnification,
a resolution of 0.3 µm/voxel is obtained. The resulting scans contained approximately
1500×700×1800 voxels.

In a postprocessing of the scans, it is necessary to determine the interface between solid
and void as well as to distinguish the washcoat from the cordierite. Within the VGSTU-
DIO MAX software [166], a specified surface determination workflow was developed to
obtain a realistic representation of the solid-to-void surface. It includes several steps of
the OpeningClosing function to remove false particles or voids and to finally obtain a
realistic representation of the surfaces. Note that the washcoat of sample C1 and C2 has a
significantly higher density than the cordierite substrate opening the option to distinguish
them by the radiodensity value. Thus, it was possible to segment washcoat and cordierite
by their grey values into distinct volume portions for further analysis.

Next, the characteristics of the porous media are determined. For the porosity of the sam-
ples, a workflow utilizing a defect ROI is applied [166]. The maximum sphere inscription
method (see e.g. [167]) is used for the pore size distribution. The permeability of the
samples is determined by 3D CFD simulations of the discretized sample volumes directly
in the Transport Phenomena Simulation Module of the VGSTUDIO MAX software [166].
A Lattice Boltzmann method (LBM) is utilized based on the assumptions of a steady-
state, incompressible and low-Reynolds number creeping flow. Boundary conditions in
flow direction are specified as planes with constant pressure adjacent to the inlet/outlet
channel surface, whereas all in-wall boundaries are defined by a no-slip condition.

3.2.2 Pressure Drop and Filtration Measurements

For the validation of pressure drop and filtration efficiency, measurements are conducted
on a dynamic engine test bench equipped with a direct injection spark ignition gasoline
research engine. Its main technologies are exhaust gas turbocharging, a fully variable val-
vetrain, and gasoline direct injection with homogeneous operation. The engine is fueled
with standard gasoline (ROZ95 E10). Figure 3.1 shows a schematic of the measurement
setup. The GPF placement, approximately 2 m downstream of the close-coupled catalyst,
aims to resemble an underfloor position with a defined, idealized inflow to minimize
effects of flow maldistribution across the filter’s front face. The pressure is measured
directly before and after the filter to avoid any influence of the cones. The setup and
the engine are identical with the procedure described in reference [95]. The preparation
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procedure for the XRM described above has been carried out after completion of the
measurements in order to visually analyze the identical filter samples measured before.
Particles are measured with two particle counters (Horiba MEXA 2100 SPCS) [158],
placed downstream and upstream of the GPF with switches of these sampling location
after a number of repetitions. The filtration efficiency is always calculated with data of
one particle counter. Thus, slight differences between the measurement devices have no
impact on the filtration efficiency value. The analyzer has a built-in cyclone. Therefore,
only particles above 23 nm are measured. In order to avoid condensation of hydrocarbons
the sampling lines between the analyzers and the exhaust gas system are heated.

Figure 3.1: Measurement setup for the determination of pressure drop and filtration
performance.

Steady-state experiments are carried out for the analysis of the pressure drop and filtration
efficiency. Here, the engine runs at operating temperature of the corresponding load
and speed settings. 11 defined operation points are measured, ranging up to an exhaust
mass flow of about 500 kg/h and a pre-filter temperature of ca. 820 ◦C. Additionally, a
second set of measurements is performed to validate the transient filtration performance.
It consists of a highly dynamic cold-started sequence of a driving cycle with a duration
of 150 s. Before each measurement point and driving sequence, respectively, an in-situ
regeneration procedure, using a lean operation of the combustion engine as well as several
fuel cuts, guarantees a soot-free filter. A preconditioning process achieves stable cold
starting conditions before each driving sequence. This process cools the engine and its pe-
riphery down until a standardized set of temperatures (engine oil and coolant temperature,
the temperature at the filter’s inlet) is reached. All measurements are repeated sufficiently
for each sampling location to achieve a saturated statistics of all measured quantities.
The interested reader is referred to our previous study [95] for more measurement details
including time traces of the transient driving cycle. Since the installed particle counter
cannot determine the particle size distribution, we apply a previously measured engine
out particle size distribution [95]. The measurement procedure as well as the engine
are identical to the earlier study. The particle size was determined with DMS500 particle
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counter. Again, the vacuumed sampling pipes were heated in order to avoid condensation.
Figure 3.2 shows the normalized GPF in particle size distribution for the steady-state
operating points and the mass flow average particle size distribution (in black) for the
transient cycle. The characteristics are normalized to their individual maximal value,
respectively.

Figure 3.2: A priori determined particle size distributions. The size distribution of the
transient cycle (in black) is averaged via the mass flow. All characteristics are normalized
to their peak value.

3.2.3 Modeling Approach

The macroscopic filtration model [95] described below in Section Filtration Modeling is
used based on the determined characteristics of the porous filter media from XRM. It is
based on a flow model of the cGPF, explained first in Section Flow Model. Further details
can be found in Ref. [95, 168].

3.2.3.1 Flow Model

Following a 1D+1D approach [133, 169, 170], a channel pair and the porous filter wall
are discretized in axial and through-wall direction. All quantities, e.g. the through-
wall velocity and the homogeneous wall temperature, are calculated on this grid. In the
following equations, the index j is 1 for the inlet channel and 2 for the outlet channel.
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Equation (3.1) couples the channel velocity vj with the wall velocity vw,j via the continuity
equation:

D2
j

∂ρjvj

∂ z
= (–1)j ·4Dj ·ρj · vw,j (3.1)

Assuming no radial deviation of the pressure in the channel, the 1D-pressure profile p is
determined by:

∂pj

∂ z
= –βj(Rew) ·

∂ (ρj · v2
j )

∂ z
– 2 ·

µj

D2
j
·Cf ,j(Rew) · vj (3.2)

Hereby, the momentum flux factor βj and friction coefficient Cf (Rew) are applied to
better match the characteristic flow in the channels of wall-flow filters. The values are
interpolated using the tables provided by Bissett et al. [153] with an upper bound of three
for the wall Reynolds number Rew as recommended in the literature [153, 171]. The
channels are coupled via Darcy’s law (3.3).

p1 – p2 = µ · vw
kw

· tw (3.3)

Here, kw describes the homogeneous wall permeability. To incorporate the additional
pressure loss due expansion and contraction at the filter’s inlet and outlet, Equation (3.4)
is applied with the resistance coefficient ζj set to 1.25 [162]:

∆pj =
ζj

2ρj
· ( ṁ

D2
j

)2 (3.4)

3.2.3.2 Filtration model

Our macroscopic filtration model [95], which is based on the flow model, applies the
established concept of a unit collector [140]. Hereby, the porous media of a wall-flow
filter is described as a packed bed of spheres with the same hydrodynamic diameter as
the pore network of the filter. This assumption allows predicting the collection efficiency
ηtotal of particles on a single sphere (unit collector) with the diameter dc, that is then
integrated across the filter wall. Equation 3.5 expresses the resulting filtration efficiency
due to the contribution of each unit collector in a filter wall with the thickness tw and the
porosity ε as:

FE = 1 – exp(–
3(1 – ε)

2ε

ηtotal · tw
dc

) . (3.5)
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Three main mechanisms contribute to the collection efficiency: Brownian diffusion ηD,
direct interception ηR and inertial deposition ηI [80, 83, 84]. Other possible mechanisms
are considered negligible. With the assumption that all mechanism are independent of
each other, the resulting collection efficiency is expressed as:

ηtotal = 1 – (1 – ηD) · (1 – ηR) · (1 – ηI) . (3.6)

Brownian diffusion
We utilize the correlations of Lee and Gieseke [82], who analytically solved the con-
vection and diffusion of particles in a flowfield described by Kuwabara’s solution for a
packed bed of spheres [111]. Equation 3.7 expresses the the collection efficiency due to
diffusion as:

ηD = 2
(

3π

4

)2
3
(

ε

K(ε)

)1
3
·Pe– 2

3 (3.7)

with the Peclet number Pe defined as:

Pe =
Ui ·dc

DD
. (3.8)

Here, Ui represents the interstitial velocity, dc is the respective unit collector size and DD

the particle diffusion coefficient. K(ε) is Kuwabara’s hydrodynamic factor [111], that is
given by Equation 3.9.

K(ε) = 1 –
9
5

(1 – ε)
1
3 + (1 – ε) –

1
5

(1 – ε)2 (3.9)

Direct interception

If the fluid transports a particle within the radius of the unit collector’s surface, the
particle sticks on the unit collector and is intercepted. For this mechanism, the established
correlation of Lee and Gieseke [82] is applied

ηR =
3(1 – ε)
2K(ε)

·
N2

R
(1 + NR)2 (3.10)

with the interception parameter NR defined as the ratio between particle and unit collector
size:

NR =
dp

dc,i
. (3.11)
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Inertial deposition
The inertia mechanism of particulate capture describes the inability of particles to follow
streamlines of the gas due to their own inertia. For the modeling, the Stokes number
Stk is applied. This number describes the ratio between the particle stopping time and
its residence time [149]. Hereby, the Stokes-Cunningham factor (SCF) corrects the drag
force of small particles:

Stk =
1
9

SCF
ρsoot,eff ·Ui ·d2

p

µ ·dc
. (3.12)

Hereby, the effective density of the soot particles ρsoot,eff is assumed constant at 800 kg/m3

[113].

Similarly to the work of D’Ottavio and Goren [151], we are using Kuwabara’s hydro-
dynamic factor K(ε), since this flow field calculation is employed by all other collection
efficiency correlations as well. This assumption leads to the following definition of the
effective Stokes number Stkeff :

Stkeff = Stk · (1 +
Re

K(ε)
) . (3.13)

Following the same form as in Ref. [81, 149, 151], the resulting correlation for the
collection efficiency due to inertia ηI is defined in Equation 2.10 with experimentally
determined coefficients [95]

ηI =
Stk0.7817

eff

(2.4363 + Stkeff )0.7817 . (3.14)

Pore size distribution
The pore size distribution acquired from XRM analysis is integrated into the macroscopic
filter model by transforming it into a discrete probability density function (pdf ) similar
to Gong and Rutland [83] with the main difference that we do not apply a log-normal fit
[164]. Afterwards, by applying Equation 3.15, the pdf of the corresponding unit collectors
is determined:

pdfdc =
2ε

3 · (1 – ε)
·pdfdpore . (3.15)
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The collection efficiency is first calculated for each unit collector size and then combined
using a relative area approach

ηtotal(dp) =
∫

ηtotal(dc,dp) ·d2
c ·pdfdc d(dc)

l2dc

(3.16)

with ldc as the root of the mean area:

ldc = (
∫

pdfdc ·d
2
c d(dc))

1
2 . (3.17)

3.3 Results and Discussion

3.3.1 3D X-Ray Microscopy Results

Figure 3.3 shows sectional views of the filter wall of the three samples taken from XRM
scans. In the lower row, a finer scan of the middle of the horizontal wall between two
neighboring crossings of vertical and horizontal walls is depicted. A representative part,
the so called region of interest (ROI) is used for later analysis. Additionally, correspond-
ing coarser scans located at crossings are depicted in the upper row of Figure 3.3. The two
different solid materials cordierite and washcoat and the void can be clearly distinguished
between white (washcoat), gray (cordierite) and black (void). A highly porous structure
of the cordierite substrate wall becomes visible with a collection of different pore sizes,
ranging from small pores up to some – in relation to the wall thickness – very large pores.

Figure 3.3: 3D X-ray microscopy scans.
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3 Filtration in Coated Filters

The washcoat for the samples C1 and C2 is distributed quite heterogeneously. Whereas
small pores are often completely filled with coating material, larger pores are covered by
washcoat only at its margins. All scans of C1 and C2 show that the washcoat is located
in-wall independently of the washcoat amount. However, for C2 with 120 g/l washcoat
amount, it becomes visible from the view of the crossing ROI that there is a thin layer
of washcoat deposited on the wall in addition to the in-wall coating. This on-wall layer
is discontinued by cracks which likely stem from a thermal impact [110]. Note that no
such layer can be detected in the mid-wall ROI (Figure 3.3, lower row, right), with one
local exception of a single visible spot with high washcoat concentration at the lower wall.
Therefore, similar to classical on-wall coating the excess washcoat of in-wall coated filters
concentrates on the corner of the channels. Since there is only negligible through-wall
flow at the corner as the symmetric pressure gradients of four channels cancel each other
at the crossing point, the on-wall layer at this location is not considered in the model. A
possible impact on the friction losses in the channel is assumed to be minor because the
layer only slightly changes the square geometry.

(a) Porosity along the x-direction. (b) Volumetric washcoat fraction along the x-
direction.

Figure 3.4: Porosity and volume fraction of washcoat along the through-wall direction.

An analysis of the porosity distribution in through-wall direction is shown in Figure 3.4a.
In order to collect these characteristics, the ROI is divided into layers with a thickness
of two voxels. For every layer, the porosity is determined, resulting in a continuous
characteristic along the through-wall direction. At the boundaries to the channel, no
uncoated or coated solid material exists and obviously the porosity of all samples degrades
to 100%. To further focus on washcoat distribution, corresponding characteristics of the
volumetric ratio of washcoat related to the overall solid volume are depicted in Figure
3.4b for the two cGPF samples.
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In the accompanying Table 3.1, the corresponding porosities are listed as scalar values,
which are derived from a third averaging along the through-wall direction. The XRM
technique allows a detailed analysis of the characteristics of a coated filter. Without this
analysis, no simulation of the filtration efficiency would be possible as the porosity and
pore size distribution of cGPFs are necessary.

Table 3.1: Porous media properties determined by XRM.

Bare Filter C1 75 g/l C2 120 g/l

porosity [%] 63.2 46.4 45.0
D50 [µm] 22.3 23.2 20.9
permeability by measurement fit [µm2] 2.2608 0.85941 0.8466
permeability by LBM simulation [µm2] 4.05 1.21 0.39

permeability by Kuwabara’s law [µm2]
Bare 2.26 1.03 0.859
C1 1.89 0.859 0.717
C2 2.23 1.01 0.847

By closing the volume balance of the washcoat, cordierite and void fractions and compar-
ing the results with the bare filter, the accuracy of the segmentation is evaluated. Around
5% of solid material is wrongly recognized as cordierite instead of washcoat. Considering
possible deviations of the bare substrate’s porosity and the small scales, the deviation is
low.

For the bare filter, the local porosity fluctuates around its averaged value of 63% with a
deviation amplitude of around 5%. However, no clear trend of increasing or decreasing
porosity is detectable. The porosity of the samples C1 and C2 is significantly decreased
relative to the bare substrate, i.e. the additions of washcoat reduced the porosity by up to
18%. The analysis of the washcoat fraction inside the solid material volume from Figure
3.4b reveals that the washcoat is distributed slightly non-homogeneous, especially for C1.
The trend from higher fractions at lower y-positions to lower fractions at the other channel
side is visible for both C1 and C2, however, with a lower gradient for C2.

The pore size distributions for the three samples are determined by the maximum sphere
inscription (MSI) method [167]. Václavík et al. compared this method with the classical
mercury porosimetry concluding that the pore size distribution determined by MSI could
be closer to reality than the classical mercury intrusion value. Exemplary, Figure 3.5a
depicts the results of the analysis of the pore size with the gathered sizes distributed across
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3 Filtration in Coated Filters

a cross-section of the ROI. As shown in Figure 3.5b, the resulting volume-averaged dis-
tributions reveal a common maximum frequency of occurrence at approximately 20 µm.
The exact values of the corresponding mean pore size D50 vary between 21 and 23 µm
as listed in Table 3.1. The number of pores per unit volume at this 20 µm peak – and
particularly in the size range between 4 and 20 µm – is lower for the coated filters C1/C2
than for the bare substrate.

(a) Determination of the pore size via maximum
sphere inscription method.

(b) Resulting pore size distribution for the three
tested filters.

Figure 3.5: Pore size distribution of the three filters determined via maximum sphere
intrusion method.

For the cGPF’s C1 and C2, a second statistical frequent pore size of 2 µm is evident
from Figure 3.5b. This can be interpreted as a high number of small pores and cracks
which are located inside the washcoat, as the bare substrate apparently reveals no such
peak of occurrence. Nevertheless, we assume that this 2 µm peak is of minor importance
for pressure drop and filtration behaviour, as those pores cover only a small cumulative
volume relative to the substrate-originated pores with a one order of magnitude larger
size. Also, the porosity/inclusion analysis [166] yielded a lot of enclosed cavities at this
pore size.

Summarizing, the material additions of washcoat for the cGPF’s reduce the porosity
by up to 18% but as can be seen in Figure 3.5b, the number of large pores is almost
constant. Hence, mostly pores between 4 and 20 µm are filled during the coating process.
Additionally, the washcoat itself contains very small pores.
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3.3.2 Permeability and Pressure Drop

Figure 3.6: Comparison of streamlines derived from Lattice-Boltzmann simulation.

The flow behavior for the different samples is analyzed by LBM simulation which in
turn is used to determine the permeability. A comparison of streamlines is provided in
Figure 3.6. The streamlines are colored with the local velocity magnitude (plotted in
the same color/magnitude range). Obviously, the flow is more evenly distributed for the
bare filter than for the coated ones C1/C2 where locally concentrated streams with high
peak velocities occur. This behaviour can be attributed to the reduced overall porosity
in conjunction with lack of small and medium sized pores between 4 and 20 µm. Table
3.1 lists the derived permeabilities from LBM simulation. Consistent with the visual
impression of the streamlines, the permeability of the bare filter is clearly higher than for
the coated ones. Also, the permeability derived from LBM simulation for C2 is apparently
lower than for C1, which, in contrast, is not explicitly observable from the streamline
representations.

A comparison of the measured and the simulated pressure drop behaviour demonstrated
in Figure 3.7 gives further insights into the permeability of the three sample filters. Since
the temperature is increasing with the massflow the slope of the pressure drop is steeper
than a comparable measurement at constant temperature due to the different densities.
Figure 3.7 also includes a breakdown of the pressure drop contributions of every operating
point. Here, contr.exp are the pressure losses due to the contraction into the channel and
the expansion at the outlet. As can be seen, the losses due to the friction on the wall is
the highest contributor even for the coated filters. As the flow through the porous walls
only contributes moderately to the total pressure drop, the permeability will have a wide
confidence interval.

The measured pressure drops plotted for different massflows reveal a lower pressure
drop for the bare filter than for C1 and C2, whereas the pressure drop for C1 and C2 is
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3 Filtration in Coated Filters

Figure 3.7: Measured and simulated pressure drop of the three tested filters (left: bare;
mid: C1; right: C2). The simulation is conducted with different permeabilities. Ad-
ditionally, the figure shows the different pressure drop contributions for the simulation
with fitted permeability.

apparently at the same level. A possible explanation for this behavior is the very similar
porosity. A major part of filter C2’s additional washcoat is not in the wall but on-wall
in the corner. The fitted permeabilities of the Darcy’ law simulation in combination
with the expansion/contraction effects (see Equations (3.3) and (3.4)) fit the measured
characteristics: C1 and C2 with a similar permeability of about 0.85 µm2, which is lower
than for bare filter at 2.3 µm2. As can be seen, the permeabilities from LBM simulation
are not in full concordance with ones from the measurement fit. Possible reasons for this
mismatch can be local effects from the selected sample location (axial middle at centerline
position), e.g. a different washcoat distribution in the outer filter zones. Also, effects like
the observed local on-wall layer of C2 can lead to differences. Eventually, the fact that
even for the bare filter, the LBM-based permeability does not match the measurement
fit, might be a hint that already the filter substrate could have a slight axial or radial
anisotropy.

With the aim to predict the permeability with known macroscopic characteristics and a
reference filter, the results of an additional study are also listed in Table 3.1. By applying
Kuwabara’s law (Equation (3.9)), the permeability for a filter is calculated relatively to its
counterpart from a selected base filter.

kw = kbase
w · K(ε)

K(εbase)
. (3.18)
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Thus, the porosities derived by XRM analysis are applied in Equation (3.18) with every
filter set alternating as the base filter. This leads to the three by three matrix shown at the
bottom of Table 3.1. Applying the bare filter as base filter leads to a high deviation in the
empirical prediction of the permeability of filter C1 and C2. Due to its high permeability,
the wall flow is not the dominant contributor to the pressure drop for the bare substrate. In
consequence, the permeability, calibrated with the measurement data, is not as accurate as
for the coated filter [162]. However, if one of the coated filters is applied as a base filter,
the empirical correlation matches the measurement results well and also the bare filter’s
permeability is estimated reasonably well. For completeness, the corresponding pressure
drops based on the Kuwabara-based permeabilities with filter C1 as reference filter are
also plotted in Figure 3.7 demonstrating a high degree of agreement to the measured raw
data.

It is worth mentioning here that even though the detailed anaysis of permeabilies from
XRM is not directly connected to the general focus of this study on filtration, there is
an important interplay between permeability and filtration on the modeling level. Both
the permeability itself and the resulting wall-flow characteristics in axial direction of
the modeled channel pair play a crucial role in all of the submodels of the macroscopic
filtration model [95].

3.3.3 Filtration

(a) Measured and simulated filtration efficien-
cies with the steady-state results as average
value of eleven operating points.

(b) Parity plot of the statistical significant
steady-state operating points.

Figure 3.8: Simulated and measurement filtration efficiency for steady-state operating
points and a transient cold start acceleration.
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3 Filtration in Coated Filters

Having gathered the porosity, pore size distribution and permeability of the three dif-
ferent filters from the XRM scans and the above described analyses, we are able to
incorporate these data into our macroscopic 1D+1D filtration model [95]. The porous
media characteristics is necessary to model the filtration and the XRM scans allowing
us to examine an industrial state-of-the-art cGPF after coating. The operating conditions
and the applied particle size distribution for the inlet feed are listed in Figure 3.2. The
results are summarized in Figure 3.8. Hereby, the steady-state values in Figure 3.8a
are averaged filtration efficiencies of the statistically significant operating points and the
corresponding simualation. The first operating point and the last two operating points
are neglected in Figure 3.8. The former is omitted due to the low absolute value of the
tailpipe particle counter signal. The latter is neglected due to possible soot influence at
high mass flows. The filtration efficiency of the transient cycle is the integral value [95].
Generally, the filtration efficiency of the cold-started transient driving cycle is markedly
lower than at steady-state operation which can be explained mainly by the shift in the
particle size distribution towards large particles during the cold start. For both steady-
state and transient operation, the bare filter has the highest filtration efficiency (FE). With
increasing washcoat amount, the cGPF C2 has a slightly higher FE than C1, without
reaching the level of the bare substrate. These general trends from the measured data
are well reproduced by the macroscopic simulation model. An accuracy of about 5%
FE is achieved which is similar to the level documented in reference [95] for uncoated
GPF’s when substrate properties are varied. Still, the deviation in the prediction for
coated filters is higher than for the bare substrate which could be due to anisotropies
of the washcoat distribution. The successful application also demonstrates the robustness
of the macroscopic 1D+1D model as the filters are quite different between the present
study (D50 about 20 µm) and our previous work (D50 in the range of 7 to 12 µm) [95].

In Figure 3.9, the resulting FE curve of the macroscopic simulation model is the depicted
as a function over the size of the integral oncoming soot particles for transient cycle. The
low efficient filtration at a particle size of about 200 nm is a characteristic common feature
for all three samples. Typical particles from gasoline direct injection engines have sizes
up to about this value. The dominating filtration mechanism in the range below 200 nm
is filtration via Brownian diffusion [82]. Here, C1 and C2 have apparently a lower FE
than the bare substrate (Figure 3.9). The reason lies in the lower porosity as well as in the
lower amount of pores with small and medium size (4 to 20 µm). Both factors lead to a
reduced FE due to diffusion as can be seen in the bottom part of Figure 3.9.

It is safe to point out that due to the high computational requirements of a 3D filtration
model taken from Liu et al. [102] as an example, it would not be feasible to simulate
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Figure 3.9: Particle size resolved filtration efficiency during the cold start with a break-
down of the contribution of each filtration mechanism.

a driving cycle like the one presented here using such a model. Hence, our approach
of combining detailed XRM analysis combined with macroscopic modeling opens up a
niche for application-oriented filter engineering.

To summarize, for the design of exhaust gas aftertreatment systems, it is crucial to have
accurate models of particulate filters that can also predict the performance under realistic
driving conditions. On the other hand, to simulate the filtration efficiency of cGPF’s, an
understanding of the substrate’s microstructure after the coating process is necessary. 3D
X-ray microscopy (XRM) is used here.

XRM scans of different cGPF’s are analyzed with respect to porosity, pore size distribu-
tion and permeability characteristics. Also, local features are visualized to obtain possible
limitations of the macroscopic modeling approach. Applying the determined microscopic
properties in our 1D+1D filtration model [95], we can successfully replicate the filtration
behavior of the filter on the engine test bench. The lower porosity of the cGPF and
the decrease of medium sized pores reduce the filtration efficiency under steady-state
as well as transient high-load cold start conditions. Generally, combining XRM with
a macroscopic modeling approach for cGPF’s is found a suitable approach for exhaust
aftertreatment design.
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4 Modeling the Catalytic Performance
of cGPFs

Summary of the publication:
Coated gasoline particulate filters (cGPF) can reduce gaseous as well as particulate
emissions with the same device. However, their more complex design compared to
conventional open monoliths requires accurate models in the development phase. We
therefore present a new global kinetic model for cGPFs considering standard three-way-
catalyst (TWC) reactions and extend it with the impact of lean-rich cycling, referred
to as dithering. Submodels are introduced for the oxygen storage and for the extent of
oxidation of the active centers. Thereby, the model captures the enhanced conversion of
the catalyst under various dithering as well as steady-state conditions. Several steady-
state and transient experiments were conducted on a specially equipped dynamic engine
test bench in order to calibrate the approach. The proposed model accurately predicts
the tailpipe emissions released in a WLTP driving cycle that is not part of the original
calibration data.
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Individual Contributions of the Candidate
One of the contributions of the candidate to this publication was the analysis catalytic
measurements, which served to investigate and conceptualize the scope of this publi-
cation. The methodology as well as the implementation as software were also carried
out by the candidate. Jens Neumanns supervised the modeling process and help in the
organization of resources and equipment. Prof. Olaf Hinrichsen helped reviewing and
editing the manuscript.

Reprinted (adpated) with permission from Raimund Walter, Jens Neumann, and Olaf
Hinrichsen Industrial & Engineering Chemistry Research 2021 60 (47), 16993-17005
DOI: 10.1021/acs.iecr.1c03631. Copyright 2021 American Chemical Society.
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4.1 Introduction

To meet the increasingly stringent legislation regarding automotive emissions, the com-
plexity of exhaust gas aftertreatment systems is increasing [67]. Modern gasoline engines
usually contain at least two three-way catalysts (TWC) and a gasoline particulate filter
(GPF), that is optionally also catalytically coated. To tailor the aftertreatment systems to
a specific vehicle, accurate models that yield the catalytic performance, pressure drop and
filtration performance of the system are necessary.

Depending on the purpose, models for exhaust gas aftertreatment are divided into distinct
groups. Table 4.1 shows the different scopes and corresponding studies. Detailed micro-
kinetic approaches aim to assist in the development of new materials or new structures,
e.g. the addition of NO storage components [173]. Pore scale simulations of coated
Gasoline Particulate filter (cGPF) analyze the washcoat deposition and the influence of the
coating on the diffusion [110, 163]. The kinetics of these models are usually calibrated
by synthetic gas test benches with simplified inlet feeds or via DFT (density function
theory) calculations [49, 174, 175]. Because of the high computational effort and the
broad parameter space, these approaches are not suitable for the simulation of transient
driving cycles [176].

The second group of modeling approaches aims to assist in the system engineering of the
exhaust gas aftertreatment[44, 126, 130, 187]. Hereby, macro-kinetic approaches utilizing
global Langmuir-Hinshelwood kinetics capture the chemical behavior of the monolith.
On a channel scale, the enthalpy and species transport is simulated in detail. In Table 4.1,
these approaches are further divided to highlight the differences in the corresponding
scope. Depending on the aim, some authors utilized only light-off measurements with
simplified inlet feeds because their goal was e.g. to distinguish the effects of aging [43].
Other authors fitted their kinetics with measurements of the total vehicle [44, 185] but
the low-pass deformations of the measurements influence the result [186]. Thus, kinetic
parameters are usually calibrated with synthetic gas test benches, which produce a steady
inlet feed for the catalyst with a higher accuracy. Under real-driving conditions on the
other hand, the air-to-fuel ratio is oscillating around the stoichiometry point, due to the
λ -control loop of combustion engines. When a high-frequency λ -oscillation is enforced,
this operation is called dithering, which is grouped between drive cycle and light-off
simulation in Table 4.1. Several studies already described the higher catalytic activity
under dithering conditions [174, 193–197]. Dithering leads to two major differences
compared to the results of corresponding steady-state operations. First, the light-off
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Table 4.1: Key approaches for the simulation of TWCs and cGPFs with their corre-
sponding scope. The aim of this work is to create a robust cGPF model suitable for
light-offs, dithering and drive cycles, respectively.

Scale Scope TWC cGPF

Micro-
kinetic /
pore scale

Fundamen-
tal charac-
teristics

Balenovic et al. [177],
Chatterjee et al. [49], Tischer
et al. [124], Kočí et al. [174], Xu
et al. [178], Kota et al. [173],
Stotz et al. [125]

Kočí et al. [110], Greiner
et al. [163], Belot et al. [103]

Macro-
kinetic

Light-off
Voltz et al. [134], Koltsakis et al.
[128], Kwon and coworker[131,
179], Kang et al. [43]

Opitz et al. [170], Allouche
et al. [180]

Dithering
Shamim et al. [181], Shamim
[182], Su et al. [183], Zeng et al.
[184]

Driving
cycle

Holder et al. [126], Ramanathan
and coworker [44, 185],
Weilenmann, Della Torre et al.
[187], Okajima et al. [46]

Mitsouridis et al. [133]

Control
oriented

Real-time
oxygen
storage
dynamics

Auckenthaler et al. [129],
Kumar et al. [188], Bickel et al.
[189], Guardiola et al. [190],
Schürholz et al. [191]

Arunachalam et al. [192]

temperature is lower [198]. Second, the conversion efficiency after light-off is higher and
the operating window with respect to the mean λ -values enlarges [199]. These important
effects decrease the tailpipe emissions. Still, there are only few modeling approaches,
which are all also focused on a conventional TWC [181, 184, 198, 200]. Mainly because
of the wall flow, a cGPF has a different behavior than a TWC [201]. As can be seen in
Table 4.1 only Mitsouridis et al. [133] simulated the transient catalytic performance of
cGPFs. However, the authors did not validate their approach with measurements.

The third group of models is control orientated. These methods are often capable of real-
time estimation of the current oxygen storage level using the λ -sensor or a raw exhaust
gas composition model as input but are calibrated to a specific catalyst design[129, 189,
191]. Therefore, these approaches do not offer possibilities for design parameter variation.
As can be seen in Table 4.1 for the relatively new cGPF technology, there are only few
modeling approaches available yet.
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The present work aims to close the gap between steady-state experiments and real-word
driving scenarios for a cGPF. We develop a global reaction mechanism that can predict
the steady-state light-off and high-load conversion in a broad λ -window and the behavior
with highly transient inlet feed. The kinetic are embedded in a previously published
filtration model that is extended for this purpose [95].
Measurements of a degreened cGPF on a specially equipped engine test bench yield a
diverse data set, which is used to calibrate and validate the proposed reaction mechanism.
An in-depth analysis of the behavior of the filter under dithering conditions shows how
the dynamics of the oxygen storage and the coverage of the active centers affects the
conversion.

4.2 Material and Methods

4.2.1 Applied Model Species

Starting with Voltz et al. [134], there have been many efforts to model the behavior
of three-way-catalysts (TWC) with Langmuir-Hinshelwood-Hogen-Watson (LHHW) ki-
netics. The applied model species and the consideration of the oxygen storage mostly
distinguish the mechanisms. Dubien et al. [202] proposed the partition of the various hy-
drocarbons (HC) into fast- and slow-oxidizing HC. This assumption was widely adopted
by splitting the HC into C3H6 (fast HC) and C3H8 (slow HC) [44, 126, 128, 130]. Later,
model approaches resume applying only one HC model species [133]. In order to verify
this issue for our experimental setup, we have conducted an a priori experiment. Hereby,
a FTIR-analyzer was used to distinguish the light-off behavior of different HC species of
a commercial three-way catalyst on an engine test bench. Even though the results show a
different behavior of the hydrocarbons depending on their structure similar to the work of
Kang et al. [203], there is one HC species (ethene C2H4) that matches the light-off curve
of the total hydrocarbons over a wide range of inlet feeds.

Figure 4.1 shows light-off curves for the total HC and C2H4, respectively. Over the wide
range of inlet λ -values, C2H4 matches the total HC conversion measured by FID (flame
ionization detector), which is the standard measurement device. Note that the negative
conversion at low temperatures can be attributed to a formation of C2H4 via cracking.
The low value can be explained by the low overall C2H4 fraction of 0.1 and 0.18. Due to
the similarity of the C2H4 and the total HC characteristics, a splitting of the hydrocarbons
into slow and fast does not seem necessary for the considered use case. Nevertheless, our

75



4 Reaction Modeling

HC model species is still C3H6 because the calibration gas of the measurement equipment
is propene. The deviation of reaction enthalpy of the HC-reaction per C-atom between
propene and the complex HC-mixture is considered negligible.
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Figure 4.1: A priori study with a FTIR analyzer: total hydrocarbon measured by FID
(black) compared with the C2H4 conversion (green) for steady-state light-offs at differ-
ent λ -values.

4.2.2 Applied Reaction Mechanism

Table 4.2 shows the applied reaction pathways. We adopt established reactions for TWCs
and include an oxygen storage model with two different ceria sites (fast, slow). The
equilibrium of the OSC reactions [204, 205] and the water-gas-shift (WGS) and steam
reforming (SR) reaction is considered via equilibrium constants, which are, in turn, a
function of the Gibbs energy [206]. We group the reaction pathways into oxidation (R1-
R4), NO reduction (R7-R11), ceria sites (R12-R21) and WGS or SR (R5-R6) reactions.
It would be possible to add reactions for NH3 [45, 185, 207] or CH4. For the interested
reader, the choice of model species and reaction pathways is further illustrated in the sup-
plementary information. The direct reduction of NO with hydrogen is omitted, because it
is a major pathway towards NH3 [208], which is not in the scope of this study. Compared
with the formation of NH3, the direct reduction to N2 is assumed to be negligible.

LHHW kinetics have in common that adsorption and desorption are assumed to be in
equilibrium. Under highly transient conditions, this assumption will no longer be valid.
Therefore, to include the effects of transient adsorption-desorption, the model should
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Table 4.2: Reaction pathways.

Reaction Rate law

R1 CO + 0.5O2 → CO2 ṙ1 = φwsc · k1cCOcO2/G1
R2 H2 + 0.5O2 → H2O ṙ2 = φwsc · k2cH2cO2/G1
R3 C3H6 + 4.5O2 → 3CO2 + 3H2O ṙ3 = φwsc · k3cC3H6cO2/(G1 ·G2)
R4 CH4 + 2O2 → CO2 + 2H2O ṙ4 = φwsc · k4cCH4cO2/(G1 ·G2)
R5 CO + H2O ⇌ CO2 + H2 ṙ5 = φwsc ·ξ (k5cCOcH2O – k5

KWGS
cCO2cH2)/G1

R6 C3H6 + 3H2O ⇌ 3CO + 6H2 ṙ6 = φwsc · (k6cC3H6cH2O – k6
KSR

cCOcH2)/G3
R7 CO + NO → CO2 + 0.5N2 ṙ7 = φwsc · k7cCOcNO/(G1 ·G2)
R8 C3H6 + 9NO → CO2 + 0.5 N2 ṙ8 = φwsc · k8cNOcC3H6/(G1 ·G2)
R9 H2 + N2O → H2O + N2 ṙ9 = φwsc · k9cH2cN2O/G1
R10 CO + 2NO → CO2 + N2O ṙ10 = φwsc · k10cCOcNO/G1
R11 CO + N2O → CO2 + N2 ṙ11 = φwsc · k11cCOcN2O/G1

R12 0.5O2 + fCe2O3 → 2fCeO2 ṙ12 = φwsc ·Γfast · k12cO2(1 –Θfast)
R13 H2 + 2fCeO2 ⇌ fCe2O3 + H2O ṙ13 = φwsc ·Γfast · (k13cH2Θfast – k13

Keq
cH2O(1 –Θfast))

R14 CO + 2fCeO2 ⇌ fCe2O3 + CO2 ṙ14 = φwsc ·Γfast · (k14cCOΘfast – k14
Keq

cCO2(1 –Θfast))
R15 C3H6 + 12fCeO2 → 6fCe2O3 +3CO 3H2O ṙ15 = φwsc ·Γfast · k15cC3H6Θfast
R16 NO + fCe2O3 → 2fCeO2 + 0.5N2 ṙ16 = φwsc ·Γfast · k16cNO(1 –Θfast)

R17 0.5O2 + Ce2O3 → 2CeO2 ṙ17 = φwsc ·Γslow · k17cO2(1 –Θslow)
R18 H2 + 2CeO2 ⇌ Ce2O3 + H2O ṙ18 = φwsc ·Γslow · (k18cH2Θslow – k18

Keq
cH2O(1 –Θslow))

R19 CO + 2CeO2 ⇌ Ce2O3 + CO2 ṙ19 = φwsc ·Γslow · (k19cCOΘslow – k19
Keq

cCO2(1 –Θslow))
R20 C3H6 + 12CeO2 → 6Ce2O3 +3CO 3H2O ṙ20 = φwsc ·Γslow · k20cC3H6Θslow
R21 NO + Ce2O3 → 2CeO2 + 0.5N2 ṙ21 = φwsc ·Γslow · k21cNO(1 –Θslow)

R22 PGM ⇌ PGM – O ṙ22 = k22 · (1 – ξ )cOx – k23 ·ξ · cRed

include the time-dependent surface coverage of each species on the active sites as well
as the resulting extent of oxidation of the active centers after prolonged exposure. But as
stated above, these detailed models are unsuited for application or model design purposes
because of their high computational effort and the high number of kinetic parameters to
estimate.
In order to capture the core of the catalyst dynamic behavior, Koltsakis et al. [127] as
well as Arvajová et al. [209] introduced an oxidation extent of the active centers in their
models. Koltsakis et al. [127] applied an empirical Rh-oxidation status to capture catalyst
transient behavior. They stated that the typical PGM and oxygen storage materials (OSM)
are active for WGS as long as the catalyst’s surface sustained some extent of oxidation
[210–212]. Therefore, they scaled the WGS reaction with a factor that corresponds to the
fraction of Rh-sites that are oxidized.

Similar to the work of Koltsakis et al. [127], we apply a factor ξ to capture the catalyst
transient behavior in a global model. If the surface is completely covered by reductive
species (CO,C3H6,H2), then ξ is 0. Contrarily, if the surface is covered by oxidative
species (O2, NO,N2O), ξ is 1. At these points, we assume that the adsorption is at its
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equilibrium. In between these two points, the impact of the inhibition is reduced and
the catalyst is more active. A prolonged exposure to a rich inlet feed decreases ξ and at
the same time increases the impact of inhibition due to CO and HC. Equation (4.1) and
(4.2) show the implementation of the factors Kξ ,Ox and Kξ ,Red with the considered model
species. The empirical additions of Voltz et al. [134] are removed similar to the work of
Ramanathan et al. [44] and the resulting terms are extended by the dynamic impact of
ξ .

G1 =
(

1 +
K1cCO + K2cC3H6

1 + Kξ ,Ox ·ξ
+

K3cNO
1 + Kξ ,Red · (1 – ξ )

)2
(4.1)

G2 = 1 +
K4cO2

1 + Kξ ,Red · (1 – ξ )
(4.2)

Note that the SR reaction has an individual inhibition factor similar to the work of Holder
et al. [126], since dithering does not influence it:

G3 = (1 + K5cC3H6) (4.3)

The inhibition constants Ki are determined via Equation (4.4) with the parameters A and
HAd stated in the supporting information.

Ki = Ai · exp(
HAd,i
R ·T

) (4.4)

The empirical factor ξ changes over time depending on the gas composition in the same
manner as in Koltsakis et al. [127]. Reductive and oxidative species are lumped according
their oxygen balance:

cox = 2cO2 + cNO + cN2O (4.5)

cred = cCO + 9cC3H6 + 4cCH4 + cH2 (4.6)

The gradient of ξ is then determined via two Arrhenius type rate constants kred and kox:

dξ

dt
= kox · cox · (1 – ξ ) – kred · cred ·ξ (4.7)
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We assume that the capacity of the PGM surface is very small compared to the OSM
capacity. Therefore, in contrast to the ceria reactions no coupling between ξ and the
species balance is done.

4.2.3 Model Structure

Figure 4.2: Model description.

In order to model the chemical behavior of a cGPF, we extend our previously published
GPF model [95]. A reactor model solves the governing equations for the conservation
of energy, species and momentum for one representative pair of an inlet and an outlet
channel and the separating porous wall as can be seen in Figure 4.2. Whereas the species
conservation and, with it, the oxidation status of the oxygen storage is treated as transient,
the fluid energy and momentum balance are solved quasi-steady, leading to a significant
decrease in computation time. For the solid temperature, an increased time step is applied
because of the lower gradients compared to the species balance. The fluid is assumed as
incompressible and a constant pressure boundary of 1.2 bar is applied downstream of the
outlet channel.

Following a 1D+1D approach [133, 169, 170], the channel pair and the wall are dis-
cretized in axial and through-wall direction. All quantities including the homogeneous
wall temperature are calculated on this grid. In the following equations, the index j is
1 for the inlet channel and 2 for the outlet channel. Equation (4.8) couples the channel
velocity vj with the wall velocity vw via the contunuity equation:

D2
j

∂ρjvj

∂ z
= (–1)j ·4Dj ·ρj · vw (4.8)
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In the channels, no radial deviation of the pressure is considered. Therefore, the 1D-
pressure profile p is determined by:

∂pj

∂ z
= –βj(Rew) ·

∂ (ρj · v2
j )

∂ z
– 2 ·

ηj

D2
j
·Cf ,j(Rew) · vj (4.9)

The coefficient β and the friction coefficient Cf (Rew) are interpolated using the tables
provided by Bissett et al. [153]. The wall Reynolds number Rew has an upper bound of
three as recommended in the literature [153, 171]. The channels are coupled via Darcy’s
law (4.10).

p1 – p2 = η · vw
kw

· tw (4.10)

The permeability kw is fitted to pressure drop measurements. The additional pressure
loss due expansion and contraction at the filter’s inlet and outlet are determined with
Equation (4.11).

∆pj =
ζj

2ρj
· ( ṁ

D2
j

)2 (4.11)

Here the local resistance coefficient ζj is set to 1.25 according to Leskovjan et al. [162].
The heat transfer coefficient h is derived via the Nusselt correlation of Bissett et al.
[153]. The porous media is assumed as homogeneous, and the ideal gas law is used. All
material properties, e.g. viscosity, heat capacity or diffusion coefficients are calculated
with correlations from the VDI Heat Atlas [155].

The channel gas phase temperature is assumed quasi-steady:

cpρjvj ·
∂Tj

∂ z
=

4
Dj

· (hj + (–1)j · cpρjvw) · (Tw|x=–(1–j)·tw – Tj) (4.12)

In the wall, the solid temperature is derived by:

ρcw
∂Tw
∂ t

= λs ·
∂ 2Tw

∂ z2 + λs ·
∂ 2Tw

∂x2 +
vwρwcp∂Tw

∂x
+ Σ ṙi ·H0

B (4.13)

with ρcw as the thermal mass of the wall defined by Equation (4.14).

ρcw = (1 – εw)ρscs + εwρwcp (4.14)
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To achieve consistency between the channel and wall modeling, the through-wall enthalpy
flux term is set to

ρcw
∂Tw
∂x

|x=–(1–j)·tw =
4
Dj

· (hj + (–1)j · cpρjvw) · (Tw|x=–(1–j)·tw – Tj) (4.15)

at the boundaries.

The species balance is solved fully transient in the channels:

∂cj

∂ t
= –vj ·

∂cj

∂ z
–

4
Dj

· (kj · (cj – cw|x=–(1–j)·tw) + (–1)j · vw · cj) (4.16)

with the mass transfer coefficient k derived from the Sherwood correlation of Bissett et al.
[153]. In the wall, radial diffusion is considered via an effective diffusion coefficient Deff .
The species balance in the wall, given in Equation (4.17) with ṙ as the reaction rate of the
respective species, is determined by the reaction network of Table 4.2.

∂cw
∂ t

=
∂ (vw · cw)

∂x
– Deff ·

∂ 2cw

∂x2 + ṙ (4.17)

In analogy to the enthalpy balance, the boundary conditions are set to

Deff ·
∂cw
∂x

|x=–(1–j)·tw = kj · (cw|x=–(1–j)·tw – cj) . (4.18)

For effective diffusion coefficient Deff , the parallel pore model is used:

Di,eff = Di,M · εw
τ

(4.19)

Here, Di,M is the diffusion coefficient of the species i in the mixture, εw is the current
void fraction of the substrate, including possible effects of soot or coating, and τ is the
tortuosity, which is an empirical correction factor. The calculated Di,eff corresponds well
to the measured values of Kröcher et al. [213].

All governing equations are solved in Matlab. For the momentum and overall mass
balance Equation (4.8) to Equation (4.10), the solver bpv4c is applied. The quasi-steady
enthalpy balance in the channels (Equation (4.12)) is solved via ode15s and coupled with
the mass and momentum balance with a recursive scheme due to faster performance and
better stability. These solvers are triggered if the gradients of the inlet mass flow, the
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inlet temperature or the wall temperature exceed a defined threshold. A method of lines
approach with the 1D+1D discretization of the channel pair integrates Equation (4.12)-
(4.18) for the species and enthalpy balance utilizing the solver ode15s. For a faster
performance, the sparsity patterns of the corresponding Jacobi matrix are supplied and
the order is set to two. Additionally, all quantities are normalized to the same order of
magnitude to achieve consistent tolerances.

4.2.4 Measurement Setup

Figure 4.3: Measurement setup.

A dynamic engine test bench equipped with a direct injection spark ignition gasoline
research engine was used for all measurements in this study. The key technologies
of the engine are exhaust gas turbocharging, a fully variable valvetrain, and gasoline
direct injection with homogeneous operation. Figure 4.3 shows the two measurement
configurations. An underfloor positioning (4.3 a) allows controlled measurements with
slow temperature ramps similar to catalyst test benches with synthetic gas. During drive
cycle tests, the cGPF is attached in a close-coupled position (4.3 b) to achieve realistic
temperature dynamics. Note that the λ -control of the engine is not adapted to the cGPF.

Table 4.3 summarizes the conducted experiments with their respective conditions. For the
steady-state light-offs, the valve is switched to the bypass-stream, and the engine is set to
a low-load operation point. When the bypass valve is switched to the cGPF, the exhaust
gas system between the valve and the sample is at ambient temperature. Then, the engine
is set to the steady-state point applied for the light-off. Because of the thermal inertia as
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Table 4.3: Conditions in the experiments.

Experiment
Inlet
Temperature
[◦C]

Mass flow
[kg·h–1] λ [-] GHSV [h–1] Setup Figure

steady-state light-off 20 - 450 115 0.97-10.3 5.42E+04 (a) 4.4 a,d
steady-state λ -sweep at
medium load

≈600 260 0.92-1.06 1.22E+05 (a) 4.4 e

steady-state λ -sweep at
high load

≈780 460 0.92-1.05 2.17E+05 (a) 4.4 f

dithering λ -sweep at
medium load

≈600 260
0.99-1.012 ±2%
at 1.5 Hz

1.22E+05 (a) 4.5 a, 10

dithering λ -sweep at
high load

≈780 460
0.99-1.011 ±2%
at 1.5 Hz

2.17E+05 (a) 4.5 b, 10, 11

dithering light-off 20 - 450 115
0.99 ±2% at
1.5 Hz

5.42E+04 (a) 4.5 a

dynamic light-off 110 - 450 115
0.99 ±2% at
1.5 Hz

5.42E+04 (a) 4.55 b

oxygen storage ≈590 120 0.9-1.05 5.65E+04 (a) 4.7
WLTP cycle 20 - 650 0-200 0.9-16 0- 9.42E+04 (b) 4.8, 4.9

well as supported by the active cooling of a heat exchanger, the temperature in front of the
sample increases at a constant rate of 0.4 K·s–1. This allows the measurement of a quasi-
steady light-off with an engine test bench. For a more dynamic light-off with temperature
ramps of 28 K·s–1, the engine is set to a higher load operation during the pre-treatment,
thus the exhaust gas system up to the bypass valve is already hot and the thermal inertia of
this part is negligible. Additionally, the coolant flow of the heat exchanger is switched off.

The two-line exhaust gas analyzer system (Horiba Mexa 7000) allows the measurement of
the gas composition simultaneously at the filter’s inlet and outlet. The system measures
the hydrocarbons via flame ionization detection (FIA726-N), the oxygen concentration
via paramagnetic oxygen sensor (MPA-720), the NO and content with chemiluminescence
(CLA-750-A) and CO, CO2 and N2O via non-dispersive infrared spectroscopy (AIA-72).
Two additional mass spectrometers (Balzers HLT260) determine the H2 concentration.
Six universal exhaust gas oxygen sensors (UEGO) deliver the λ -value. Additionally,
six fast heated exhaust gas sensors (HEGO) can differentiate between lean and rich
gas composition. When these signals are compared with the simulation, the λ -value is
determined by the gas composition with the stoichiometric relationship [129]

λ =
2 ·O2 + NO + N2O + 2 ·CO2 + H2O

CO + H2 + 9 ·C3H6 + 4 ·CH4 + 2 ·CO2 + H2O
. (4.20)
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The steady-state results are analyzed with their conversion X, which is defined as

X = 1 –
yout

j

yin
j

. (4.21)

For transient data, the normalized outlet emissions (NOE) in Equation (4.22) as well as the
normalized cumulative outlet emissions (NCOE) in Equation (4.23) are used to normalize
the shown results to the measured inlet and outlet data, respectively.

NOE =
wout,sim

j

wout,meas
j

(4.22)

NCOE = (
1∫ tend

t0 ṁ ·win
j dt

) ·
∫ t

t0
ṁ ·wout

j dt (4.23)

The measurement values in front of the filter are applied as inlet conditions for the
simulation. In the case of high-frequency λ -oscillation an additional preprocessing step is
necessary because the time response of the gas analyzers is not fast enough. This method
is explained in the supplementary information.

4.2.5 Used Filter

For calibration and validation purposes, the catalytic performance of a single industrially
available, in-wall coated GPF was determined. Before the measurements, the filter is
degreened using a degreening run, which consists of one hour of high load driving (up to
500 kg·h–1 at 750 °C) on the engine test bench. Table 4.4 shows the material data.
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Table 4.4: Filter characteristics for substrates used in this study.

diameter [mm] 136
length, L [mm] 120
cell density [cpsi] 300
wall thickness, th [mil] 8
porosity, εbare (prior to coating) [-] 0.64
tortuosity, τ [-] 3.5
washcoat loading [g/l] 75
washcoat volume fraction, φwsc [-] 0.17
porosity, εw [-] 0.47
PGM ratio Pt:Pd:Rh [-] 0:7:2
permeability, kw [m2] 3.08E-13
density, ρ [kg/m3] 2500

heat capacity, c [J/kg·K] (see [126])
–3.44·107[ K·J

kg ]
T2 + 1071[ J

kg·K ] + 0.156[ J
kg·K2 ] ·T

4.3 Results and Discussion

4.3.1 Determination of the kinetic parameters

4.3.1.1 Steady-State

In order to fit the kinetic parameters to the measurement results, parameters from several
sources [44, 126, 131, 185] are used as initial values. The kinetic parameters are then
adjusted in three steps. In a first broad search, a particle swarm optimization algorithm
[214] delivers the starting point for the second step which is a genetic algorithm optimizer.
The particle swarm optimization in the first step is better suited to search broad parameter
spaces, whereas the genetic algorithm yields the better convergence towards a minimum
[215]. In a last step the fminsearch function of Matlab, utilizing the Downhill-Simplex
algorithm, calibrates the parameters in a more narrow range [216]. The definition of
the objective function and the resulting set of kinetic parameters can be found in the
supplementary data.

The experimental results yield a diverse set of calibration data in a broad λ - and temper-
ature range with the addition of steady-state measurements at oscillating λ . Note that a
more accurate model fit would be possible with a smaller set of measurement data, e.g.
only stoichiometric light-offs as often shown in the literature (see Table 4.1). However,
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Figure 4.4: Model calibration: quasi-steady-state light-off at 115 kg·h–1 for different
λ -values and λ -scans at 260 kg·h–1 and 460 kg·h–1. Measurement results are symbols
and simulation results are lines.
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we choose to obtain a more global model, aiming at robust application in a wide range of
operating conditions.

Figure 4.4 shows the comparison between measurement and simulation of light-off curves
at different λ -value with a constant mass flow of 115 kg·h–1. Already at low temperatures,
the λ -value of the inlet feed has a great impact on the results. In a rich regime, the
reduction of NO and O2 begins at lower temperature than at lean operations. After
the light-off, stoichiometry dictates the maximum available conversion. Taking into
account the diversity of the data set, the model yields a high quality of prediction for
the relevant emission species CO, HC and NO. In addition to the light-offs, the bottom
part of Figure 4.4 depicts two λ -sweeps at different mass flows and approximately at
600 °C and at 780 °C, respectively. The temperature depends on the engine exhaust gas
temperature under these working conditions. Here, the prediction quality is significantly
high. Only at rich conditions, the decrease in NO conversion (Figure 4.4) and HC con-
version (Figure 4.4e) is not predicted correctly. An improved model prediction for HC
could likely be achieved by adding a ξ -dependent term to G3 (Equation (4.3)). However,
the small potential increase in accuracy is not seen worth the increase of the parameter
space. Additional information on the H2 and N2O model prediction can be found in the
supplementary information.

Stationary experiments are easier to calibrate, due to their faster computation time and
stable inlet feeds. In realistic driving scenarios however, the λ -value of the exhaust gas
periodically changes due to the engine’s λ -control loop. Applying a fast modulation of
the λ -signal during the experiment, the so-called dithering [193], yields a more realistic
inlet feed. This inlet feed is closer to practical operations but still allows in-depth analysis
because of constant mass flow and temperature. Therefore, besides the steady-state feed
conditions, several experiments under dithering conditions are utilized. These measure-
ment results are not used for the calibration of the PGM kinetics but rather of the OSC
model and the PGM redox model. A direct comparison of these steady-state experiments
with and without λ -modulation is added in the supplementary information.

The experiment shown in Figure 4.5 is similar to the λ -sweeps in Figure 4.4 e,f with
the difference that the inlet feed’s λ -value oscillates. The x-axis value is the mean λ -
value that is modulated with an amplitude of 2.5% at a frequency of 1.5 Hz. Similar to
the trends reported by Gong et al. [199] the conversion window of NO on the lean side
enlarges because of the λ -oscillation.
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Figure 4.5: Measured and simulated λ -scan at 230 kg·h–1 and 460 kg·h–1. Solid lines
represent simulations, dashed lines represent measurement results. The inlet feed has an
oscillating λ -value (2.5% 1.5 Hz).

The PGM redox submodel’s parameters are adjusted via a light-off experiment at dither-
ing conditions with an averaged λ -value of 0.99. This value achieves a periodically
cycling between rich and lean inlet feeds. The dominant coverage of the active centers
therefore switches from oxidative to reductive species and no complete equilibrium is
reached. A comparison between the measurement and the simulation is shown in Fig-
ure 4.6 a. In accordance to the measurement, a rapid light-off of all important species at
roughly the same temperature is achieved. Additionally, Figure 4.6 b depicts a transient
light-off with the same inlet feed as for the steady-state light-off but a temperature increase
of 28 K·s–1 for validation purposes. Only moderate accuracy is achieved here. A possible
explanation could be an increased mass and heat transfer at the front part of the filter due
to developing flow. The applied correlations for the Nusselt and Sherwood numbers of
Bissett et al. [153] do not include effects of developing flow. An sensitivity study revealed
that an increase of the heat and mass transfer in the front part of the inlet channel decreases
the simulated NCOE. If this increase is applied at a steady-state Light-Off however, the
impact is negligible due to the more even distribution of temperature in the steady case.

Lastly, the oxygen storage kinetics are determined with low frequency λ -jumps. For
this, the λ -value switches periodically between 0.9 for 6 s and 1.05 for 3 s. Figure 4.7
shows the model prediction of the cumulative outlet emissions. The dynamics of the
measurement is better resolved by the UEGO and HEGO sensors. Their results and the
corresponding simulations, gained by applying equation (4.20) on the predicted outlet
emissions, are shown in Figure 4.7 b. The modeled and measured tailpipe λ -value are
similar. Only during the rich phases the simulation deviates strongly from the measure-
ment characteristics. This can be attributed to the cross sensitivity of the UEGO-sensor
to hydrogen. An alternative explanation is the oxidation of the oxygen storage by water
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Figure 4.6: Measured and simulated light-off at 115 kg·h–1. Solid lines represent sim-
ulations, dashed lines or symbols depict the measurement results. The inlet feed has an
oscillating λ -value (2.5%, 1.5 Hz).

or CO2 [189], which leads to a lower outlet than inlet λ -value for a short period of time.
However, when the equilibrium is reached, the λ -value will approach the inlet feed’s
λ -value.
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Figure 4.7: Simulation (solid lines) and measurement (dashed lines) of an OSC experi-
ment. The measured inlet λ -value is also plotted (solid line).

4.3.1.2 Application on Drive Cycles

In order to gain a robust, predictive model, separate validation and calibration data are
necessary. In our case, we apply the (pseudo-) steady-state experiments for calibrations
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as shown above and present here the validation of the model with a WLTP drive cycle.
Figure 4.8 shows a zoom of the first 70 s of the cycle. The model prediction of the main
pollutants are close to the measurement results regarding the cumulative emissions as well
as the peak height. The spatially averaged ξ -values in Figure 4.8 c depict that from an
oxidized starting value reducing species rapidly cover the active centers until the light-off
around 20 s. Then, the fast ceria sites are also active and the θfast characteristics shows
oxygen storage. The θslow characteristics shows less dynamic behavior and only increases
during a fuel cut at 45 s.
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Figure 4.8: First 70 s of a WLTP cycle: measurement results are depicted as dashed
lines and simulations are represented as solid lines.

Figure 4.9 shows the analysis of the complete cycle. For a better readability, only the
NCOE values are shown. The gap between the model prediction and the measurement
results is increasing over time, because the plot represents the cumulative emission level.
Here, single deviations are integrated over time as well. The top of Figure 4.9 shows
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the measured and predicted outlet temperature in addition to the inlet conditions of the
temperature and the GHSV . Due to the assumption of an adiabatic system, the predicted
temperature is sightly above the measured one. Considering that no drive cycle is in the
calibration data, it can be stated that good quality is achieved.
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Figure 4.9: Measured and simulated WLTP cycle (measurement results are depicted as
dashed lines, the corresponding simulations are depicted as solid lines).

4.3.2 Impact of λ -Oscillations

The application of λ -oscillations (dithering) to influence the conversion at high-load con-
ditions and accelerate the light-off has been discussed by several authors [174, 193–197].
To simulate the catalysts response to dithering, different modeling approaches ranging
from an increased NO adsorption [184] to reduced activation energies [181, 200] has
been applied. To the author’s knowledge, the present approach is the first global reaction
mechanism to include and explain the impact of dithering during light-off as well as
at warm operation. We assume that there are two different phenomena. Whereas the
enlarged conversion window for NO under dithering conditions is an oxygen storage
effect, the faster light-off is unlikely to be an OSC phenomenon, since the ceria reactions
are only active at higher temperatures than the catalyst light-off [126, 206]. Therefore,
we model the enhanced catalytic activity with a decreased impact of competing reactions
by capturing the dynamics of the surface coverage via an empirical factor ξ .
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Figure 4.10: Influence of the inlet λ on the simulated ξ and θ values: Comparison of
steady-state light-offs at dithered λ = 0.99 ±2.5% and at constant λ = 0.99 and λ =
1.005.
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Figure 4.10 shows the simulation results of the light-offs with static λ -values at slightly
rich and lean conditions as well as the corresponding dithering experiment. The light-
off under dithering condition (black lines in Figure 4.10 c,d) reaches the highest NO
and CO conversion. Gong et al. [199] as well as Bounechada et al. [195] detected a
similar behavior. The latter suggested that the noble metals reach a more active oxidation
state under dithering conditions. In order to capture the measured characteristics in our
modeling, dithering keeps the extent of reduced or oxidized active centers in a medium
range (4.10 a). The higher catalytic activity under dithering conditions is then reproduced
with a reduced inhibition due to CO and NO / O2 respectively.

The enhanced CO conversion at high temperature in case of dithering can be explained
with the more active water-gas-shift reaction, which we scaled with ξ (see Table 4.2). The
oxygen storage θ , shown in Figure 4.10 b, does not influence the conversion strongly. The
θ -value of the dithering and the corresponding static light-off are similar and only differ
at elevated temperatures.
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(a) Comparison of the simulated NO conversion
with and without λ -oscillations.

–1 –0.5 0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

∆λref [%]

θ
[-

]

front
middle
rear

(b) Corresponding θ -values.

Figure 4.11: Influence of dithering on the NO conversion window at 460 kg·h–1.

The enhanced conversion window in λ -sweeps is attributed to the additional conversion
due to the oxygen storage capacity (OSC) of the catalyst. As long as there are fuel rich
phases, the oxygen storage will deplete enough to increase the NO conversion in the lean
phases even if the averaged λ -value is slightly lean. Figure 4.11 a depicts the comparison
of the simulated NO conversion as a function of the averaged inlet λ -value with and
without λ -oscillations, which corresponds to the two λ -sweeps shown in Figure 4.4 f and
4.5 b. Here, the empirical factor ξ has a negligible influence since the catalyst is not
limited by inhibition.
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4 Reaction Modeling

The extent of filling of the oxygen storage θ explains the visible differences in Fig-
ure 4.11 a. Whereas in the rear part of the filter the characteristics are similar under
dithering as well as steady-state conditions, the front part of the filter remains at medium
filling level if λ -oscillations are applied (see Figure 4.11 b). Figure 4.12 shows the time-
resolved simulation results at a dithered λ of 1.009 (∆λ = +0.9%). On the left side,
one lean pulse with the corresponding spatially averaged θ -value and the NO conversion
is depicted. There is a NO breakthrough at the very end of the lean pulse. As can be
seen in Figure 4.12 b in the front half of the filter, the oxygen storage is depleted at the
beginning of the lean transition because of the fuel rich phase before. The lean inlet
feed then fills the oxygen storage from the front until it is full and there is a short NO
breakthrough. The following rich pulse depletes the oxygen storage again to the starting
point. A constant lean feed would oxidize all the available oxygen storage material and the
NO conversion is constantly reduced. Obviously, the short NO breakthrough at dithering
conditions is overcompensated by the reduced NO conversion of the non-dithered case.
The additional conversion due to the ceria reactions could be one explanation for the
higher overall conversion at dithering conditions [184, 195]. Note that the CO conversion
will behave similar in a slightly rich regime. However, the difference between dithered
and non-dithered operations are smaller since the CO abatement is not stoichiometrically
hindered due to the water-gas-shift reaction.
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(a) Global spatially averaged θ -values, NO con-
version and the corresponding λ -value. The
numbered points correspond to the sequenced on
the right.

(b) Sequence of spatial θ -distributions during
the switch from rich to lean conditions.

Figure 4.12: Time-resolved behavior at dithering condition with a mean λ -value of
1.009 at 460 kg·h–1.
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4.4 Conclusion

Especially for the relatively new cGPFs, there are still modeling approaches missing
for the highly transient conditions encountered in automotive aftertreatment. Thus, we
extended our previously published cGPF channel scale model [95] to simulate catalytic
reactions. With the aim to capture all relevant transient phenomena, the applied reaction
mechanism includes two different ceria sites and a time dependent oxidation extent of
the PGM centers. To determine the kinetic parameters, measurements of the catalytic
performance of an in-wall coated cGPF are conducted on a dynamic engine test bench.
The determined kinetic parameters achieve a high quality of prediction validated with a
WLTP drive cycle, which is not part of the original calibration data.

The modeling results offer likely explanations for the impact of λ -oscillations. The
enhanced light-off at dithering conditions can be explained by less competitive adsorption
of the emission species when the inlet feed is periodically switched from an oxidizing to
a reducing regime. The time- and spatially-resolved extent of ceria site oxidation shows
that the enlarged NO conversion window at dithered lean conditions is an oxygen storage
phenomenon. Due to fuel-rich phases, the oxygen storage in the front part of the filter is
depleted and can absorb a part of the lean pulse even if the average λ -value is on the lean
side. Next to a better system design, the model offers the possibility to develop λ -control
strategies. Future work will also include a detailed analysis on the impact of the washcoat
distribution in cGPFs on the catalytic performance.

4.5 Appendix

The following section lists the applied measurement conditions,the optimization algo-
rithm with the resulting kinetic parameters and additional results of the measurement
simulation comparison.

4.5.1 Measurement Conditions and Preprocessing

In order to avoid any impact of soot accumulation, a pre-defined, in situ regeneration
procedure, using a lean operation of the combustion engine as well as several fuel cuts, is
applied. All gaseous species are measured directly in front of the filter without the use of
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4 Reaction Modeling

a continuous volume sampling (CVS) unit, which would cause low-pass deformations of
the signals [186]. Before the measured engine-out signal is applied in the simulations, an
additional preprocessing is required. Obviously, a constant time-shift of the gas analyzer’s
signal to the λ -sensor is necessary in order to correct the residence time of the gas in the
sampling lines between the analyzer and the sample. Still, especially under dithering,
the time response of the gas analyzers is not fast enough to resolve high-frequency λ -
oscillations. Therefore, we determine a correlation between the raw emissions and the
UEGO-sensor similar to the work of Zeng et al. [184]. The fundamental assumption is that
even if the signal is wrong because of a low-pass filtering in the measurement equipment
at one certain point in time, the cumulative value will be correct. Thus, we reconstruct the
original dynamics in three steps, which can be seen in Figure 4.13. The data of several
steady-state λ -sweeps at different load and speed settings is used to generate a lookup
table that connects the measured λ -signal with the corresponding raw emissions of the
model species. This table is used in a first step to obtain new raw emissions signal sEO,dyn

i .
The resulting signals have an identical dynamics as the measured λ -sensor signal. In a
second step, the signals are vertically shifted by a value ci,shift until their integral value
and the integral of the original measured data sEO,meas

i is identical during a time sequence
from tj to ∆ tcorr:

∫ tj+∆ tcorr

tj
sEO,meas
i dt =

∫ tj+∆ tcorr

tj
sEO,dyn
i + ci,shiftdt (4.24)

A ∆ tcorr of 3 s is applied for the dithering data. In a third step the O2-signal is adjusted
to exactly match the measured λ -signal via equation (4.25).

O2 = 0.5 · (λ · (CO + H2 + 9HC + 2CO + H2O) – NO – N2O – CO2 – H2O) (4.25)

In Figure 4.13, the three steps for a part of a steady-state light-off under dithering con-
ditions are applied on a sequence of a light-off at λ 0.99. The different characteristics
depict the original measurement data and the corresponding values at the different steps
for the determined λ -value by Equation 17, the CO value and the cumulative CO value.
Note that all CO data are normalized to the raw measured signal.
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Figure 4.13: Three steps of the inlet data preprocessing applied on a snippet of a light-off
at λ 0.99 ± 2.5% and 1.5 Hz.
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4.5.2 Objective Function

In this section we describe the applied objective functions. For the two different types of
experiments in the calibration data (steady-state and OSC measurements), two objective
functions are necessary.

1) Steady-state objective function
In order to equalize the weighting between different species, it is necessary to scale the
fitness values. Therefore, the model prediction of the outlet molar fraction ysim and the
measured value ymeas are normalized:

ỹi
sim =

|ysim
i – min(ymeas

i )|
max(ymeas

i ) – min(ymeas
i )

(4.26)

ỹi
meas =

|ymeas
i – min(ymeas

i )|
max(ymeas

i ) – min(ymeas
i )

(4.27)

The normalized values ỹsim and ỹmeas are in the interval from 0 to 1 for reacting and close
to this interval for product species. We compare the ỹ of the measurement and the model
prediction to determine an error e for every species i at the various steady-state points
nmeas:

ei =

√
(ỹmeas

i – ỹsim
i )2

ỹmeas
i + 0.01

(4.28)

The constant of 0.01 is added to the denominator to avoid drastically increasing error
values at diminishing ỹmeas

i . Naturally, the best practice is to avoid measurement points
with no tailpipe emissions because these points are not significant for the kinetics. The
parallel calibration of several species however makes it necessary to include conditions at
which a part of the species is fully converted. In order to obtain a single deviation devi for
every species, the error values are added:

devi =
1

nmeas
Σ

nmeasei (4.29)

Depending on the calibration data and the parameter set the deviations devi of several
species are then added in order to obtain one fitness value with the possibility to add
weights to the deviation of a species with a factor.
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2) Transient profile (OSC)
Due to the low-pass deformation [186], a direct comparison of the measured outlet data
with the simulation is not feasible. Even at a fast sampling, measurement devices imprint
a smoothing on the signal that deforms sharp transients into wider but lower peaks as
described above. We therefore determine the fitness value with the cumulative emissions.
The normalized cumulative outlet emissions (NCOE) are used in order to equalize be-
tween the different species:

ei =
1

tend – tstart
·

√∫ t=tend
t=tstart(NCOEsim

i – NCOEmeas
i )2dt

NCOEmeas
i (tend)

(4.30)

The determined error values ei are then added, again with the possibility to introduce
weights, to form a single fitness value.

Table 4.5 shows the applied calibration scheme. Since a variation of all parameter in
parallel is not feasible, the calibration is divided into steps. Hereby, a subset of the
measurement data is combined with parameters that are significant for the chosen data. In
order to find a global optimum, the sequence is repeated several times.

Table 4.5: Calibration scheme: sequences of the calibration with the goal and applied
experiments. The steps 1,2 and 5-7 are repeated after finishing the whole sequence.

Step Goal Parameters Experiments

Calibration

1 PGM kinetic r1 – r3, r7 – r9
LO-0.97, LO-0.99,
LO-1.004, LO-1.03

2 Inhibition G1,G2

LO-0.97, LO-0.99,
LO-1.004, LO-1.03, LS
medium load, LS high load

3 Steam reforming r3, r6, r8, G3
LO-0.97, LS medium load,
LS high load

4 Γfast + Γslow Γfast + Γslow OSC experiment
5 fOSC r12 – r16,Γfast high-load LS at dithering
6 WGS, slow OSC r5, r17-r21 OSC experiment

7 Kξ Kξ ,Ox,Kξ ,Red
LO-0.99 at dithering
conditions

Validation - - WLTP cycle
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4 Reaction Modeling

Table 4.6: Kinetic parameters

reaction Apre[ m3

s·mol ] EA[– kJ
mol ]

R1 CO + 0.5O2 → CO2 3.028e+21 144
R2 H2 + 0.5O2 → H2O 1.026e+19 85
R3 C3H6 + 4.5O2 → 3CO2 + 3H2O 5.959e+19 112
R4 CH4 + 2O2 → CO2 + 2H2O 4.780e+11 124
R5 CO + H2O ⇌ CO2 + H2 3.737e+12 75
R6 C3H6 + 3H2O ⇌ 3CO + 6H2 1.887e+14 120
R7 CO + NO → CO2 + 0.5N2 7.914e+14 58
R8 C3H6 + 9NO → CO2 + 0.5 N2 3.590e+11 110
R9 H2 + N2O → H2O + N2 3.775e+06 76
R10 CO + 2NO → CO2 + N2O 7.412e+11 37
R11 CO + N2O → CO2 + N2 2.119e+13 81

R12 0.5O2 + fCe2O3 → 2fCeO2 6.278e+10 75
R13 H2 + 2fCeO2 ⇌ fCe2O3 + H2O 3.164e+10 80
R14 CO + 2fCeO2 ⇌ fCe2O3 + CO2 4.214e+14 120
R15 C3H6 + 12fCeO2 → 6fCe2O3 +3CO + 3H2O 2.020e+14 125
R16 NO + Ce2O3 → 2CeO2 + 0.5N2 2.881e+13 105

R17 0.5O2 + Ce2O3 → 2CeO2 7.853e+09 80
R18 H2 + 2CeO2 ⇌ Ce2O3 + H2O 5.635e+06 85
R19 CO + 2CeO2 ⇌ Ce2O3 + CO2 9.580e+08 106
R20 C3H6 + 12CeO2 → 6Ce2O3 +3CO + 3H2O 5.396e+07 117
R21 NO + Ce2O3 → 2CeO2 + 0.5N2 1.434e+08 80
R ξOx PGM → PGM – O 4.150e+01 15
R ξRed PGM – O → PGM 2.070e-01 -8

Table 4.7: Inhibition Parameters: Ki = A · exp(HAd
R·T )

Parameter A[ m3

mol ] HAd[ J
mol ]

K1 1.491e+03 629.41
K2 1.792e+05 273.29
K3 6.295e+02 1643.93
K4 3.608e+02 10.38
K5 1.490e+05 186.00
Kξ ,1 4.46e+01 0
Kξ ,2 4.15e+01 0

Table 4.8: Ceria site density

site specific surface area [m2

m3 ]

Γfast 57.0
Γslow 68.0
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4.5.3 Applied Kinetic Parameters

The resulting parameter set used for all presented simulations is listed in Table 4.6
and 4.7. The equilibrium constant Keq of the water-gas-shift (WGS) and the steam
reforming (SR) reaction are determined by the Gibbs energy. For a faster performance,
the temperature dependence of the Gibbs energy is considered via a polynomial fit. The
resulting equilibrium constants are determined by:

Keq,WGS = exp(–
–4.1034 ·104[ J

mol ] + 44.19[ J
mol·K ] ·T – 5.553 ·10–3[ J

mol·K2 ]T2

R ·T
) (4.31)

Keq,SR = exp(–
3.826 ·105[ J

mol ] – 633.8[ J
mol·K ] ·T – 0.02454[ J

mol·K2 ]T2

R ·T
) (4.32)

Also, for the OSC reactions the chemical equilibrium is considered via the difference in
Gibbs energy ∆G

Keq = exp(
–∆G
R ·T

) . (4.33)

The differences in enthalpy and entropy that determine ∆G are well known for the gaseous
species. The values for the oxygen storage materials however are still discussed in the
literature. We apply the rounded values from the work of Gong et al. [206] (see Table 4.9).
For a possible calibration, these values are handled as parameters in the model. ∆G for
the H2 OSC reaction (R13,R18) is therefore determined as

∆GH2–OSC = (–241.83 ·103 J
mol

–∆H0
CeO) ·103 –T ·(58.12

J
mol ·K

–∆S0
CeO) , (4.34)

and accordingly for the CO reaction (R14, R19)

∆GCO–OSC = (–282.99 ·103 J
mol

–∆H0
CeO) ·103 –T ·(15.73

J
mol ·K

–∆S0
CeO) . (4.35)

Table 4.9: Thermodynamic properties of the ceria sites

ceria site ∆H0 [kJ/mol] ∆S0 [J/mol K]

fast -250 -0.6
slow -250 -0.6
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4.5.4 Impact of Dithering

In order to present the impact of dithering solely on the measurement results more clearly,
Figure 4.14 depicts a light-off as well as λ -sweeps with and without λ -oscillations.
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Figure 4.14: Impact of dithering on measured quasi-steady light-off at 115 kg/h and
λ -sweep at 260 kg/h. Solid lines represent measurement results without λ -oscillations,
dashed lines depict measurements at a λ -amplitude of 2.5% at a 1.5 Hz frequency.

4.5.5 Steady-State H2 and N2O Values

Additional to the conversions depicted in the results section, the normalized outlet emis-
sions (NOE) of H2 and N2O for all steady-state operating points are shown in Figure 4.15.
The model prediction and the measurement are normalized to the maximum measured
outlet value of all measurements, which is in the slightly lean light-off for N2O and on
the rich side of high load λ -sweep for H2. This normalization allows to differentiate
between a high and a low discrepancy. It can be seen that the general trends are captured.
However, the quality is not as good as for the major components.
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Figure 4.15: N2O and H2 model fit: quasi-steady-state light-off at 115 kg/h for different
λ -values and λ -scans at 260 kg/h and 460 kg/h. Measurement results are depicted as
symbols and simulation results represent the lines.
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5 A Model-Based Analysis of
Washcoat Distribution on Zoned
Coated Gasoline Particulate Filters

Summary of the publication
The integration of three-way catalysts (TWC) and gasoline particulate filters into a single
so-called coated GPF (cGPF) can decrease the necessary packaging volume and costs in
exhaust gas aftertreatment systems. Similar to classical TWCs, it is possible to introduce
advanced coating technologies, in the presented case zoning, which creates zones of
high and low washcoat loading, resulting in a filter with an axial non-uniformity of the
washcoat distribution. In addition to zoning, a filter can either be coated solely in-wall or
have a partially or fully on-wall coating, which leads to a variety of coating configurations.
To investigate the impact of the coating configuration, a previously published validated
cGPF model is applied to evaluate the pressure drop, high load conversion, and light-off
performance of fresh cGPFs. The simulations reveal an enhanced light-off at steady-state
conditions if more washcoat is deposited at the front part of the filter or on the inlet
channel. Under transient conditions, however, a filter with a catalytic layer on the outlet
channel performs best.

Individual Contributions of the Candidate
The methodology as well as the implementation and software were carried out by the
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candidate. Jens Neumanns supervised the modeling process. Prof. Olaf Hinrichsen
helped reviewing and editing the manuscript which was written by the candidate.

Reprinted (adpated) with permission from Raimund Walter, Jens Neumann, and Olaf
Hinrichsen "A model-based analysis of washcoat distribution on zoned coated gaso-
line particulate filters" Chemical Engineering Journal 2022 441, S. 135615. DOI:
10.1016/j.cej.2022.135615.
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5.1 Introduction

Nowadays, particulate filters are a standard component in the exhaust gas aftertreatment
systems of diesel as well as gasoline vehicles. For the latter, gasoline particulate filters
(GPF) are a relatively new technology [68, 80] to cope with the increasingly stringent
legislation regarding the particle number emissions [67, 70]. The GPF is a wall-flow de-
vice consisting of square channels plugged at alternate ends in adjacent channels such that
the exhaust gas mixture passes through the walls of a porous substrate [79, 80, 85]. The
filtration which is strongly dependent on the microstructure of the porous media mainly
proceeds via the particle diffusion mechanism due to the small size of the nanoparticles
emitted by modern gasoline engines [80, 85].

In addition to the GPF, the exhaust gas aftertreatment system of a gasoline engine contains
three-way catalysts (TWC) in order to reduce the emissions of CO, NO, and unburned
hydrocarbons (HC). The integration of three-way catalysts (TWC) and GPF into a single
so-called coated gasoline particulate filter (cGPF) offers different benefits. The combina-
tion of two devices reduces the necessary packaging volume for the exhaust aftertreatment
system, which helps to increase the total catalytic active volume to that necessary to meet
legislation for real driving emissions (RDE) [31, 217]. Additionally, it offers the opportu-
nity to place the GPF closer to the engine, thus enabling more effective regenerations of
the filter without introducing a catalytic inactive heat sink into the system [74, 218, 219].

GPFs are usually coated with three-way catalysts made of Pd/Rh on an alumina/ceria
support [41, 90, 160], whereas DPFs are mostly coated with a Cu/zeolite washcoat for
NOx reduction or Pt/alumina as oxidation catalyst [220–222]. Depending on the prop-
erties of the catalyst slurry and the washcoating method, the catalyst is either deposited
in the wall or on the walls of either inlet or outlet channel [96, 97]. A mix of both, in-
wall and on-wall, is also possible depending on the washcoat loading. Punke et al. [223]
suggested that zoning, i.e. the introduction of zones with different catalytic loadings,
could be beneficial during a cold start. With zoning, a new degree of freedom can be
introduced to optimize the filter with respect to the catalytic conversion, filtration, and
backpressure as well as cost-effectiveness. The resulting complexity in coating options
makes modeling approaches that can evaluate the effectiveness of the different coating
possibilities necessary.
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5 Analysis of Washcoat Distribution

Simulation studies on channel scale compared the conversion performance of in-wall
coated filters with conventional open monoliths [169, 170, 201]. For DPFs with an
integrated coated diesel oxidation catalyst, Dardiotis et al. [220] evaluated the influence
of zoning. The authors found that it is beneficial to place more catalytic coating in the
front part of the filter for a faster light-off. However, Dardiotis et al. [220] did not consider
the influence of zoning on thermal mass or on wall flow distribution. Karamitros et al.
[222] included the impact of the different wall-flow behavior as they compared a uniform
coated DPF with two zoned ones.

On a much finer pore scale, Kočí et al. [110] introduced the application of 3D-CFD calcu-
lations based on X-Ray microtomography (XRM) data. Leskovjan et al. [162] determined
the permeability of different filters including partially on-wall coated filters using XRM
data and Plachá et al. [87] calculated the particle capture in the pore scale regime with
this data. Also, simple first-order reactions were already implemented in this framework
[163]. Belot et al. [103] applied pore scale simulations on virtually created differently
coated filter walls and validated their modeling with additive manufacturing [224]. In the
study, the authors compared on a pore scale uniform in-wall coating with a non-uniform
coating at increasing washcoat amounts. Other work focused on the application process
of three-way catalysts on filters. Blažek et al. [97] applied time-resolved XRM to bring
new insights into the drying dynamics of the washcoat in and on the porous filter wall. In
their subsequent pressure loss experiments, the authors compared different coatings. A
dense on-wall layer showed the highest pressure loss, whereas a macro-porous on-wall
layer was comparable to a solely in-wall coated filter [97].

Since pore scale models capture only a tiny part of one wall in a single channel of the
filter, it is challenging to evaluate a whole filter with these models. Studies applying
channel scale models that are coarser but make an evaluation of a filter concept possible
are rare and previously focused only on DPF coatings such as SCR or DOC. In addition,
the possibility of an on-wall coating is not considered at all in these works [170, 220, 222].
Thus, there is still no study that clearly differentiates the impact of on-wall and in-wall
coating in combination with zoning. In order to close this gap, we apply our channel scale
model [95], which was recently extended by a global reaction kinetics [168] for TWC
coatings, on different filter configurations and compare the catalytic performance under
relevant operating conditions. The applied kinetics and the cGPF model were validated
within a broad range of steady-state measurements as well as transient drive cycles on an
in-wall coated filter [168]. This in-wall filter is therefore regarded as a base configuration
for the variations of washcoat distribution presented here.
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5.2 Methodology

A methodology was developed to virtually construct filters with axially gradients or zones
of washcoat distributions but the same overall catalyst mass. In a second step, a porous
media model determines the spatial porosity and permeability to capture the influence on
flow distribution and on thermal behavior. By applying our previously published reaction
kinetics, a direct comparison of the different configurations under realistic operating
conditions is possible. Naturally, a reference filter with defined properties is necessary.
The applied configuration shown in Table 5.1 is identical to an in-wall coated, cordierite
filter that was extensively studied in a previous work of ours [168]. For this base filter,
the difference between the model prediction and the measured values are 10 K in average
for the T50-value of the main pollutants CO, HC and NO at steady-state light-offs at four
different λ -values. Under rich conditions, the difference for the NO T50-value decreases
to 3 K [168]. In the transient validation, the emission levels of a WLTC are estimated
within a 5% error range.

Table 5.1: Substrate properties valid for all considered configurations.

diameter [mm] 136
length, L [mm] 120
cell density [cpsi] 300
wall thickness, th [mil] 8
porosity, εcord (prior to coating) [-] 0.64
porosity, εbase [-] 0.47
tortuousity, τ [-] 3.5
porosity of the optional on-wall
layer, εow [-]

0.1

φbase
wsc [-] 0.17

washcoat loading [g/l] 75
PGM ratio Pt:Pd:Rh [-] 0:7:2

heat capacity of cordierite, ccord
[J/kgK] (see [126])

–3.44·107[ K·J
kg ]

T2 + 1071[ J
kg·K ] +

0.156[ J
kg·K2 ] ·T

heat capacity of the washcoat
(γ-Al2O3), cwsc [J·Kg–1K–1] (see
[225])

1[kg]
101.96[mol] · (102.42[ J

molK ] + 38.75 ·
10–3 [ J

kg·K2 ] ·T –1.591 ·10–3 [ J
kg·K3 ] ·T2 +

2.6310–3[ J
kg·K4 ] ·T3 – 3 ·10–3 [ JK

kg ] ·T–2

washcoat density, ρwsc [kg/m3] 1710
cordierite density (see [225]), ρcord
[kg/m3]

2050

thermal conductivity (see [126]), λ

[W·m1–·K–1]
1.5
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5 Analysis of Washcoat Distribution

5.2.1 Considered Configurations

To describe possible coating configurations of cGPFs, three parameters are introduced:
the fraction of washcoat deposited on-wall ζ , the partial coating factor ξ , and the zoning
intensity of the coated low zone χ . Equation (5.1) to Equation (5.3) describe these
parameters with the help of the total washcoat mass of the filter mwsc.

ζ =
mwsc,ow

mwsc,ow + mwsc,iw
(5.1)

ξ =
Lcoated
Lchan

(5.2)

χ =
mwsc,low

mwsc,high + mwsc,low
(5.3)

Figure 5.1 shows the resulting topologies. Note that the corresponding pairs on the left and
right sides of Figure 5.1 are mirrored. In each case two of the numbers are kept constant
and one is varied. Table 5.2 illustrates the value range for the different configurations
considered in this work. The coating gap of the on-wall coated filters (owi, owo) is chosen
in a way that the exhaust flow is forced to flow either through or along a catalytic active
zone. A screening study conducted beforehand revealed that configurations, which allow
the exhaust gas flow to bypass the catalytic layer e.g., an owi configuration with a gap
at the front, exhibit a low catalytic performance and only minor benefits regarding the
pressure loss.

Table 5.2: Considered filter configurations and their description.

Topologies figure on-wall fraction ζ partial coating factor ξ fraction zoned low χ

iw-HN, iw-NH 5.1a, 5.1b 0 [0.5 ... 1] 0
iw-HL, iw-LH 5.1c, 5.1d 0 0.5 [0 to 0.5]
owi, owo 5.1e, 5.1f 1 [0.5 to 1] 0
iw+owi, iw+owo 5.1g, 5.1h [0 to 1] 1 1

Since the washcoat volume and the washcoat mass are constant in each case, the porosity
and on-wall layer thickness varies, see Section 5.2.3. The resulting values at different
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(a) In-wall high-no (iw-HN) (b) In-wall no-high (iw-NH)

(c) In-wall high-low (iw-HL) (d) In-wall low-high (iw-LH)

(e) On-wall inlet channel (owi) (f) On-wall outlet channel (owo)

(g) In-wall and on-wall inlet channel (iw+owi) (h) In-wall and on-wall outlet channel (iw+owo)

Figure 5.1: cGPF configurations. Green and red coloring indicates catalytic active
porous media whereas grey indicates inert material. Flow direction is from top left to
bottom right. The variation range of the parameters for every case is given in the square
brackets.
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5 Analysis of Washcoat Distribution

partial coating factors ξ can be found in Figure 5.13 in the appendix. The configurations
iw-HL and iw-LH (Figure 5.1c,5.1d) describe a zoning of the washcoat in two in-wall
zones of equal length with either high loading at the front and lower loading at the rear or
vice versa. Additionally, two configurations with both on-wall and in-wall coating (iw-
owi, iw-owo) are considered (Figure 5.1g,5.1h). Here, the splitting ratio of the washcoat
between on-wall and in-wall is varied, which leads to a spread between a uniformly in-
wall coated filter at ζ = 0 and a solely on-wall coated filter at ζ = 1.

5.2.2 Reactor Model

Figure 5.2: Model description.

The transient reactor model of this work was previously published in [168]. The model
solves the governing equations for the conservation of energy, species, and momentum for
one representative pair of an inlet and an outlet channel and the separating porous wall
as can be seen in Figure 5.2. In the channels, one-dimensional profiles of the velocity,
temperature, and species concentration are computed. Corresponding transfer coefficients
[153, 226] describe radial transfer effects. Applying a 1D+1D approach [133, 169, 170],
the porous medium is discretized in axial and trough-wall direction. Here, radial as well
as axial heat and mass transfer are considered. An additional on-wall layer can be applied
either on the inlet or on the outlet channel. The interested reader can find a detailed
description of the modeling approach in 5.5.2. The resulting reaction rates ṙi are scaled
by the local washcoat fraction φwsc (see Equation (5.4)) similar to the work of Karamitros
et al. [222] as well as Greiner et al. [163] to capture with the influence of non-uniform
coating on the reaction rates.

ṙi = φwsc · ṙi,wsc (5.4)
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To ensure sufficient accuracy, a grid convergence study of the axial discretization is
conducted for two representative filter configurations. The results can be seen in 5.5.3.

5.2.3 Porous Media Model

A rigorous porous media model is applied to correctly capture the differences in ther-
mal and wall-flow behavior. To cope with an additional catalytic on-wall layer or the
heterogeneous properties of the porous media, every finite element can be attributed
with a permeability kw, porosity ε , and washcoat fraction φwsc. The influence of the
trapezoidal cross section of an on-wall layer on one wall on pressure drop is considered
by Equation (5.5), which is derived from an integration of Darcy’s law [78].

k∗w,ow = 2kow · (log(
Dchan

Dchan – 2tow
))–1 (5.5)

The channel wall volume is characterized by its porosity ε and its washcoat volume
fraction φwsc. Together with the fraction of cordierite φcord these numbers close the
volume balance. As a consequence, a local increase in the washcoat fraction will decrease
the porosity. The resulting density ρ̄ and the corresponding heat capacity of the porous
media c̄ is then determined by

ρ̄ c̄ = ε ·ρgas · cgas,p + φwsc ·ρwsc · cwsc + φcord ·ρcord · ccord (5.6)

with the densities ρ , heat capacities c from Table 5.1 and fluid heat capacity cgas,p from
correlations of the VDI Heat Atlas [155]. The properties of the exhaust gas mixture
are determined via correlations for the single species and appropriate averaging methods
[155]. With a set spatial φwsc and the porosity of the bare substrate εcord, the resulting
porosity is calculated via Equation (5.7).

ε = 1 – ((1 – εcord) + φwsc) (5.7)

Further, in analogy to soot loading models [78, 122], we apply a porosity-dependent
permeability for the filter wall in order to capture the influence of different washcoat
fractions on the flowfield in the channels. The permeability determines the wall-flow and
greatly impacts the overall pressure drop. With the permeability kbase

w of the reference
filter, the permeability at a different porosity is expressed as

kw = kbase
w · f (ε)

f (εbase)
. (5.8)
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5 Analysis of Washcoat Distribution
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(a) Dependency of the permeability on the
porosity of the porous media with two a priori
determined permeabilities and their correspond-
ing 95% confidence intervals.

(b) Measured pore size distribution of a bare and
a coated GPF.

Figure 5.3: Impact of coating permeability and pore size distribution.

Hereby, f (ε) is Kuwabara’s formula [111]: f (ε) = (1 – ε)–1 · (1 – 9
5 (1 – ε)

1
3 + (1 – ε) – 1

5 (1 –
ε)2). To apply Equation (5.8) it is necessary to know the permeability and porosity of
one base filter. Therefore, we determine the permeability of an in-wall coated filter and
a corresponding bare substrate utilizing pressure drop experiments [95]. As base case
we apply the permeability of the coated filter because especially, in that case, the wall
flow is the dominant contributor to the overall pressure drop. In contrast, the impact of
the permeability on the pressure drop of the bare substrate is less as can be seen from
the wide confidence intervals shown in Figure 5.3a , which illustrates the permeability at
different porosities with the determined permeabilities of the two filters as markers. The
dashed lines show the correlation with the upper and lower 95% confidence interval of
the base filter’s permeability. It has to be pointed out that the confidence interval of the
coated filter is so small that it is not distinguishable from the marker. As can be seen in
Figure 5.3a, the correlation correctly estimates the permeability of the bare filter.

The description of the permeability with the porosity is based on the assumption that the
relative pore size distribution of the porous media only slightly changes with coating.
To further validate this hypothesis, X-ray microtomography (XRM) scans of the two
filters were conducted. Figure 5.3b displays the number of pores determined by the
maximum sphere inscription method [167]. Whereas the total number of pores decreases,
the cumulative pore size distribution and especially the mean pore size (D50) shift only
slightly.
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The permeability of the on-wall layer is more complex to determine since it depends
mostly on cracks and the macro porosity of the layer [110, 162], which is not in the scope
of this work. Therefore, we assume a constant on-wall permeability kow of 0.035 µm2,
which is similar to the permeabilities determined by Leskovjan et al. [162] for densely
on-wall coated filters.
Table 5.3 lists the formulas applied to determine the local washcoat loading φwsc, on-
wall layer thickness tow, and permeability kw for the different concepts. Assuming a
constant total washcoat mass and washcoat density, φwsc is calculated by multiplying the
washcoat fraction of the base case φbase

wsc with the appropriate parameters for the case-
specific washcoat distribution. For on-wall concepts, the thickness of the catalytic layer
corresponding to the washcoat volume of the base case is of interest. For more readability,
tow is calculated by applying the area of the on-wall layer Aow

wsc. A constant porosity εow

of 0.1 is assumed for all on-wall layers.

Table 5.3: Calculation of the washcoat fraction φwsc and permeability kw for the dif-
ferent filter configuration. The corresponding local porosity ε can be determined by
Equation (5.7) (ε = 1 – ((1 – εcord) + φwsc)) from φwsc. For all uncoated parts of a filter,
the properties of the bare substrate (εcord) are applied (see Table 5.1).

configuration φwsc kw

iw-HN / iw-NH φ iw
wsc = 1

ξ
·φbase

wsc kiw
w = kbase

w · f (ε iw)
f (εbase)

iw-HL / iw-LH
φ

iw–high
wsc = (ξ –1 – ξ –1 ·χ)φbase

wsc kiw–high
w = kbase

w · f (ε iw–high)
f (εbase)

φ iw–Low
wsc = (ξ –1 – ξ –1 · (1 – χ))φbase

wsc kiw–low
w = kbase

w · f (ε iw–low)
f (εbase)

owi / owo
Aow

wsc =
2(

D2
filter
4π

–D2
chan)·φbase

wsc
ξ ·(1–εow) kow

w = 0.035 µm2

tow = 0.5 · (Dchan –
√

D2
chan – Aow

wsc) kiw
w = kbase

w · f (εbare)
f (εbase)

φow
wsc = 1 – εow

iw+owi / iw+owo

Aow
wsc = 2ζ · (D2

filter
4π

– D2
chan) · φbase

wsc
1–εow

kow
w = 0.035 µm2

tow = 0.5 · (Dchan –
√

D2
chan – Aow

wsc) kiw
w = kbase

w · f (ε iw)
f (εbase)

φow
wsc = 1 – εow

φ iw
wsc = φbase

wsc · (1 – ζ )

5.3 Results and Discussion

Next to filtration performance, pressure drop and catalytic performance are the key criteria
of a cGPF. Thus, we apply virtual experiments to first evaluate the impact of the coatings
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5 Analysis of Washcoat Distribution

on the pressure drop. In a second step, the catalytic conversion at high space velocities is
analyzed. In the last step, two different light-off scenarios, a quasi-steady-state case with
an inlet temperature ramp of 1 K·s–1 and a transient light-off at a heating rate of 30 K·s–1,
highlight the impact of zoning.

Table 5.4: Inlet conditions for the different experiments.

experiment λ [-] mass flow [kg·h–1] temperature [◦C]

pressure drop 0.999 450 800
quasi steady light-off 0.999 110 100 to 400 at 1 K·s–1

transient light-off 0.999 110 20 to 700 at 30 K·s–1

high-load variation 0.999 100 to 1700 600

Table 5.4 lists the inlet conditions for the different experiments. In all cases, the feed gas
is a mixture with the slightly rich λ -value of 0.999. The applied composition, shown in
Table 5.5, corresponds roughly to a medium-load engine out of a direct injection gasoline
engine [126].

Table 5.5: Inlet feed applied in all experiments. The mixture has a λ -value of 0.999

species fraction [-]

CO [ppm] 2400
CO2 [%] 12.8
HC [ppm] 315
CH4 [ppm] 32
H2 [ppm] 1120
NO [ppm] 2230
O2 [ppm] 1860
H2O [%] 12.9
N2 [%] 73.3
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5.3.1 Pressure Drop

Figure 5.4a depicts pressure drop as a function of mass flow for the four axially zoned
configurations at the minimum (ξ = 0.5) and maximum (ξ = 1) considered partial coating
factor. As the compressible flow is defined by a pressure boundary at the outlet and a mass
flow at the inlet, it can be observed that the inlet density is influenced by the pressure drop.
This results in a slightly decreasing slope for the fully coated on-wall filters that have the
highest backpressure.
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(a) Pressure drop for different configurations. (b) Pressure drop for different partial coating
factors ξ at 450 kg·h–1 and 800 ◦C.
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(c) Pressure drop for different washcoat distribu-
tion χ at a constant partial coating factor ξ = 0.5
at 450 kg·h–1 and 800 ◦C.

(d) Pressure drop at varying on-wall fractions ζ

for fully coated filter (ξ = 1) at 450 kg·h–1 and
800 ◦C.

Figure 5.4: Pressure drop for different coating parameters.
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5 Analysis of Washcoat Distribution

Since pressure drop is relevant at high load conditions, Figures 5.4b to d depict pressure
drop at 450 kg·h–1 and 800 ◦C for different coating parameters. As can be seen, on-wall
coating leads to an increased pressure drop. With decreasing partial coating factors ξ ,
the resulting coating gap, however, can greatly reduce the pressure drop. The impact of a
partial coating on the purely in-wall coated configuration is smaller since the differences
in permeability are not as high as for the on-wall coated configurations. Because the result
is dependent on the on-wall permeability, which is kept constant, the impact of this value
is evaluated in Figure 5.15 in the appendix. If the flow resistance in the catalytic on-wall
layer is higher than that of the filter walls, a coating gap will decrease the pressure drop.
The variations of the χ- and ζ -values reveal that the pressure drop gradually changes from
the corresponding extreme cases, e.g., from an in-wall coating (ζ = 0) to a purely on-wall
coated filter (ζ = 1), of Figure 5.4d.

Furthermore, comparing the owi with the owo cases, it is beneficial to place the zones with
higher permeability at the rear of the filter (Figure 5.4a). Due to the axial distribution of
the wall velocity, there is an increase in wall-flow at the rear. Therefore, the mass flow
through a coating gap at the rear is higher than through a coating gap with the same
size at the front of the filter. The axial wall-flow distribution depends on the pressure
difference between the inlet and the outlet channel. Whereas the pressure loss in the
outlet channel increases with the channel length due to the rising channel velocity, the
inlet channel pressure only slightly decreases due to the decreasing velocity [145, 154,
171]. Figure 5.16 in the appendix shows the channel pressure profiles and the resulting
wall velocities for different partial coating factors ξ . The different pressure profiles result
in a larger difference in the rear part of the filter and therefore more wall-flow at this point.
Therefore, the owi and the iw-HN configuration with the coating gap at the rear have a
lower pressure drop than their mirrored counterparts owo and iw-NH.

5.3.2 High-Load Conversion

As a first comparison of catalytic behavior, a steady-state variation of the mass flow is
conducted. Since the catalysts are usually warm under operating conditions at high load,
e.g., highway driving, a constant inlet temperature of 600 ◦C is chosen for this virtual
experiment. At this temperature, the reaction rate does not limit the conversion when
applying the characteristics of a fresh catalyst. Rather, the mass transfer in the channel and
the walls decreases the observed conversion. Under industrially relevant conditions, an
aged cGPF would be applied for this experiment to capture kinetic as well as mass transfer
limitation. However, we expect the configurations to show different aging characteristics
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due to differences in the thermal behavior and contact with deactivating substances e.g.,
oil [227]. Applying an appropriate deactivation is out of the scope of this work. Still,
differences in the mass transfer limitation allow to elucidate the impact of zoning.
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Figure 5.5: Impact of the GHSV on the considered configurations at a λ -value of 0.999

Figure 5.5a displays the impact of space velocity on NO conversion for different axially
zoned configurations at a partial coating factor ξ of 0.8. The owo and iw-NH configura-
tions with the coating gap at the front deliver a sharper decrease than the corresponding
owi and iw-HN configurations. The other subplots in Figure 5.5 display the NO conver-
sion for different coating parameters at a constant GHSV of 8·105 h–1. As can be seen in
Figure 5.5b, all configurations show a considerable conversion loss when coating length
is reduced which is a sign for an external mass transfer limitation as the overall catalytic
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5 Analysis of Washcoat Distribution

activity is the same for every filter. The owo and iw-NH configurations, however, are more
strongly impacted. A configuration without coating gap (Figure 5.5c) is less strongly
impacted since the fluid has to flow through a catalytic layer. A variation of the on-wall
fraction ζ (Figure 5.5d) does not influence the coated length and the flow is forced to pass
through the catalyst. Therefore, the high-load conversion is not affected by the ζ -value.

To further elucidate the difference between the configuration with coating gap, Figure 5.6
shows the NO concentration in the channels at a ξ -value of 0.8. Under the studied
operating conditions, there exists an external mass transfer limitation [228]. This mass
transfer between the channel and the wall mainly limits the conversion. Due to wall-flow,
mass transfer in the inlet channel is higher than the one from the outlet channel to the
wall [153, 226]. As can be seen in Figure 5.6, the NO concentration declines in the
inlet channels for all configurations except the owo. Here, the NO fraction stays almost
constant along the inlet channel length due to the severe diffusion limitation through the
porous wall to the catalytic layer.
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Figure 5.6: Axial NO fraction in the channels for partially coated filters at a ξ -value of
0.8. Solid lines depict the NO fraction in the inlet channel and dashed lines the one in
the outlet channel.

5.3.3 Steady-State Light-Off

A fast light-off is the key for the application of catalysts in automotive exhaust gas
aftertreatment because a major part of the emissions is released during the warm-up phase
of the catalysts [229]. A crucial parameter to assess light-off performance is the T50-value
that corresponds to the inlet temperature with a 50% conversion. Naturally, the choice of
testing conditions, especially space velocity, impacts the T50. Even though the applied
reaction network includes all major automotive pollutants, the next figures include only
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the NO-values for readability. The interested reader can find the analysis of CO and HC
emissions in 5.5.6, proving that NO is representative for the main pollutants.
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Figure 5.7: Light-off experiment with a heating rate of 1 K·s–1 at 110 kg·h–1.

Figure 5.7 summarizes the results of a quasi steady-state light-off experiment at a mass
flow of 110 kg·h–1. The inlet heating rate of 1 K·s–1 is low enough that the filter heats up
evenly. For the three different ξ -values of 0.5, 0.9 and 1, the light-off curves are depicted
in Figure 5.7a. For all configurations, the T50 is in a narrow range between 280 and
300 ◦C.

An owi coating however shows an earlier light-off, especially when the partial coating
factor ξ is decreased. Similarly, an in-wall coating with a higher amount of catalyst
in the front reduces the T50 as can be seen when reducing the fraction zoned low χ
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(Figure 5.7c). These findings are consistent with the results of Dardiotis et al. [220] and
Karamitros et al. [222]. The owo and iw-NH configurations are not as strongly influenced
by zoning since the T50-values are almost constant (Figure 5.11b, 5.11c).
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Figure 5.8: Temperature in the channels for different configurations during the light-off
experiment at a inlet temperature of 290 ◦C. Blue lines represent the simulation result
for the outlet channel and red lines represent the values for the inlet channel.

The earlier light-off of the iw-HN and owi configurations at low ξ can be explained by
the thermal behavior of the monolith as discussed in the following. Figure 5.8 represents
the axial temperature profiles in the inlet and outlet channel at an inlet temperature of
290 ◦C. The owi and iw-HN cases (Figure 5.8a, 5.8c) show a temperature increase due
to exothermic reaction heat at the front part of the filter, whereas the owo and iw-NH
configurations (Figure 5.8b, 5.8d) reveal a slight temperature decrease along the uncoated
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length and less reaction heat downstream.
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Figure 5.9: Maximum temperature in the solid and mass flow distribution between inlet
and outlet channel.

The maximum solid temperature, again at an inlet temperature of 290 ◦C, in Figure 5.9a
shows that the temperature increases with more washcoat deposited at the front of the filter
due to the higher reaction heat. However, more interestingly, the owo configurations at
high ξ -values have the lowest T50-values (see Figure 5.7b) even though the reaction heat
is similar to the other configurations at this ξ -range. Due to the coating gap at the front
of the filter, the incoming mass flow is split equally between the inlet and outlet channel
at the beginning of the on-wall layer. As can be seen in Figure 5.9b, approximately
half the mass flow remains in the inlet channel downstream of the coating gap, whereas
the mass flow splits more unequally for the other configurations. Therefore, the other
configurations obtain a higher axial velocity in the inlet channel compared to the owo
configurations, which increases the limitation due to mass transfer from the channel to
the filter wall as well as decreases the residence time.

The expected drawback of approximately half the mass flow in the uncoated inlet channel
for the owo configuration is strongly reduced by diffusion through the highly porous, inert
filter wall. The left-hand side of Figure 5.10 shows the spatial NO conversion at a ξ -value
of 0.9 for the four different configurations at a temperature slightly above the T50. Even
though the owo case has no catalyst on the inlet channel or in its adjacent walls, the NO
fraction decreases in the axial direction. This can be explained by diffusion from the inlet
channel through the inert wall to the catalytic layer. Thus, against expectations, a small
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5 Analysis of Washcoat Distribution

Figure 5.10: Spatial temperature and NO conversion for the iw-HN, iw-NH, owi and
owo configurations at a ξ -value of 0.90 at an inlet temperature of 290 ◦C.

coating gap at the front of the filter can enhances the light-off behavior compared to the
other configuration at the same ξ -level. The catalytic layer is even slightly colder than
in the owi or iw-HN cases as can be seen from the spatial temperature distribution at the
right side of Figure 5.10.

5.3.4 Transient Light-Off

Under real-world conditions in automotive aftertreatment, catalysts are usually heated at
higher rates, because reducing the warm-up time is crucial to decreasing emissions. Plac-
ing the monolith close to the engine and operating in a special catalyst heating mode often
achieves a heating rate of 30 K·s–1 [126, 168, 230]. To evaluate the shown configurations
under these practically relevant conditions, a corresponding light-off experiment with a
faster temperature ramp from room temperature to 700 ◦C at a heating rate of 30 K·s–1 is
conducted, see Table 5.4.

Figure 5.11a shows the time-resolved NO conversion for different configurations. To
evaluate the impact of the zoning parameters, again the T50-value is applied. Due to the
faster heat up and the thermal inertia, the values, based on the inlet temperature, are higher
than under quasi-steady conditions. As illustrated in Figure 5.11b, an on-wall coating
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5 Analysis of Washcoat Distribution

of the inlet channel decreases the T50 compared to a solely in-wall coating, whereas
especially for low ξ -values the inert thermal mass at the front drastically increases the
T50 for the owo and iw-NH configurations. At high ξ -numbers, the different topologies
become more similar: the T50 of the in-wall coated configuration is slightly higher than
the T50 of the corresponding on-wall coated configuration. Again for the owo-case,
the more even split of the mass flow between both channels reduces the mass transfer
limitation due to the lower axial velocities. At a partial coating factor ξ of one, the T50
of the owo-configuration sharply increases because without the coating gap there is no
beneficial split of the incoming gas flow between the channels.

In contrast to the steady-state conditions, a more dense coating of the front part does not
decrease the light-off temperature under these conditions. As can be seen in Figure 5.11c,
the T50 decreases at a more uniform coating. These results are consistent with the
coating length variation (Figure 5.11a), demonstrating that at increasing ξ -values the T50
decreases.

Figure 5.11d depicts the ζ -variation. Since no coating gap is considered, the owo-case
shows higher T50-values with increasing on-wall fraction, due to the thermal inertia of
the uncoated filter wall. For the inlet channel coating, it can be seen that a minimum
fraction of roughly half the washcoat needs to be deposited on-wall for a benefit under
transient conditions. At low ζ -values the thin but dense catalytic layer acts as diffusion
barrier into the coated filter wall, resulting in a higher T50 for these filters.

5.3.5 Summary of the Simulation Results

There is no configuration that performs best in all presented virtual experiments. To
further cluster the influence of the coating parameters on the results, a combined quality
factor of the catalytic performance Qf is defined. Equations (5.9) and (5.10) apply a
simple scaling with the best configuration set to one and the worst to zero. Equation (5.10)
for the high-load conversion X differs from Equation (5.9) because here the highest value
is ranked as one, whereas the lowest T50 is obviously preferable. Minimum min and
maximum max are the global values over all conducted coating parameter variations.

Qf,T50 =
max(T50) – T50

max(T50) – min(T50)
(5.9)
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Figure 5.12: Quality factor of the catalytic performance and pressure drop normalized
to the values of the base filter.

Qf,X =
X – min(X)

max(X) – min(X)
(5.10)

The quality factors for the different experiments are then combined into a single number.

Qf = Qf,T50steady + Qf,T50transient + Qf,X (5.11)

For a more conclusive comparison, the resulting quality factor Qf and the pressure drop
∆p are normalized to the values of the base case. Thus, the uniformly in-wall coated
cGPF has a normalized quality factor and pressure drop of one. Figure 5.12 depicts the
normalized Qf and ∆p for all considered configurations.

As can be seen in Figure 5.12, in-wall configurations achieve the lowest pressure drop
and at high partial coating factors ξ good catalytic performance. On-wall configurations,
on the other hand, can perform well however with the here applied assumptions, their
pressure drop is higher. A coating that concentrates mainly on the rear part of the filter
yields the lowest catalytic performance.

One key aspect of cGPF is particle filtration efficiency, which is well-known to be sensi-
tive to the microstructure of the filter. However, to incorporate the filtration performance
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into the quality factor, a detailed knowledge of the resulting pore size distribution of the
on-wall layer as well as of the heterogeneous in-wall coating would be necessary.

5.4 Conclusion and Outlook

Due to the distinction of in-wall and on-wall coating as well as the introduction of axial
zoning, the filter reactor offers various coating topologies. For the practical deployment
as cGPF, we apply three non-dimensional parameters to describe different concepts in
various gradations. In a systematic, model-based evaluation, the pressure drop and the
catalytic performance of these concepts are compared. A previously published and vali-
dated cGPF channel-scale model is extended by a porous media model to incorporate the
impact of the washcoat loading on the porosity, permeability, and catalytic reactivity.

The simulation results reveal that, as an extreme case of zoning, a coating gap delivers
a strong reduction in the pressure drop for on-wall coated filters. However, compared to
an in-wall coated configuration, the pressure drop is still higher. More interestingly, the
comparison under high mass flow conditions reveals that a long coated length is necessary
to achieve high conversions. Under light-off conditions, the optimum coating length
depends on the temperature rate. Under quasi-steady-state conditions, a high washcoat
loading at the front of the filter reduces the light-off temperature due to an evolving
hotspot at the front. Under transient conditions, however, a more uniform coating offers
benefits. Against expectations, an on-wall coating of the outlet channel with a small gap
at the front of the filter achieves the earliest light-off due to the beneficial split of the
incoming mass flow between the inlet and outlet channel. Evaluating all the results show
that an in-wall coated filter with a small coating gap at the rear offers the best compromise
between pressure drop and chemical conversion.

In additions to the presented findings it needs to be considered, that our analysis is based
on a fresh filter without aging, ash, or soot accumulation. The interplay with soot and
ash will vary among the configurations. Also the thermal, as well as the chemical aging
characteristics, will differ among the topologies [227]. Thermal aging could be captured
by evaluating the simulated temperature during critical scenarios [231]. A different global
washcoat loading that was not in the scope of this study could change the ranking due to
the sensitivity of the pressure drop and wall flow on the thickness and permeability of the
on-wall layer.
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Summarizing, the reactor engineering analysis presented in this work demonstrates the
impact of the macroscopic coating topology on filter performance and provides an expla-
nation of the phenomena involved on reactor scale.

5.5 Appendix

The following section contains the resulting porous media characteristics depending on
the coating parameters as well as the underlying model description. In addition, a grid
convergence study shows that a sufficient discretization was chosen.

5.5.1 Porosity and Layer Thickness of the cGPF Configurations

Since the total washcoat mass is kept constant for every configuration, the porosity and
on-wall layer thickness vary. In Figure 5.13, the resulting layer thickness and porosity are
depicted as a function of the describing parameters. For the uncoated part of the filter, the
properties of the bare substrate are applied.

5.5.2 Model Description

The reactor model solves the governing equations for the conservation of energy, species,
and momentum for one representative pair of an inlet and an outlet channel and the
separating porous wall. Whereas the species conservation and, with it, the oxidation status
of the oxygen storage are treated as transient, the fluid energy and momentum balances are
solved quasi-steady, leading to a significant decrease in computation time. For the solid
temperature, an increased time step is applied because of the lower gradients compared to
the species balance.
All governing equations are solved in Matlab R2018b. For the momentum and overall
mass balance Equation (5.12) to Equation (4.10), the solver bpv4c is applied. The en-
thalpy balance in the channels (Equation (5.16)) is solved via ode15s and is coupled with
the mass and momentum balances with a recursive scheme. A method of lines approach
with the 1D+1D discretization of the channel pair integrates Equations (5.16)-(5.21) for
the species and enthalpy balance utilizing the solver ode15s. For faster performance, the
sparsity patterns of the corresponding Jacobi matrix are supplied and the maximum order
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is set to two. Additionally, all quantities are normalized to the same order of magnitude
to achieve consistent tolerances.

5.5.2.1 Mass and Momentum Balance

In the following equations, index j is 1 for the inlet channel and 2 for the outlet channel.
Equation (5.12) couples channel velocity vj with the wall velocity vw via the continuity
equation:

D2
j

∂ρjvj

∂ z
= (–1)j ·4Dj ·ρj · vw (5.12)

In the channels, no radial deviation of the pressure is considered. Therefore, a 1D-pressure
profile p is determined by:

∂pj

∂ z
= –βj(Rew) ·

d(ρj · v2
j )

dz
– 2 ·

ηj

D2
j
·Cj,f(Rew) · vj (5.13)

The coefficient βj(Rew) and the friction coefficient Cj,f(Rew) are interpolated using the
tables provided by Bissett et al. [153]. The wall Reynolds number Rew has an upper
bound of three as recommended in the literature [153, 171]. The channels are coupled via
Darcy’s law (5.14).

p1 – p2 = η · vw
kw

· tw (5.14)

The additional pressure loss due to expansion and contraction at the filter’s inlet and outlet
are determined with Equation (5.15).

∆pj =
ζj

2ρj
· ( ṁ

D2
j

)2 (5.15)

Here, ṁ is the mass flow entering or exiting the channel and the local resistance coefficient
ζj is set to 1.25 according to Leskovjan et al. [162].

5.5.2.2 Enthalpy Balance

The heat transfer coefficient h is derived via the Nusselt correlation of Bissett et al. [153].
The porous medium is assumed as homogeneous, and the ideal gas law is used. All
material data, e.g., viscosity, heat capacity, are calculated with correlations from the VDI
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Heat Atlas [155].

The channel gas phase temperature is assumed quasi-steady:

cgas,pρjvj ·
∂Tj

∂ z
=

4
Dj

· (hj + (–1)j · cgas,pρjvw) · (Tw|x=–(1–j)·tw – Tj) (5.16)

In the wall, the homogeneous temperature is derived by:

ρ̄ c̄
∂Tw
∂ t

= λs ·
∂ 2Tw

∂ z2 + λs ·
∂ 2Tw

∂x2 +
vwρwcgas,p∂Tw

∂x
+ Σ ṙi ·H0

B (5.17)

with ρ̄ c̄ as the thermal mass of the wall defined by Equation (5.6).

To achieve consistency between the channel and wall modeling, the enthalpy flux term in
through-wall direction is set to

ρ̄ c̄
∂Tw
∂x

|x=–(1–j)·tw =
4
Dj

· (hj + (–1)j · cgas,pρjvw) · (Tw|x=–(1–j)·tw – Tj) (5.18)

at the boundaries.

5.5.2.3 Species Balance

The species balance is solved fully transient in the channels for each species with the
mass transfer coefficient kj derived from the correlation of Bissett et al. [153] under the
assumption of equal values for Nusselt and Sherwood numbers.

∂cj

∂ t
= –vj ·

∂cj

∂ z
–

4
Dj

· (kj · (cj – cw|x=–(1–j)·tw) + (–1)j · vw · cj) (5.19)

In the wall, diffusion in the through-wall direction is considered via an effective diffusion
coefficient Deff . The species balance in the wall, given in Equation (5.20) with ṙ as the
reaction rate of the respective species, is determined by the reaction network of Table 5.6.

∂cw
∂ t

=
∂ (vw · cw)

∂x
– Deff ·

∂ 2cw

∂x2 + ṙ (5.20)
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By analogy to the enthalpy balance, the boundary conditions are set to

Deff ·
∂cw
∂x

|x=–(1–j)·tw = kj · (cw|x=–(1–j)·tw – cj) . (5.21)

For effective diffusion coefficient Deff , the parallel pore model is used:

Di,eff = Di,M · εw
τ

(5.22)

Here, Di,M is the diffusion coefficient of the species i in the mixture, εw is the porosity of
the wall, including the effect of the coating, and τ is the tortuosity, which is an empirical
correction factor. The calculated Di,eff correspond well to the measured values of Kröcher
et al. [213].

5.5.2.4 Reaction Network

Table 5.6 lists all applied reactions with their parameters. The network includes all
standard reactions [126, 179, 187] and the parameters are calibrated to a fresh in-wall
coated filter [168] used here as the base filter. The choice of two different ceria sites (fast
and slow) as well as C3H6 as the only HC species is explained in detail in reference [168].

5.5.3 Grid Convergence Study

In order to validate the discretization choice of 50 axial elements, a grid convergence study
is conducted. A transient light-off with a temperature gradient of 30 K·s–1 for the two
filter configurations iw-HN and owi at a ξ -value of 0.5 is simulated. The configuration
as well as the experiments are assumed as the most demanding in terms of accuracy.
Figure 5.14a shows the cumulative outlet NO emissions normalized to the cumulative inlet
NO emissions (NCOE) after 25 s. With the mass fractions w of a species i, Equation (5.23)
determines the NCOE.

NCOE = (
1∫ tend

t0 ṁ ·win
j dt

) ·
∫ t

t0
ṁ ·wout

j dt (5.23)
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Table 5.6: Kinetic parameters

reaction Apre[ m3

s·mol ] EA[– kJ
mol ]

R1 CO + 0.5O2 → CO2 3.028e+21 144
R2 H2 + 0.5O2 → H2O 1.026e+19 85
R3 C3H6 + 4.5O2 → 3CO2 + 3H2O 5.959e+19 112
R4 CH4 + 2O2 → CO2 + 2H2O 4.780e+11 124
R5 CO + H2O ⇌ CO2 + H2 3.737e+12 75
R6 C3H6 + 3H2O ⇌ 3CO + 6H2 1.887e+14 120
R7 CO + NO → CO2 + 0.5N2 7.914e+14 58
R8 C3H6 + 9NO → 3CO2 + 4.5 N2 3.590e+11 110
R9 H2 + N2O → H2O + N2 3.775e+06 76
R10 CO + 2NO → CO2 + N2O 7.412e+11 37
R11 CO + N2O → CO2 + N2 2.119e+13 81

R12 0.5O2 + fCe2O3 → 2fCeO2 6.278e+10 75
R13 H2 + 2fCeO2 ⇌ fCe2O3 + H2O 3.164e+10 80
R14 CO + 2fCeO2 ⇌ fCe2O3 + CO2 4.214e+14 120
R15 C3H6 + 12fCeO2 → 6fCe2O3 +3CO + 3H2O 2.020e+14 125
R16 NO + Ce2O3 → 2CeO2 + 0.5N2 2.881e+13 105

R17 0.5O2 + Ce2O3 → 2CeO2 7.853e+09 80
R18 H2 + 2CeO2 ⇌ Ce2O3 + H2O 5.635e+06 85
R19 CO + 2CeO2 ⇌ Ce2O3 + CO2 9.580e+08 106
R20 C3H6 + 12CeO2 → 6Ce2O3 +3CO + 3H2O 5.396e+07 117
R21 NO + Ce2O3 → 2CeO2 + 0.5N2 1.434e+08 80
R ξOx PGM → PGM – O 4.150e+01 15
R ξRed PGM – O → PGM 2.070e-01 -8

Table 5.7: Inhibition parameters: Ki = AAd · exp(HAd
R·T )

Parameter AAd[ m3

mol ] HmathrmAd[ J
mol ]

K1 1.491e+03 629.41
K2 1.792e+05 273.29
K3 6.295e+02 1643.93
K4 3.608e+02 10.38
K5 1.490e+05 186.00
Kξ ,1 4.46e+01 0
Kξ ,2 4.15e+01 0
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Table 5.8: Ceria site density

site specific surface area [m2

m3 ]

Γfast 57.0
Γslow 68.0

In Figure 5.14b, the relative deviation to the 200 element case is illustrated. As can be
seen, the relative deviation of the NCOE as well as the outlet temperature are below 1%
at a discretization of 50 axial elements.
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Figure 5.14: Grid convergence study.

5.5.4 Sensitivity on the On-wall Layer Permeability

The permeability of an on-wall layer strongly depends on the macroscopic structure of the
layer, e.g., cracks [110, 162]. We apply a catalytic layer permeability corresponding to
values similar to the measurements of Leskovjan et al. [162]. To evaluate the impact on the
pressure drop for different partial coating factors in the case of an on-wall coating in the
inlet channel, a sensitivity study is shown in Figure 5.15. At decreasing permeabilities, the
impact of the coating gap increases, whereas at permeabilities in the order of magnitude
of the bare substrate’s value (1.6 µm2), the contraction of the channel’s cross-section is
the dominant factor.
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Figure 5.15: Pressure drop at 450 kg·h–1 and 800 ◦C for owi configurations at different
ξ . The dashed line represents the filter with the on-wall layer permeability applied in
this work.

5.5.5 Wall Velocities for Different Configurations

To highlight the impact of axial zoning, Figure 5.16 shows the 1D pressure profiles in the
channels as well as the resulting wall velocity for different partial coating factors. As a
boundary condition, the ambient pressure downstream of the filter is set to 1.2 bar to meet
the expected pressure losses of the rear part of the exhaust gas system.

5.5.6 Steady-State Light-Off Data for CO and HC

As an addition to Figure 5.7 the following plots depict the T50-value for CO and HC
(modeled as C3H6). As can be seen in Figure 5.17 and Figure 5.18, all trends observed
for NO replicate for the other species with only slight deviations.

136



0

0.5

1
ξ = 0.50

w
al

lv
el

oc
ity

[m
/s

]

0

50

100

150
re

l.
ch

an
ne

lp
re

ss
ur

e
[m

ba
r]

inlet channel
outlet channel

0

0.5

1
ξ = 0.70

w
al

lv
el

oc
ity

[m
/s

]

0

50

100

150

re
l.

ch
an

ne
lp

re
ss

ur
e

[m
ba

r]

0

0.5

1
ξ = 0.90

w
al

lv
el

oc
ity

[m
/s

]

0

50

100

150

re
l.

ch
an

ne
lp

re
ss

ur
e

[m
ba

r]

0 0.5 1
0

0.5

1

axial position [-]

w
al

lv
el

oc
ity

[m
/s

] iw-HN ξ = 1.00
iw-NH ξ = 1.00
owi ξ = 1.00
owo ξ = 1.00

0 0.5 1
0

50

100

150

axial position [-]

re
l.

ch
an

ne
lp

re
ss

ur
e

[m
ba

r]

Figure 5.16: Wall velocity and pressure profiles in the inlet and outlet channels for
different filter configurations at 450 kg·h–1 and 800 ◦C.
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Figure 5.17: Light-off experiment with a heating rate of 1 K·s–1 at 110 kg·h–1.
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Figure 5.18: Light-off experiment with a heating rate of 1 K·s–1 at 110 kg·h–1.
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The extension of operating conditions under which upcoming vehicles must meet lower
emissions standards, requires more catalytic volume that is earlier at its operating tem-
perature. The coated gasoline particulate filter (cGPF) is a technology receiving in-
creasing interest. The combination of the necessary GPF with a three-way catalyst at
a close-coupled location in the exhaust gas aftertreatment system can help to increase
the total catalytic volume and avoid heat sinks. In this thesis, the cGPF is examined
from a modeling perspective, whereby each chapter extends a simulation approach. The
transient processes relevant in industrial application require a macroscopic model which
still addresses the chemical-physical content with sufficient depth. Therefore, pore scale
phenomena are simplified in a manner that allows to calculate transient processes with
all relevant species in order to advance modeling strategies for exhaust gas aftertreatment
design.

In a first step, the filtration characteristics of uncoated GPFs under industrial relevant
operating conditions are investigated. In a channel scale model that discretizes the chan-
nel axially and the wall in axial and through wall direction (1D+1D), a macroscopic
filtration approach is embedded. This approach describes the pore scale characteristics
by the means of statistical functions. A new correlation for the filtration due to inertial
deposition is implemented. Previously, most filtration models, aimed for the development
of diesel particulate filters, were validated at lower temperatures and mass flow than the
ones encountered for gasoline engines. Thus, the particle size resolved fresh filtration
efficiency of seven different cordierite filters was determined on a specially equipped
dynamic engine test bench. After a minor calibration step, the resulting simulation model
accurately predicts transient cold-start experiments. In addition, the influence of the wall
thickness and the pore-size distribution, experimentally determined with the remaining
five filters, is captured correctly by the proposed approach. Here, the transient cold
start filtration efficiency is strongly dependent on the mean pore size whereas the wall
thickness impacts the result less. A comparison of five different filtration models with the
proposed novel approach shows that the results of most modeling approaches are similar
at low space velocities. However, a further increase in space velocity distinguishes the
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approaches. The proposed approach yields a stagnation in the filtration efficiency whereas
the models show a decrease. From a practical view, the experimental and model findings
mean that an increase in the open frontal area, thus a decrease in space velocity, yields
large benefits in pressure drop but has only minor impact on filtration. The pore size
distribution, on the other hand, has the greatest influence on the filtration efficiency and
should be optimized.

In a next step, the simulation is extended to model the filtration efficiency of coated filters.
The, therefore, necessary pore scale characteristics are determined by highly resolved 3D
X-ray microscopy of two differently coated GPFs and their corresponding bare substrate.
The model predictions fit the accompanying measurements of the filters conducted on a
dynamic engine test bench well. In addition, the influence of the coating on the filter’s
permeability was investigated via lattice-Boltzmann CFD calculations and measurements.
A simplified correlation for the change in permeability due to coating dependent on the
substrate’s porosity and the bare substrate’s characteristics was proposed. The resulting
filtration model can reliably predict the fresh filtration efficiency of coated and uncoated
GPFs under a vast variety of operating conditions. The simulation as well as the measure-
ments reveal that cGPFs have disadvantages in filtration efficiency compared to uncoated
filters. The high porosity and the larger pore sizes necessary to integrate the coating
reduce the filtration efficiency. Additionally, both coated filters show a reduction of small
pores due to the coating. This change in the microstructure further decreases the filtration
performance.

In order to capture the chemical conversion behavior, the model is extended with a
global reaction mechanism. The mechanism includes two different ceria sites and a
time dependent extent of oxidation of the active centers in order to accurately model
all relevant transient phenomena. The catalytic performance of an in-wall coated GPF is
determined on a dynamic engine test bench to calibrate and validate the approach. Since
fluctuations in the λ -value of the incoming feed are next to the cold start a major source of
emission under practical conditions, measurements and simulation under controlled high
frequency λ -oscillation are conducted. Under these conditions the light-off temperature is
lower than under steady-state conditions. This is a phenomenon that the model correctly
replicates. Under warm conditions, the λ oscillations result in a enlarged NO conversion
window. Here, the time- and spatially-resolved extent of ceria site oxidation determined
with the simulation model explain this behavior. During fuel-rich phases, the oxygen
storage in the front part of the filter is depleted. During the subsequent lean peak the
oxygen storage can absorb a part of the lean pulse even if the average λ -value is on the
lean side. Due to the broad validation basis, the reaction mechanism can be applied to
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model a variety of driving cycles or scenarios.

In a last step, a simulation study investigates the impact of the coating technology on
the chemical conversion behavior of the filter. Three coating parameters are introduced
to describe the washcoat distribution on channel scale. Under the assumption of constant
properties for the uncoated substrate and a constant available mass of catalyst, the catalyst
distribution is varied. With the application of the developed predictive porous media
model, the pressure drop, high-load conversion and light-off performance of each coating
configuration are evaluated. The simulation results reveal that no configuration performs
best under all conditions. However, zoning increases especially the light-off performance
compared to uniformly coated filters. A higher washcoat loading in the front part of the
filter wall decreases the steady-state as well as transient light-off temperature without
severe penalties during high load experiments. Notable is the good performance of filter
with solely on-wall coating on the outlet channel. If a coating gap is inserted in the front
part of this filter, the light-off temperature is strongly reduced due to the beneficial split
of the incoming mass flow between the inlet and outlet channel. The presented reactor
engineering analysis explains the impact of the macroscopic coating topology on filter
performance and can be applied to optimize the coating of GPFs.

While important insights are provided in this thesis, the shown modeling approach has
still potential for further optimization. For the validation of the reaction mechanism, only
a fresh in-wall coated cGPF was applied. Here, detailed measurements with different
coating technologies, e.g. partial on-wall, and aging states of the filter could be applied.
Also, at the moment, the reaction kinetics only includes the major pollutants. A further
extension to insert secondary emissions, e.g. ammonia or formaldehyde, would be help-
ful. However, suitable measurement equipment to determine the concentration of these
species during dynamic operations is rare.
The Nu and Sh correlations for heat and mass transfer remain a major element of un-
certainty. Whereas, there are many works focusing on these correlation for flow-through
monoliths, e.g. classical TWCs, the only modeling studies for filters apply the strong
simplifications of a developed, laminar flow along the whole channel. Mostly, the light-
off behavior is affected by the heat and mass transfer. Here, fundamental modeling work
joint with validation measurements of uncoated filters would be necessary to propose new
correlations.

Due to the lower filtration efficiency of coated filters compared to conventional GPFs,
there is the possibility to integrate an inert membrane similar to an ash or soot layer
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on the inlet channel [98, 99]. This fine, highly porous layer enhances fresh filtration
efficiency because of its small pore size. In addition, large pore openings on the inlet
channel surface are filled. The interaction of the porous media with this inert membrane
strongly influences the filtration efficiency and the resulting pressure drop. Further inves-
tigations are required in order to incorporate such a membrane into a simulation model.
Especially, highly resolved X-Ray computed tomography is helpful to understand the
resulting structure on the inlet channel after inserting the membrane.

Next to improvement of the underlying models in the current scope, a broader application
should be considered as well. Obviously, the presented reaction mechanism can also be
applied to conventional TWCs. With ability to capture the behavior of the exhaust gas
system as a whole, the development of λ -control strategies can be supported with simu-
lations. Future legislation may require the onboard monitoring of the emitted emissions.
The simulation model in its current state is not suitable for this task since it does not have
real time capability. However, due to its physical foundation, extrapolation is possible
which allows the build of reduced order models with far less measuring effort.
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