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Abstract

Optoacoustic tomography (OAT) combines the benefits of optical imaging
and ultrasound imaging and has evolved in recent years as one of the most
promising biomedical imaging modalities. OAT uses short-pulsed laser light
as exciting energy and captures ultrasound waves generated by photon ab-
sorption and thermal expansion. The strength of OAT, compared to optical
imaging, comes from the fact that the images are reconstructed from ultra-
sound waves instead of light. Since ultrasound has considerably less scatter-
ing and attenuation in tissue, OAT can achieve higher penetration depth. On
the other hand, unlike ultrasonic imaging where the contrast is purely based
on mechanical properties of the tissue, the contrast for OAT is provided by
light absorption. A wide range of endogenous and exogenous contrast agents
exist that can generate OAT signals. The range of applications can be fur-
ther extended by generating multispectral images, i.e., by taking several im-
ages corresponding to different wavelengths of the laser pulse. Multi-spectral
images can be unmixed to separate agents featuring distinctive absorption
spectra, thus enabling unique functional and molecular imaging applications.

There are different state-of-the-art methods to reconstruct the map of
absorbed light energy from the captured ultrasound signals. The most com-
monly used methods are the back-projection algorithms and the model-based
(iterative) algorithms. The back-projection algorithm is a reconstruction
method derived from the analytical solution of the wave equation. It has
relatively low computational complexity and is thus widely used in high data
throughput and real-time applications. The major drawback of the back-
projection algorithm is that it cannot take general acquisition geometries
into account, for example those used for hand-held devices. This leads to
more reconstruction artifacts and poor image quality in those limited-view
scenarios. Model-based reconstruction algorithms, on the other hand, are
iterative reconstruction algorithms based on the inversion of a mathematical
forward model of the wave propagation. Model-based algorithms can handle
arbitrary acquisition geometries, but have a higher computational complex-
ity.
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In this work, novel algorithms are presented that improve upon the state-
of-the-art on two main criteria: the computational complexity and the image
quality. The complexity of the model-based reconstruction algorithm is re-
duced by introducing a novel discretization method and which leads to an
efficient approach for on-the-fly calculation of the model matrix. The new
algorithm can be easily parallelized on the graphics processing unit (GPU),
which makes the model-based reconstruction algorithm applicable to three-
dimensional imaging setups. It is demonstrated that the complexity can be
further reduced by considering a rotationally symmetric interpolation kernel
and factoring the model matrix into a maximally sparse matrix and a sepa-
rate convolution with the impulse response. With these simplifications, which
have only marginal impact on the image quality, the complexity per iteration
is similar to that of the back-projection algorithm, i.e., it is able to recon-
struct three-dimensional, high-resolution images in real time. Based on this
efficient reconstruction method, performance is further enhanced by reducing
artifacts in the reconstructed images. It is demonstrated that smearing arti-
facts can be significantly reduced by modeling the transducer shape using a
small number of points. Finally, a projected conjugate gradient algorithm is
developed for efficient non-negative constrained model-based reconstruction.
That is, an algorithm that allows to reconstruct images without any physi-
cally implausible negative values. Further investigations are also conducted
on how to apply the non-negative constraint reconstruction method in the
multispectral imaging scenario.
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Chapter 1

Introduction

1.1 Biomedical Imaging

Biomedical imaging is an invaluable tool for both disease diagnostics and
biological/medical research. So it is unsurprising that the last decades saw
a growing number of biomedical imaging modalities.

Some imaging modalities such as X-ray imaging are mainly used to gather
structural (anatomical) information. However, most image modalities also
gather functional (physiological) information, often with the help of contrast
agents. For example, in computed tomography (CT) perfusion imaging, a
contrast agent can be used to assess the flow through blood vessels [67]. Cer-
tain imaging modalities are even capable of imaging at the molecular level.
In optical imaging, for example, fluorescent and bioluminescent proteins are
used to track specific molecular targets [36].

When comparing imaging modalities, the following key performance char-
acteristics are often considered.

• Spatial resolution indicates the ability to differentiate two close ob-
jects. It can range from tens of nanometers with some optical imaging
methods to centimeters for whole body scans.

• Penetration depth refers to the maximum depth in biological tissue
from which reliable information can still be collected. For most imaging
modalities, there is a roughly inverse proportional relation between the
spatial resolution and the penetration depth. That is, modalities with
a high resolution, such as microscopy, are only capable of superficial
imaging, while modalities with lower resolution, such as CT, are able
to perform whole body scans.

• Contrast refers to the ability to differentiate different substances in
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CHAPTER 1. INTRODUCTION

tissue. For example, magnetic resonance imaging (MRI) offers much
better soft tissue contrast than CT.

• Sensitivity denotes the minimum concentration of a target substance
that can still be detected by the imaging modality.

• Temporal resolution refers to the frequency in which consecutive images
can be taken. Obtaining a sequence of images is mainly interesting for
functional imaging and the required temporal resolution depends on
the time behavior of the process or effect under observation.

Of course, there are other characteristics which play an important role in
practice, such as the health hazard and the cost.

In the following, a short overview of the most important imaging modal-
ities is provided.

Radiography

Radiography uses X-rays or similar ionizing radiation that travels through
the tissue in straight lines to generate images of the internal structure. The
contrast is created by difference in attenuation/absorption of the radiation for
different substances. As a consequence, there is a very clear contrast between
the soft tissue and the higher density bones, but a poor contrast between dif-
ferent soft tissues. Radiography includes the classical two-dimensional pro-
jection radiography, but also the more recent three-dimensional CT imaging.

Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) uses magnetic fields to excite hydrogen
atoms (in water and other molecules) in the tissue which will then generate a
detectable, spatially encoded signal. This enables reconstruction of anatom-
ical images of water and fat, yielding an excellent soft-tissue contrast (as
opposed to CT). The main drawbacks of MRI are the relatively low spatial
and temporal resolution, low sensitivity to contrast agents, as well as the
cost.

Ultrasonic Imaging

In ultrasonic imaging, short narrow-band sound wave pulses are transmitted
into the tissue and the reflection is captured to reconstruct a structural image
of the tissue. Ultrasonic imaging has good spatial and temporal resolution,
but relatively poor soft-tissue contrast, since reflections only happen between
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CHAPTER 1. INTRODUCTION

acoustically mismatched areas. Doppler shifts in the received signals can be
used to detect flow and motion. Due to its low cost, portability, and real-time
nature, ultrasonic imaging is a ubiquitous imaging technology.

Nuclear Imaging

In nuclear imaging, a radioactive tracer is taken internally and the emitted
radiation is captured by external sensors to form an image of the tracer
location in the tissue. Nuclear imaging offers high sensitivity for functional
imaging, but sees limited use due to low resolution, high cost and the use of
ionizing radiation.

Optical Imaging

Optical imaging uses visible light to create high resolution images. Modalities
range from cameras and microscopy to more sophisticated techniques like
optical coherence tomography. Different contrast agents like fluorescent dyes
and nano-particles can be used with optical imaging. The main limitation
is the low penetration depth of a few tens of micrometers. In principle,
imaging with higher penetration depth is possible but with severe impact on
the possible resolution.

Optoacoustic Tomography

Optoacoustic tomography (OAT), which this thesis focuses on, is a biomedi-
cal imaging modality that has gained a lot of popularity in recent years. OAT
is based on the photophonic effect [61], which describes the energy conversion
mechanism from optical to acoustic energy when a light-absorbing sample is
illuminated with amplitude-modulated light. Specifically, biomedical OAT is
based on tissue excitation with a short laser pulse with typical durations of a
few nanoseconds. The light energy is absorbed by tissue chromophores (light
absorbing substances), which leads to thermal expansion of the tissue. The
pressure (ultrasound) waves generated by the thermal expansion are then
captured by ultrasonic transducers. Finally, a signal processing algorithm is
applied to reconstruct the light absorption map from the measured ultrasonic
signals.

Since the image is reconstructed from pressure waves, it is not required
that the light to travel in straight paths to achieve good resolution. Thus,
much higher imaging depth can be achieved compared to purely optical imag-
ing methods such as confocal microscopy, two-photon microscopy, or optical
coherence tomography. On the other hand, contrary to ultrasonic imaging,
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CHAPTER 1. INTRODUCTION

the contrast is provided by light absorption as opposed to contrast purely
based on mechanical properties of the tissue. The primary contrast comes
from optical absorption from tissue components such as oxygenated and de-
oxygenated hemoglobin, melanin, bilirubin, lipids and water [56]. The strong
absorption of the oxygenated and deoxygenated hemoglobin allows visualiza-
tion of blood vessels with sub-millimeter resolution at centimeter-scale depth
in highly scattering tissue [41, 35]. Furthermore, OAT can detect the same
fluorescent agents used in optical fluorescence imaging. These fluorescent
dyes, and an additional wide range of other exogenous substances, signifi-
cantly enhance the contrast of OAT images. The range of applications can
be further extended by generating multispectral images, i.e., by taking several
images corresponding to different wavelengths of the laser pulse. Multispec-
tral images can be unmixed to separate agents featuring distinctive absorp-
tion spectra, thus enabling unique functional and molecular imaging appli-
cations [49, 17, 7, 19]. For example, multispectral optoacoustic tomography
(MSOT) can detect the oxygen saturation and concentration of hemoglobin
by separating oxygenated and deoxygenated hemoglobin.

In summary, OAT capitalizes on the combination of optics and ultra-
sound to obtain non-invasive, high-resolution, anatomical, functional and
molecular, images of biological tissues, while not being affected by the depth-
limitation of classical optical imaging. Basically, OAT combines best from
both worlds: the high spatial resolution and penetration depth from ultra-
sound imaging and the high contrast and rich information from optical imag-
ing [64, 48].

While the promising properties of OAT have fostered a growing use in
biomedical research, there are nevertheless several challenges concerning the
signal-processing and reconstruction of the light absorption images or im-
ages of absorber concentrations. Arguably, the major challenge of OAT is to
obtain accurate (quantitative) reconstruction with reasonable computational
complexity and memory overhead. There are two types of widely used recon-
struction methods, namely back-projection [69] and model-based (iterative)
algorithms [37, 53, 52, 60, 43]. The back-projection method is derived from
the analytical solution of the wave equation. It has relatively low complex-
ity but cannot take general acquisition geometries into account, for example
those used for hand-held devices, and leads to limited-view artifacts in the
reconstructed images. Nevertheless, it is widely used due to its fast computa-
tional time. Model-based reconstruction, on the other hand, uses iterative al-
gorithms that invert the forward propagation model. Model-based algorithms
can handle arbitrary acquisition geometries but have a high computational
complexity, which hinders their application to large-scale, three-dimensional
imaging scenarios or real-time imaging, especially for multispectral scenarios.
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CHAPTER 1. INTRODUCTION

1.2 Objective and Outline

There are two major objectives of this thesis. The first is to reduce the
complexity of the model-based method by introducing some approximations
and simplifications without deteriorating the image quality. The target is to
design algorithms with complexity similar to the back-projection method.

The second objective is to remove some of the artifacts that still remain
when using model-based reconstruction. This thesis focuses on handling
negative values and finite transducer shapes. Of course, the goal is to re-
move/reduce the artifacts without a significant increase in complexity.

The thesis is structured as follows: Chapter 2 describes in detail the
practical and theoretical background of OAT and introduces the state-of-
the-art reconstruction methods. The second part of the thesis (Part II) gives
a summary of each work published by the author and concludes the thesis
with Chapter 11. The reprints of the respective work are included in the
appendix with permission from the publishers.
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Chapter 2

Fundamentals of Optoacoustic
Tomography

In this chapter, the theoretical and practical fundamentals of OAT are pre-
sented. As explained in Chapter 1, OAT relies on the photophonic effect.
The process of creating an image can be divided into three steps

• Excitation of the tissue with a short laser pulse (this is sometimes
referred to as time-domain OAT ). The light travels through the tissue
and is absorbed by chromophores. The absorbed energy increases the
temperature of the tissue and leads to thermal expansion.

• Acquisition of pressure waves triggered by the thermal expansion of the
tissue.

• Reconstruction of the map of absorbed light energy from the acquired
ultrasonic signals. Further, if it is possible to predict how the light trav-
els through the tissue, the distribution of the absorption coefficients can
be inferred. In case of multispectral imaging, this allows to reconstruct
an image of the concentrations of absorbing substances (for example
oxygenated and deoxygenated hemoglobin).

Fig. 2.1 shows a simple sketch of a two-dimensional OAT setup and depicts
the two stages of the acquisition process.

In the next section, the theoretical background and the mathematical
model for both stages of the acquisition process are explained. This system
model is the foundation for the image reconstruction algorithms described
subsequently. The final part of this chapter gives a short description of the
different imaging systems and the experimental methods used for this thesis,
as well as an overview of the different applications of OAT.
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CHAPTER 2. FUNDAMENTALS OF OPTOACOUSTIC
TOMOGRAPHY

rq
imaging area

laser light

Figure 2.1: Sketch of a two-dimensional imaging setup with an incomplete
ring of transducers (at positions rq) around a quadratic imaging area. On
the left is the first stage of the acquisition process, namely illuminating the
tissue with laser light. On the right are the resulting acoustic waves captured
by the ultrasonic transducers.

2.1 Mathematical System Model

The foundation for image reconstruction in OAT is a mathematical descrip-
tion, a forward model, of the generation of pressure waves from absorbed
light in the tissue. Once such a model is built, it can be inverted analytically
or numerically to reconstruct a map of absorbed light energy or the actual
concentration of light absorbing substances in the tissue.

In principle, both steps of the signal acquisition process need to be mod-
eled. First, a model is required for the propagation of the laser light in the
tissue (the light fluence) to know how much light energy arrives at each lo-
cation. Secondly, a model is required for the propagation of pressure waves
resulting from the absorbed light. The first step (modeling the light fluence)
is the more complicated one and, in practice, simplifying assumptions are
often used.

The light fluence at location r and time t is denoted as Φ(r, t). It is
assumed that the fluence can be separated into Φ(r, t) = φ(r)g(t), where
φ(r) describes the instantaneous light fluence and g(t) describes the shape of
the laser pulse. The light fluence in the tissue φ(r) depends on the absorption
coefficients µa(r) and scattering coefficients µs(r). If those coefficients are
known for all locations (as well as the intensity of the incident laser light),
the fluence can be calculated using numerical methods, for example with a
Monte-Carlo simulation. The challenge is that those coefficients are unknown
and, in fact, the map of absorption coefficients µa(r) is exactly what needs
to be reconstructed in the end.
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The absorbed energy is given by

H(r, t) = Φ(r, t)µa(r) = φ(r)µa(r)g(t) = h(r)g(t). (2.1)

This absorbed energy leads to a temperature increase and a resulting pressure
wave that can be detected by ultrasonic transducers.

A lot of work in OAT focuses on the reconstruction of the absorbed energy
h(r) and does not consider the absorption coefficients µa(r) or the underlying
concentration of the light absorbing substances. However, when doing multi-
spectral imaging, it is essential to get the absorption coefficients, which are a
linear combination of the concentrations cs(r), s = 1, . . . , S of chromophores
in the tissue [9, 1]. That is,

µa(r) =
S∑

s=1

cs(r)αs, (2.2)

where αs is the molar absorption coefficient of chromophore s for the given
laser wavelength. To reconstruct the concentrations cs(r), data is acquired
for multiple wavelengths since the absorption coefficients are wavelength de-
pendent. More details on the reconstruction are given in the next section.

In the following derivation, the tissue is assumed to be acoustically ho-
mogeneous and isotropic, i.e., the properties determining the propagation of
acoustic waves (such as the speed of sound) are the same everywhere and
independent of direction. Additionally, thermal diffusion is ignored in the
tissue, since the time scale for thermal relaxation is typically much larger
than the time it takes for the pressure waves to propagate through the imag-
ing region. In other words, it is assumed that thermal confinement holds.
Under thermal confinement, the change in temperature T (r, t) at location r
and time t is directly proportional to the absorbed energy H(r, t), i.e.,

ρCV
∂

∂t
T (r, t) = H(r, t), (2.3)

where ρ is the density of the tissue and CV is the specific heat capacity at
constant volume.

The wave equation that relates the pressure waves to the change in tem-
perature can be derived by combining the linearized equations for the con-
servation laws of mass and momentum as well as some identities known from
thermodynamics. The equations given here are already simplified by drop-
ping terms that are negligible in the typical OAT scenario because of the low
amplitude of the pressure wave. For more details see [63, 61].
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The conservation of mass in the tissue is described approximately by

∂

∂t
ρ(r, t) = −ρ(r, 0)∇Tu(r, t), (2.4)

where u(r, t) denotes the particle velocity and ρ(r, t) denotes the density of
the tissue. The baseline density at time zero can be used on the right hand
side because of the small amplitude of the pressure wave.

The conservation of momentum (implied by Newton’s laws of motion) in
the tissue is described approximately by

ρ(r, 0)
∂

∂t
u(r, t) = −∇p(r, t), (2.5)

where p(r, t) denotes the pressure fluctuation in the medium. The force
acting on the tissue is the negative gradient of the pressure.

Taking the time derivative of (2.4) and incorporating (2.5) leads to

∂2

∂t2
ρ(r, t) = ρ(r, 0)∇T∇p(r, t)

ρ(r, 0)
. (2.6)

The fluctuation of the density can be expressed with the thermodynamic
relation

∂

∂t
ρ(r, t) = ρ(r, 0)κ

∂

∂t
p(r, t)− ρ(r, 0)β

∂

∂t
T (r, t), (2.7)

where T (r, t) denotes the temperature in the tissue and the coefficients κ
and β denote the isothermal compressibility and the thermal coefficient of
volume expansion, respectively. Incorporating (2.7) into (2.6) yields the wave
equation

ρ(r, 0)κ
∂2

∂t2
p(r, t)− ρ(r, 0)∇T∇p(r, t)

ρ(r, 0)
= ρ(r, 0)β

∂2

∂t2
T (r, t). (2.8)

Assuming a uniform density ρ, this simplifies to

ρκ
∂2

∂t2
p(r, t)−∇2p(r, t) = ρβ

∂2

∂t2
T (r, t). (2.9)

Finally, with thermal confinement, incorporating (2.3) leads to

∂2

∂t2
p(r, t)− c2∇2p(r, t) = Γ

∂

∂t
H(r, t), (2.10)

where the dimensionless Grüneisen parameter

Γ =
β

ρκCV
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describes the efficiency of the conversion of absorbed energy to pressure.
Analogously to thermal confinement, it is also assumed that stress con-

finement holds. That is, it is assumed that the duration of the laser pulse
is much shorter than the travel time of acoustic waves through the imaging
volume. Thus, the short term laser pulse can be approximated by a Dirac
delta g(t) = δ(t) and consequently H(r, t) = h(r)δ(t), which leads to the
initial value problem

∂2

∂t2
p(r, t)− c2∇2p(r, t) = 0 (2.11)

with initial values

p(r, 0) = Γh(r) and
∂

∂t
p(r, t)|t=0 = 0. (2.12)

The forward solution of this initial value problem is given by the Poisson-
type integral [12]

p(r, t) =
Γ

4πc

d

dt

1

ct

∫

S(r,ct)

h(r′)dr′ (2.13)

where S(r, d) denotes the spherical surface with center r and radius d.
In the case of an ideal transducer q that samples pressure at a single point

in space, the (discrete) received signal is simply given by

uq[k] = p(rq, tk) (2.14)

where rq is the position of transducer q and tk, k = 1, . . . , T denote the
sampling instances. In certain scenarios, the transducer shape should be
modeled to obtain accurate results [52, 47, 39]. The signal uq[k] received by
a finite-size transducer q can be expressed as

uq[k] =

∫

Φq

p(r, tk)dr (2.15)

where Φq denotes the surface of the transducer. Note that (2.15) is still an
approximation of the actually measured signal since the wave propagation
effects inside the transducer are not taken into account.

The goal of a reconstruction algorithm is then to find the distribution
of absorbed energy h(r) (or equivalently, the initial pressure distribution
p(r, 0)) from the received signals uq[k]. If the fluence φ(r) can be approx-
imated, the absorption map can be obtained by µa(r) = h(r)/φ(r). This
correction, which is often neglected, is nevertheless essential to get quantita-
tive images. The state-of-the-art of reconstruction algorithms is described in
the next section.
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2.2 Reconstruction Methods

Early approaches for image reconstruction in OAT, such as the back-projection
algorithms, are based directly on the continuous model [69]. Back-projection
formulas assume a continuous, closed detection surface, which allows to in-
vert the continuous model in (2.13) analytically. The time-domain solution
is given by

p(r, 0) =

∫

Ω0

b(r0, ‖r − r0‖/cd)Ω0(r)/Ω0 (2.16)

where Ω0 is a solid angle of the whole detection surface S0 and dΩ0(r)/Ω0 is
the solid angle of a detection element dS0 with respect to the point r. The
back-projection term is given by

b(r, t) = 2p(r, t)− 2t
∂

∂t
p(r, t). (2.17)

In practice, it is only possible to capture discrete samples in space and time
of the pressure waves. Thus, the integral (2.16) needs to be discretized and
the derivative in (2.17) needs to be numerically approximated.

The main problem with the back-projection algorithms is the assumption
of a closed detection surface, which often is not available in practice. For ex-
ample, hand-held devices intended to be used for clinical applications often
only have a limited field-of-view. For such geometries, the back-projection
algorithms produces smearing artifacts in the reconstructed absorption maps,
i.e., the shapes of absorbing objects become distorted. In this case, recon-
struction methods that make no assumption regarding the detection geome-
try, such as the model-based approaches, yield better results.

Model-based methods approximate the linear, continuous to discrete model
((2.13) and (2.15)) by a linear, discrete to discrete forward model

u = Ah, (2.18)

where the model matrix A maps the discretized absorption map h onto
the time-sampled received signals u (u is formed simply by stacking all the
received signals uq[k] into a single vector).

Some methods for model-based reconstruction generate the model ma-
trix A offline (since it is static for a fixed acquisition geometry) and use
the stored matrix when actually running image reconstruction (e.g. [14]).
This approach can be problematic for three-dimensional setups, where, even
though A is a sparse matrix, the memory overhead might be too large to run
the reconstruction on the GPU.
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rq
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r1

r2

ψ(r)

Figure 2.2: Illustration of the discretization of the imaging area (with pixel
positions ξi) on the left and bilinear interpolation kernel on the right. The
bilinear interpolation kernel is the equivalen of the trilinear interpolation
kernel given in (2.20) for a two-dimensional setup.

Another approach is to calculate the elements of the model matrix on-the-
fly [58]. To form a discrete-to-discrete model for these matrix free approaches,
the absorption map h(r) is typically approximated by [58, 59]

h(r) ≈
M∑

i=1

ψ(r − ξi)[h]i (2.19)

where ξi ∈ R3 enumerates the points of the three-dimensional Cartesian
grid that covers the imaging area and M is the total number of pixels used
for reconstruction. For example, to reconstruct an image with resolution of
100 × 100 × 100 voxels, M = 106. The function ψ(r) is an interpolation
kernel (sometimes also called extension function). For example, the trilinear
interpolation kernel is given by

ψtri(r) =

{
(1− |r1|/dgrid)(1− |r2|/dgrid)(1− |r3|/dgrid) for ‖r‖∞ ≤ dgrid

0 else
,

(2.20)
where dgrid is the distance between neighboring grid points. Another example
would be the simple sphere

ψsph(r) =

{
1 for ‖r‖2 ≤ a

0 else
(2.21)

where a is the sphere radius (which should be picked based on the grid spacing
dgrid). Fig. 2.2 illustrates the discretization of the imaging area and the
bilinear interpolation kernel used for the simplified two-dimensional setup.

25



CHAPTER 2. FUNDAMENTALS OF OPTOACOUSTIC
TOMOGRAPHY

time

am
p
li
tu

d
e

Figure 2.3: Acoustic impulse response of an excited sphere.

The approximation of the continuous absorption map in (2.19) can be
plugged into the continuous model (2.13) to get a linear, discrete-to-discrete
model. The entries of the model matrixA are then the time-sampled impulse
responses for each pixel transducer pair. For example, if a sphere (cf. (2.21))
is placed at each pixel position, the impulse response has the typical N-
shape [63] depicted in Fig. 2.3.

While this basic approach (of using interpolation kernels for the dis-
cretization) can be found in several algorithms in literature, there are dif-
ferences in which kernels are used and in how the coefficients of the model
matrix are actually computed on-the-fly for those specific kernels [58, 59, 14].
One contribution of this thesis is to present a novel approach for the coeffi-
cient calculation that works for any bounded interpolation kernel and allows
for very efficient implementation of iterative reconstruction methods.

Once the discrete linear model is formulated, an estimate ĥ of the discrete
absorption vector h can be calculated from a measured pressure signal p with
a simple least squares approach

ĥ = argmin
h
‖Ah− p‖2. (2.22)

The well-known solution to the least squares problem is given by

ĥ = A†p (2.23)

where A† denotes the Moore-Penrose pseudo-inverse of A. Since the model
matrix is huge, even for two-dimensional geometries, calculating the solu-
tion directly via the pseudo-inverse is usually not feasible. Instead, iterative
methods, e.g. the Krylov-subspace method LSQR [42], can be used. The
LSQR method converges super-linearly towards the optimal solution and
only requires the evaluation of one matrix vector product involving A and
one matrix vector product involving AT in each iteration. These matrix-
vector products dominate the complexity of our model-based reconstruction.
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Model-based reconstruction also allows to add regularization terms and
constraints in a straightforward matter. For example, the standard Tikhonov
regularization can be added to the cost function in (2.22). The algorithm
can also be adopted to enforce certain sparsity property in the resulting
images [25, 51]. Non-negative constraints enforcing physically meaningful
positive values in the reconstructed absorption distribution have also been
shown to be very useful [21].

State-of-the-art model-based inversion requires a significantly higher com-
putational complexity and memory overhead compared to back-projection
methods. Our novel approaches, which are included in Part II, help to close
that gap.

2.3 Multispectral Unmixing

For multispectral unmixing, data are acquired using different laser wave-
lengths in rapid succession [9, 1]. That is, multiple absorption maps h`,
` = 1, . . . , L can be reconstructed with

h` = φ` � µ`, (2.24)

where � denotes element-wise multiplication and

µ` =
S∑

s=1

csαs`. (2.25)

Each index ` corresponds to a distinct wavelength λ`. Analogously to how
h is the discretization of h(r), the vectors µ and cs are the discretizations
of the continuous spatial distribution of the absorption coefficient µa(r) and
the concentrations of the chromophores cs(r), respectively (cf. (2.2)).

Defining the matrices

H = [h1, . . . ,hL], C = [c1, . . . , cS], Φ = [φ1, . . . ,φL] (2.26)

and the matrix M ∈ RS×L with

[M ]s` = αs`, (2.27)

(2.24) can be reformulated as

H = Φ� (CM). (2.28)
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To reconstruct C from H , the linear least-squares problem

min
C
‖H −Φ� (CM)‖2 (2.29)

should be solved. The optimizer is given by

Ĉ = (H �Φ)M+ (2.30)

where � denotes element-wise division. Since M is typically a small matrix,
Ĉ can be calculated directly.

The typical approach is to separate the estimation of the absorption maps
h` from the unmixing to get the concentrations cs (see for example [9]).
One contribution of this thesis is looking into ways to combine those steps,
especially for the case where non-negative constraints are imposed on the
concentrations and the absorption maps.

For multispectral unmixing, it is especially important to take the fluence
into account, because the penetration depth of the laser light is different at
different wavelengths. If the difference in light fluence is ignored, estimates
of the chromophore concentrations become inaccurate. This effect is called
spectral coloring.

2.4 Chromophores and Contrast Agents

The detection of multiple chromophores is enabled by the multispectral imag-
ing approach described in the previous section. The excitation wavelengths
should be selected based on the spectra of the target chromophores. As men-
tioned before, OAT can detect the same fluorescent agents as the ones used in
optical fluorescence imaging. But several intrinsically present chromophores
are also of interest.

Examples for relevant intrinsic chromophores include oxygenated and de-
oxygenated hemoglobin, lipid, fat, water and melanin [74]. Optoacoustic
imaging based on intrinsic contrast chromophores enables many biomedical
applications. For example, from the concentrations of oxygenated and de-
oxygenated hemoglobin, the oxygen saturation can be calculated. In general,
many diseases cause changes in tissue composition, which can be detected
and quantified with MSOT.

Externally administered imaging agents can further enhance the contrast
of optoacoustic imaging. Common exogenous agents that have been approved
for human use include fluorescent dyes such as indocyanine green (ICG) [65],
methylene blue [54], and Evans blue [72]. Other fluorescent dyes have been
evaluated in animal models, e.g., IRDye800CW [34] and AlexaFluor750 [3].
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transducer ring

fiber bundle
animal holder

Figure 2.4: Sketch of the MSOT system. It consists of a ring of transducers
around an animal holder with a field-of-view of 270 degrees. Fiber bundles
provide laser illumination of a tissue cross-section from different directions.
The setup allows to capture two-dimensional multispectral images.

These fluorescent dyes are not targeting any specific molecular processes, but
can be functionalized through combination with other targeting probes [71]
Another class of externally administered contrast agents is nanoparticles,
such as gold nanoparticles or carbon nanotubes. A detailed overview of
available exogenous contrast agents can be found in [74].

Cells can also be genetically engineered to produce proteins with fluores-
cent tags such as the green fluorescent protein (GFP). The peak absorption
of GFP is at a wavelength of 488 nm, at which light has a limited penetra-
tion depth in tissue. Nowadays, there are many derivatives of GFP and other
fluorescent proteins with peak absorption at higher wavelengts, which might
are more suitable for OAT [50, 30].

2.5 Hardware Setups and Methodology

For preclinical studies, MSOT is particularly interesting because of the wide
range of applications that are enabled by its ability to separate chromophores
with different absorption spectra. There are several commercially available
systems for MSOT imaging of small animals [68].

For the evaluation of reconstruction algorithms with a two-dimensional
setup and spectral unmixing approaches in this thesis, the MSOT256-TF sys-
tem [49] from iThera is used. Fig. 2.4 shows an illustration of the system. It
has a planar acquisition geometry and acquires cross-sectional images. The il-
lumination source is a tunable (680-960nm) short-pulsed (< 10ns) laser. The
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transducer cone

fiber bundle

Figure 2.5: Sketch of the handheld CUP system. The transducers are
arranged on the inner surface of a half-sphere, leading to a partial field-of-
view of the imaging area. With this setup, three-dimensional images of the
optical absorption can be reconstructed.

laser beam is guided with 10 fiber bundles to form a ring-shaped illumination
on the surface of the imaging sample. An array of 256 cylindrically focused
transducers covering 270 degree field-of-view is placed around the sample to
capture the generated optoacoustic responses of the imaged cross-section.

The improved reconstruction methods discussed in this thesis are even
more relevant for handheld devices used for preclinical and clinical studies.
Fig. 2.5 illustrates the typical geometry of the handheld system. An array of
adjacent piezoelectric elements is densely distributed on a spherical surface.
The illumination source is guided via a fiber bundle through a cylindrical
cavity in the transducer array. In this work, several handheld devices are
used, which differ in number of transducer elements, central frequency of the
transducers and the solid angular coverage. A detailed description of these
setups is given in [16].

Since these devices only offer a limited field-of-view, artifacts appear when
using the back projection method to reconstruct the light absorption images.
However, since it is desirable to have real-time images for a handheld device,
state-of-the-art model-based reconstruction is often prohibitively complex.

Many other hardware setups with different trade-offs for imaging depth
and resolution can be found in the literature (see e.g. [62] for an overview).
Special hardware setups are also needed for specific clinical applications, e.g.
breast cancer detection [26, 32], optoacoustic endoscopy [70], and optoacous-
tic ocular imaging [10].
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To evaluate reconstruction algorithms, experiments with tissue mimick-
ing phantoms are often performed. Phantoms are created by molding 1.3%
of agar powder (by weight) and 1% intralipid (by volume) to mimic tissue
background absorption and scattering properties [28]. For example, for some
work presented in this thesis phantoms with embedded micro-spheres were
used. By embedding absorbing micro-spheres in a phantom, artifacts in the
reconstructed images can be clearly recognized, which makes it convenient
to compare the quality between different reconstruction methods.

2.6 Applications

Due to the flexibility of OAT, there are many pre-clinical and clinical applica-
tions. OAT provides structural as well as functional/molecular information.
As mentioned above, for functional and molecular imaging, it benefits from
capturing images at multiple wavelengths to differentiate chromophores. Due
to the short acquisition time, OAT can also be used to observe dynamic pro-
cesses. In the following, several examples for the different types of applica-
tions are presented.

For structural images, contrast is provided mostly by hemoglobin in blood
vessels. This allows rendering volumetric images of whole mice [15, 49, 4], but
also blood vessels in the human body [15, 35] down to single capillaries [38]
and cells [57].

With MSOT, oxygenated and deoxygenated hemoglobin can be differ-
entiated, as well as exogenous markers and fluorescent proteins. Thus, the
technique can observe blood oxygenation [33], gene expression [50, 30], and
tumors targeted by markers [11, 5, 27].

It can observe dynamic processes, such as organ perfusion [6, 18] hemo-
dynamic changes and glucose response of the brain [66, 73, 31], gastric emp-
tying [40], cardiovascular dynamics [18], tumor growth [30, 8], uptake and
clearance of exogenous markers [8], as well as neural dynamics [16].

There are many translational studies that try to bring OAT into dif-
ferent clinical applications. There is work on optoacoustic endoscopy [70],
imaging of sentinel lymph nodes [55], ocular imaging [10], lipid detection
in atherosclerosis plaques [29], guided biopsy [44], and detection of breast
cancer [26, 32].
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Publications
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Overview

This part of the thesis includes summaries of the relevant work published
by the author, where each summary also highlights the contributions of the
author.

The publications are not listed in chronological order, but sorted by topic.
Firstly, work is presented that relates to fast model-based reconstruction,
followed by work on reconstruction with non-negative constraints and quan-
titative imaging, and finally work highlighting applications of these refined
reconstruction approaches. The full publications are included in the appendix
(with permission from the publishers).

In the end, the whole thesis is concluded with an outlook to potential
future work.

35



36



Chapter 3

Real-time Model-based
Inversion in Cross-sectional
Optoacoustic Tomography

3.1 Summary

In [23], a novel discretization method is introduced for a two-dimensional
imaging setup. The discretization is based on the interpolation kernel ap-
proach mentioned in Section 2.2. Using the discretized absorption map (2.19)
in the continuous forward solution (2.13) leads to a circular integral for a 2D
setup, which needs to be solved for each pixel-transducer pair and time in-
stance. The result of these integrals yields the discrete impulse responses for
the pixel-transducer pairs.

The integral can be simplified by using a far-field assumption, i.e., it is
assumed that the pixel size (the support of the interpolation kernel) is small
compared to the distance between pixel and transducer, which is usually the
case. This enables calculating prototypes for the pixel to transducer impulse
responses, which only depend on the angle of the transducer as seen from
the pixel and not on the distance. These impulse-response prototypes are
stored in a 2D look-up table (with time and angle dimensions), which is then
use for on-the-fly calculation of matrix-vector products involving the model
matrix on the GPU.

In this work, the image quality achieved using the proposed approach is
compared to state-of-the art model based reconstruction methods. The con-
vergence behavior is also analyzed when the new model is combined with the
iterative LSQR algorithm to reconstruct the images. The novel discretization
method is evaluated with two different interpolation kernels. The conic ker-
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nel is less accurate, but has the advantage that is is rotationally symmetric,
i.e., the impulse-response prototype is the same for all angles. Thus, only a
one-dimensional look-up table is needed for the on-the-fly calculation of the
model matrix.

For the experiments, a small animal optoacoustic tomography system
(MSOT256-TF, iThera Medical GmbH, Munich, Germany) is used, which
consists of a 256-element arc-shaped array of cylindrically-focused transduc-
ers covering 270◦ around the imaged object. The results showed that for
both, the bilinear and the conic interpolation kernel, the image quality is
comparable to state-of-the-art methods.

Further investigations indicated that acceptable reconstruction perfor-
mance can be achieved by running five iterations of the LSQR algorithm.
This results in rendering 6 frames per second with the bilinear interpolation
kernel and 13 frames per second with the conic interpolation kernel on a
AMD Radeon HD 7900 series GPU. Since the model matrix is calculated
on the fly, the complexity can be further reduced by reconstructing multiple
frames at once. In this case, there is a trade-off between frame-rate and
delay. If a delay of one second can be tolerated, the frame-rate increases to
20 frames per second and 27 frames per second for the bilinear and conic
interpolation methods, respectively.

The raw acquisition data from the experiments were provided by a col-
league. The algorithms were derived by the author of the thesis. The recon-
struction with the different methods and the analysis was also done by the
author.

3.2 Publication

Lu Ding, X. Luis Deán-Ben, and Daniel Razansky. Real-time model-based
inversion in cross-sectional optoacoustic tomography. IEEE Transactions on
Medical Imaging, 35(8):1883–1891, Aug 2016
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Efficient Three-dimensional
Model-based Reconstruction
Scheme for Arbitrary
Optoacoustic Acquisition
Geometries

4.1 Summary

In [20], the results from [23] are extended to a three-dimensional setup. A
trilinear interpolation kernel is used for the discretization and an equivalent
method for image reconstruction on the GPU is applied.

For a three dimensional setup, on-the-fly calculation of the model ma-
trix is crucial to enable model-based reconstruction. While it is still possible
to keep the sparse model matrix in (GPU) memory for two-dimensional re-
construction, the space requirements of up to 300 GB for three dimensions
exceed current hardware capabilities.

The impact of modeling of the transducer shape on the image quality is
investigated. The circular transducer area is approximated by 24 weighted
grid points. Of course, this increases computational cost by a factor of 24
compared to the point-transducer model.

The first results were obtained by numerical simulation. An imaging
volume containing several small light-absorbing micro-spheres was simulated.
It can be observed that modeling the transducer shape reduces distortion in
the shape of the reconstructed micro-spheres, especially for micro-spheres
located away from the center of the imaging volume.
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These results were confirmed with experiments on a tissue mimicking
phantom with embedded absorbing micro-spheres, where artifacts for micro-
spheres located near the edge of the imaging volume.

Further experiments imaging blood vessels in a finger, demonstrated the
improved image quality of the model-based reconstruction compared to the
state-of-the-art back-projection method.

For this work, the algorithms, and analysis were provided by the author
of this thesis. Some of the experiments were conducted in collaboration with
the co-authors of the paper.

4.2 Publication

Lu Ding, X Luis Dean Ben, and Daniel Razansky. Efficient three-dimensional
model-based reconstruction scheme for arbitrary optoacoustic acquisition ge-
ometries. IEEE Transactions on Medical Imaging, 2017
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Model-based Reconstruction of
Large Three-dimensional
Optoacoustic Datasets

5.1 Summary

Three-dimensional optoacoustic datasets are in general huge since OAT is
able to achieve a high spatial and temporal resolution. Even with the im-
provement from the previous work in [20], three-dimensional model-based
reconstruction for this kind of large-scale datasets requires a long reconstruc-
tion time. Therefore, in [24], a rotational-symmetric interpolation kernel is
used to further accelerate the reconstruction. In [20], the model matrix is
constructed by calculating its non-zero elements using a look-up table. This
still requires several calculation steps and look-ups per voxel-transducer pair.
In [24], the look-up table is removed by splitting the model-matrix into a
cyclic convolution and a maximally sparse matrix, which contains only one
non-zero element per pixel-transducer pair.

Furthermore, an alternative reconstruction method is proposed, which
simply multiplies the transpose of the model matrix with the acquired signals.
That is, a matched filter is applied using the impulse responses for each
pixel-transducer pair, which can also be interpreted as an improved discrete
back-projection method. In fact, the widely used back-projection method
[cf. (2.16)] is essentially a matched filter with an idealized impulse response,
that does not take into account the discrete nature of the captured signals
or the reconstructed image.

The reconstruction using the proposed algorithms are compared with the
previous model-based algorithm and the widely used back-projection algo-

41



CHAPTER 5. MODEL-BASED RECONSTRUCTION OF LARGE
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rithm. The results are evaluated in terms of reconstruction quality and speed
with three in vivo experiments: human finger vasculature scan, mouse whole-
body imaging and mouse brain ICG-perfusion.

It is shown that the accelerated model-based reconstruction is able to
obtain the same imaging quality with a reconstruction speed up of approx-
imately an order of magnitude. The proposed alternative reconstruction
method is slightly inferior in image quality, but it is well-suited for process-
ing of extremely large datasets or real-time imaging.

For this work, the algorithms, and analysis were provided by the author
of the thesis. Some of the experiments were conducted in collaboration with
the co-authors.

5.2 Publication

Lu Ding, Daniel Razansky, and Xosé Lúıs Deán-Ben. Model-based recon-
struction of large three-dimensional optoacoustic datasets. IEEE Transac-
tions on Medical Imaging, 39(9):2931–2940, 2020
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Chapter 6

Three-dimensional
Optoacoustic Reconstruction
Using Fast Sparse
Representation

6.1 Summary

In [25], our previous work from [20] was extended by adding sparsity induc-
ing regularization terms. That is, an L1 penalty term is added to the cost
function in (2.22). The L1 penalty is not applied directly to the image but a
representation of the image in a different basis. This basis transform should
lead to a sparse representation for typical images and should require a low
computational complexity. A popular choice is the wavelet transform, which
was also used in this work.

Results obtained using the back-projection algorithm, the model-based
algorithm with L2 regularization and two model-based algorithm with L1
regularization are compared with simulation data and in vivo human pal-
mar arch vessel scans. It is demonstrated that using the L1 regularization
leads to reduced artifacts and higher SNR in incomplete or insufficient data
acquisition scenarios.

The author of this thesis provided the model-based reconstruction frame-
work that made this work possible and provided assistance with the analysis
and visual representation of the results.
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6.2 Publication

Yiyong Han, Lu Ding, Xosé Luis Deán Ben, Daniel Razansky, Jaya Prakash,
and Vasilis Ntziachristos. Three-dimensional optoacoustic reconstruction us-
ing fast sparse representation. Optics Letters, 42(5):979–982, 2017
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Efficient Non-negative
Constrained Model-based
Inversion in Optoacoustic
Tomography

7.1 Summary

Negative absorption values are common artifacts in optoacoustic image recon-
struction. They appear, since the forward model cannot perfectly match the
experimental measurements for various reasons, such as band-width limited
transducers, limited acquisition view, model mismatch in wave propagation,
etc.

In [22], the problem is addressed by solving large least-squares problems
with non-negative constraints. Six state-of-the-art algorithms for solving
non-negative constrained least-squares problems are investigated and an ac-
celerated projected conjugate gradient method is proposed, which is espe-
cially suited for the kind of large, ill-conditioned problems that are encoun-
tered in model-based reconstruction.

Several experiments are performed to analyze the reconstruction results
and compare the convergence behavior of the different algorithms. Firstly,
in a phantom experiment, results with and without the non-negative con-
straints are compared. The non-negative constraint leads to a noticeable
improvement in image quality. When comparing the convergence speed of
the non-negative algorithms, the proposed algorithm converged more than
twice as fast as the second best algorithm.

A quantitative evaluation was further performed with a second phantom
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experiment. Different concentration of ink were injected into a tubing in the
phantom. It is shown that with a non-negative constrained algorithm, the
reading of the absorption value in the reconstructed image is proportional to
the actual concentration, while this is not the case without the constraints.

In a third experiment, in vivo mice were imaged in the spleen and kidney
regions using a cross-sectional MSOT setup. Images reconstructed 1) without
non-negative constraints, 2) thresholding negative values to zero and 3) with
non-negative constraints were compared. Imposing the non-negative con-
straints was shown to be beneficial since it can remove background artifacts
while retaining useful information deep inside the tissue.

The first two experiments were performed by the author of this thesis
and one co-author. The data from the third experiment was provided by a
colleague. The algorithms were derived by the author. The reconstruction
with the different methods and the analysis were also done by the author.

7.2 Publication

Lu Ding, X Lúıs Deán-Ben, Christian Lutzweiler, Daniel Razansky, and
Vasilis Ntziachristos. Efficient non-negative constrained model-based inver-
sion in optoacoustic tomography. Physics in medicine and biology, 60(17):6733,
2015
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Chapter 8

Constrained Inversion and
Spectral Unmixing in
Multispectral Optoacoustic
Tomography

8.1 Summary

In MSOT, the concentration maps of spectrally distinct absorbers are usu-
ally obtained through a two-step procedure. Firstly, the light absorption
maps are reconstructed separately for each excitation wavelength. Secondly,
spectral unmixing is used to reconstruct the concentration maps from the
multispectral absorption maps (cf. Section 2.3).

Since both steps are linear transformations in the forward model, they can
combined to directly reconstruct the concentrations from the measured pres-
sure signals. Without additional constraints, the solution to the combined
problem is the same as for the two step approach. However, as demonstrated
in previous work [22], Imposing non-negative constraints can improve image
quality significantly.

In [21], the work in [22] is extended to MSOT. Several methods are in-
vestigated by imposing the non-negative constraints in different steps in the
inversion procedure in either separate or combined manners.

Several experiments were designed to evaluate the performance of the
different methods. Firstly, a phantom experiment was conducted. Different
concentrations of AF750 were flushed into two polyethylene tubings inside
the phantom. The quantitative reading of the concentration of AF750 inside
the tubing was evaluated for the different reconstruction methods.
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Secondly, a ring-shaped polyethylene tubing was inserted in the the rec-
tum of a mouse. Different concentrations of AF750 and gold-nanorods were
flushed into the tubing. The same quantitative analysis was performed as
in the first experiment. Additionally, a cross-talk analysis was done on 10
cross-sections in the intestinal/leg region for both contrast agents.

The first two quantitative experiments showed consistent results that
most of the methods, except for one, delivered good results.

In the third experiment, an in vivo mouse was imaged with an iRFP
target tumor. In the fourth experiment, the accumulation of IRdye800CW
was imaged in the kidney region during renal clearance in an in vivo healthy
mouse. For these two experiments, the different methods were qualitatively
evaluated based on the theoretical distribution of the contrast agents.

The first two experiments were performed by the author and one co-
author. The data of the third and fourth experiments were provided by a
colleague. The algorithms were derived by the author. The reconstruction
with the different methods and the analysis were also done by the author.

8.2 Publication

Lu Ding, Xose Luis Dean Ben, Neal C Burton, Robert W Sobol, Vasilis
Ntziachristos, and Daniel Razansky. Constrained inversion and spectral un-
mixing in multispectral optoacoustic tomography. IEEE Transactions on
Medical Imaging, 2017
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Chapter 9

Dynamic Particle Enhancement
in Limited-view Optoacoustic
Tomography

9.1 Summary

In [13], the artifacts in limited-view optoacoustic setups was tackled. It is
assumed that small particles are flowing with high-speed through the area
of interest. With OAT, a sequence of images of the flowing particles can be
captured. Adding up the sequence of reconstructed images yields an image
of the path (e.g. blood vessels), along which the particles flow.

Since each of the individual images only contains a small set of particles,
it is possible to obtain a fairly accurate reconstruction despite the limited
view. However, by simply adding up the images, the negative artifacts in
the individual images accumulate, leading to significant impairments in the
combined image. But the non-negative reconstruction approach previously
published by the author, is able to remove most of the artifacts in the indi-
vidual images and thus yields a clean picture of the combined structure by
adding these non-negative images, effectively eliminating the limited-view
problem.

Results are shown for a numerical simulation and a tubing experiment
as proof of concept. In the latter experiment, India ink was flushed into a
ring-shaped tubing. Images were taken at 100 frames per second with a hand-
held device with an angular coverage of 90 degrees. The reconstructed images
showed that the proposed approach significantly enhanced the contrast of the
tubing boundaries perpendicular to the transducer.

The author provided the reconstructed images shown in the paper, by ap-
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plying the non-negative constrained reconstruction method to the measured
pressure signals.

9.2 Publication

X Lúıs Deán-Ben, Lu Ding, and Daniel Razansky. Dynamic particle en-
hancement in limited-view optoacoustic tomography. Optics Letters, 42(4):827–
830, 2017
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Chapter 10

Noninvasive Anatomical and
Functional Imaging of
Orthotopic Glioblastoma
Development and Therapy
using Multispectral
Optoacoustic Tomography

10.1 Summary

In [2], the potential of MSOT to track changes in the oxygenation in or-
thotopic glioblastoma and the surrounding brain tissues is analyzed when a
vascular disruptive agent (VDA) is administered. To this end, in vivo exper-
iments were performed on mice injected with tumor cells. The oxygenation
level upon administration of VDA was monitored up to 15 days.

To generate the oxygenation images from the MSOT data, the newly in-
troduced approach from [21] was used for non-negative image reconstruction
and unmixing.

It is shown that with this advanced reconstruction approach, MSOT is
able to monitor tumor growth and assess hemodynamic changes upon ad-
ministration of VDAs.

For this work, the author provided guidance on suitable methods for
image reconstruction. The author further processed the data from the ex-
periments and generated the oxygenation maps.
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10.2 Publication
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Attia, Xose Luis Dean-Ben, Chris Jun Hui Ho, Prashant Chandrasekharan,
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Chapter 11

Discussion and Outlook

In this thesis, novel algorithms are presented for the reconstruction of light-
absorption maps from ultrasonic signals. The aim is to improve upon existing
algorithms on the two main criteria: the computational complexity and the
image quality. Of course, there is often a trade-off between the two aspects.
By investing more complexity, better image quality can be achieved and vice
versa.

But as seen in the presented work, sometimes it is possible to yield sub-
stantial improvements in computational complexity and memory overhead
with negligible impact on image quality and, on the other hand, some arti-
facts in the reconstructed images can be removed without much impact on
the complexity.

Specifically, this work has the following major contributions:

• A novel method is introduced for discretization and on-the-fly calcu-
lation of the model matrix (in 2D and 3D scenarios), which exploits
a far-field assumption to calculate the impulse responses for all voxel-
transducer pairs. Prototypes for the impulse-responses are stored in a
small look-up table which is used to calculate matrix-vector products
with the model matrix. This new method can run efficiently on a GPU
with minimal memory overhead.

• The complexity of the model-based reconstruction is further reduced
by using a rotationally symmetric interpolation kernel and factoring
the model matrix into a maximally sparse part (with one entry per
voxel-transducer pair) and a separate convolution with the impulse re-
sponse. Since the convolution can be calculate using an FFT, this
reduces the complexity by an order of magnitude, leading to a com-
plexity per iteration similar to that of the back-projection algorithm.
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It is also shown that this simplification does not have a visible impact
on the reconstructed images.

• It is demonstrated how to model the transducer shape using a small
number of points. This increases the complexity proportional to the
number of points used, but can significantly reduce smearing artifacts
at the edges of the imaging region.

• A projected conjugate gradient algorithm is developed that runs non-
negative constrained model-based reconstruction with similar complex-
ity as the unconstrained version. It is further investigated how to apply
the constrained reconstruction in the multispectral case, where it is pos-
sible to either run the unmixing step separately or directly combine it
with the model-based reconstruction.

The new efficient model-based reconstruction algorithms can improve
imaging quality in three-dimensional setups, where previously only back-
projection algorithms were feasible. But they are also beneficial for other
less challenging setups when real-time reconstruction is required.

The proposed methods are especially important for MSOT applications,
which need high quality and quantitative image reconstruction for multiple
wavelengths. In order to obtain an accurate distribution of different chro-
mophores with spectral unmixing, the reconstruction quality of the single
wavelength images needs to be guaranteed. Images reconstructed using the
back-projection algorithm are known to contain negative values, which can-
not be removed in a clean way and thus makes it challenging to use back-
projection for multispectral imaging. Instead, a non-negative constrained
model-based algorithm should be used to obtain meaningful results. For the
large five-dimensional datasets (three spatial dimensions, one dimension for
time, and one for the wavelength) generated by MSOT systems, state-of-the-
art model-based methods are often prohibitively complex, but our method
for non-negative reconstruction combined with our efficient GPU implemen-
tation can be used even in the most challenging scenarios.

As demonstrated, the new models and techniques for image reconstruc-
tion can be readily combined with ideas from other signal-processing fields
such as compressed sensing [46, 45, 25]. It might be interesting to further
investigate the combination of different low-complexity, iterative compressed-
sensing algorithms with the proposed linear models.

Even with the proposed refinements to the modeling and reconstruction
method, imaging artifacts are still present due to reflections, non-linearities
and other model mismatches. One major open challenge is to find a way
to incorporate light fluence in the reconstruction method without increasing
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complexity too much. Right now, machine learning is very popular in various
image processing applications. Calculating the light fluence from the absorp-
tion map (which, in general, is a very difficult non-linear problem) could be
done approximately via machine learning. There might also be other options
to combine machine learning with the presented model-based methods to en-
hance reconstruction quality and further reduce artifacts in the reconstructed
images.

The most convenient way to get ground truth data for a machine learning
approach would be to have an accurate and realistic enough simulation of
the system that produces the artifacts. Thus, some work should look into
more accurate simulation for light and acoustic wave propagation.

Despite the remaining challenges, OAT is a promising imaging modality
with many applications (cf. Section 2.5). Hopefully, the contributions in
this thesis help to open up new applications, especially for clinical studies
that use limited-view hand-held devices, which, up to now, typically used
the less accurate back-projection reconstruction to handle the large three-
dimensional datasets in real-time.
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Real-Time Model-Based Inversion in Cross-Sectional
Optoacoustic Tomography
Lu Ding, Xosé Luís Deán-Ben, and Daniel Razansky*

Abstract—Analytical (closed-form) inversion schemes have been
the standard approach for image reconstruction in optoacoustic
tomography due to their fast reconstruction abilities and low
memory requirements. Yet, the need for quantitative imaging and
artifact reduction has led to the development of more accurate
inversion approaches, which rely on accurate forward modeling
of the optoacoustic wave generation and propagation. In this
way, multiple experimental factors can be incorporated, such
as the exact detection geometry, spatio-temporal response of the
transducers, and acoustic heterogeneities. The model-based inver-
sion commonly results in very large sparse matrix formulations
that require computationally extensive and memory demanding
regularization schemes for image reconstruction, hindering
their effective implementation in real-time imaging applications.
Herein, we introduce a new discretization procedure for efficient
model-based reconstructions in two-dimensional optoacoustic
tomography that allows for parallel implementation on a graphics
processing unit (GPU) with a relatively low numerical complexity.
By on-the-fly calculation of the model matrix in each iteration
of the inversion procedure, the new approach results in imaging
frame rates exceeding 10 Hz, thus enabling real-time image ren-
dering using the model-based approach.

Index Terms—Model-based reconstruction, optoacoustic tomog-
raphy, photoacoustic tomography, real-time imaging.

I. INTRODUCTION

M UCH like other tomographic imagingmodalities, optoa-
coustic tomography (OAT) relies upon a mathematical

reconstruction procedure to render images of biological sam-
ples. The algorithm employed strongly influences the imaging
performance, affecting a number of parameters, which include
image contrast, spatial and temporal resolution, severeness of
image artifacts, and overall image quantification abilities.
Several approaches have been suggested for tomographic

image reconstruction in OAT [1]–[12]. The reconstruction
performance may vary in each case depending on the exact
tomographic configuration employed as well as on acoustic
properties of the imaged volume [8]–[11], [13]–[15]. Al-
though analytical (closed-form) inversion algorithms, such as
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filtered back-projection [2], may generally result in fast and
memory-efficient reconstructions, model-based approaches
based on numerical (or semi-analytical) inversion of an op-
toacoustic forward model provide extra flexibility in terms of
their applicability to different types of imaging systems and
samples [10], [11]. In this way, one could for instance account
for specific experimental and modeling imperfections, such as
spatially-dependent response of the ultrasound transducers [9],
[16], [17] or acoustic heterogeneities and attenuation in the
sample and the surrounding medium [18]–[20].
Model-based reconstruction methods based on the time-do-

main optoacoustic wave equation are typically associated to
large sparse matrix formulations. The main operations in the
iterative inversion procedure are the multiplication of vec-
tors with the model matrix and its transpose. Even though
the model matrix is sparse, the large dimensionality of the
problem leads to a significant computational complexity and
memory overhead. Several approaches have been introduced
to reduce both the computational operations and the memory
requirements of model-based inversions. For example, it has
been shown that the forward model can be significantly sim-
plified in a cross-sectional acquisition geometry by assuming
that the optoacoustic sources lie in a plane [21]. Thereby, the
resulting two-dimensional model matrix can readily be stored
in memory, in a way that fast inversion can be achieved with
standard inversion algorithms. A discrete wavelet packet de-
composition can be used to further speed up the computations,
since the inversion is decoupled into smaller subproblems [22],
although memory requirements are not significantly reduced.
Both the computational complexity and memory overhead
can be reduced by decreasing the number of measurements
(projections) and applying appropriate regularization for sparse
recovery [23]. On the other hand, inherent symmetries of the
acquisition setup can be exploited to reduce the necessary
memory [24]–[26]. Alternatively, the memory requirements
can be drastically reduced by on-the-fly calculating the matrix
vector products without explicitly storing the model matrix
[27]. Efficient parallel implementation of this approach on a
graphics processing units (GPU) is then feasible, so that the
reconstruction time can be substantially accelerated in the same
way as in other reconstruction methods [28]. Recently, other
reconstruction approaches based on efficient sparse decompo-
sition of the sequence of acquired signals have also been shown
to significantly accelerate model-based reconstructions when
handling multi-frame data [29], [30]. However, real-time visu-
alization implies image reconstruction between the subsequent
laser pulses, which cannot be achieved if multiple frames need
to be accumulated prior to image rendering.

0278-0062 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. Illustration of the discretization procedure for the cross-sectional (two-dimensional) optoacoustic imaging problem. a) Discretization of the forward model
on a Cartesian grid using b) c) bilinear interpolation and d) e) circular interpolation.

The proposed method drastically reduces the computational
complexity of on-the-fly calculations of the matrix-vector prod-
ucts by storing a small table of precalculated values. The new
approach then results in imaging frame rates exceeding 10 Hz,
thus enabling real-time image rendering using a model-based
inversion method. Note that the term real time is usually em-
ployed in optoacoustics to refer to the capability to reconstruct
images with no significant delay between data acquisition and
image display, even for acquisition times larger than 1 s [31],
[32]. Additionally, 10 Hz represents the optimal frame rate for
attaining the best signal-to-noise performance while staying
below the maximum permissible laser exposure limits, namely
20 energy density per pulse and 200 av-
erage power density. For pulse repetition rates higher than 10
Hz, the energy per pulse must then be reduced, leading to a
suboptimal signal-to-noise performance [33].

II. METHODS

A. The Forward Model

For short-pulsed laser illumination fulfilling the so-called
thermal confinement conditions [34], a Dirac's delta function
can be assumed to closely resemble the temporal profile of the
light intensity, in which case the optoacoustically-generated
pressure wave follows the following equation [35], [36]

(1)

being the dimensionless Grüneisen parameter, the speed of
sound in the medium and the amount of energy absorbed
in the tissue per unit volume. An exact analytical solution of (1)
is subsequently given by the Poisson-type integral as [35], [37]

(2)

where the integral is performed along a spherical surface
defined as . In cross-sectional tomography, the

optoacoustic sources are assumed to lie in the same plane as
the measurement points, in which case (2) is reduced into a two
dimensional formulation [21], i.e.,

(3)

where denotes a circumference for which .
Note that the latter equation is expressed in arbitrary units after
neglecting all the constant terms.

B. Discretization an a Cartesian Grid

In order to discretely represent the temporal profiles of the
measured pressure signals, one may define a regular Cartesian
grid covering all the optoacoustic sources in the imaged volume,
as depicted by solid circles in Fig. 1(a). Each point in the Carte-
sian grid represents one single pixel of a two dimensional image
corresponding to the distribution of the absorbed optical energy.
According to (3), the pressure signal at the transducer location

and time instant equals to the derivative of the
integral of the absorption distribution on an arc, as shown in
Fig. 1(a). The absorption at an arbitrary location within the
grid can be subsequently interpolated from the known absorp-
tion values at the pixel points. Thus, (3) can be approximated
via

(4)

where is the interpolation function, i.e., the contribu-
tion of the pixel at location to the optical absorption at loca-
tion . Accordingly, we define

(5)
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as the pressure contribution of the th pixel to the pressure signal
, which can be further expressed as

(6)

In the following subsections, we introduce two different interpo-
lation models to calculate when the pixel size is much
smaller than the distance travelled by the optoacoustic wave.
In general, many interpolation methods are applicable within
the framework of the suggested reconstruction approach, each
exhibiting a different trade-off between accuracy and computa-
tional complexity. In this work, we used the standard bilinear
interpolation method and a simpler approach, termed ”circular
interpolation”, mainly in order to optimize the reconstruction
runtime.
1) Bilinear Interpolation: The absorbed energy at an arbi-

trary location can be calculated as a function
of the absorption at its 4 neighboring pixels by using bilinear
interpolation. In this way, pixel only contributes to the absorp-
tion distribution in an area within the 4 neighboring grid points
(Fig. 1(b)). The interpolation function is then given by

for
for (7)

where

(8)

and is the corresponding grid width.
Let the distance between the measuring location and the

pixel position be denoted by . Considering a grid size
much smaller than , the integral in (5) can be approximated as
the integral along a straight line in the square region for which

is not zero, as illustrated in Fig. 1(c). We define as
the distance from to the integration line and as the angle
with respect to the horizontal axis [cf. Fig. 1(c)]. Since

, one may rewrite (5) as

(9)

or, equivalently

(10)

where

(11)

(12)

Taking into account that is in the order of
, the first term in (10) can be neglected,

leading to

(13)

where does not depend on the pixel position and can
be thus expressed analytically (see Appendix A for a detailed
derivation).

2) Circular Interpolation: The calculation of the optical ab-
sorption distribution at any point can be further simplified by
interpolating in a circular neighborhood of each pixel. In this
case, the interpolation function is represented instead by the
cone shown in Fig. 1(d). The circular interpolation function is
then given by

(14)

As a result, the derivative in (9) for the circular inter-
polation is independent of the angle and only depends on the
distance (Fig. 1(e)). Therefore, can be expressed as

(15)

See Appendix B for more details on the calculation of in
(15).

C. Image Reconstruction
Optoacoustic tomographic reconstruction implies processing

the pressure signals collected at a set of transducer locations
and time instants . Let

... (16)

represent the theoretical pressure signal for the considered in-
stants at position generated by a unit absorber at pixel and

... (17)

denote a vector representing optical absorption at the pixels
of the reconstruction grid. By considering (6), a linear

model

(18)

can be defined with the model matrix expressed as

(19)

where

... (20)

Image reconstruction is then done by minimizing the least
squared error between the measured signals in a vector form

and the corresponding signals predicted by the forward
model, i.e.,

(21)

The least squared inversion problem in (21) can be solved with
iterative methods such as LSQR [38], which requires one calcu-
lation of a matrix-vector multiplication with the model matrix,
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, and one multiplication with its transpose, , in each it-
eration. The vectors and are updated in each iteration of the
LSQR algorithm using the results of the matrix-vector products.
An additional regularization term may be included in (21).

However, no regularization is required in the LSQR inversion
of the two dimensional model provided sufficient angular
coverage is available in the cross-sectional optoacoustic tomo-
graphic imaging system [21].

D. GPU Implementation

Themost computationally demanding operations in the above
mentioned iterative inversion procedure are associated with the
matrix-vector multiplications and . Those operations
can be significantly accelerated by a GPU-based implementa-
tion, which can generally be done in various ways. The most
straightforward approach consists in the precalculation of the
model matrix and its subsequent storage on the GPUmemory.
Despite the sparsity of , this approach is hindered by the rela-
tively small internal memory resources available on the GPUs,
which may turn insufficient for storing model matrices corre-
sponding to the required number of image pixels, simultane-
ously detected signals and their temporal sampling resolution.
This limitation is particularly relevant for high-resolution recon-
structions or three-dimensional inversions [37], [39] employing
very large model matrices. For instance, the model matrix in the
examples shown later in this work (i.e., with 256 channels, 732
sampling instants and 200 200 pixels) occupies around 300
MB of memory in a sparse representation. The memory needed
is increased several orders of magnitude for a non-sparse rep-
resentation. Standard GPUs have an internal memory of around
1–4 GB, which is enough to store the entire model-matrix for
the reconstruction examples shown in this paper. However, it
can be insufficient for reconstructions with a higher resolution,
number of channels or sampling instants. On the other hand, the
memory requirements exponentially increase for three-dimen-
sional reconstructions, where the model matrix generally occu-
pies many tens of GBs of memory. Another approach consists
in on-the-fly calculation of the elements of the model matrix in
each iteration of the inversion procedure [27]. This approach
is widely applicable as no storage is required, but the required
computational time is generally longer due to the need to repeat
the same operations multiple times.
We propose an alternative approach based on the precal-

culation and storage of a small look-up table containing the
derivatives and in (13) and (15) corresponding
to the different values of and . Such table can readily be
stored in the GPU memory, and the calculation of the elements
of the model matrix simply involves divisions and multipli-
cations. As opposed to the large amount of memory that may
be required for storing the entire model matrix on a GPU, the
precalculated look-up tables for only occupy 800 Byte and
156 KB of memory for the bilinear and circular interpolation
methods, respectively (for 200 different values of and 200 dif-
ferent values of ). Since is highly sparse, and can
be subsequently obtained by calculating only the non-zero ele-
ments and multiplying them with the corresponding elements of
the vectors and . The matrix vector multiplications and

are calculated row-wise and in parallel. In the calculation

Fig. 2. Illustration of the experimental cross-sectional optoacoustic tomog-
raphy system. a) Three-dimensional representation of the actual experimental
system. b) Geometrical distribution of transducer locations (gold dots) and
Cartesian grid (gray dots) considered for two dimensional reconstruction.

of , each computing unit (kernel) calculates a value for
each of the pixels, namely the multiplication of non-zero
elements of [cf. (19)] with the corresponding elements in
vector . In calculating , each computing unit performs
the operations corresponding to one transducer position and
one sampling instant, i.e., the multiplication of non-zero ele-
ments of [cf. (13) (15)] with their
corresponding elements in vector . The specific steps for the
parallel implementation of these operations are illustrated in
Appendix C. In a practical implementation, the symmetry of
the bilinear interpolation function can be exploited to reduce
the storage requirement for the lookup table (see Appendix A).
Further acceleration of the reconstruction process is possible

if multiple images are simultaneously reconstructed since
the matrix elements are only calculated once for all the re-
constructed images. This approach is convenient for off-line
reconstructions but not appropriate for real-time imaging since,
in the latter case, the reconstruction must be accomplished in
between the consecutive signal acquisitions.

E. Experimental Measurements
The performance of the proposedmodel-based reconstruction

approach was examined with experimental data acquired from
mice. For this, a small animal optoacoustic tomography system
(MSOT256-TF, iTheraMedical GmbH,Munich, Germany) was
used, which is based on signal acquisition with 256-element arc-
shaped array of cylindrically-focused transducers covering 270
around the imaged object [40]. The system attains ring-type illu-
mination on the surface of the imaged object by means of a fiber
bundle. An illustration of the system is shown in Fig. 2. The ac-
quired signals were digitized at 40 megasamples per second and
band-pass filtered with cut-off frequencies 0.1 and 7 MHz.
The proposed algorithm using both interpolation methods

was first compared to a reference model-based reconstruction
algorithm [20]. Then, the inversion performance was evaluated
as a function of various parameters, such as number of LSQR
iterations, number of projections and number of sampling
time instants in the acquired signal (time resolution). As a
reference, we considered the image reconstructed with bilinear
interpolation, 20 LSQR iterations, 256 projections and 1098
time instants. Finally, the reconstruction times of bilinear
interpolation and circular interpolation were compared both

Authorized licensed use limited to: Apple. Downloaded on August 29,2022 at 11:05:22 UTC from IEEE Xplore.  Restrictions apply. 



DING et al.: REAL-TIME MODEL-BASED INVERSION IN CROSS-SECTIONAL OPTOACOUSTIC TOMOGRAPHY 1887

Fig. 3. Cross-sectional images acquired from a mouse in the kidney and liver
regions. a) and g) are reconstructed using the standard iterative model-based in-
version. Reconstructions using the proposed algorithm are shown in b) and h)
for the bilinear interpolation and c) and i) for the circular interpolation respec-
tively. d)-f) close-up images of the corresponding blue regions in a)-c). j) SNR
performance of the different reconstruction schemes.

for single frame and multiple frame reconstructions using the
optimum parameters. All images were reconstructed with 200
200 pixels.
The reconstruction was done on a AMD Radeon HD 7900 se-

ries GPU with 3 GB on-board memory and 32 computing units
(2048 stream processors). The reconstruction was implemented
using the OpenCL framework and executed in Matlab (Math-
Works, Natick, MA) as a mex function.

III. RESULTS
The cross-sectional images of the mice in the kidney/spleen

and liver regions are shown in Fig. 3. The images in
Fig. 3(a) and (g) were reconstructed with a previously in-
troduced model-based algorithm [20]. The reconstructed
images obtained by using the proposed algorithm with bi-
linear interpolation and circular interpolation are plotted in
Fig. 3(b) (h) and (c) (i) respectively. Fig. 3(d)–(f) show close-up
images of the blue rectangular regions in a)-c). No significant
difference in the imaged small structures in the kidney regions
can be observed in the three images. For all three approaches,
the acquired pressure signals were cut and downsampled to
1098 time instants prior to reconstruction. All 256 projections
were considered and the number of LSQR iterations were
set to 10. Fig. 3(j) shows the signal to noise ratios (SNR) of
Fig. 3(a)–(c) and (g)–(i) calculated with the absorption values
in the squared regions marked in Fig. 3(a) and (g). Specifically,

the SNR was calculated as the maximum reconstructed absorp-
tion in a region inside the mouse normalized to the standard
deviation of the reconstructed absorption in a region outside the
mouse. The obtained SNR of the kidney images a) to c) were
18.7744, 18.8475 and 18.7727 and the calculated SNR of the
liver images g) to i) were 21.7461, 21.9314 and 20.6545. No
essential differences between the reconstructed images using
the three approaches can be observed.
For the purpose of evaluting the image quality of re-

constructed images using different parameters, we used the
reference image shown in Fig. 4(e), which is obtained as de-
scribed in Section II-E. The relative error is calculated as the
norm of the difference with the reference image normalized
with the norm of the reference image. Fig. 4(a)–(d) show
examples of images with increasing numbers of iterations,
yielding resulting relative errors of 58.5%, 37.5%, 17.8% and
13% respectively. The differences of Fig. 4(a)–(d) with respect
to the reference image are displayed in Fig. 4(f)–(i). Minor
differences can be seen in h) and i), which indicates acceptable
image quality is achieved for a relative error below 20%.
The relative error and the reconstruction time are

shown as a function of the number of LSQR iterations in
Fig. 5(a) and (b) for the bilinear interpolation and the circular
interpolation approaches respectively. The corresponding nor-
malized errors with both methods are reduced to approximately
13% and 15% after 5 LSQR iterations respectively, which was
considered an acceptable performance. On the other hand, a
two-fold reduction in the reconstruction time is achieved with
circular interpolation as compared with the bilinear interpola-
tion approach for the same number of iterations. The relative
error and reconstruction time with respect to the number
of projections (detector positions) are further presented in
Fig. 5(c) and (d) for the two interpolation methods. For a given
number of projections, virtual signals were obtained by inter-
polating between the original 256 detection channels, while the
angular coverage was maintained in all cases. 5 LSQR itera-
tions were performed in the reconstruction. Note that a decrease
in the number of projection leads to a significant increase in the
error. Therefore, all 256 channels should be used to optimize
the image quality for the number of pixels considered [41]. The
performance results for different number of time instants are
shown in Fig. 5(e) and (f) for the two interpolation approaches.
The reconstruction was done with 5 LSQR iterations and 256
projections. The length of the signals was fixed to 30 in all
cases. For both interpolation approaches, no significant further
improvement was achieved when increasing the number of
time samples beyond 700.
The performance of the proposed algorithm is summarized in

Table I. The reconstruction parameters were selected according
to the results presented in Fig. 5 so that the reconstruction time
is optimized without compromising image quality. Specifically,
the number of LSQR iterations was set to 5, all 256 projections
were taken and the signals were downsampled to 732 time
instants. As shown in the table, it was possible to achieve
6 and 13 frames per second for single frame reconstruction
by employing the bilinear and circular interpolation models
respectively. When applying the multiple frame reconstruction
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Fig. 4. Estimated relative errors. a) – d) are images reconstructed with 1, 2, 4, and 5 iterations, respectively, using the on-the-fly matrix calculation algorithm.
Comparison to the reference image in e), reconstructed with the standard model-based algorithm with 20 iterations, results in estimated relative errors of 58.5%,
37.5%, 17.8%, and 13%, respectively. f) – i) Differences between the reference image and the images in a) – d).

Fig. 5. Influence of different parameters on the image quality and reconstruction speed. Left and right columns show results for the bilinear and circular interpo-
lations, respectively. We vary a)-b) the number of iterations, c)-d) the number of projections and e)-f) the number of time instants.

approach 21 and 27 frames could be reconstructed simultane-
ously within one second with the two interpolation approaches.

As a reference, standard model-based reconstruction on the
CPU using the same parameters needs around 94 s to build the
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TABLE I
PERFORMANCE OF THE SINGLE- AND MULTIPLE-FRAME RECONSTRUCTIONS

USING BILINEAR AND CIRCULAR INTERPOLATION APPROACHES.

model-matrix and 0.9 s to reconstruct one frame on an Intel
Core i7-4820K CPU @ 3.7 GHz.

IV. DISCUSSION AND CONCLUSIONS
Model-based reconstruction approaches are generally known

to render better image quality and accuracy as compared to the
approximate analytical inversion schemes [37], [39]. Yet, the
analytical (closed-form) inversion schemes have been so far
the dominant approach for image reconstruction in optoacoustic
tomography due to their fast reconstruction abilities and low
memory requirements [28]. In this work, a novel discretization
procedure for model-based reconstruction in two-dimensional
(cross-sectional) optoacoustic tomography has been introduced.
The suggested method allows for parallel implementation on
a GPU with relatively low complexity, which is achieved by
on-the-fly calculation of the model matrix in each iteration of
the inversion procedure. Parallelization and acceleration of the
reconstruction on a GPU are equally possible with the other
model-based approaches, such as those using pre-calculation of
the model matrix. However, memory limitations may restrict
applicability of the latter approaches, especially when handling
dense image grids or large number of voxels in three-dimen-
sional reconstructions. In contrast, applicability of our method-
ology does not depend on the size of the model matrix as it
only requires the storage of a small look-up table on the GPU
memory. Moreover, the look-up table approach significantly
accelerates the on-the-fly computation of the matrix elements
as only one additional multiplication and division are needed.
Here two interpolation approaches were proposed and analyzed.
It was demonstrated that reconstructions based on circular in-
terpolation yield slightly reduced image quality as compared
to the bilinear interpolation method, yet attain twice the re-
constructed frame rates exceeding 10 frames per second for a
two-dimensional grid of 200 200 pixels. The suggested re-
construction method was additionally demonstrated to recon-
struct multiple frames simultaneously, in which case imaging
rate exceeding 20 frames per second were achieved. This per-
formance matches well the pulse repetition and spatial reso-
lution parameters of some common real-time optoacoustic to-
mography systems for small animal imaging [33], [42]. Yet,
the plea for real-time performance is of particular importance
when considering clinical translation of the optoacoustic tech-
nology using hand-held probes [43], [44]. The proposed frame-
work can further be extended to three-dimensional model-based
reconstructions. In this case, the integral in the forward model is
performed along a spherical surface instead of a circumference,
thus the integration path in the neighborhood of each pixel can
be approximated as a plane instead of a straight line. Our future
work will address the three-dimensional problem with the sug-
gested methodology in order to further demonstrate the benefits
of this approach.

APPENDIX

Bilinear Interpolation:
We derive in this section the analytical expression for

for the bilinear interpolation approach. Due to the
symmetry of bilinear interpolation in a square grid it is verified
that

(22)
and

(23)
being

(24)

Then, we only need to derive the analytical expression for
and for . In that case, it can be expressed as a
linear combination of the derivative of the integral in the squares
indicated in Fig. 1(c).

(25)

The straight line along which the integral is calculated can be
expressed as

(26)

where represents the position of the pixel. With

(27)

we have
for
for

(28)
The integration limits and correspond to

for
for
for

(29)with
(30)

and
for
for
for

(31)
With

(32)

we have
for
for

(33)

In this case, the integration limits and are given by

(34)
and

(35)

Finally, with

(36)
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we have
for
for

(37)

The integration limits and can be expressed as
for
for

(38)
with

(39)

and

for
for

(40)
The exact analytical expressions for are then calculated
with the symbolic toolbox of Matlab and are not displayed here
due to its complexity.

Circular Interpolation:
We derive in this section the analytical expression for

for the circular interpolation approach. The integral along the
straight line within the round neighborhood of a pixel equals
the area of intersection of a vertical plane cutting the cone illus-
trated in Fig. 1(d). Since the cone is circularly symmetric, we
consider the integral along the straight line without loss
of generality. We assume that the distance is normalized by
the pixel size . The function value of the cone with diam-
eter one along is given by

for
otherwise

(41)

The area integral is thus given by

(42)

Consequently, the derivative of integral can be obtained by
differentiating (42) with respect to

(43)

GPU Implementation:
The detailed implementations of and on the GPU

kernel are described in Alg. 1 and Alg. 2. Note that we only
demonstrate the implementation of the bilinear interpolation
since the implementation of the circular interpolation is almost
identical.
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Efficient 3-D Model-Based Reconstruction
Scheme for Arbitrary Optoacoustic

Acquisition Geometries
Lu Ding, Xosé Luís Deán-Ben, and Daniel Razansky

Abstract— Optimal optoacoustic tomographic sampling
is often hindered by the frequency-dependent directivity
of ultrasound sensors, which can only be accounted for
with an accurate 3-D model. Herein, we introduce a 3-D
model-based reconstruction method applicable to optoa-
coustic imaging systems employing detection elements
with arbitrary size and shape. The computationalcomplexity
and memory requirements are mitigated by introducing an
efficient graphic processing unit (GPU)-based implemen-
tation of the iterative inversion. On-the-fly calculation of
the entries of the model-matrix via a small look-up table
avoids otherwise unfeasible storage of matrices typically
occupying more than 300GB of memory. Superior imaging
performance of the suggested method with respect to stan-
dard optoacoustic image reconstruction methods is first
validated quantitatively using tissue-mimicking phantoms.
Significant improvements in the spatial resolution, contrast
to noise ratio and overall 3-D image quality are also reported
in real tissues by imaging the finger of a healthy volunteer
with a hand-held volumetric optoacoustic imaging system.

Index Terms— Optoacoustic tomography, photoacoustic
tomography, model-based inversion, volumetric imaging.

I. INTRODUCTION

OPTOACOUSTIC (OA) imaging at depths beyond the
transport mean free path in living biological tis-

sues (∼1 mm) relies on the optimal arrangement of ultrasound
sensors and accuracy of the acoustic inversion algorithm for
rendering quantitative high-quality reconstructions [1], [2].
The accuracy in mapping light absorption within a three-
dimensional (3-D) region by means of OA excitation is deter-
mined by the available tomographic coverage and detection
bandwidth [3], [4]. In response, OA imaging systems are
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commonly based on acquisition geometries that maximize the
detection angular coverage around the imaged volume [5]–[8].

Ideally, point-like detectors exhibiting infinite bandwidth
would render the best quality reconstructions in optoacoustic
tomography (OAT). In reality, finite-size detectors are used
instead to provide sufficient sensitivity, particularly in real-
time imaging applications that do not permit signal averag-
ing [9]. The associated frequency-dependent directivity of the
finite-sized sensing elements may lead to additional artifacts in
the reconstructed images [10], [11]. In some cases, the trans-
ducer aperture is purposely shaped such that the dimensional-
ity of the imaging (tomographic) problem is reduced into two
dimensions or a single dimension. For example, cylindrically-
focused transducers are used in cross-sectional OAT, where
image reconstruction is performed in two-dimensional (2D)
slices through a 3-D object [12], [13]. The resulting 2D
reconstruction problem is theoretically simpler and less com-
putationally demanding than in the 3-D imaging case, and
real-time OAT reconstructions were achieved with both ana-
lytical backprojection-type inversion algorithms and more
accurate model-based (MB) schemes [14]. The latter were
also shown efficient in accounting for the transducer dimens-
ions [10], [11], [15] and acoustic heterogeneities in the
sample [16], [17] as well as for negative artifact removal [18].
Another imaging approach employing dimensionality reduc-
tion is acoustic-resolution OA microscopy, where a large-
aperture spherically-focused transducer is raster-scanned to
form images [19]. In this case, one may assume the collected
signals to represent depth-profiles for each position of the
transducer, so that 2D or 3-D images can be rendered by
simply stacking up the individual OA waveforms. However,
also in this case, a more accurate image reconstruction
approach would generally account for the frequency-dependent
sensitivity field of the transducer [20], [21].

It is important to take into account that dimensionality
reduction readily introduces modeling errors since the actual
size and shape of the transducers cannot be properly accounted
for within the one or two dimensions as ultrasound propagation
is inherently three dimensional. Consequently, a 3-D model
is generally necessary for optimizing image reconstruction,
which significantly elevates the computational complexity due
to the increased number of variables. In fact, 3-D modeling
is further challenged by the vast amount of memory required
to store the resulting model matrices. One approach seeks to
reduce the memory overhead by calculating the model-matrix

0278-0062 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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on-the-fly within each step of an iterative algorithm, which
can be further accelerated via graphics processing unit (GPU)
implementation [23]. Recently, we introduced a new dis-
cretization method to obtain a linear forward model from the
continuous 2D OA wave equation [14]. This has allowed for a
more efficient GPU implementation of the inversion procedure
as only a few operations are required to calculate entries of the
model-matrix. Hence, parallel computations can be performed
with extremely low memory overhead.

The current work deals with a generalization of the effi-
cient MB inversion framework for full 3-D OA reconstruc-
tion problems, for which the low-memory overhead becomes
paramount. We further extend the methodology to explicitly
account for the 3-D transducer shape. The improvement in
imaging performance is demonstrated in numerical simula-
tions and experimental measurements in phantoms and living
tissues.

II. METHODS

A. Discretization of the 3-D Time-Domain
OA Forward Model

When the duration of the excitation laser pulse is short
enough to fulfill both the acoustic and thermal confinement
regimes, the pressure field emitted due to the optical excitation
as a function of space r and time t can be expressed as [24]

p(r, t) = !

4πc
∂

∂ t
1
ct

∫

S(r,t)
H (r′)d r ′, (1)

where H (r′) is the absorbed energy per unit volume in the
tissue, ! is the dimensionless Grüneisen parameter and c is
the speed of sound. In the following, we omit the constant
term !

4πc for simplicity since it does not affect model-based
reconstruction. The integral is performed along a spherical
surface S(r, t) with radius |r ′ − r| = ct . The discretization
of the forward model in (1) is done by considering N voxels
on a Cartesian grid representing a volume enclosing all the
OA sources. The location of each image voxel is represented
by r i . The amount of absorbed energy at an arbitrary location
in space H (r′) is approximated by the weighted superposition
of interpolation functions K (r ′) shifted to the different voxel
positions r i , i.e.,

H (r′) ≈
N∑

i=1

hi K (r ′ − r i ), (2)

where hi is the absorption at voxel i . Then, (1) can be
expressed as

p(r, t) =
N∑

i=1

hi
∂

∂ t
1
ct

∫

S(r,t)
K (r ′ − r i )d r ′. (3)

By defining

pi (r, t) = ∂

∂ t
1
ct

∫

S(r,t)
K (r ′ − r i )d r ′, (4)

(3) is reduced to

p(r, t) =
N∑

i=1

hi pi(r, t). (5)

Fig. 1. 3-D discretization of the OA forward model on a Carte-
sian grid. Intersection of the spherical integral surface S(r, t) with the
∆-neighborhood of voxel i. The positions of voxel i and the measurement
location are denoted by r i and r, respectively. The distance between
r i and r is denoted by s and the distance between r i and the spherical
surface is denoted by d. The azimuth and elevation angles are denoted
by α and β respectively.

pi(r, t) corresponds to the contribution of a unit absorption at
voxel i to the pressure wave detected at location r and time
point t .

A variety of interpolation methods can be applied for cal-
culating K (r ′− r i ). Herein, the standard trilinear interpolation
method is suggested [24]. Trilinear interpolation represents
a trade-off between accuracy and computational complexity.
Higher order interpolation methods may further improve image
quality. However, modeling errors due to acoustic hetero-
geneities or the frequency response of the transducer(s) are
generally the main error source. The corresponding interpola-
tion function is given by

K (r) =





(
1− |x |

$

) (
1− |y|

$

) (
1− |z|

$

)
for ‖r‖∞ < $

0 for ‖r‖∞ ! $,

(6)

where $ is the voxel size (Fig. 1) and r = (x, y, z). Non-
zero values of the interpolation function only exist in the
$-neighborhood of voxel i , i.e. hi only contributes to H (r′)
when r ′ is less than a voxel away from voxel i . Thereby,
the surface integral in (3) differs from zero only when the
surface intersects the $-neighborhood, as illustrated in Fig. 1.
Let the distance between the measuring location r and the
voxel location r i be denoted by s. Since the voxel size
$ is typically several orders of magnitude smaller than s,
the spherical surface integral in the $ neighborhood of the r i
voxel can be approximated by a planar surface integral. Errors
may be produced in the near field region for optoacoustic
sensing elements placed in direct contact with the region of
interest [25]. The integral value depends on the distance d
from its surface (denoted by S′) to the voxel r i , and on the
direction from r i to r ′, which can be parameterized with
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two angles α and β. Thus, with ct = s − d , (4) can be
reformulated as

pi(r, t) = − c
∂

∂d
1

s − d

∫

S ′(r,t)
K (r ′ − r i )d r ′

= − c
(s − d)2 I (d,α,β) − c

s − d
d I (d,α,β), (7)

with

I (d,α,β) =
∫

S ′(r,t)
K (r ′ − r i )d r ′ (8)

and

d I (d,α,β) = ∂

∂d

∫

S ′(r,t)
K (r ′ − r i )d r ′. (9)

Considering that d I (d,α,β) is in the order of max(I (d,α,β))
$ ,

the first term in (7) can be neglected, i.e.,

pi (r, t) ≈ − c
s − d

d I (d,α,β). (10)

A detailed description of the calculation of d I (d,α,β) is
included in Appendix B.

The discrete forward model in (5) can be used to define
an inverse problem for the OA reconstruction. Specifically,
collecting the time-discrete pressure signals from all transduc-
ers in a vector p and the optical absorption values at pixel
positions hi in a vector h, the corresponding linear model can
be expressed in a matrix form as

p = Ah, (11)

where A is the model matrix representing a particular recon-
struction problem. The columns of A represent the OA signals
associated to each voxel of the grid. The reconstruction prob-
lem consists in finding the absorption vector ĥ for which the
theoretical model better matches the experimentally measured
pressure signals pm . Typically, the aim is to solve a least
squares problem defined as

ĥ = arg min
h
‖Ah − pm‖22, (12)

where additional regularization terms may further be needed
in some cases [26], [27]. The least squares problem in (12)
can be solved iteratively e.g. with the LSQR method [22].

B. Transducer Shape

Most ultrasound sensors have a finite aperture (size) which
directly corresponds to their directional sensitivity. Thereby,
reconstruction algorithms assuming point-like sensors would
usually result in inaccurate reconstructions. In particular,
the sensitivity of commonly used piezoelectric sensors scales
with size, which in turn increases their directivity. The signal
pST collected by a finite-size transducer perfectly matched to
water can be assumed to be proportional to the integral of the
pressure on the transducer surface, i.e., it can be approximated
in arbitrary units as

pST ≈
∫

ST

p(r, t)d r. (13)

The integral in (13) can be discretized by dividing the surface
ST into a finite set of surface elements with positions r j and
area $r j . Thereby

pST ≈
M∑

j=0

p(r j , t)$r j , (14)

where M is the number of divided surface elements of one
transducer. Assuming all transducers have the same shape,
the linear forward model is altered as follows

p ≈
M∑

j=0

A j$r j h. (15)

That is, the model matrix is replaced by a weighted sum of
M model matrices, one for each discrete surface element of
the transducer.

Clearly, the computational complexity of methods involving
matrix-vector products increases linearly with the number of
surface elements M . On the other hand, the discretization of
the transducer surface into sub-areas allows accounting for the
frequency-dependent directivity.

C. GPU Implementation

In each iteration of the LSQR algorithm, the most time
consuming operations are the two matrix-vector products
Av and ATu, where v and u are updated for subsequent
iterations. As previously mentioned, the interpolation function
K (r ′) only has a small support in the order of the voxel size
[see (6)]. Therefore, for most voxel positions r i , the integral
in (4) is zero, and hence the model-matrix is sparse. However,
despite its sparsity, the size of the 3-D model-matrix is
generally very large, which leads to computational inefficiency
and memory overhead.

In order to accelerate the inversion process, computations
can be parallelized on a GPU. However, it is not possible to
store the entire model matrix on the GPU due to the large
memory requirements. Instead, the matrix-vector multiplica-
tions must be calculated on-the-fly for each iteration of the
inversion process. The discretization approach introduced in
section II-A is particularly efficient for on-the-fly calculations
since the term d I (d,α,β) in (9) is independent of the voxel
position and only depends on three parameters. Due to symme-
tries, the values of d I (d,α,β) for d ∈ [0,

√
3$], α ∈ [0, π

4 ]
and β ∈ [0, π

2 ] are pre-calculated and saved in a small look-up
table as suggested in [14] for the 2D case. Thus, the calculation
of the entries of the model matrix pi (r, t) simply involves
a small number of floating-point operations and a search in
a look-up table. For reconstruction in this paper, we used a
look-up table with 50 values for d , α and β respectively.

The computational complexity of the suggested approach
is higher than that of the CPU implementation of the LSQR
algorithm with a pre-calculated model matrix since such model
matrix needs to be repetitively generated. However, the order
of complexity remains the same as the complexity per iteration
of the LSQR method is directly proportional to the number of
non-zero entries of the model matrix. The order of complexity
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Fig. 2. The simulated scanning geometry. a) Positions of the transduc-
ers (black dots) and absorbing microspheres (red dots). b) Discretization
of one transducer surface into 24 sub-areas with the corresponding
central positions being indicated (blue dots). c) MIPs of the 3-D images
reconstructed with the MB-PD method. d) MIPs of the 3-D images
reconstructed with the MB-FS method.

is O(gN L) where g is the oversampling ratio, N is the number
of voxels and L is the number of transducers.

The GPU implementation of the two most important kernels
corresponding to the operations ATu and Av are further
described in detail in Appendix A.

D. Numerical Simulations

The performance of the suggested GPU-based MB recon-
struction method was first tested in numerical simulations.
Fig. 2a) depicts the simulated scanning geometry, where each
black dot represents the center of a given transducer position
and the red dots represent 300µm microspheres placed in the
central region of the imaged volume. Specifically, an OA set-
up with unfocused transducers (diameter 1cm) fully surround-
ing the image object was simulated, where 3780 transducer
scanning positions covering an angle of 360◦ around the
imaged object and 100◦ in the elevational direction were con-
sidered. The pressure signals were simulated by discretizing
the transducer shape into 24 surface elements (Fig. 2b), where
the pressure waves at the central position of each surface
element were calculated analytically [28]. MB reconstruc-
tions were performed by assuming point detectors and by

considering finite-sized sensors discretized to 24 surface ele-
ments. In both cases, 2000 time instants sampled at 40 MHz
were considered for each transducer position and a region of
interest of 2 × 2× 1cm3 was discretized to 4 million voxels.

E. Experimental Measurements
The MB reconstruction approach was subsequently tested

experimentally. For this, a custom-made 3-D OA imaging
system was used, which is described in detail elsewhere [29].
In short, it consists of an array of 512 adjacent piezoelectric
elements densely distributed on a spherical surface. The spher-
ical aperture covers an angle of 140◦ (solid angle of 1.316π).
Each element has an approximate size of 2.5× 2.5mm2 and a
central frequency of 10MHz. The illumination source consists
of a short-pulsed (< 10ns) optical parametric oscillator (OPO)-
based laser (Innolas Laser GmbH, Krailling, Germany). The
excitation light is guided via a fiber bundle through a 5mm
cylindrical cavity in the transducer array. The recorded raw
optoacoustic signals from all the channels were simultaneously
sampled at 40 mega samples per second by a custom-made
digital acquisition system.

In the first experiment, a 50µm diameter absorbing
microsphere was embedded in a light scattering phan-
tom (phantom 1) created by molding 1.3% of agar powder
(by weight) and 1% Intralipid (by volume). The phantom
was first positioned so that the microsphere was located
at the geometrical center of the spherical array’s surface,
toward which all the array elements are directed. Subsequently,
the phantom was scanned with the angular-dependent sen-
sitivity of the transducer elements playing a increasing role
as the microsphere moves toward periphery. In the second
experiment, a group of 50µm diameter microspheres were
randomly distributed in another scattering agar-based phantom
with (phantom 2). Both phantoms were imaged by setting the
laser illumination wavelength to 720nm. The energy density
at the sample surface was approximately 19mJ/cm2. The
recorded signals were averaged 500 times to enhance the
signal-to-noise ratio (SNR).

A third experiment was done to test the performance of
the suggested algorithm in real biological tissues. For this,
the finger of a healthy volunteer was imaged with the same
OA system by setting the laser wavelength to 800nm to ensure
deeper tissue penetration. The OA system was operated in a
hand-held mode, hence no signal averaging was possible due
to motion.

In order to best evaluate the algorithm’s performance,
the images in all the experiments were reconstructed with
three different methods, namely, the back-projection (BP)
algorithm [9], the MB-based algorithm introduced in section II
considering point detectors (MB-PD) and the same MB algo-
rithm but accounting for the finite size and shape of the trans-
ducers (MB-FS). Since the region of interest is small compared
to the distance of the transducers to the region of interest,
the weighting factor in [30] marginally affects the results and
was not considered. Each individual detection element of the
array was split into 16 surface elements for reconstructing
with the MB-FS method. Before reconstruction, the acquired
signals were band-pass filtered between 0.5MHz and 15MHz.
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Fig. 3. Imaging results from the phantom containing a single
microsphere. a) MIPs of the MB-PD-based reconstructions for the central
and peripheral microsphere positions. b) Zoom-ins of the regions of
interest marked in red and blue reconstructed with all three methods.
c) Line profiles over the images in b). Profiles along the z (first row)
and y (second row) directions are plotted for both the central (left) and
peripheral (right) positions of the sphere. Yellow, green and magenta
profiles correspond to images reconstructed with the BP, the MB-PD and
the MB-FS methods, respectively, as indicated in b).

All experimental reconstructions were performed using an
image grid of 200× 200× 200 voxels and 5 LSQR iterations.
The computations were performed on a AMD Radeon HD
7900 series GPU. The reconstruction was implemented using
the OpenCL framework and executed in Matlab (MathWorks,
Natick, MA) as a mex function.

III. RESULTS

A. Simulations
Fig. 2 shows the results of the numerical simulations

described in section II-D, demonstrating the benefits of

Fig. 4. Experimental results for the phantom with randomly distributed
microspheres. a) MIPs of the images reconstructed with the MB-PD
method. b) and c) Zoom-in images of the blue and red rectangular regions
marked in a) for all three methods.

modeling the transducer shape. In particular, Fig. 2c) and d)
show the maximum intensity projections (MIPs) of the
3-D images reconstructed with the MB-PD and MB-FS meth-
ods, respectively. It can be readily recognized that the shape of
the reconstructed microspheres located away from the center of
the field of view is distorted by the MB-PD method (Fig. 2c).
Specifically, the lateral blur generated by the non-ideal spatial
impulse response of the transducers is readily visible [10].
On the contrary, the shape is restored when the MB-FS is
employed (Fig. 2d).

B. Experimental Measurements
Fig. 3 shows the reconstructed images of phantom 1.

Fig. 3a) shows the MIPs of the 3-D images obtained with the
microsphere at the center (left) and at the periphery (right) of
the field of view. The images in Fig. 3a) were reconstructed
with the MB-PD method. The zoomed-in images of the red
and blue rectangular areas are shown in Fig. 3b) for all three
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Fig. 5. Maximum intensity projections of the reconstructed images of vascular structures in the first a) and forth b) fingers of a healthy volunteer.
The images reconstructed with the MB-PD, MB-FS and BP methods are shown. The red and yellow rectangular regions are used to calculate the
SNR in the reconstructed images.

reconstruction methods. When the microsphere was located at
the center of the field of view, no significant difference in the
images reconstructed with the three methods was observed.
However, the lateral blur associated with the spatial impulse
response of the transducers was again evident in the BP
and MB-PD images when the microsphere was located near
the edge of the imaged field of view. These images can be
erroneously interpreted as if two separate microspheres were
present. A more accurate reconstruction is obtained with the
MB-FS method. The distortion and correction effects become
even more apparent when inspecting Fig. 3c), where the
profiles along the lines marked in Fig. 3b) are plotted in
yellow, green and magenta for the BP, MB-PD and MB-FS
methods, respectively. For the microsphere located at the
edge, the profile for the MB-FS method correctly shows a
single peak while the profiles for the BP and the MB-PD
methods have two peaks, although the Full Width at Half
Maximum (FWHM) values for the different methods have no
significant differences.

Fig. 4 shows the images obtained from phantom 2. The
MIPs of the images reconstructed with the MB-PD method are
presented in Fig. 4a). The zoom-ins of two selected off-center
areas (marked in red and blue) are shown in Figs. 4b) and 4c)
for the MB-PD, MB-FS and BP methods, respectively. Note
that the cropped volumes in Fig. 4b) and c) do not contain
all the visible particles in the MIPs of Fig. 4a). Again, the

microsphere shape distortions can be readily rectified in both
off-center areas using the MB-FS method.

Finally, two representative 3-D snapshots from the in vivo
finger imaging experiment are shown in Fig. 5. Images
acquired from an index finger are shown in Fig. 5a), whereas
Fig. 5b) shows data from a little finger. One may note
that the images reconstructed with the BP algorithm are
severely affected by noise. Here strong artifacts appear in the
background, hampering a clear identification of the shape of
the vascular structures. On the other hand, the MB methods
(MB-PD and MB-FS) are generally less sensitive to noise,
yielding a significantly better image quality. The higher noise
content of the images reconstructed with the back-projection
algorithm is mainly attributed to the presence of streak-type
artifacts [24] and the overall better performance of iterative
reconstruction methods [31]. Sparsity-based reconstruction
can further improve contrast and reduce image artifacts in
three-dimensional optoacoustic tomography [32]. For a more
quantified assessment, we calculated the signal-to-noise
ratio (SNR) in the reconstructed images as the maximum
signal value in selected regions of interest (red rectangles)
divided by the root mean squared noise in selected back-
ground regions (yellow rectangles). The SNR values for the
MB-PD, MB-FS and BP methods are 17.74, 38.55, and
10.54 for Fig. 5a) and 7.68, 25.93 and 5.61 for Fig. 5b),
respectively. Evidently, the MB-FS method significantly
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outperforms the other methods in terms of SNR but also in
terms of the shape and overall appearance of the vascular
structures (as exemplified with blue arrows). Reconstruction
time for single image volumes consisting of 8 million voxels
was 0.5s, 64s and 17min for the BP, MB-PD and MB-FS
methods, respectively. The run time of the GPU-based method
introduced herein is significantly faster than the previously-
suggested CPU-based algorithm [24]. For comparison pur-
poses, the number of voxels in the images of Fig. 5 was
reduced to 100×100×50, so that model-based reconstruction
can be performed on the CPU. Specifically, the calculations
were done on a workstation with an Intel(R) Xeon(R) CPU
X5650 @2.67 GHz processor and 144 GB RAM. The CPU
calculation of the model matrix for the MB-PD method took
around 3.7 hours and required approximately 17.6 GB of
memory for storage. Once the model matrix was stored,
the CPU LSQR inversion time was 47.6s. On the other hand,
GPU reconstruction for the MB-PS method with the same
number of voxels took 4.6s. Note that apart from the large
computational time, the conventional model-based approach
is further hampered by high memory requirements that may
prevent high-resolution reconstruction, particularly when using
the MB-FS method.

IV. DISCUSSION AND CONCLUSIONS

In this work, we have introduced an efficient 3-D MB
reconstruction procedure generally applicable to a broad range
of OA imaging techniques. The developed MB reconstruction
framework may not only benefit the 3-D imaging systems but
also approaches based on cross-sectional or one-dimensional
data acquisition. Indeed, simplifications commonly made
during 2D OAT or acoustic-resolution OA microscopy recon-
structions may lead to substantial image artifacts and poorly
quantified information in the images, thus methods accounting
for the actual 3-D shape of the transducer are generally
preferable.

In practice, 3-D MB reconstructions are hampered by the
large memory overhead and computational complexity, so that
computer processing unit (CPU)-based implementations are
usually impractical. For example, while the model-matrix for
the reconstruction of the finger images showcased herein
is more than 99% sparse (i.e. contains less than 1% non-
zero entries), it requires nearly 300GB of memory to be
stored in a sparse representation, which is too large to fit
into the memory of a standard computer. Thus, reconstruc-
tions based on a-priori calculated model matrix [24] becomes
unfeasible for high-resolution imaging or for a large num-
ber of simultaneously recorded signals (projections). Further-
more, due to the high computational complexity, it may take
hours to days to calculate the full forward model matrix,
whereas several model-matrices need to be additionally cal-
culated in order to account for the size and shape of the
transducer.

On the other hand, efficient implementation of a 3-D MB
reconstruction procedure on a GPU is also not straightforward.
This is because model matrices representing a full 3-D model
cannot generally be saved on the internal GPU memory

(typically only a few GB in size) in order to perform parallel
calculations.We reduce this memory overhead by on-the-fly
calculation of the matrix-vector products Au and ATv with-
out the need for calculating and storing the entire model-
matrix [26]. To further reduce computational complexity,
we introduced herein a new 3-D MB approach that stores a
small look-up table occupying less than 500KB of memory on
the GPU, from which the elements of the model-matrix can
be calculated. Calculation of entries in the model-matrix only
involves the subtraction, division and multiplication operations
between the entries of the look-up table (cf. (7)). In this way,
the reconstruction time for typical 3-D MB is reduced to tens
of seconds when considering point detectors and increases
linearly with the number of sub-elements when taking into
account the detector shape.

The advantages of the suggested MB reconstruction algo-
rithm were illustrated by comparing the results with those
rendered with a standard back-projection algorithm. It was
experimentally shown in phantoms and in vivo experiments
that tomographic reconstructions in 3-D optoacoustic imag-
ing systems can be substantially improved when account-
ing for the correct detector shape, which was evinced by
the higher SNR and better visibility of vascular structures
in the images, especially for off-the-center regions of the
detection geometry. Generally, the capability to account for
the size and shape of the transducer can be exploited in
other systems e.g. based on cylindrically-focused transducers,
where accurate 3-D models have shown to contribute to the
improvement of spatial resolution and overall image quality in
cross-sectional optoacoustic reconstructions [15]. In addition,
the in vivo experiment performed with the 3-D hand-held
imaging device, has clearly shown that the conventional back-
projection inversion is more sensitive to noise, whereas the
MB schemes achieved significantly higher image quality even
without modeling the finite size of the transducers.

The approach to calculate the matrix-vector products sug-
gested in this work can be directly incorporated in other
inversion procedures. For example, matrix-vector multiplica-
tions also dominate the complexity of algorithms employing
compressed sensing approaches [32]–[34].

In conclusion, we have introduced an efficient 3-D MB
reconstruction approach that is applicable to arbitrary OA
acquisition geometries employing detection elements with
arbitrary size and shape. Significant improvements in the
spatial resolution, contrast to noise ratio and overall image
quality were accomplished when applying the newly intro-
duced approach to 3-D data acquired from a finger of a healthy
volunteer using a hand-held volumetric optoacoustic imaging
system. The high computational efficiency and low memory
requirements of the proposed reconstruction framework antic-
ipate its practical applicability in realistic imaging scenarios
involving large datasets, which may also contain multi-spectral
and time-lapse optoacoustic data.

APPENDIX A

The GPU implementations of ATu and Av are given in
Algorithm 1 and Algorithm 2 respectively.
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Algorithm 1 Implementation of Kernel ATu
Input : u: input vector

c: speed of sound
$: voxel width
L: number of transducers
r1, · · · , r L : transducer locations
r i : location of voxel i
t: time instant vector
Ns : number of sampling instants
d IT able: lookup table for d I values

Output: (ATu)i
(ATu)i ← 0
for ' = 1 to L do

w← r' − r i
s ← |w|
n1 ←

⌊
−t0+ s−

√
3$

c
t1−t0

⌋

n2 ←
⌈
−t0+ s+

√
3$

c
t1−t0

⌉

α← arctan(
wy
wx

)

β ← arctan( wz√
w2

x +w2
y

)

for k = n1 to n2 do
d ← s − ctk
d I ← d IT able(d,α,β)
(ATu)i ← (ATu)i − c

s−d d I [u](l−1)Ns+k−1

APPENDIX B

In the following, we describe in detail how the term
I (d,α,β) and d I (d,α,β) in (8) and (9) are calculated as
a function of d for given values of α and β.

The calculations described herein were done using the
MATLAB symbolic toolbox. Since the results are stored in a
look-up table, the complexity of the calculation is not a major
concern. The resulting expression for d I (d,α,β) depends on
how a plane intersects a cube.

We assume that the distance d is normalized by $. Thus,
the aim is to calculate the integral of the function

f (r) =
{

(1− |r1|)(1− |r2|)(1− |r3|) for ‖r‖∞ < 1
0 for ‖r‖∞ ! 1

(16)

on the plane

nTr = d (17)

where

n = [cos(α) cos(β), sin(α) cos(β), sin(β)]T. (18)

We parameterize the plane as

g(v, u; d) = dn(α,β) + v y(α,β) + uz(α,β) (19)

where y and z are chosen such that n, y, and z form an
orthonormal basis. Note that these vectors only depend on α
and β and are constant for different values of d . The integral

Algorithm 2 Implementation of Kernel Av

Input : v: input vector
c: speed of sound
$: voxel width
L: number of transducers
r1, · · · , r L : transducer locations
r i : location of voxel i
t: time instant vector
Ns : number of sampling instants
d IT able: lookup table for d I values
Av← 0

Output: Av
for ' = 1 to L do

w← r' − r i
s ← |w|
n1 ←

⌊
−t0+ s−

√
3$

c
t1−t0

⌋

n2 ←
⌈
−t0+ s+

√
3$

c
t1−t0

⌉

α← arctan(
wy
wx

)

β ← arctan( wz√
w2

x +w2
y

)

for k = n1 to n2 do
d ← s − ctk
d I ← d IT able(d,α,β)
Use an atomic add operation to sum up the results
of parallel calculations
(Av)(l−1)Ns +k−1 ←
(Av)(l−1)Ns +k−1 − c

s−d d I [v](l−1)Ns+k−1

is then calculated as

I (d,α,β) =
∫ ∞

−∞

∫ ∞

−∞
f (g(v, u; d))dudv. (20)

Due to the piecewise definition of the function f (r), the cal-
culation of the integral in (20) is not straightforward and needs
to be performed separately for each octant. The following
description is for the first octant (r1, r2 and r3 positive). The
other parts are calculated analogously. For the first octant,
f (r) is given by

f1(r) = (1− r1)(1− r2)(1− r3). (21)

Integration is performed over the intersection of the plane
defined by g(v, u; d) with the cube C = [0, 1]×[0, 1]×[0, 1].
The intersection is a convex polygon. To calculate the integral,
the extreme points of the polygon are expressed in terms of the
coordinates v and u. Therefore, the intersection points of the
plane g(v, u; d) with the edges of the cube C need to be
calculated (Fig. 6). Note that the intersection points vary with
different values of d .

The twelve edges of the cube (i = 1, . . . , 12) can be
parameterized as

wi ei + si (22)

with wi ∈ [0, 1]. ei is a unit vector parallel to the edge and si
is a shift vector perpendicular to ei . The intersection with the
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Fig. 6. Intersection points and integral limits in (v, u) coordinates.

twelve edges are characterized by the coordinates v, u and w,
which can be calculated by setting (22) equals (19). The
analytical expression of these coordinates as a function of d
((vi (d), ui (d)) and a corresponding wi (d)) are calculated with
the MATLAB symbolic toolbox. Only those points for which
wi (d) lies between 0 and 1 are considered actual intersections.
The number of intersecting points depends on α and β and
further changes for different values of d.

For a certain value of d , we obtain several valid intersection
points (vi (d), ui (d)). If the number of intersection points is
less than three, the integral is zero. For n ≥ 3 intersection
points, an integral with piecewise linear limits needs to be
calculated, i.e.,

I1(d) =
n−1∑

j=1

∫ v j+1(d)

v j (d)

∫ µ j (v;d)

' j (v;d)
f1(g(u, v; d))dudv. (23)

The upper and lower integral limits µ j (v; d) and ' j (v; d) are
linear in v. Fig. 6 illustrates the intersection points and integral
limits in the (v, u) coordinates.

We can sort the intersection points with respect to vi (d).
Since the intersection is a convex polygon, all points above
the line connecting (v1(d), u1(d)) with (vn(d), un(d)) belong
to the upper limit and all points below belong to the lower
limit. The connecting lines µ j (v; d) and ' j (v; d) then define
the limits of the integral.

Once the analytical expression of I (d,α,β) is calculated,
d I (d,α,β) can also be easily derived.
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Model-based reconstruction of large
three-dimensional optoacoustic datasets

Lu Ding, Daniel Razansky, and Xosé Luı́s Deán-Ben

Abstract—Iterative model-based algorithms are known to en-
able more accurate and quantitative optoacoustic (photoacous-
tic) tomographic reconstructions than standard back-projection
methods. However, three-dimensional (3D) model-based inversion
is often hampered by high computational complexity and memory
overhead. Parallel implementations on a graphics processing
unit (GPU) have been shown to efficiently reduce the memory
requirements by on-the-fly calculation of the actions of the
optoacoustic model matrix, but the high complexity still makes
these approaches impractical for large 3D optoacoustic datasets.
Herein, we show that the computational complexity of 3D model-
based iterative inversion can be significantly reduced by splitting
the model matrix into two parts: one maximally sparse matrix
containing only one entry per voxel-transducer pair and a second
matrix corresponding to cyclic convolution. We further suggest
reconstructing the images by multiplying the transpose of the
model matrix calculated in this manner with the acquired signals,
which is equivalent to using a very large regularization parameter
in the iterative inversion method. The performance of these
two approaches is compared to that of standard back-projection
and a recently introduced GPU-based model-based method using
datasets from in vivo experiments. The reconstruction time was
accelerated by approximately an order of magnitude with the
new iterative method, while multiplication with the transpose of
the matrix is shown to be as fast as standard back-projection.

Index Terms—Optoacoustic tomography, photoacoustic tomog-
raphy, image reconstruction, model-based reconstruction, large
datasets

I. INTRODUCTION

MODEL-BASED reconstruction methods have been
available since early developments in tomographic

imaging modalities such as x-ray computed tomography (CT)
or single photon emission CT (SPECT) [1], [2]. However, the
high computational burden associated to the many iterations
generally involved has limited their practical applicability to
reconstructions from a low number of measuring points [3].
Instead, analytical approaches such as filtered back-projection
have been traditionally used in spite of the fact that they are not
suited to all acquisition geometries and are sometimes derived
from simplifications that may lead to artefacts in the images
[4]. More recently, the increase in the computational capac-
ity of modern computers, particularly in parallel computing
with graphics processing units (GPUs) [5], has fostered the
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developments of model-based approaches for high-resolution
reconstructions from large amounts of data [6].

In optoacoustic (OA, photoacoustic) tomography, efforts
have also been directed to the development of reconstruction
algorithms based on the numerical inversion of a wave propa-
gation model [7], [8], [9], [10], [11], [12], [13]. As opposed to
other imaging modalities, no “standard” OA imaging system
exist, and a myriad of embodiments based of different types of
light delivery methods, ultrasound transducers and acquisition
geometries have been tailored to specific biomedical appli-
cations [14]. Model-based image formation algorithms offer
sufficient flexibility to be applicable in most of such configu-
rations, which is unfeasible with other methods. Of particular
importance is the capability of model-based reconstruction
methods to account for the finite size of focused or unfocused
detectors required in most systems [15], [16], [17]. Acoustic
propagation effects due to acoustic mismatches or ultrasound
attenuation can also be incorporated into OA models [18],
[19], [20], [21], [22], [23], [24], [25]. These effects can also
be considered using time-reversal reconstruction, which also
represents a very flexible approach [26], [27], [28], [29], [30].
Moreover, the time reversal operator can also be incorporated
into iterative methods to capitalize on the advantages of these
[11]. For example, image contrast and resolution can be
enhanced by including regularization terms or constrains in the
inversion procedure [31], [32], [33], [34], [35]. Efforts have
also been directed on the parallel implementation of iterative
inversion algorithms on the time [20], [33], [36] and fre-
quency domains [37], [38] to exploit the computational power
of GPUs. However, while real-time reconstruction has been
achieved for two-dimensional (2D, cross-sectional) imaging
[39], iterative reconstruction of three-dimensional (3D) regions
remains relatively slow. An alternative approach consists in
directly inverting the model matrix e.g. via singular value
decomposition (SVD) [40], [41], [42] or wavelet-packet rep-
resentations [43], [44]. The implementation of these methods
for large 3D datasets involving a large number of unknowns
remains however challenging. Machine and deep learning
methods have also found applicability for the reconstruction
of OA images [45], [12], [46], [47], although a large number
of datasets are required for efficient training and concerns still
exist on the validity of the results obtained.

Recently, we have introduced a 3D model-based recon-
struction method generally applicable in arbitrary acquisition
geometries [48]. The model was derived from a discretization
of the solution of the OA wave equation in the time domain.
Iterative inversion was performed by on-the-fly calculation of
the actions of the model matrix and its transpose from a small
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look-up table, thus avoiding the generally unfeasible memory
storage of the entire matrix. Parallel implementation of the
algorithm on a GPU further enabled a significant acceleration
of the reconstruction time (∼ 64s for 200x200x200 voxels
reconstructed from 512 time-resolved signals consisting of 500
samples each). However, 3D model-based reconstruction still
remains impractical for large multi-frame datasets acquired via
probe scanning [49], [50], [51], [52] or time-lapse measure-
ments [53], [54], [55]. The trade-off between imaging frame
rate and field of view is clearly manifested in spiral volumetric
optoacoustic tomography (SVOT), which enables adapting the
temporal resolution to a specific volume of interest in order
to be able to image biological processes at multiple temporal
scales and scalable fields of view [56].

In this work, we introduce a simplified method for the dis-
cretization of the OA model that enables significantly reducing
the complexity of the iterative inversion procedure. We further
test the performance of the method in a non-iterative approach,
where the reconstruction is performed with the product of
the transpose of the model matrix and the acquired signals
in an analogous manner as standard back-projection. This
non-iterative method is preferable in cases where the iterative
approach turns impractical, e.g. in large SVOT scans involving
a large number of unknowns. The experimental performance
of the introduced model-based (iterative and non-iterative)
methodology with regard to image contrast, resolution and
quantitativeness is analyzed for numerical simulations, for a
sequence of images acquired with a spherical transducer array
and for whole-mouse images acquired with SVOT.

II. MATERIALS AND METHODS

A. Discretization of the continuous time-domain forward

model

The discretization of the time-domain forward model has
been described in detail in [48] and is briefly reviewed herein.
For an ideal transducer at position rq that acquires pressure
samples at time instances t0 + kT , with k = 1, . . . , K , the
discrete pressure samples [pq]k can be estimated with the
continuous to discrete OA forward model given (in arbitrary
units) by

[pq]k =
∂

∂t

1

ct

∫

S(rq,ct)

h(r)dS(rq , ct)

∣∣∣∣∣
t=t0+kT

, (1)

where c denotes the speed of sound in the medium, h(r) is
the absorbed optical energy per unit volume inside the imaging
volume and S(rq, ct) is the spherical surface with center rq

and radius ct. In Eq. 1, a uniform Grüneisen parameter was
assumed and the constant terms were removed for simplicity.
Note that for a non-uniform Grüneisen parameter Γ(r), the
same model in Eq. 1 can be used to reconstruct the initial
OA pressure p0(r) = Γ(r)h(r). To form a discrete to discrete
model, we approximate h(r) as

h(r) =

M∑

i=1

Ψ(r − ri)h(ri), (2)

where ri represent each of the M points of the three-
dimensional Cartesian grid that covers the imaging volume.
The function Ψ(·) is an interpolation kernel with bounded
support. In [48], we used a trilinear interpolation kernel Ψtri(·)
between the grid points ri, i.e.,

Ψtri(r) =

{∏3
j=1(1 − |rj |/dgrid), if ‖r‖∞ ≤ dgrid

0, otherwise
(3)

where r = (r1, r2, r3) and dgrid is the distance between
neighboring grid points. From Eqs. (1) to (3), it is possible to
express the discrete pressure vector pq for all time instants as

pq = Aqh, (4)

where [h]i = h(ri) and

[Aq]k,i =
∂

∂t

1

ct

∫

S(rq,ct)

Ψ(r − ri)dS(rq, ct)

∣∣∣∣∣
t=t0+kT

. (5)

Since the distance between the transducer position rq and
the voxel location ri is typically much larger than dgrid, a far-
field assumption can be made: we approximate the spherical
surface S(rq, ct) by the plane nT

q,i(r − rq) = −ct with the
normal vector nq,i = (rq − ri)/ ‖rq − ri‖2. Defining

g(x;n) =
∂

∂x

∫

nT r=x

Ψ(r)dSnT r=x. (6)

The entries of Aq can then be approximated as [48]

[Aq]k,i ≈ − c

dq,i
g (dq,i − c (t0 + kT ) ;nq,i) , (7)

with dq,i = ‖ri − rq‖2. In [48], we have suggested to use
a look-up table to store non-zero values of g(x;n), where the
normal vector n was parameterized by two angles.

B. Simplified model matrix

Herein, we introduce simplifications in the calculation of the
model matrix to reduce both memory overhead and computa-
tional complexity. First, a rotational symmetric interpolation
kernel Ψrot(·) that discards the dependency of parameter n is
defined as

Ψrot(r) =

{
1 − ‖r‖2 /dgrid, if ‖r‖2 ≤ dgrid

0, otherwise
(8)

For this interpolation kernel Eq. (6) does not depend on the
unit normal vector n and hence g(x;n) can be expressed as
g(x). Note that the function Ψrot(·) is not strictly speaking an

interpolation kernel as it does not verify
∑M

i=1 Ψrot(r− ri) =
1, and thus it leads to ‘gaps’ in the approximation of h(r).
Additionally, we introduce another simplification by assuming
that for all dq,i, there exists an kq,i ∈ N such that

dq,i = c (t0 + kq,iT ) , (9)

In other words, it is assumed that the time of flight from
each voxel to each transducer lies exactly on the grid of
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sampling instances t0, . . . , t0 + kT . The kq,i represents the
grid index of the time of flight from the i-th voxel to the q-
th transducer. With this assumption and defining a sequence
g[n] = −g(−cnT ) with n ∈ Z, Eq. (7) can be reformulated
into

[Aq]k,i =
c

dq,i
g [k − kq,i] =

(
g ∗ c

dq,i
δk,q,i

)
[k], (10)

where δk,q,i is a sequence with δk,q,i[k] = 1 at k = kq,i

and zero elsewhere. Note that g[k] = 0 for |k| > k∆ =
∣∣ ∆
cT

∣∣,
where ∆ = dgrid for the interpolation function in Eq. (8). For
reasonable choices of t0 and K , we have k∆ < kq,i < K−k∆.
Thus we can define the vector

g = [g(0), g(1), . . . , g(k∆), 0, . . . , 0, g(−k∆), . . . , g(−1)]
T ∈ R
(11)

and calculate the entries of Aq for the i-th voxel as

[Aq]i =
c

dq,i
g ∗c ek,q,i, (12)

where ∗c denotes a cyclic convolution and ek,q,i is the
kq,i-Cartesian unit vector. With the unitary discrete Fourier
transform (DFT) matrix F, the cyclic convolution of g with
an arbitrary vector x of length K is given by

g ∗c x = FHdiag(Fg)Fx, (13)

Note that the convolution operator G = FHdiag(Fg)F
does not depend on the index i of the voxel due to the
rotationally symmetric interpolation function. Thus, we can
write

Aq = GSq, (14)

where Sq is a sparse matrix with only one non-zero entry
per column. Specifically, in column i, the non-zero entry is
c/dq,i at position kq,i. In practice, kq,i is approximated as

kq,i =

⌊
dq,i

cT
− t0

T

⌉
, (15)

where (·) denotes the nearest integer. The convolution
operation is graphically depicted in Fig. 1. The error that
is introduced by the on-grid assumption can be reduced by
increasing the number of time samples, e.g., by interpolation
of the measured pressure signals. The complete forward model
for Q transducers is given by




p1

...
pQ




︸ ︷︷ ︸
p

=




G
. . .

G




S︷ ︸︸ ︷


S1

...
SQ




︸ ︷︷ ︸
A

h. (16)

Fig. 1: Graphical representation fo the convolution operation.
The scaled unit vector sq,i corresponding to the i-th column
of Sq is cyclically convolved with the impulse response g.

C. Reconstruction procedure

If the model matrix A is calculated, the absorption h can
be reconstructed from a vector of measured pressure signals
pm by solving the least-squares problem

minh

{
‖Ah − pm‖2

2 + R(h)
}

, (17)

where ‖Ah − pm‖2 and R(h) are the so-called fidelity
and regularization terms. Regularization is generally required
in many practical cases, particularly in three-dimensional
imaging scenarios, due to limitations in the angular coverage
or in the number of measurement locations. For commonly-
used Tikhonov regularization, the term R(h) is given by

R(h) = λ ‖Lh‖2
2 , (18)

being L the Tikhonov matrix and λ the regularization
parameter. Considering R(h) given by Eq. (18) with L = I,

being I the identity matrix, the solution ĥ to Eq. (17) is given
in closed-form as

ĥ =
(
AT A + λI

)−1
AT pm. (19)

In practice, the computation of the inverse of A is generally
unfeasible and an accurate approximation of the solution to
Eq. (18) is instead calculated iteratively e.g. with the LSQR
algorithm [57]. The most complex computations in the iterative
procedure are matrix-vector products involving the model
matrix and its transpose. By using the model introduced in
section II-B, these computations can be significantly simpli-
fied. Herein, we refer to this approach as the fast model-based
(fMB) method.

On the other hand, in some imaging scenarios only a
relatively low number of pressure signals are acquired, which
is generally insufficient information to accurately reconstruct a
region of interest (ROI) of millions of voxels. This is the case
for volumetric hand-held scans, where only a few hundreds
of transducers are integrated in the device. In such a case, λ
can be chosen to be extremely large to suppress artifacts and
enhance the signal to noise ratio (SNR). Then, the term λI is

Authorized licensed use limited to: University of Canberra. Downloaded on April 30,2020 at 11:10:23 UTC from IEEE Xplore.  Restrictions apply. 



0278-0062 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMI.2020.2981835, IEEE
Transactions on Medical Imaging

4

dominant over AT A in Eq. (19) and the solution (in arbitrary
units) can be approximated as

ĥ = AT pm, (20)

Note that Eq. (20) is closely related to the standard BP
method. In the BP algorithm the convolution represented by
matrix G is replaced by another operator that calculates the
numerical derivative. Eq. (20) is expected to render better
results since the discretization of the absorption map h is
taken into account with G. In other words, Eq. (20) can be
regarded as the adaptation of the BP method to the discrete-to-
discrete model. Hence, we refer to this approach as the model
back-projection (MBP) method. Alternatively, Eq. (20) can
be regarded as a cross-correlation with the theoretical signals
generated by each voxel and the results can be interpreted in
terms of matched filters [58].

D. GPU implementation

The most burdensome calculations of iterative reconstruc-
tion algorithms are the matrix-vector multiplications involving
the model matrix and its transpose. In high-resolution 3D
OA imaging systems, even the simplified model matrix S can
easily occupy tens of GB and hence can generally not be stored
in the internal memory of a GPU. Therefore, S needs to be
computed on-the-fly during the matrix-vector multiplications
[48]. A detailed description of the calculations of the matrix-
vector products is given in Algorithms 1 and 2 (Appendix).
The convolution with G (cf. Eq. (13)) is also calculated on
the GPU using a fast Fourier transform (FFT) library.

As mentioned above, the complexity of the reconstruction
with iterative algorithms such as LSQR is dominated by matrix
vector products with the model matrix, namely the products
Av and AT u. For the discretization approach introduced in
this work, this involves the convolution G and the multipli-
cation with S. Since each column of Sq has only one entry,
the complexity of matrix vector multiplications involving S is
O(QM). On the other hand, the complexity in the calculation
of the convolutions is O(K log K). If the pressure signal p
in Eq. (16) is initially transformed to the frequency domain,
the inverse FFT in G can be avoided and thus discard one
FFT per matrix-vector multiplication. Nevertheless, this is not
significant in three-dimensional reconstructions as K << M .
Thus, the multiplication with S dominates and the complexity
is still O(QM) for typical setups. The previously introduced
approach described in [48] has the same order of complexity
since also a fixed number of operations are required for
each pixel-transducer pair. However, the number of operations
per pixel-transducer pair is significantly reduced with the
method introduced herein. The complexity of least-squares
reconstruction scales linearly with the number of iterations
in the LSQR algorithm whereas the complexity of the MF
approach, which is not iterative, is similar to that of the BP
algorithm.

E. Numerical simulations

The performance of the methods introduced in this work,
namely the fMB and the MBP methods described in section

II-C, was first evaluated and compared to standard methods
in numerical simulations. For this, two different arrangement
of ultrasound sensors (measuring locations) were considered.
The first arrangement (Fig. 2a) consisted of 875 positions
equally distributed on a spherical surface with 40 mm radius.
The second arrangement (Fig. 2b) was based one of the
spherical transducer arrays described in II-F consisting of
512 positions distributed along a hemispherical surface (140◦

angular coverage) with 40 mm radius. An optical absorption
distribution consisting of 5 truncated paraboloids with radii
0.5, 0.75, 1, 1.25 and 1.5 mm randomly distributed in a ROI
of 10 × 10 × 10 mm3 (blue cubes in Fig. 2a and Fig. 2b)
was considered. For this type of absorbers, the OA signals
can be analytically calculated [17]. Gaussian noise was added
to the simulated signals (Matlab function awgn) corresponding
to signal-to-noise ratio (SNR) levels of 5 and 15 dB measured
as the ratio of the total signal power and total noise power.
Image reconstruction was performed with the original and the
noisy signals.

F. Experimental measurements

A comparison of the performance of the approach intro-
duced in this work with standard methods was done. Specif-
ically, the fMB and the MBP methods described in section
II-C were compared with the iterative model-based (MB)
approach described in [48] and the standard back-projection
(BP) algorithm [59] using experimental data of biological
tissues in vivo.

The experiments were performed using three previously
introduced spherical transducer arrays. In short, each array
consists of adjacent piezoelectric elements densely distributed
on a spherical surface and features a central cylindrical cavity
for light delivery. The illumination source was a short-pulsed
(< 10 ns) optical parametric oscillator (OPO)-based laser
(Innolas Laser GmbH, Krailling, Germany) with per-pulse
wavelength tuning capability between 700 and 900 nm at
pulse repetition frequencies up to 100 Hz. The light beam
was guided via a fiber bundle through a cylindrical cavity in
the transducer array. Parallel acquisition of the pressure signals
for all array elements was performed at 40 megasamples per
second with a custom-made data acquisition system (DAQ,
Falkenstein Microsysteme GmbH, Taufkirchen, Germany) and
transmitted to a PC via Ethernet.

In the first experiment, the finger of a healthy volunteer was
imaged at 800 nm with a spherical array arranged for hand-
held operation mode. The array consists of 512 transducer
elements with approximate size of 2.5×2.5 mm2 and a central
frequency of 10 MHz [60]. The spherical aperture covers
an angle of 140◦. The second experiment was performed
with SVOT, which is based on a spherical array comprising
256 elements with 4 MHz central frequency and 90◦ solid
angular coverage [61]. The array was fixed on a rotational-
translation platform to perform a whole-body scan of a living
mouse following a spiral trajectory [56]. The front and back
side of the mouse were separately reconstructed. Each dataset
included 735 scanning positions and was reconstructed only
using the BP and MBP methods. The long computational
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Fig. 2: Numerical simulation results. (a) First arrangement of ultrasound sensors (A1) corresponding to uniformly distributed
positions on a spherical surface. (b) Second arrangement of ultrasound sensors (A2) corresponding to a spherical array of
transducers used in the experiments. The blue cubes in (a) and (b) indicates the region of interest (ROI). (c) Maximum
intensity projections (MIPs) of 3D images for the configuration A1 reconstructed with the 4 algorithms considered (BP, MB,
fMB and MBP) for simulated signals with SNR=5. Optimal Tikhonov regularization was considered for MB and fMB. (d)
Equivalent images for the configuration A2. (e) Relative errors of the images rendered with iterative methods (MB and fMB)
for the configurations A1 and A2 as a function of the number of iterations, noise level and the incorporation of a regularization
term. (f) Relative errors of the images rendered with all reconstruction algorithms for the configurations A1 and A2 with and
without noise in the simulated signals. 10 iterations and an optimal regularization parameter were considered for the iterative
methods.

time of the MB and fMB methods makes them impractical
for such extremely large datasets. In the third experiment,
a spherical array consisting of 512 elements with 5 MHz
central frequency and 140◦ angular coverage was used in a
stationary position [62]. The brain region of a nude mouse
(15 weeks) was imaged during the injection of 30 µl (1.5 g/L
concentration) of indocyanine green (ICG). Perfusion of this
agent into the brain vasculature was monitored in real time by
setting the laser wavelength to 800 nm and the pulse repetition
frequency to 50 Hz. No signal averaging was performed.
Animal experiments were performed in full compliance with
the institutional guidelines of the Helmholtz Center Munich
and with approval from the Government District of Upper
Bavaria.

III. RESULTS

The numerical simulation results are displayed in Fig. 2.
Fig. 2c and Fig. 2d show the reconstructed images obtained
with the 4 algorithms considered when taking the simulated
signals with SNR = 5 dB for the acquisition geometries
in Fig. 2a (A1) and Fig. 2b (A2), respectively. Specifically,
maximum intensity projections (MIPs, top and side views)
are shown. It appears that the images rendered with BP
reconstruction have significantly higher noise levels than those
obtained with the model-based algorithms. A more quantitative
comparison of the images rendered with different methods
is provided in Fig. 2e and Fig. 2f. The relative error of
the image was calculated as the mean square difference of
the reconstructed image with respect to the theoretical image
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normalized with the norm of the theoretical image. Fig. 2e
displays the relative errors rendered the iterative methods (MB
and fMB) as a function of the number of iterations. Both itera-
tive methods converge without including a regularization term
when there is no noise in the signals (blue lines). However,
they diverge for noisy signals (green and red lines), where the
MB method (dashed lines) appears to be slightly more robust
to noise than the fMB method (continuous lines). Note that
higher errors are generally produced for the configuration A2
than for A1 arguably due to distortion associated to limited-
view effects [63]. The divergence of iterative methods when
noise is present could be corrected by adding a Tikhonov regu-
larization term (orange lines), where the optimal regularization
parameter that minimizes the relative error after 10 iterations
was considered. Fig. 2f displays the relative errors for all
reconstruction methods with and without noise in the signals
for the two configurations of sensors. For the iterative methods,
10 iterations and the optimal regularization parameter were
considered. When no noise is present in the signals, a higher
errors is produced with BP reconstruction for the configuration
A1. This is arguably due to streak-type artefacts in the images,
which are more prominent for BP algorithms [64]. A relatively
high error is also produced for the MBP method for the A2
configuration. We ascribe this to a lower performance under
limited-view scenarios. Indeed, the absorbers appear to be
more elongated for MBP than for MB and fMB in Fig. 2d.
On the other hand, MBP appears to perform better with noisy
signals, in which case the largest errors are by far produced
with BP.

Fig. 3 depicts the finger imaging results. The first and
second columns display MIPs (top and side views) of the 3D
images obtained using the BP, MBP, MB and fMB methods,
respectively. The third column displays the cross-sections of
the reconstructed 3D images in the x-z plane for the position
marked as a blue dotted line in the top left image. Overall,
the images reconstructed with the BP algorithm have more
artifacts and a higher background noise than the other images.
MBP yields slightly higher image quality than BP (see white
arrows). On the other hand, the images reconstructed with MB
and fMB have less artifacts and the vascular structures are
better defined as compared to the images rendered with BP and
MBP. Iterative reconstruction methods hence appear to render
more accurate results, although this comes at the expense of
a much higher complexity and computational time.

Fig. 4 shows the results of the SVOT whole-body scan of the
mouse. Fig. 4a illustrates the scanning geometry. Fig. 4b shows
the front-side MIPs of the 3D images of the mouse obtained
using the BP (left) and MBP (right) methods. It is shown that
the artifacts pointed by yellow arrows outside the mouse in
the image rendered with BP are significantly reduced with
the MBP method. Fig. 4c shows the back-side MIP images
rendered with the BP (left) and MBP (right) methods. Zoom-
in images of two selected regions in Fig. 4c are displayed
in Fig. 4d. It is shown that vascular structures are also more
clearly resolved in the MBP (right) images than in the BP
(left) images (yellow arrows).

Fig. 5 presents the results of the ICG perfusion monitoring
experiment. Fig. 5a exhibits the MBP images (MIPs along

Fig. 3: Images of the finger vasculature of a healthy volunteer.
Maximum intensity projections (MIPs) along the z and y direc-
tions are shown in the first and second columns, respectively.
The third column displays the x-z cross-sectional images at
the y position marked by the dotted blue line in the top-left
image. Scalebar – 1mm.
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Fig. 4: In vivo whole-body SVOT scan of a mouse. a) Scanning geometry. b) Maximum intensity projections (MIPs) of the
front part of the mouse using the BP (left) and MBP (right) methods. c) MIPs of the back part of the mouse using the BP
(left) and MBP (right) methods. d) Zoom-in images of selected rectangular areas in c) with BP images in the left column and
MBP images on the right column. Scalebars – 10mm.

the z and x directions) at four different time instants before
and after the injection of ICG. The increase in signal due
to the bolus appearance of the agent can be clearly seen in
different vascular structures of the brain. The time profiles
of the OA signal intensity for two different ROIs indicated
in Fig. 5a are plotted in Fig. 5b. They were extracted from
the images reconstructed with the BP, MB, fMB and MBP
methods, respectively. The injection time interval and the time
instants corresponding to the four images displayed in Fig. 5a
are indicated with red and gray dashed lines, respectively.
The profiles corresponding to ROI2 show lower intensity and
slower decay than those corresponding to ROI1. It is shown
that the temporal OA signals for all model-based methods
(MB, fMB and MBP) almost perfectly match and barely
change for the BP method. Specifically, the relative increase
and subsequent decay of the signals are the same with all
methods. Thereby, no quantitative errors have been produced
due to the simplifications introduced in this work. Model-based
reconstruction is however significantly accelerated. In this
example, the MBP method can even render 30 reconstructed
frames per second. The good trade-off between image quality
and reconstruction speed makes the MBP method practical for
real-time imaging scenarios. Table 1 lists the reconstruction
times per frame of the different model-based algorithms for
the experiments performed, considering 10 iterations for the

iterative methods.

IV. DISCUSSION AND CONCLUSIONS

The model-based OA reconstruction approach introduced
herein has been shown to have sufficiently low complexity for
becoming practically applicable in large-scale datasets while
yielding equivalent results as those obtained with previously
introduced implementations. Large-scale can refer to large
amounts of data, large number of unknowns or both. In both
cases, standard model-based inversion is impractical due to
the long computational times generally required. Acquisition
and processing of large datasets is often needed in many
applications, and accurate reconstruction is essential for proper
interpretation of the results. For example, a large number of
signals are needed for the reconstruction of large volumes
such as the female breast [50], [52] or a whole mouse [49],
[65]. The algorithm employed affects the resolution, contrast
and overall quality of the images. A large number of signals
are also required for the reconstruction of a sequence of
images. This is essential for the visualization of dynamic
events at multiple time scales, such as brain activity [55], [66],
[67], cardiovascular dynamics [68], [69], pharmacokinetics of
agents [70], [71] and many others.

The newly introduced discretization method has enabled
accelerating iterative reconstructions by an order of magnitude

Authorized licensed use limited to: University of Canberra. Downloaded on April 30,2020 at 11:10:23 UTC from IEEE Xplore.  Restrictions apply. 



0278-0062 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TMI.2020.2981835, IEEE
Transactions on Medical Imaging

8

Fig. 5: ICG perfusion into the mouse brain. a) Top and lateral maximum intensity projections (MIPs) of the volumetric brain
images reconstructed with the MBP method at four different time instants before and after injection. The white arrows point
to two regions of interest (ROIs) in the superior sagittal sinus and the rostral rhinal vein, respectively. b) Temporal profiles of
the optoacoustic signal intensity for the ROIs in a) as extracted from the images obtained with the BP, MBP, MB and fMB
methods, respectively. Scalebar – 5mm.

with respect to a recently introduced approach based on a look-
up table obtained using a trilinear interpolation kernel [48].
Herein, a Tikhonov regularization term was included in the
inversion procedure, but other inversion algorithms based e.g.
on L1-norm regularization can also be implemented by using
the matrix-vector implementations suggested in this work. L1-
norm regularization is used in compressed-sensing to recover
images that are sparse in a specified domain, and has been used
successfully in OA tomography [34], [35], [72]. In extremely
large data-sets, where iterative methods are still impractical, it
was shown that the non-iterative MBP approach yields more
accurate results than the similarly complex BP method. The
MBP approach further allowed accurately tracking relative
changes in optical absorption. Indeed, it was demonstrated that
it renders the same OA signal values as those obtained with
the iterative method during the bolus appearance of a contrast
agent. It is hence anticipated that the MBP method can also
accurately track relative OA signal variations in hemoglobin,

calcium indicators, photoswitchable agents, pH sensors and
many other contrast agents generating dynamic changes in
contrast [73]. On the other hand, accurate quantification of
absolute absorption in OA imaging remains a challenging
problem with many factors involved, such as the presence of
optical and acoustic heterogeneities in biological tissues or the
signal distortions induced by the ultrasound transducer(s) [74],
[75], [76]. Model-based reconstruction potentially enables
accounting for such effects. Considering that the suggested
approach is practically applicable in large scale datasets,
future developments are poised to enhance the quantitative
performance in three-dimensional OA tomography.

In conclusion, the significant reduction of complexity in
the discretization of the time-domain OA forward model
introduced in this work is expected to greatly enhance the
applicability of model-based reconstruction methods in three-
dimensional OA reconstructions involving large amounts of
data. Considering that model-based approaches offer an oth-
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TABLE I: Reconstruction times per frame considering 10 iterations for the fMB and MB methods.

MBP fMB MB

finger vessel scan
(M = 200 × 200 × 100, K = 1039 and Q = 512)

0.18s 4.5s 32s

whole-mouse scan
(M = 300 × 300 × 500, K = 1317 and Q = 256 × 735)

430s – –

brain ICG perfusion
(M = 100 × 100 × 100, K = 1389 and Q = 512)

0.03s 0.69s 7.9s

erwise unavailable flexibility to incorporate ultrasound prop-
agation and transducer response effects, it is anticipated that
future developments in the method introduced herein lead to
important advances in the achievable resolution, quantitative-
ness and overall accuracy of many OA imaging systems.

APPENDIX A

Details on the calculation of Sv and ST u are given in
Algorithms 1 and 2 respectively.

Algorithm 1 Calculation of y = Sv

for i = 1, . . . , M do

for q = 1, . . . , Q do

dq,i = ‖rq − ri‖
kq,i =

⌊
dq,i

cT − t0
T

⌉

[y]K(q−1)+kq,i
= [y]K(q−1)+kq,i

+ [v]i
c

dq,i

end for

end for

Algorithm 2 Calculation of x = ST u

for i = 1, . . . , M do

for q = 1, . . . , Q do
dq,i = ‖rq − ri‖
kq,i =

⌊
dq,i

cT − t0
T

⌉

[x]i = [x]i + [u]K(q−1)+kq,i

c
dq,i

end for

end for
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Optoacoustic tomography based on insufficient spatial
sampling of ultrasound waves leads to loss of contrast and
artifacts on the reconstructed images. Compared to recon-
structions based on L2-norm regularization, sparsity-based
reconstructions may improve contrast and reduce image
artifacts but at a high computational cost, which has so far
limited their use to 2D optoacoustic tomography. Here we
propose a fast, sparsity-based reconstruction algorithm for
3D optoacoustic tomography, based on gradient descent
with Barzilai–Borwein line search (L1-GDBB). Using simu-
lations and experiments, we show that the L1-GDBB offers
fourfold faster reconstruction than the previously reported
L1-norm regularized reconstruction based on gradient
descent with backtracking line search. Moreover, the new
algorithm provides higher-quality images with fewer
artifacts than the L2-norm regularized reconstruction and
the back-projection reconstruction. © 2017 Optical Society
of America

OCIS codes: (170.5120) Photoacoustic imaging; (170.3010) Image

reconstruction techniques; (170.3880) Medical and biological

imaging.

https://doi.org/10.1364/OL.42.000979

Tomographic reconstruction is often hampered by incomplete
or insufficient data, and the selection of a reconstruction algo-
rithm can make a substantial difference in the final image qual-
ity. In optoacoustic (photoacoustic) tomography, ultrasound
waves are generated in a three-dimensional (3D) region and
further propagate in all directions [1]. Therefore, the opto-
acoustic detector(s) should ideally collect sufficient pressure
signals to accurately map the entire ultrasound wavefront sur-
rounding the imaged sample [2]. However, spatial constraints
in currently available optoacoustic systems usually limit the
range of accessible projection angles, consequently, leading
to artifacts and loss of resolution and contrast in the recon-
structed images. For example, it has been shown that streak-
type artifacts associated with sparse acquisition are clearly
visible in the cross sections of the reconstructed 3D images

when using back-projection (BP) algorithms or iterative
inversion methods based on the L2-norm regularization [3,4].

Sparsity-based iterative image reconstructions are known to
mitigate artifacts and, hence, enhance the contrast-to-noise ra-
tio (CNR) of images [5]. In cross-sectional (2D) optoacoustic
imaging, sparsity-based reconstruction generates better images
with fewer artifacts [6,7] than reconstruction based on the
LSQR algorithm with L2-norm regularization (L2-LSQR)
[8,9]. One commonly used 2D sparsity-based reconstruction
is based on gradient descent with backtracking line search
(L1-GDBT) [6,8,9] in which the sparsity transformation is
carried out using the Rice wavelet toolbox [6,8–10]. These
approaches are inadequate for 3D optoacoustic imaging.
The Rice wavelet toolbox restricts the reconstructed image
in 2D with a size of 2N × 2N , where N is a positive integer.
The backtracking line search involves several matrix-vector
multiplications at each iteration, making the entire process
computationally burdensome and, therefore, impractical for
3D imaging. An alternative is the Barzilai–Borwein line search,
which allows fast step size calculation for various inversion
methods. It has been applied to computed tomography [11],
magnetic resonance imaging [12], and 2D optoacoustic imag-
ing [10,13].

As optoacoustic systems collecting 3D information become
available [14], it is necessary to develop fast and accurate
sparsity-based algorithms for 3D optoacoustic reconstructions.
Although we have achieved real-time BP reconstruction with
GPU implementation [15], a more accurate 3D model-based
iterative reconstruction is still needed for better visualization
and subsequent multispectral analysis [16]. With the benefit
of a multi-level wavelet decomposition (and reconstruction)
for 2D and 3D images of any size, we develop a fast 3D
sparsity-based optoacoustic reconstruction method based on
gradient descent with Barzilai–Borwein line search and
L1-norm regularization (L1-GDBB) [17,18]. We hypothesized
that computing the gradient step size analytically at each iter-
ation would make the L1-GDBB faster than the L1-GDBT
[6,8,9]. Here we compare the performance of the BP [15],
L2-LSQR, L1-GDBT, and L1-GDBB in simulations and
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experiments, and we provide evidence of the advantages of
theL1-GDBB over the other three methods.

In 3D model-based iterative reconstruction, the forward
model leads to a discrete-to-discrete linear transformation from
the reconstructed image u to the detected pressure signals p [3]:

p � Mu; (1)

where M is the 3D forward model matrix. The reconstructed
image can be obtained by solving the following minimization
problem with the L2-LSQR method [19]:

min
�
1

2
‖p −Mu‖22 � κ‖u‖22

�
; u ≥ 0; (2)

where κ ≥ 0 is the regularization parameter. An alternative
approach to solve the inversion of Eq. (1) by sparse represen-
tation is [6,8,9]

min
�
1

2
‖p −Mu‖22 � λ‖Φu‖1

�
; u ≥ 0; (3)

where λ ≥ 0 is the regularization parameter and Φ is the spar-
sity transform operator. If v � Φu represents the solution in a
sparsity domain, then Eq. (3) can be rewritten as

min f �v� � min

�
1

2
‖p −Hv‖22 � λ‖v‖1

�
; Φ−1v ≥ 0;

(4)

whereH � MΦ−1. Equation (4) can be solved efficiently using
the L1-GDBB (Algorithm 1). In the present study, Φ was
defined to be the two-level Daubechies-4 wavelet transform.

Algorithm 1 Sparsity-based Reconstruction using Gradient Descent with
Backtracking Line Search

Step 1: Initialize iteration variables i � 1, v1 � 0, maximum iteration
number max Iter and stopping criterion η.
Step 2: Calculate the gradient of the objective function ∇f �vi� and
update part of the solution Δ�vi� � −∇f �vi�.
Step 3: If i � 1, set t1 � 1. Otherwise choose step size t i via Barzilai–
Borwein line search: t i � ‖vi − vi−1‖22∕��vi − vi−1�T �Δvi − Δvi−1��.
Step 4: Update the solution with
vi�1 � Φ�max�Φ−1�vi � t iΔvi�; 0��.
Step 5: Check the stopping criterion. If
��‖p −Hvi�1‖2 − ‖p −Hvi‖2�∕‖p‖2� < η or i > max I ter, go to
next step; otherwise, i � i � 1 and go to Step 2.
Step 6: Transfer the final reconstruction back to image domain.
u � Φ−1v.

The L1-GDBT is similar to the L1-GDBB described in
Algorithm 1 except that step 3 is replaced with the following:

Set ti � 1,
while (f �vi � t iΔvi� > f �vi� − αt iΔvTi Δvi),
t i � βt i,
End,

where α ∈ �0; 0.5� and β ∈ �0; 1� are the backtracking line
search parameters [20]. In each L1-GDBT iteration, the back-
tracking line search stops only when the objective function
decreases. As a result, the “ti � βt i” operation in the back-
tracking line search might execute several times at the cost of
several time-consuming matrix-vector multiplications. In
contrast, in the L1-GDBB, the step size is approximated by a
formula reflecting the solutions from the previous and current
iterations as well as the gradient of the objective function (Step 3

in Algorithm 1). Only two matrix-vector multiplications are
needed for each L1-GDBB iteration or each L2-LSQR iteration,
which should make them much faster than the L1-GDBT.

The numerical and experimental performance of the L1-
GDBB was compared with the BP, L1-GDBT, and L2-LSQR
on a CPU platform. Specifically, we considered the 3D opto-
acoustic geometry shown in Fig. 1(a), which corresponds to a
recently developed 3D optoacoustic array [14]. The detecting
array consists of a 256-element ultrasound transducer array
(UTA) covering a 90° span of projection angles. The UTA
has a central frequency of 4 MHz and −6 dB bandwidth of
100%. In the simulations, synthetic signals were analytically
generated for five spherical absorbers with an absorption
distribution given by a truncated parabolic function [21] in
a region of interest (ROI) measuring 8 mm × 8 mm × 8 mm
(81 × 81 × 81 voxels). The radius of the absorbers was set to
300 μm, and they were positioned at the following coordinates
(in mm): (0, 0, 0); (0, −1, 0); (0, 1, 0); (0, 0, −1); and (0, 0, 1)
[Fig. 1(b)]. The simulated pressure signals were sampled at 281
time points and supplemented with white Gaussian noise at a
signal-to-noise ratio (SNR) of 0 dB. The simulated data were
then reconstructed in Matlab on a 2× Intel Xeon DP X5650
(6× 2.67 GHz) workstation with 144 GB RAM. Regularization
parameters were determined using the L-curve method [22],
and a stopping criterion of η � 1 × 10−5 served as the criterion
of convergence for the three iterative reconstruction methods.
All reconstructions were normalized to the maximum value.
Figure 1(c) shows the maximum intensity projection (MIP) of
the original data as well as reconstructions using the BP,
L2-LSQR, L1-GDBT, and L1-GDBB in the x–y plane (top
view) and y–z plane (side view). Figure 1(c) clearly shows that
the CNR of the images is enhanced with sparsity-based
reconstruction methods. The root mean square deviations
(RMSDs) between theoretical image and reconstructions
were calculated as 0.0414, 0.0203, 0.0175, and 0.0174 for
the BP, L2-LSQR, L1-GBDT, and L1-GDBB, respectively.
Reconstruction times (in seconds) were 2.5, 27, 224,

Fig. 1. (a) 3D optoacoustic tomography geometry tested in simu-
lations and experiments. (b) Sketch of five spherical absorbers with
truncated parabolic absorption. (c) MIP results from the original data
and reconstructions using BP, L2-LSQR, L1-GDBT, or L1-GDBB.
Reconstructions are shown in the x–y and y–z planes.
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and 50 for the BP, L2-LSQR, L1-GBDT, and L1-GDBB,
respectively.

Figure 2 illustrates the convergence performance of the
L2-LSQR, L1-GDBT, and L1-GDBB in the simulation.
Figures 2(a) and 2(b) show the variations in the RMSD and
objective function f �v� over 20 iterations, while Figs. 2(c)
and 2(d) show the corresponding CPU times. The L2-
LSQR converged in 4 iterations over 27 s. The non-monotonic
behavior of RMSD in the case of the L2-LSQR illustrates
the inability of this algorithm to deal with incomplete data. The
L1-GDBB converged in 10 iterations over 50 s, while the
L1-GDBT converged in 20 iterations over 224 s. As expected,
the L1-GDBB converged much faster than the L1-GDBT.

Figure 3(a) shows two sets of slices (single plane) of the
original data in planes of z � 0 (top row) and y � 0 (bottom
row), as well as the corresponding reconstructions obtained
using the BP, L2-LSQR, L1-GDBT, or L1-GDBB. The results
of the L1-GDBT and the L1-GDBB in Fig. 3(a) show that
sparsity-based reconstructions gave far fewer artifacts than the
BP and the L2-LSQR. This corroborated the MIP results in
Fig. 1(c). Figure 3(b) shows the line profiles of the original data
and four reconstructions along Line 1 indicated in Fig. 3(a),
which shows that the L1-GDBT and the L1-GDBB generated
more accurate reconstructions than the BP and the L2-LSQR.

To verify and extend these simulations, we compared the per-
formance of the BP, L2-LSQR, L1-GDBT, and L1-GDBB
when the setup described above [14] was used to image the
superficial palmar arch vessels of a healthy volunteer at a wave-
length of 820 nm. The reconstruction region was 10 mm ×
10 mm × 6.7 mm with a voxel mesh of 150 × 150 × 100.
The acoustic signal was sampled at 251 time points for sub-
sequent reconstructions. Figures 4(a) and 4(b) showMIP results
from the side and top views; the regions enclosed by dashed lines
in Fig. 4(b) are shown as zoomed-in views in Fig. 4(c). The com-
parison of the four reconstructions clearly indicates that both the
L1-GDBT and the L1-GDBB generated fewer artifacts and a
higher CNR than the BP and the L2-LSQR. To assess this
quantitatively, we calculated the SNR and the CNR for the

target region in dashed boxes labeled “T” and the respective
background region in solid-line boxes labeled “B” in Figs. 4(a)
and 4(b). SNR was calculated as the ratio of root mean square
amplitude values of the target region and background region (in
dB). The CNR was calculated as the mean value difference be-
tween the target region and background region divided by the
standard deviation of the background region. The SNR values
were 10.7, 20.8, 22.2, and 25.6 for the BP, L2-LSQR,
L1-GBDT, and L1-GDBB, respectively. The CNR values were
3.2, 12.2, 16.7, and 20.9 for the BP, L2-LSQR, L1-GBDT, and

Fig. 2. Comparison of convergence performance of simulated
reconstructions using L2-LSQR, L1-GDBT, or L1-GDBB. Variations
in RMSD and objective function are depicted as a function of
(a, b) iteration number and (c, d) CPU time.

Fig. 3. (a) Single slices of original data and reconstructions gener-
ated using BP, L2-LSQR, L1-GDBT, or L1-GDBB in the z � 0
plane (top row) and y � 0 plane (bottom row). (b) Line profiles of
the original data and four reconstructions along Line 1 in (a).

Fig. 4. (a, b) MIP results (side and top views) of reconstructions of
experimental data using BP, L2-LSQR, L1-GDBT, and L1-GDBB.
(c) Zoomed-in images of the top-view MIP region enclosed in the dot-
dashed box in (b). The corresponding region for each reconstruction is
shown, even though the box is drawn only for BP. The regions labeled
“T” and “B” served as target and background regions, respectively, for
calculating SNR and CNR.
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L1-GDBB, respectively. These ratios confirm that sparsity-based
reconstruction methods were superior to the BP or the
L2-LSQR. The reconstruction times (in seconds) were 10,
158, 980, and 245 for the BP, L2-LSQR, L1-GBDT, and
L1-GDBB, respectively.

The previous works have used the Barzilai–Borwein scheme
in optoacoustic imaging, but were limited to 2D geometries
[10,13]. In [10], the Barzilai–Borwein scheme was used along
with the Augmented Lagrangian–type minimization and, in
[13], the Barzilai–Borwein scheme was implemented to solve
the block-sparse discrete cosine transform model-based
reconstruction. In this paper, we perform the 3D sparsity-based
reconstruction using a gradient descent with the Barzilai–
Borwein approach. Importantly, the sparsity-based image
reconstruction would perform better in 3D geometries com-
pared to 2D geometries (owing to the fact that the compressibil-
ity of the reconstructed image would be higher in 3D).
Also, advanced reconstruction approaches are necessary in 3D
geometries (particularly for cardiovascular, neuroimaging
applications), which could reduce the artifacts arising from in-
sufficient data cases for precise biological analysis (as shown in
Figs. 1, 3, and 4).

Taken together, our results indicate that the two sparsity-
based methods perform well and generate far fewer artifacts
and a higher CNR than the BP and the L2-LSQR. Also the
L1-GDBB showed a fourfold faster computational time than
the L1-GDBT. This substantial gain in reconstruction quality
with the L1-GDBB with respect to the L2-LSQR comes
with only a moderate 55% increase in CPU time. Short
reconstruction time is essential in practical applications, par-
ticularly when processing large datasets, such as in biomedical
research. Image reconstruction can be further accelerated
through parallel implementations of the algorithms in a graph-
ics processing unit (GPU). For example, efficient GPU imple-
mentation of the matrix-vector multiplications in iterative
inversions can significantly accelerate the L2-LSQR–based
reconstruction, even allowing real-time reconstruction with a
2D model [23]. Therefore, similar implementations for a
3D optoacoustic model combined with the L1-GDBB method
described herein may lead to a highly practical and accurate
approach in the future.

The L1-GDBB method may be particularly useful for
dealing with the incompleteness of tomographic data. This
incompleteness arises from the restricted accessibility to sur-
rounding positions of the sample or technological constraints
limiting the number of channels that can be acquired per laser
pulse, such as in dynamic imaging applications. A particularly
important example of insufficient data is the so-called limited-
view acquisition, where signals are collected only along a
limited angle. Limited-view acquisition is a challenge for trans-
lation of optoacoustics into the clinic, since hand-held and
endoscopic probes cannot fully enclose the imaged tissue. In this
case, proper regularization can also enhance the CNR of the im-
ages [4] and reduce sharp artifacts corresponding to the edges of
the detection arc [24]. Limited-view acquisitions are further
affected by lack of visibility of structures with certain orienta-
tions, which can be corrected with other approaches [25–27].

In conclusion, the reconstruction approach suggested herein
can greatly impact the resolution, contrast, and overall quality
of the optoacoustic images rendered with currently used 3D
tomographic systems. The proposed method may become
the method of choice in many practical cases.
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Abstract
The inversion accuracy in optoacoustic tomography depends on a number of 
parameters, including the number of detectors employed, discrete sampling 
issues or imperfectness of the forward model. These parameters result 
in ambiguities on the reconstructed image. A common ambiguity is the 
appearance of negative values, which have no physical meaning since optical 
absorption can only be higher or equal than zero. We investigate herein 
algorithms that impose non-negative constraints in model-based optoacoustic 
inversion. Several state-of-the-art non-negative constrained algorithms are 
analyzed. Furthermore, an algorithm based on the conjugate gradient method 
is introduced in this work. We are particularly interested in investigating 
whether positive restrictions lead to accurate solutions or drive the appearance 
of errors and artifacts. It is shown that the computational performance of non-
negative constrained inversion is higher for the introduced algorithm than 
for the other algorithms, while yielding equivalent results. The experimental 
performance of this inversion procedure is then tested in phantoms and small 
animals, showing an improvement in image quality and quantitativeness with 
respect to the unconstrained approach. The study performed validates the 
use of non-negative constraints for improving image accuracy compared to 
unconstrained methods, while maintaining computational efficiency.

Keywords: optoacoustic tomography, photoacoustic tomography,  
model-based reconstruction, non-negative constrained least squares
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1. Introduction

Optoacoustic tomography offers high resolution optical imaging deep inside biological tis-
sues (Beard 2011, Razansky et al 2011, Xia and Wang 2013). Using illumination at mul-
tiple wavelengths and spectral unmixing techniques, multi-spectral optoacoustic tomography 
(MSOT) in particular has shown potent visualization of functional and molecular tissue fea-
tures obtained in real-time and in two or three dimensions (Herzog et al 2012, Cho et al 2013, 
Deán-Ben and Razansky 2013c, Yao et al 2013). There are two major approaches that enable 
optoacoustic imaging. The first approach employs raster scanning of focused light or focused 
detection of sound (Estrada et al 2014, Yao and Wang 2014) and pieces together signals from 
adjacent pixels to deliver an image. The second approach, tomography, collects sound emitted 
from the object imaged at different angles (projections). Image formation in this case relies 
on mathematical reconstruction algorithms that process the raw pressure signals acquired at 
several locations around the imaged object (Brecht et al 2009, Laufer et al 2009, Buehler et al 
2012, Ma et al 2012, Nuster et al 2012, Xia et al 2012).

Most reconstruction algorithms developed for optoacoustic imaging fall into one 
of the following four catagories: back-projection algorithms, frequency-domain algo-
rithms, time-reversal algorithms, and model-based algorithms. Among them, the back-
projection approaches have been extensively utilized for tomographic imaging (Xu 
and Wang 2005). Requirements for improved image quality has also produced model-
based optoacoustic inversion as a more accurate alternative to back-projection meth-
ods (Deán-Ben et al 2012b, Huang et al 2013, Deán-Ben et al 2013a, Queirós et al 
2013, Mitsuhashi et al 2014). In model-based procedures, inversion is done by numeri-
cally minimizing the error between the measured signals and those theoretically pre-
dicted by an optoacoustic forward model (Paltauf et al 2002, Ephrat et al 2008, Deán-Ben  
et al 2012a). Model-based methods allow the incorporation of non-ideal parameters into 
the forward model, for example the effects of particular detector characteristics or acoustic 
heterogeneities in the object imaged (Rosenthal et al 2011a, Huang et al 2012, Deán-Ben 
et al 2012b, Huang et al 2013, Mitsuhashi et al 2014). Therefore, a forward model that better 
matches the real experimental situation than the idealized assumptions can be built; leading 
to more accurate inversions. However, even though such complex models generally improve 
the reconstruction accuracy over back-projection approaches, the forward model may not 
perfectly model the underlying experimental parameters. In addition, the tomographic infor-
mation collected may be incomplete, i.e. the sound waves may only be collected in limited-
view angles or only part of the ultrasound frequencies are detected. Finally, the optoacoustic 
inversion problem may be ill-posed (Hansen 1998), leading to inversion uncertainty. Such 
imperfections result in the appearance of negative values in the reconstructed images. These 
negative values have no physical meaning since the absorbed optical energy can only be 
higher or equal than zero, but are introduced during the inversion process as part of the mini-
mization computation.

In principle, the better the forward model matches the underlying experimental parameters 
and the more complete the data set collected the less the number and intensity of the nega-
tive value artifacts. Regardless, the construction of a perfect forward model and a well-posed 
inverse problem is generally unattainable. Therefore the appearance of negative values in the 
reconstructed images is common. For instance, model-based reconstruction in cross-sectional 
tomographic imaging systems is typically done by assuming optoacoustic sources confined in 
a plane (Rosenthal et al 2010), which is an approximation considering the volumetric nature 
of optoacoustic signals and the imperfect rejection of out-of-plane signals seen in cylindri-
cally focused ultrasound transducers. Some other imaging systems are constrained to detect 
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sound only at certain angular positions, which results in limited-view acquisition compromis-
ing the reconstruction performance (Buehler et al 2011). Additionally, the frequency response 
and the finite size of transducers also play an important role in the signal that is detected. All 
these inaccuracies in the model lead to negative value artifacts (Queirós et al 2013, Rosenthal 
et al 2011a, 2011b).

In most optoacoustics reconstruction procedures, these negative artifacts are either ignored 
or removed with simple approaches such as thresholding the images to zero. Non-negative 
constrained approaches have been suggested for model-based algorithms in a three-dimen-
sional tomographic system to improve image smoothness (Wang et al 2012). However, the 
impact of adding non-negative constraints during reconstruction in terms of quantitative-
ness and computational complexity of the inversion procedure were not analyzed. Numerical 
inversion is computationally burdensome. Thereby, imposing this additional constraint further 
increases the inversion time for typical large scale problems in optoacoustic tomography. Fast 
non-negative constrained inversion approaches are then of critical importance.

Herein, we investigate whether non-negative constraints during the minimization process 
could improve the accuracy of the reconstructed optoacoustic images by eliminating the nega-
tive values without introduction of new artifacts. For this purpose, we introduce a non-negative 
inversion approach and compare its performance against six previously established non-negative 
inversion methods. The performance of the algorithms in optoacoustic cross-sectional model-
based reconstruction was evaluated with experimental measurements from phantoms and ani-
mals in vivo, attaining realistic noise and overall experimental uncertainty conditions. We also 
show that non-negative constrained inversion leads to more meaningful quantitative results.

2. The non-negative inversion problem in optoacoustic tomography

The model-based inversion problem in optoacoustic tomography is briefly described herein 
for the two-dimensional (cross-sectional) imaging employed in analyzing the experimental 
measurements.

Optoacoustic excitation from short light pulses is assumed to fulfill the so-called stress 
and thermal confinement condition (Gusev and Karabutov 1991). Under this condition, the 
analytical expression for the generated optoacoustic pressure wave in a homogeneous non-
attenuating medium is given by the Poisson-type integral as (Wang and Wu 2012)

∫π
( ) = Γ ∂

∂
( )

‖ − ‖ ( )′
′ ′

( )′
r

r
r r

p t
c t

H
S t,

4
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S t

r
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where c is the speed of sound in the medium, Γ is the dimensionless Grueneisen parameter 
and Hr is the absorbed energy per unit volume. ( )′S t  denotes a time-dependent spherical sur-
face with radius ‖ − ‖ =′r r ct. In order to simplify the image acquisition, the setup is reduced 
into a two dimensional (cross-sectional) imaging geometry by means of cylindrically-focused 
transducers that provide maximum sensitivity in the imaged plane. If the optoacoustic sources 
are assumed to be confined in this plane, (1) can effectively be reduced to two dimensions, i.e.
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where ( )′L t  denotes a circumference for which ‖ − ‖=′r r ct. Note that the constants were 
removed from (1) for simplicity so that the pressure term is now expressed in arbitrary units. 
Discretization of (2) leads to a matrix equation in the form of (Rosenthal et al 2010)

=p Ax, (3)
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where p and x are two vectors corresponding to the optoacoustic pressure at the set of detec-
tor positions and instants and to the optical absorption distribution ( )rHr  in a two-dimensional 
Cartesian grid of points enclosing all optoacoustic sources. A is the model matrix representing 
the linear operator that maps the optical absorption to the resulting pressure wavefield. The 
model matrix is only dependent on the geometry of the experimental set-up and distribution 
of the speed of sound in the medium, not on the imaged object.

The distribution of optical absorption x is then reconstructed by minimizing the least 
squares (LS) difference between the measured pressure signals expressed in a vector form b 
and the pressure p predicted by the model at the same locations and instants, i.e.

= ‖ − ‖
⩾

x b Axˆ arg min ,
x 0

2
 (4)

which already contains a non-negative constraint in order to guarantee physical integrity of 
the solution. In contrast to unconstrained inversion, (4) cannot be solved analytically and only 
iterative methods are applicable.

In many cases, such as limited-view tomographic scenarios, regularization in the inversion 
procedure is essential. Thereby, the LS problem in (4) can be modified by adding a Tikhonov 
regularization term, i.e.

λ= ‖ − ‖ + ‖ ‖
⩾

x b Ax Lxˆ arg min ,
x 0

2 2 2
 (5)

where λ2 is the regularization parameter and the matrix L can e.g. be selected as the identity 
matrix, which gives preference to solutions with a small norm, or a linear high-pass filtering 
operator leading to suppression of high-frequency noise (Deán-Ben et al 2012b). The regular-
ized problem in (5) can be reformulated to the same form as (4)

= ( ) = ‖ − ‖
⩾ ⩾

x x b Axfˆ arg min arg min ˜ ˜ ,
x x0 0

2
 (6)

with
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⎞
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˜ =b b
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and

( )λ
˜ =A A

L
. (8)

Since (4) and (6) are equivalent for the inversion process, (4) is used as a general form in 
the following sections.

3. Non-negative least squares inversion (NNLS) methods

In this section, we present a short overview of non-negative least square (NNLS) methods 
that are experimentally evaluated in the context of optoacoustic tomography and introduce 
a new algorithm termed Accelerated Projected Conjugate Gradient (APCG). In section 4 we 
compare the relative performance of these methods.

3.1. Active set (AS)

The AS method was initially proposed by Lawson et al (1995) and was the first NNLS algo-
rithm to be widely applied to inverse problems. For the NNLS problem in (4) with ∈x nR  
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we have n constraints, namely ⩾x 0i  for = …i n1, , . For a solution x̂ to (6), the term ‘active 
constraints‘ refer to constraints that are active, meaning the corresponding elements x̂i in x̂ are 
equal to 0 and the term ‘passive constraints‘ refer to constraints that are passive, meaning the 
corresponding elements x̂i in x̂ are greater than 0. If the set of active constraints (zero values) 
at the solution is known, the non-zero part of the solution or the sub-problem corresponding 
to the passive constraints can be solved as a non-constrained problem. The AS method is an 
iterative method. It assumes all constraints to be active at the beginning and in each iteration 
moves one constraint into the passive set until the true active set is found. The specific steps 
of the method are illustrated in the Appendix. The main disadvantage of the AS method is its 
computational inefficiency for large-scale problems since it can only handle one constraint 
per iteration. For our tests, we used the implementation available in the Matlab optimization 
toolbox (function lsqnonneg).

3.2. Fast non-negative least squares (FNNLS)

The FNNLS method (Bro and Jong 1997) was developed as an improvement of the original 
active-set method. The main differences over the AS method are (1) a pre-calculation of the 
quantities A AT  and A bT  and (2) an improved method to iterate through the possible active sets; 
the latter avoiding unnecessary computations. These differences make FNNLS more compu-
tationally efficient compared to the AS method. However, both the AS and the FNNLS meth-
ods require computation of the matrix product A AT  and the exact solution of a system of linear 
equations in each iteration, which is computationally expensive for large-scale problems. A 
Matlab implementation of this algorithm is available online (function fnnls).

3.3. Reflective newton (RN)

The RN method is applicable to minimization problems of a quadratic function with upper 
and lower bounds, NNLS inversion being a particular case. The RN method presents a good 
performance in large scale problems (Coleman and Li 1996). For our tests, we used the imple-
mentation available in the Matlab optimization toolbox (function lsqlin).

3.4. Projected gradient descent (PGD)

The PGD method is a constrained extension of the method of gradient descent, also termed 
steepest descent. The steepest descent is a first order optimization algorithm, which itera-
tively finds the local minimum of a function (Bertsekas 1976). The PGD method projects 
the updated solution obtained by taking steps along the negative gradient direction onto the 
constraint set after each iteration. Convergence is guaranteed as long as an appropriate step 
size control is employed. Contrary to the active-set methods, PGD is able to update more than 
one constraint in each iteration, leading to a significant acceleration in the computation time 
for large-scale problems. However, PGD may suffer from poor convergence rate, especially 
for ill-conditioned problems. The specific steps of the PGD algorithm are illustrated in the 
Appendix.

3.5. Projected quasi-newton (PQN)

The PQN method uses the well-established idea of separating the variables in each iteration 
into a set of free variables, for which improvement is possible, and a set of fixed variables, 
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which will stay constant for that iteration. More specifically, the method approximates the 
Newton step for the free variables in each iteration by considering a rank-one update of the 
inverse of the Hessian of the objective function. Convergence is ensured by the variable sepa-
ration and projection of the updated solution in each iteration. PQN has a higher complex-
ity per iteration than the PGD method. On the other hand, it presents better convergence 
behavior. The specific steps of the PQN method are illustrated in the Appendix. Two different 
variations of the PQN method based on two different approaches to approximate the inverse 
of the Hessian of the objective function have been introduced (Kim et al 2010), namely the 
Broyden–Fletcher–Goldfarb–Shanno (BFGS) method (Nocedal and Wright 2006) and the 
limited-memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) method (Byrd et al 1995). 
The LBFGS approach is particularly advantageous for large-scale problems. The correspond-
ing two variations of the PQN method are then termed PQN-BFGS and PQN-LBFGS.

3.6. Projected conjugate gradient (PCG)

Similar to the PQN method, the PCG approach also splits the variables, i.e. the elements of 
vector x, into free and fixed sets in each iteration. Then, instead of a quasi-Newton approach, 
the PCG method uses the conjugate gradient (CG) method to solve the unconstrained sub-
problem given by

I I I
I

= ‖ − ‖x b A xˆ arg min ,
x

2
 (9)

where I  denotes the set of indices corresponding to the free variables, Ix  contains compo-
nents of x with indices in I  and IA  contains corresponding columns from A. The updated 
solution, after each iteration, is projected to the non-negative region (Morigi et al 2007).

The CG method is an iterative method designed to solve positive definite systems of linear 
equations. It can be used to obtain the solution of unconstrained LS problems in the form 

= ‖ − ‖x b Axarg min
x

2 by solving the corresponding normal equations  =A Ax A bT T . The 

search directions in the CG method are conjugate (A-orthogonal), where the initial search 
direction corresponds to the steepest descent direction of the LS problem. As all search direc-
tions are conjugate and have optimal step size, the search directions are not repeated in sub-
sequent iterations (Fletcher and Reeves 1964). Thereby, the super-linear convergence of the 
CG method generally allows obtaining a good approximation of the optimal solution after a 
few iterations.

3.7. Accelerated projected conjugate gradient (APCG)

In the PCG method, the CG steps are restarted with the steepest descent direction in each itera-
tion. In ill-conditioned problems, the steepest descent is often not a good choice and allows 
little progress. Therefore, the APCG is proposed in this work to improve the performance in 
ill-conditioned problems.

The APCG method shares the main structure of the PCG method. However, the CG pro-
cedure is initialized in each iteration by incorporating information from the previous itera-
tion. In the first iteration, (9) is solved with the standard CG method. Then, considering that 
only a part of the set of free variable change for consecutive iterations, it is assumed that the 
search direction from a given iteration is a close guess for a conjugate direction in the LS 
sub-problem corresponding to the next iteration. That is, the steepest descent direction is not 
taken as initial search direction for the CG problem, but a correction term based on this last 
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search direction of the CG problem corresponding to the previous iteration is applied. With 
the suggested APCG method, the solution of the reduced LS problem in each iteration can be 
obtained with significantly smaller number of iterations of the CG method, and thus a higher 
computational efficiency is expected. Due to the different initialization employed, the orthog-
onality and conjugacy of the search directions and residuals is no longer guaranteed as in the 
standard CG method. Therefore, in the suggested approach, the correction of the conjugate 
directions is based on the Polak–Ribière formula known from nonlinear CG methods (Polak 
and Ribiere 1969). The optimal step sizes in each CG iteration of the sub-problem αcg can 
still be calculated analytically. The step size of the outer iteration α can be determined with 
the Armijo-step-size rule (Bertsekas 1999). The specific steps of the algorithm are provided 
in the Appendix.

4. Methods

The performance of NNLS inversion was analyzed on experimental optoacoustic data as com-
pared to unconstrained inversion, where the reconstructed image was thresholded to zero in 
order to avoid negative values with no physical meaning. The experiments were done with 
two cross-sectional optoacoustic tomography systems based on signal acquisition with an 
array of cylindrically-focused transducers (Razansky et al 2011). Specifically, the systems 
used were based on arrays of 64 elements with 172° angular coverage and 256 elements with 
270° angular coverage respectively. The laser pulses are guided by ten fiber bundles forming 
an approximately homogeneous ring-shaped illumination profile on the surface of the imaging 
sample significantly wider than the focal width of the transducer. In a first step, the conver-
gence rates of the different NNLS algorithms described in section 3 were tested in a phantom 
experiment. In a second experiment, phantoms with known optical properties were imaged in 
order to evaluate the quantitative improvement achieved with NNLS. Finally, in vivo mouse 
experiments were performed to provide a comparison of unconstrained and NNLS inversion 
as well as to evaluate the convergence behaviour in realistic scenarios. All NNLS algorithms 
were inplemented in Matlab and executed on a work computer with Intel Core i7-4820K CPU 
@ 3.7 GHz.

4.1. Phantom experiments

4.1.1. Phantom 1. A tissue-mimicking agar phantom (1.3% agar powder by weight) with a 
diameter of 16 mm was imaged in the first experiment with the 64-element cross-sectional 
optoacoustic tomography system. The agar matrix contained India ink and Intralipid to mimic, 
respectively, a background absorption coefficient μ = 0.2a  cm−1 and a background reduced 
scattering coefficient μ =′ 10s  cm−1. Two straws containing different concentrations of ink 
corresponding to absorption coefficients of μ = 1a  cm−1 and μ = 2a  cm−1 were inserted in the 
cylindrical phantom. The laser wavelength was set to 760 nm corresponding to the maximum 
achievable energy per pulse. Prior to reconstruction, the acquired signals were band-pass fil-
tered with cut-off frequencies 0.1 and 7 MHz.

4.1.2. Phantom 2. A different agar phantom with the same background optical properties 
as the one described above and a diameter of 20 mm was imaged in the 256-element cross-
sectional system. A polyethylene tubing was inserted in the central region of the phantom. 
India ink with 5 different absorption coefficients ranging from 0.2 cm−1 to 4 cm−1 previously 
determined by spectrometer measurements was perfused into the tubing. The phantom was 
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imaged at a laser wavelength of 760 nm for all ink concentrations. The acquired signals were 
band-pass filtered between 0.1 and 8 MHz prior to reconstruction.

4.2. In vivo experiments

Several cross-sectional optoacoustic images of 6 weeks old CD1 mice were taken in vivo 
with the 256-element cross-sectional system. The in vivo experimentation was done according 
to approved institutional regulation regarding animal experiments. The fur of the mice was 
removed previous to the experiment with a shaving lotion. The mice were under isofluorane 
anesthesia during data acquisition at an optical wavelength of 800 nm. Prior to reconstruction, 
the signals acquired from all 256 projections were band-pass filtered with 0.1–8 MHz cut-off 
frequencies.

5. Results

5.1. Agar phantoms

The reconstructed images of phantom 1 are shown in figure 1. Figure 1(a) shows the result 
obtained with standard unconstrained LSQR inversion, which yields negative values for the 
reconstructed optical absorption maps and lack physical interpretation. In order to avoid pres-
ence of negative values, the image was thresholded by setting negative values to zero (figure 
1(b)). Yet, most of the background absorption in the phantom cannot be perceived in the thres-
holded image. The reconstruction obtained with NNLS inversion (APCG) is displayed in fig-
ure 1(c). In this case, the background optical absorption in the phantom is positive except for 
a small region of zero values. Figures 1(d)–(f) show the profiles along the green dotted lines 
in (a)–(c) respectively. A major part of the profile in (d) is negative, which is set to zero in (e). 
On the other hand, the profile in (f) is positive throughout the phantom, which more faithfully 
represents the actual optical absorption distribution corresponding to a positive background 
absorption.

The convergence rates for the tested NNLS algorithms in the phantom experiment are 
also showcased in figure  1. Figure  1(g) displays the value of the objective function (least 
square error) as a function of the execution time for a typical region of interest consisting of 

×200 200 pixels2 ( ×180 180 mm2). Each dot represents an iteration. For the inversion, 192 
virtual projections were obtained by interpolating the actual data obtained with the 64 trans-
ducer elements and 1098 time samples were considered for each of these projections. This 
corresponds to a manageable matrix size of ×250 624 40 000, including the regularization 
term in (8). Figure 1(h) shows a narrower time window in order to provide a comparison of 
the fastest algorithms. It is shown that the suggested APCG algorithm outperforms the other 
methods in terms of computational time. Methods 1–3 (AS, FNNLS and RN) have runtimes 
in the order of tens of minutes to hours, whereas the PCG and APCG methods converge after 
23.8 and 10.8 s respectively. This convergence speed is confirmed with 25 datasets in the mice 
experiment in section  5.2. The stopping criterion used for the PQN-BFGS, PQN-LBFGS, 
PGD, PCG and APCG methods is explained in the Appendix. The PQN-LBFGS and PGD 
algorithms also present relatively fast convergence. It is also important to notice that during 
computation, the PCG, APCG, PQN-LBFGS and PGD algorithms only need to store a few 
vectors. They require significantly less memory as opposed to the other algorithms, which 
need to store the matrix A AT  (ca. 25 GB for ×200 200 pixel reconstruction) or a matrix of 
similar size. Note that all NNLS algorithms yield the same reconstructed images since (6) is a 
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Figure 1. Performance of APCG compared to standard reconstructions. (a) Standard 
unconstrained inversion (LSQR algorithm) with negative values shown in pink. (b) 
Same inversion procedure as in (a) with negative values thresholded to zero. (c) Non-
negative constrained inversion (APCG). (d)–(f) Profiles along the green dotted lines 
in (a)–(c) respectively. (g) Comparison of the value of the objective function (residual 
norm) in the phantom experiment as a function of time and number of iterations (dots) 
for the inversion algorithms listed in section 3. (h) the first 50 s in (g). In all cases, the 
reconstructed image consisted of ×200 200 pixels.
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convex optimization problem. Due to the strict convexity of the objective function, the optimal 
solution is the unique stationary point of the problem. Thus, all NNLS alogrithms converge 
towards the same solution, i.e. the same image.

The reconstructed images of phantom 2 are shown in figure  2. Each column repre-
sents a different optical absorption coefficient of the ink insertion, namely 0.276 cm−1, 
0.874 cm−1, 1.84 cm−1, 3.75 cm−1 and 4.875 cm−1. The phantom images in the first row 
were reconstructed with standard unconstrained LSQR, where negative values are shown 
in pink. The images in the second row were obtained by thresholding negative values to 
zero and the images in the third row were reconstructed with the APCG algorithm. Some 
circles seem to appear around the sample in the APCG reconstructed images. These arti-
facts are presumably caused by the reflections as they appear in both constrained and 
unconstrained inversion approaches (Deán-Ben et al 2012c). Figure 2(b) shows the quan-
titative performance of the three inversion methods used in figure 2(a). The pixel values in 
the center of the insertion are plotted as a function of the actual optical absorption coef-
ficient. The linear relationship between the actual absorption and the reconstructed value 
is lost when thresholding LSQR reconstructed images. On the other hand, the equivalent 
curve obtained with the APCG algorithm represents more reasonable results as it is almost 
linear while zero absorption is mapped to a zero value in the reconstructed images, i.e. the 
reconstructed signal intensity is proportional to the actual optical absorption. This shift 
observed in the LSQR curve is difficult to correct in realistic samples with heterogeneous 
optical properties as it is generally different for each sample and for each location of the 
absorber. On the other hand, the NNLS algorithms automatically corrects for this constant 
bias in a convenient way. Therefore, NNLS algorithms appear to deliver more meaningful 
quantitative absorption information of imaging samples.

5.2. In vivo mice

The ×200 200 pixel cross-sectional images reconstructed in the mouse experiments are show-
cased in figure 3. Slices corresponding to the spleen region, the kidney region and the repro-
ductive organs are shown in the rows from top to bottom. The LSQR reconstructed images 
with the entire value range (including the negative values) normalized between 0 and 1 are 
displayed in the left column. The LSQR reconstructed images with negative values thresh-
olded to zero are displayed in the middle column. The equivalent images obtained with APCG 
reconstruction are showcased in the right column. For all 3 slices it can be observed that shift-
ing the entire value range of the LSQR reconstructed images to above zero is not satisfactory. 
The images are distorted because shifting all of the negative values into the positive range 
gives a wrong impression of the absorption in some areas. The background, for example, 
should have zero absorption, but due to some negative outliers in the reconstruction, the cor-
rected images appear to have absorption values of around 0.5 in the normalized scalebar in 
most of the background area. A similar observation can be made regarding the intensity of the 
inner structures. It is thus evident, that it is not possible to simply shift the values from the 
unconstrained reconstruction into the positive range to get a linear relation between absorption 
and concentration, i.e. quantitativeness is lost. The thresholding approach ensures the zero 
absorption in the background. However, many internal structures are lost since the internal 
absorption is weak and they are reconstructed as negative values with the LSQR inversion. 
Therefore, the APCG inversion procedure appears to represent the most accurate solution, 
where the internal details are distinguished while quantitativeness of the images is kept. This 
good performance of APCG motivates the use of NNLS reconstruction algorithms in actual 
biological samples.
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The convergence behavior of different NNLS algorithms tested with the mice data set 
is shown in table 1. The convergence rates and residuals are averaged over 25 mice slices. 
This result confirms the results obtained in phantom experiments, i.e. all algorithms con-
verge to almost the same residual while the proposed APCG algorithm is the fastest inversion 
procedure.

6. Discussion

In this study we have showcased that non-negative constrained reconstruction represents a 
useful method for suppressing artefacts in the form of negative values typically appearing in 

Figure 2. Quantification test of NNLS reconstruction. (a) Reconstructed phantom 
images with five different absorption coefficients of ink in the central insertion. First 
row: standard LSQR reconstructions. Second row: standard LSQR reconstructions with 
negative values thresholded to zero. Third row: APCG reconstructions. (b) Pixel value 
in the center of the insertion as a function of the optical absorption coefficient of ink 
determined from the spectrometer.
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optoacoustic tomographic reconstructions. Performance of several non-negative constrained 
least squares algorithms for the inversion of a time-domain two-dimensional optoacoustic 
model has been analyzed in tissue-mimicking phantoms and small animals in vivo. In quan-
tification tests with real phantoms, non-negative constrained reconstructions showed more 
quantitative and reasonable results while its computational efficiency could be maintained.

A new non-negative constrained minimization algorithm (termed APCG) based on the con-
jugate gradient method was introduced in this work and its reconstruction performance was 

Figure 3. Tomographic reconstructions of 3 different mice regions with standard 
inversion (LSQR) normalized between 0 and 1 (left column), with standard inversion 
(LSQR) thresholded to zero (middle column) and with non-negative constrained 
inversion based on the APCG method (right column).

Table 1. The convergence behavior of different NNLS algorithms averaged over 25 
mice slices.

Algorithms PQN-BFGS AS RN PCG APCG
PQN-
LBFGS PGD FNNLS

Convergence 
time

>  20 min >  20 min 566.8 s 10.7 s 4.5 s 18.5 s 86.9 s >  20 min

Residual 1.4425e5 2.2453e5 1.1927e5 1.1922e5 1.1926e5 1.1928e5 1.1940e5 2.4236e5
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compared with state-of-the-art algorithms on real optoacoustic datasets. While the retrieved 
images are equivalent to those obtained with the other methods, the convergence speed of the 
introduced algorithm is significantly faster. The improvement of the proposed APCG method 
with respect to the fastest of the analyzed alternative approaches, the PCG method, is most sig-
nificant for ill-conditioned systems. In these cases, the steepest descent is not an optimal search 
direction, therefore the frequent initialization of the CG method in the steepest descent direction 
slows down convergence. In order to guarantee convergence, an Armijo-based line search can be 
added. However, this line search procedure may not improve the performance of the algorithm 
and might even degrade performance due to the additional complexity. Thereby, based on the 
good performance with optoacoustic tomography, we anticipate the applicability of the sug-
gested algorithm for model-based reconstruction in other biomedical imaging modalities.

Overall, the non-negative constraint ensures physical integrity and quantitative nature of 
the solution. For example, when the negative part of the solution obtained with unconstrained 
inversion is set to zero, large parts in the inner of the reconstructed object may become invis-
ible but appear in the images when non-negative constrained inversion is employed instead. 
Also, the obtained solution is presumably closely representing the actual optical absorption 
distribution since additional a-priori information regarding positiveness of optical absorp-
tion, not used in the unconstrained optimizations, is included in the inversion procedure. It is 
important to highlight that the term quantitativeness is employed here to refer to proportional-
ity of the reconstructed signal and the actual absorbed energy. If the objective is to provide a 
quantitative map of the optical absorption coefficient, other effects such as optical and acous-
tic attenuation as well as the transducer properties must be taken into account.

The current CPU implementation of the suggested non-negative least squares algorithm 
is more efficient in comparison to the other NNLS algorithms tested throughout this paper, 
but still not capable of rendering optoacoustic images in real time. However its simple struc-
ture potentially allows an efficient parallel inplementation on the graphics processing units 
(GPU) (Deán-Ben et al 2013b). Since the inversion procedures are identical for matrices cor-
responding to either two-dimensional or generally more accurate three-dimensional models, 
the APCG algorithm can be directly applied to three-dimensional image data.

In conclusion, the computationally efficient performance of the suggested non-negative 
constrained inversion anticipates the general applicability of this reconstruction approach in 
optoacoustic tomographic imaging systems with arbitrary detection geometries, allowing a 
more quantitative interpretation of the reconstructed images.
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Appendix

A.1. Algorithms

We provide herein specific steps for the AS, PGD, PQN, PCG and the APCG methods. Given 
a set I  of indices, we denote with Ix  the vector with the components of x corresponding to 
the indices in I . Similarly, IA  denotes the matrix with the columns from A corresponding to 
the indices in I .
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Algorithm 1. Active set method

Require: R R R∈ = ∈ ∈×A x b0, , ,m n n m  set Z P= { … } = ∅n1, 2, , ,

Ensure: = ‖ − ‖ ⩾x Ax b xs t 0ˆ arg min . . ˆ
x

2

 1: while true do

 2:   ← ( − )w A b AxT  negative gradient
 3:   if Z≠ ∅ and Z( ) >∈ wmax 0i i  then
 4:    Z← ( )∈j warg maxi i

 5:    Move j from set Z to P
 6:    while: true do

 7:    Solve the unconstrained subproblem P P P
P

← ‖ − ‖y A y barg min
y

2

 8:     if ( ) ⩽y 0min i  then

 9:      
⎛

⎝
⎜

⎞

⎠
⎟Pα ← − −∈

x

x y
mini

i

i i

 10:      α← + ( − )x x y x
 11:     Move from P to Z, all P∈ =i s t x. . 0i

 12:     else
 13:      ←x y
 14:      break
 15:     end if
 16:    end while
 17:   else
 18:    return x
 19:   end if
 20: end while

Algorithm 2. Projected gradient descent

Require: R R R∈ ⩾ ∈ ∈×A x b0, ,m n n m
0

Ensure: = ‖ − ‖ ⩾x Ax b xs t 0ˆ arg min . . ˆ
x

2

 1: repeat
 2:    ← −r b Ax

 3:    ← −g A rT  gradient
 4:    I← { ∣ > − > }i x g0 or 0i i  set of free variables

 5:     Perform line search on the variables corresponding to I  to find a proper 
step size α

 6:     Update x by projecting the subset vector onto the non-negative region 
I I Iα← [ − ]+x x g

 7: until Convergence
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Algorithm 3. Projected quasi-newton method

Require: R R R∈ ⩾ ∈ ∈ =×A x S Ib0, ,m n n m

Ensure: = ‖ − ‖ ⩾x Ax b xs t 0ˆ arg min . . ˆ
x

2

 1: repeat
 2:    ← −r b Ax

 3:    ← −g A rT  gradient
 4:    I ← { ∣ > − > }i x g0 or 0i i1  set of free variables

 5:    I I I← −d S g1 1 1
 search direction for free variables

 6:    I I← { ∈ ∣ > > }j x d0 or 0j j2 1  reduced set of free variables

 7:    Perform line search along Id 2 to find a proper step size α
 8:    Update x by projecting the subset vector onto the non-negative region
     I I Iα← [ + ]+x x d2 2 2

 9:   Update the gradient scaling matrix S
 10: until Convergence

Algorithm 4. Projected conjugate gradient method

Require: R R R∈ ⩾ ∈ ∈ =×A x S Ib0, ,m n n m

Ensure: = ‖ − ‖ ⩾x Ax b xs t 0ˆ arg min . . ˆ
x

2

 1: repeat
 2:    ← −r b Ax

 3:    ← −g A rT  gradient
 4:    I ← { ∣ > − > }i x g0 or 0i i1  set of free variables

 5:     Solve the unconstrained subproblem with the standard conjugate gradient 
method

     I I I
I

← ‖ − ‖x A x barg min
x

2
1

1

1 1

 6:   Update x by projecting the subset vector onto the non-negative region
     I I← [ ]+x x1 1

 7: until Convergence

Algorithm 5. Accelerated projected conjugate gradient method

Require: R R R R∈ ⩾ ∈ ∈ = ∈×A x gb0 0, , ,m n n m n

Ensure: = ‖ − ‖ ⩾x Ax b xs t 0ˆ arg min . . ˆ
x

2

 1: repeat
 2:    ← −r b Ax
 3:    ←g gold

 4:    ← −g A rT  gradient
 5:    I ← { ∣ > − > }i x g0 or 0i i1  set of free variables
 6:    ←d 0
 7:    repeat
 8:     Calculate the correction coefficient with the Polak–Ribière formula

(Continued)
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A.2. Stopping criterion

We provide herein the stopping criterion employed for the PGD, PQN-BFGS, PQN-LBFGS, 
PCG and APCG methods. For the AS, FNNLS and RN methods, a maximum runtime of 
20 min is applied.

The objective function ( )xf  being minimized in the inversion procedure is given in (6). 
Since the projected gradient of the objective function converges to zero as the algorithm con-
verges to the optimal solution, the relative infinity norm of the projected gradient was used to 
terminate the algorithm after n iterations, i.e.

P

P
T

T

C

C

ϵ
‖ (∇ ( ))‖
‖ (∇ ( ))‖ <∞

∞
x

x

f

f
,n

0
 (A.1)

where ϵ is a small positive number and PTC denotes the projection onto the tangent cone 
of the constraint set, i.e. setting the gradient elements corresponding to the fixed variables to 
zero.
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Abstract— Accurate extraction of physical and biochem-
ical parameters from optoacoustic images is often impeded
due to the use of unrigorous inversion schemes, incomplete
tomographic detection coverage, or other experimental fac-
tors that cannot be readily accounted for during the image
acquisition and reconstruction process. For instance, inac-
curate assumptions in the physical forward model may lead
to negative optical absorption values in the reconstructed
images. Any artifacts present in the single wavelength
optoacoustic images can be significantly aggravated when
performing a two-step reconstructionconsisting in acoustic
inversion and spectral unmixing aimed at rendering the
distributionsof spectrally distinct absorbers.We investigate
a number of algorithmic strategies with non-negativity con-
straints imposed at the different phases of the reconstruc-
tion process. Performance is evaluated in cross-sectional
multispectral optoacoustic tomography recordings from
tissue-mimicking phantoms and in vivo mice embedded
with varying concentrations of contrast agents. Additional
in vivo validation is subsequently performed with molecular
imaging data involving subcutaneous tumors labeled with
genetically expressed iRFP proteins and organ perfusion by
optical contrast agents. It is shown that constrained recon-
struction is essential for reducing the critical image artifacts
associated with inaccurate modeling assumptions. Further-
more, imposing the non-negativity constraint directly on
the unmixed distribution of the probe of interest was found
to maintain the most robust and accurate reconstruction
performance in all experiments.

Index Terms— Optoacoustic/photoacoustic tomography,
multispectral imaging, spectral unmixing, non-negative
constraint

Manuscript received January 18, 2017; revised March 14, 2017;
accepted March 19, 2017. Date of publication March 22, 2017; date of
current version July 30, 2017. The work of D. Razansky was supported in
part by the European Research Council under Consolidator Grant ERC-
2015-CoG-682379 and in part by the Human Frontier Science Program
under Grant RGY0070/2016. The work of V. Ntziachristos was supported
by SFB1123. The work of R. W. Sobol was supported in part by NIH
under Grant R01CA148629 and in part by the Abraham A. Mitchell Dis-
tinguished Investigator Fund. Asterisk indicates corresponding author.

L. Ding and V. Ntziachristos are with the Helmholtz Center Munich,
Institute for Biological and Medical Imaging, Neuherberg 85769, Ger-
many, and also with the Faculty of Medicine and the Faculty of Electrical
Engineering, Technical University of Munich, Munich 80333, Germany.

X. L. Deán-Ben is with the Helmholtz Center Munich, Institute for
Biological and Medical Imaging, Neuherberg 85769, Germany.

N. C. Burton is with iThera Medical GmbH, Munich 81379, Germany.
R. W. Sobol was with the Departments of Pharmacology & Chemical

Biology and Human Genetics, University of Pittsburgh School of
Medicine, Pittsburgh, PA 15261, USA. He is now with the Mitchell Cancer
Institute, University of South Alabama, Mobile, AL 36604, USA.

∗D. Razansky is with the Helmholtz Center Munich, Institute for Bio-
logical and Medical Imaging, Neuherberg, Germany, and also with the
Faculty of Medicine and the Faculty of Electrical Engineering, Technical
University of Munich, Munich 80333, Germany (e-mail: dr@tum.de).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TMI.2017.2686006

I. INTRODUCTION

MULTISPECTRAL optoacoustic tomography (MSOT) is
a hybrid light- and ultrasound-based imaging modality

that can resolve the distribution of tissue chromophores and
optical contrast agents deep inside highly scattering living
organisms [1]–[5]. The basic operational principle consists in
identification of absorption spectrum variations in a sequence
of optoacoustic images acquired at multiple excitation wave-
lengths [6]–[8]. The large versatility of optical absorption
contrast empowers MSOT with diverse functional and molec-
ular imaging capabilities, often unique among the bio-imaging
modalities [9]–[15].

MSOT images representing the distribution of spectrally-
distinct chromophores are generally obtained with a two-step
procedure. In a first step, optoacoustic tomographic images are
reconstructed from the pressure signals generated by absorp-
tion of short laser pulses. The signals are recorded at several
locations around the imaged object while various inverse
algorithms based on back-projection [16], time-reversal [17]
or model-based [18]–[21] can be employed for the recon-
struction, each offering different trade-offs between the image
reconstruction accuracy and computational cost [22]. In the
second step, spectral unmixing algorithms are imposed on
the images acquired at different excitation wavelengths in
order to map the distribution of different absorbing substances
present in the tissue. Several spectral processing algorithms
based on spectral fitting [6] or blind unmixing [23] have been
reported with performance greatly varying among the different
approaches. The order of these two steps can be interchanged,
i.e., the distribution of a specific substance can alternatively
be rendered by multispectral unmixing of the acquired signals
and subsequent image reconstruction.

Model-based inversion methods represent arguably the most
accurate and versatile approach for both the image reconstruc-
tion and unmixing steps in MSOT. They can be adapted to
account for the frequency response and geometrical shape of
ultrasound sensors [24]–[26] as well as for acoustic mismatch
and attenuation [27], [28] and hence significantly enhance
image quality. However, applicability of the model-based
approach is often limited by lack of exact knowledge of
the underlying physical properties of the tissue as well as
the illumination and detection geometry, which may lead to
inaccurate reconstructions and image artifacts such as negative
values with no physical meaning.

For instance, a non-linear spectral model incorporating
wavelength-dependent light attenuation effects has been
suggested to reduce cross-talk artifacts appearing in the

0278-0062 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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unmixed images obtained with standard linear unmixing [29].
Yet, accurate modeling of light propagation requires prior
knowledge of background optical properties, which is very
challenging to measure in highly heterogeneous living
tissues [30]. Other factors leading to image artifacts are
limited detection bandwidth of transducers, limited number
of detectors and tomographic coverage, inaccurate modeling
assumptions when reducing the problem into two dimensions,
inability to accurately account for the spatial light distribution
and spectral coloring effect.

To reduce the influence of modeling imperfections, the
inversion procedure can be optimized by incorporating con-
straints or regularization terms, e.g. a non-negative constrained
inversion has been shown to render images free of nega-
tive absorption values [31]. We have also recently demon-
strated that non-negative constrained inversion of a linear
two-dimensional optoacoustic tomographic model can further
enhance quantitative performance by yielding reconstructed
values proportional to the actual absorption coefficient [32].

In this work, we investigate on the impact of non-negative
constrained inversion in both the reconstruction and unmixing
steps of the MSOT. Linear inverse problems corresponding
to reconstruction, unmixing and a combination of both are
defined. Performance of the different approaches is subse-
quently evaluated based on the ability to accurately reconstruct
contrast agent distribution in experimental data acquired from
tissue-mimicking phantoms and living mice.

II. THEORY

In this section, we describe the theoretical basis of MSOT
and the simplifications introduced to derive the forward models
for the reconstruction and unmixing steps. Based on these for-
ward models, inverse problems where non-negative constraints
can be incorporated are defined.

A. Model-Based Reconstruction

Time-domain model-based reconstruction algorithms are
based on a discrete linear model of the propagation of pressure
waves generated by a laser pulse. Assuming thermal and stress
confinement conditions and approximating the short-pulsed
laser illumination by a Dirac’s delta in time, the optoacoustic
wave equation for a homogeneous acoustic medium can be
expressed as [33]

∂2 p(r, t)
∂ t2 − c2∇2 p(r, t) = "H (r)

∂δ(t)
∂ t

, (1)

where " is the dimensionless Grüneisen parameter, c is the
speed of sound in the medium and H (r) is the amount of
energy absorbed in the tissue per unit volume. The solution
of (1) is given by the Poisson-type integral via [33]

p(r, t) = "

4πc
∂

∂ t

∫

S ′(t)

H (r ′)
|r − r ′|d S′(t). (2)

Integration is performed along a spherical surface S′(t) for
which |r − r ′| = ct . A cross-sectional acquisition geometry

is often assumed with the optoacoustic sources lying in a
plane [21], in which case (2) is simplified to

p(r, t) ≈ "

4πc
∂

∂ t

∫

L ′(t)

H (r ′)
|r − r ′|d L ′(t), (3)

where L ′(t) is a circumference with radius of ct .
A discretization procedure of (2) or (3) leads to a linear

forward model expressed as [21]

p = Ah, (4)

where p is a vector representing pressure signals at all
transducer positions, A is the model matrix with columns
representing the time-resolved impulse response from each
pixel of the reconstruction region of interest (ROI) to different
transducer locations, and h is a vector containing the absorp-
tion at all pixel locations. In model-based reconstruction, the
absorption vector is reconstructed from the measured pressure
signals pm by solving the following least squares problem

ĥ = arg min
h

‖Ah − pm‖2
2. (5)

A regularization term is sometimes incorporated into (5).
However, regularization-free results are satisfactory in
most cross-sectional optoacoustic tomography reconstructions,
given that sufficient angular tomographic coverage is provided
by the ultrasound transducers [34].

B. Linear Unmixing
In MSOT, multispectral unmixing is performed to distin-

guish absorbing substances based on their differential spectral
absorption profiles. Assuming a homogeneous Grüneisen para-
meter in light absorbing regions (mainly vascular structures),
the optical absorption h for a certain location r and a given
wavelength λi can be expressed in arbitrary units as

h(λi , r) = &(λi , r)µa(λi , r)

= &(λi , r)
S∑

j=1

(
ε j (λi )c j (r)

)
, (6)

where &(λi , r) is the wavelength dependent local light flu-
ence for wavelength i , S is the total number of absorbing
substances, ε j (λi ) is the molar extinction coefficient of the j -
th substance at wavelength λi and c j (r) is its concentration at
location r . The light fluence at different locations in living
biological tissues is generally very difficult to measure or
estimate without accurate knowledge of the distribution of
absorption and scattering coefficients in the entire imaged
region. Thereby, a common simplification consists in assuming
that the spectral variations of &(λ) are negligible with respect
to those of ε j (λ), i.e., &(λ1, r) = &(λ2, r) = · · · =
&(λW , r) = &̄(r). Let "̄ be the vector containing the light
fluence at all pixel locations, H = [h(λ1) h(λ2) · · · h(λW )]
the wavelength-dependent optical absorption, C = [c1 '
"̄ c2 ' "̄ · · · cS ' "̄] having each column being
the Hadamard product of the concentration of an absorb-
ing substance and the local light fluence at all pixels, and
E = [ε1 ε2 · · · εS]T representing the molar extinction
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coefficient of all the absorbing substances. Then, (6) can be
expressed in the following simplified matrix relation

H = C E. (7)

Spectral unmixing of different absorbing substances is per-
formed by solving the following least-square problem [29]

Ĉ = arg min
C

‖C E − Ĥ‖2
2 (8)

with the solution

Ĉ = Ĥ E+, (9)

where Ĥ is the reconstructed optical absorption at all
wavelengths and E+ is the pseudoinverse of E. Both
the reconstruction and unmixing are linear problems that
can be interchanged without affecting the final result.
In particular, since Ĥ = A+ Pm , where Pm =
[ pm(λ1) pm(λ2) · · · pm(λw)], one obtains

Ĉ = A+ Pm E+. (10)

Thereby, the unmixed pressure signals

P̂ = Pm E+ (11)

can be calculated first, while the images of the different
absorbers

Ĉ = A+ P̂ (12)

only reconstructed at the second step. Note that, since E is a
wide matrix with a relatively small number of entries, a lower
computational complexity is achieved by first unmixing the
signals and subsequently reconstructing the images. Since (10)
corresponds to a combined (reconstruction + unmixing) least
squares problem expressed as

Ĉ = arg min
C

‖AC E − Pm‖2
2, (13)

solving the linear reconstruction and multispectral unmixing
problems in a separate or in a combined manner would in
principle yield equivalent results. However, performance is
expected to significantly differ in the case of the non-negative
constrained inversion, which introduces non-linearities in the
reconstruction process, as described in the following section.

C. Non-Negative Constrained Approaches

Non-negative constraints are applicable in any of the inver-
sion problems defined in the previous sections. The con-
strained least squares problem for tomographic reconstruction
is formulated as

ĥ = arg min
h!0

‖Ah − pm‖2
2, (14)

and the subsequent non-negative constrained unmixing
problem is defined as

Ĉ = arg min
C!0

‖C E − Ĥ‖2
2. (15)

On the other hand, the combined reconstruction and unmixing
inversion procedure can also be formulated as a non-negative
constrained inversion problem via

Ĉ = arg min
C!0

‖AC E − Pm‖2
2. (16)

Note that the constraint C ! 0 also implies that
H = C E ! 0 since the coefficients in E are non-negative.
Note that the non-negative constraint is not applicable for
the purpose of signal unmixing prior to reconstructions since
the raw recorded optoacoustic signals may generally have
physically meaningful negative values. Indeed, the optoa-
coustic pressure signals are bipolar. For example, the pressure
response generated by a spherical object has a characteris-
tic “N” shape with positive and negative pressure values [35].
On the other hand, non-negative constraints can be imposed
solely on certain columns of C corresponding to the optical
absorbers of interest for the inverse problems in (15) and (16).

As mentioned above, image reconstruction performed
with (14) followed by the unmixing step defined in (15) does
not generally lead to the same final result as the combined
optimization problem in (16).

III. METHODS

As discussed in the previous section, non-negativity con-
straints can be added to the reconstruction and/or unmixing
steps. One may also change the order of the reconstruction
and unmixing steps or calculate the desired concentrations in
a combined manner. Herein, we investigate on the performance
of all relevant combinations in terms of quantitativeness and
cross-talk artifacts present in the unmixed images. Specifically,
the following methods are considered:

• Constrained reconstruction followed by constrained
unmixing (CR-CM)

• Constrained reconstruction followed by unconstrained
unmixing (CR-UM)

• Unconstrained reconstruction followed by constrained
unmixing (UR-CM)

• Unconstrained reconstruction followed by unconstrained
unmixing (UR-UM)

• Unconstrained unmixing followed by constrained
reconstruction (UM-CR)

• Combined and constrained reconstruction and
unmixing (CB1)

• Combined reconstruction and unmixing with a non-
negative constraint only imposed on the contrast agent
of interest (CB2)

The unconstrained reconstruction problems (UR) defined
in (5) were solved with the iterative method LSQR [36], while
the unconstrained unmixing problems (UM) defined in (8)
were solved directly with the pseudoinverse of E, which can
be easily calculated due to its small size. The constrained
reconstruction (CR) and the constrained combined problems
(CB1 and CB2) were solved using an efficient iterative non-
negative least squares method introduced in [32]. On the other
hand, the constrained unmixing problems (CM) defined in (15)
were solved with the FNNLS method [37], which, due to the
small dimensionality of this problem, is more efficient.
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Fig. 1. Normalized extinction (absorption) spectra of the different intrinsic
tissue chromophores and optical contrast agents considered in this study.

TABLE I
PEAK MOLAR EXTINCTION COEFFICIENT AND MOLECULAR

WEIGHT OF THE INTRINSIC TISSUE CHROMOPHORES

AND OPTICAL CONTRAST AGENTS

Reconstruction performance of all methods was experimen-
tally validated by unmixing the distribution of various chro-
mophores and contrast agents whose extinction (absorption)
spectra are depicted in Fig. 1. The absorption spectra for
AF750, gold-nanorods (GNR), iRFP [38] and IRDye800CW
from spectrophotometer measurements are shown in solid lines
and the spectra from MSOT measurements are shown in
dashed lines. The MSOT spectra were obtained by imaging
phantoms containing the isolated contrast agents at multiple
wavelengths and averaging pixel values in the reconstructed
optoacoustic images. The measured absorption values were
further normalized by the wavelength-dependent energy of
the laser source. The MSOT spectra of iRFP and GNR are
almost identical to their spectrophotometer spectra while the
MSOT spectra of IRDye800CW and AF750 are slightly shifted
to the left and the MSOT spectra for AF750 is broadened.
The corresponding peak molar extinction coefficients and
molecular weight are further listed in TABLE I.

All imaging experiments were done with a commercial
small animal multi-spectral optoacoustic tomography scanner
(Model: MSOT256-TF, iThera Medical GmbH, Munich,
Germany). The scanning system contains a wavelength-tunable
(680-950nm) short-pulsed ("10ns) laser. The laser beam is
guided through 10 fiber bundles onto the surface of the
imaged sample to form a ring-shaped illumination on its sur-
face. The generated optoacoustic responses are captured by a
256-element cylindrically-focused transducer array covering

an angle of 270◦ around the imaged cross-section [39]. During
all experiments, the temperature was stabilised at approxi-
mately 34◦C.

A. Phantom Experiment
In the first experiment, a cylindrical 19 mm diameter agar

phantom was imaged containing India ink and Intralipid for
mimicking tissue background absorption (µa = 0.2 cm−1 at
700nm) and scattering properties (µ′

s = 10 cm−1) [30]. The
acoustic properties of agar are very similar to water. Two 1 mm
diameter polyethylene tubings were inserted into the phantom
at different depths. AlexaFluor 750 (InvitrogenTM) fluorescent
dye at 6 different concentrations (optical densities 0.3, 0.5,
1.1, 1.5, 2.0 and 2.5 as measured with a spectrophotometer)
was flushed into and out of the same tubings. Optoacoustic
images were recorded with 20 averages at 9 vertical positions
of the phantom and at 11 different wavelengths ranging from
700 to 800 nm with 10 nm steps.

B. iRFP-Expressing Tumor Cells
To facilitate the mouse tumor studies, we developed

a lentiviral vector expressing the phytochrome-based near-
infrared fluorescent protein, iRFP [40]. The iRFP [40]
complementary DNA was PCR amplified and cloned into
the pENTR/D-TOPO plasmid to create the pENTR-iRFP
vector via a standard Topo-cloning methodology, as we
have described [41]. Once sequence verified, the iRFP was
transferred into a Gateway-modified pLVX-IRES-puro vec-
tor, as described [42], [43] by TOPO cloning, to gener-
ate pLVX-iRFP-IRES-puro. Positive clones were selected
and plasmids were extracted with the QIAprep Spin
Miniprep Kit (Qiagen). Lentiviral particles were generated by
co-transfection of 4 plasmids (The iRFP expression vec-
tor pLVX-iRFP-IRES-puro together with pMD2.g (VSVG),
pVSV-REV and pMDLg/pRRE) into 293-FT cells using
TransIT-X2# Dynamic Delivery System (Mirus Bio LLC).
The breast cancer cell line MDA-MB-231 (a generous gift
from Dr. Julie Eiseman, University of Pittsburgh) was cultured
in RPMI 1640 media supplemented with heat-inactivated
FBS (10%) and Gentamycin (10µg/ml) at 37◦C in humid-
ified chambers with 5% CO2 and 20% O2. The MDA-MB-
231/iRFP expressing cells were established by overnight trans-
duction of the MDA-MB-231cells with lentivirus expressing
iRFP (pLVX-iRFP-IRES-puro). Transduced cells were then
selected for 7-10 days in media supplemented with puromycin
(1.5µg/ml). The collection and isolation of lentiviral parti-
cles and transduction of cells was performed as described
previously [44].

C. In Vivo Mouse Experiments
In order to assess the accuracy and sensitivity of the

different methods under realistic conditions (including con-
ditions resembling typical molecular imaging studies), data
from additional three in vivo mouse experiments was further
analyzed. All procedures involving animal care and experi-
mentation were conducted according to the guidelines of the

Authorized licensed use limited to: Apple. Downloaded on August 29,2022 at 11:08:42 UTC from IEEE Xplore.  Restrictions apply. 



1680 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 36, NO. 8, AUGUST 2017

Helmholtz Center Munich and the government of Upper
Bavaria and complied with German federal and international
laws and regulations. All in vivo mouse experiments were
terminal.

In the first in vivo experiment, a polyethylene tubing was
inserted into the rectum of a mouse (mouse 1). Ultrasound
gel was used as lubricant and for acoustic coupling. Different
concentrations of AlexaFluor 750 (optical densities 0.2, 0.5,
1.0, 1.9 and 3.9) as well as GNR (Nanopartz D12-10-780,
optical densities 0.3, 0.6, 1.5 and 1.9) were injected into the
tubing. For each concentration of the contrast agents, cross-
sectional images of the mouse were taken at 10 different
positions, from the intestinal region to the legs. At each
position, multi-spectral data was recorded with 10 averages
at 22 different wavelengths ranging from 690 to 900 nm with
10 nm steps.

For unmixing, the known absorption spectra of oxygenated
and deoxygenated hemoglobin were used whereas the spectra
of AF750 and GNR were adopted from the results obtained
with a blind unmixing procedure [45] in order to compensate
for the spectral coloring effects at deep tissue locations [29].
In this scenario, accuracy of the retrieved spectra is ensured
due to the local confinement of the imaging agents.

In the second experiment, an 8-week-old female
Hsd:Athymic Nude-Foxn1nu/nu mouse was inoculated
with 1 million of iRFP-expressing (MDA-MB-231-iRFP)
tumor cells in the abdomen region (mouse 2). The tumor was
allowed to grow over 10 days reaching an approximate size of
5 mm. No toxicity effects were observed due to the presence
of iRFP. Cross-sectional MSOT images were acquired with
10 averages at 680, 690, 700, 715, 730, 760, 800 and 850 nm
wavelengths.

In the third in vivo experiment, a healthy nude mouse was
injected with 20 nmol of IRdye800CW optical contrast agent
(LI-COR Biosciences, Lincoln, Nebraska USA) in 100 µl
saline through its tail vein (mouse 3). MSOT images at 715,
730, 760, 780, 800 and 850 nm wavelengths were subsequently
taken without averaging approximately 4 min post injection at
the kidney region, where the probe accumulates during renal
clearance [46].

IV. RESULTS

Results from the phantom experiment are summarized
in Fig. 2. Fig. 2a) shows the non-negative constrained recon-
struction of the phantom imaged at 740 nm, corresponding
to the peak absorption of AF750 in the blindly unmixed
spectra. Figs. 2b) and c) display the unmixed distributions
of India ink and AF750 for the CR-CM method, i.e., non-
negative constrained reconstructions followed by non-negative
constrained unmixing.

Clearly, the unmixed distribution of AF750 is confined
within the tubings, whilst the amplitude of the deeper insertion
is lower due to light fluence attenuation effects. On the
other hand, ink is unmixed throughout the phantom as a
background component, yet cross-talk artifacts appear inside
the tubings. In order to evaluate the accuracy of the AF750
unmixing, the averaged pixel values inside the two tubings
(unmixed concentration) obtained with the different methods

Fig. 2. Unmixing results for the phantom with background ink absorption
and two insertions (tubes) containing AF750 dye. a) Optoacoustic image
acquired at 740 nm with 2.5 OD of AF750 insertion. b) Unmixed image
corresponding to the ink component obtained with the CR-CM method.
c) Unmixed image corresponding to the AF750 component obtained
with the CR-CM method. d)-e) Normalized unmixed concentration (pixel
values of the unmixed image) within the tubes as a function of the optical
density of AF750. f) The R2 values, representing quality of the linear fit
in d) and e).

are plotted in Figs. 2d) and e) as a function of the measured
optical density values, which are proportional to the actual
concentration. Ideally, the method employed for reconstruction
and unmixing should yield unmixed values proportional to
the actual concentration of the probe. It can be observed
in Figs. 2d) and e) that all methods yield similar results except
for UR-CM, for which the relationship between unmixed
values and optical density is strongly non-linear for low
concentrations of the probe. The data points in Figs. 2d) and e)
were fitted to linear functions for each method. Quality of the
linear fit is further shown in Fig. 2f). For this particular exper-
iment, no significant differences were observed among the
different approaches except for UR-CM, yet the CB2 method
exhibits the best linearity.

Results of the in vivo mouse experiment (mouse 1) are
shown in Fig. 3. Two representative examples for the unmixing
of AF750 and GNR are displayed in Figs. 3a)-b) superim-
posed onto the single wavelength optoacoustic images taken
at 800 nm. In particular, Fig. 3a) displays the distribution
of AF750 (1.9 OD) in the intestinal region of the mouse
unmixed by the CR-CM method while Fig. 3b) shows the
distribution of GNR (1.5 OD) for the intestinal/leg area
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Fig. 3. Unmixing results for the in vivo (mouse 1) experiment. a) Unmixed
distribution of AF750 obtained with the CR-CM method.
b) Unmixed distribution of GNR obtained with the CR-CM method.
c)-d) Unmixed optoacoustic signal within the tubes as a function of
the optical density of AF750 and GNR, respectively, normalized to the
maximum value for the corresponding slices. e)-f) Statistical analysis of
the linear fit of the curves in c)-d). All 10 imaged cross-sections were
taken into account.

unmixed by the CR-CM method. For the particular slices
shown, the probe concentrations inside the tubing obtained
with the different methods are further plotted in Figs. 3c)
(AF750) and d) (GNR) as a function of the measured optical
density of the probes. Much like in the phantom experiments,
all methods exhibited a similar performance. In this particular
example, the relatively shallow depth of the tubing allows to
distinguish relatively low concentrations of the contrast agents,
which was not possible for other cross-sections. For a more
comprehensive comparison, Figs. 3e)-f) depict the results of
a statistical analysis considering 10 different cross-sections of
the mouse. Figs. 3e) shows the mean R2 values for all cross-
sections in blue for AF750 and green for GNR and Figs. 3f)
shows the standard deviation of the calculated R2 values for
the different methods. It can be seen that most methods again
yield similar performance except for UR-CM, which results
in a lower R2 value and high variability of the unmixing
performance.

Figs. 4 and 5 show the results of the cross-talk effects
evaluation, for which the signal to cross-talk ratio (SCR) was
defined as the ratio between the averaged pixel value within the
tubings and standard deviation of the background (everywhere

Fig. 4. Cross-talk artifacts evaluation for the AF750 probe unmixing
in mouse 1. a) Unmixed distribution of AF750 (1.9 OD) for an intestinal
region slice using the different reconstruction and unmixing methods.
b) Blind spectrum of AF750 used for unmixing. c) Signal to cross-talk
ratios as a function of the optical density of AF750 averaged over all
10 imaged cross-sections.

Fig. 5. Cross-talk artifacts evaluation for the GNR unmixing in mouse 1.
a) Unmixed distribution of GNR (1.5 OD) for an intestinal/leg region.
b) Blind spectrum of GNR used for unmixing. c) Signal to cross-talk ratios
as a function of the optical density of GNR averaged over all 10 imaged
cross-sections.

else except the tubings). Positive concentrations of AF750
and GNR are illustrated in green and gold respectively
while negative values of both probes are illustrated in the
color gray. It can be seen in Fig. 4a) that the images of
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Fig. 6. Results of the in vivo iRFP unmixing experiment in mouse 2.
a) Single wavelength optoacoustic image (gray scale) acquired at
690 nm. b) Unmixed distributions of iRFP obtained using different
methods (brown-green scale). c) Cross-talk performance of different
methods - the unmixed iRFP signal is assumed to be confined within
the red region marked in a).

the unmixed AF750 distribution, which were obtained with
the unconstrained methods (CR-UM and UR-UM), contain
negative cross-talk artifacts. Fig. 4b) shows the blind spectrum
of AF750 used for unmixing. Note that the shape is wider
compared to the measured spectrum in Fig. 1 and the peak
is slightly shifted to the left. Fig. 4c) shows the respective
SCR as a function of the measured optical density of AF750
averaged over the 10 imaged cross-sections. As expected, the
SCR is approximately linear with the optical density of the

Fig. 7. Unmixed distributions of IRDye800CW obtained using the
different non-negative constraints. The probe distribution (represented on
a purple scale) is superimposed onto the single wavelength optoacoustic
images acquired at 850 nm showing accumulation in the renal medulla
while clearing through kidneys.

probe. In this particular experiment, the CB2 method yields
the best cross-talk performance whereas the UM-CR and UR-
UM methods render the strongest cross-talk artifacts. Fig. 5a)
displays the unmixed GNR images in the intestinal/leg region
rendered using the different methods. Negative cross-talk
artifacts are again obtained using the CR-UM and UR-UM
methods. Fig. 5b) shows the blind spectrum of GNR.
The spectrum is very similar to the measured spectrum
in Fig. 1. Fig. 5c) shows the result of the SCR analysis. UR-
CM yields the best cross-talk performance while CB1, UM-CR
and UR-UM render noisier images of the GNR distribution.

Fig. 6 presents the spectral unmixing results to render the
iRFP distribution in mouse 2. Fig. 6a) shows the reconstructed
optoacoustic image corresponding to 690 nm (absorption peak
of iRFP). Fig. 6b) shows the unmixed iRFP images obtained
using the different methods. Here positive concentrations of
iRFP are displayed in brown and negative concentrations in
green. The tumor can be clearly distinguished in both the
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TABLE II
COMPUTATION TIME OF DIFFERENT METHODS FOR

THE IN VIVO IRDye800CW EXPERIMENT

single-wavelength and the unmixed images. Note however
that the unconstrained methods, namely CR-UM and UR-UM,
yield large areas with negative values. Fig. 6c) displays the
cross-talk ratios of the unmixed images, calculated as the
mean value of the unmixed image inside a region marked
in red divided by the standard deviation outside this region.
Segmentation of the marked region was done on the single
wavelength image using an active contour method [47], [48].
It is readily observed that in this particular experiment the
UR-CM method yields the lowest background while the
UM-CR and UR-UM methods have the worst cross-talk
performance.

Fig. 7 presents the unmixed images of the IRDye800CW
dye distribution in the mouse 3 experiment. Here the unmix-
ing results significantly differ among the different methods.
Negative artifacts obtained with the CR-UM and UR-UM
methods were set to zero for a more convenient representa-
tion. From the physiological perspective, the IRDye800CW is
expected to clear through kidneys hence mostly accumulate in
this area. However, part of the probe remains in the blood
circulation, making it difficult to conclude which method
renders the most accurate unmixing performance. It is yet clear
that the unmixed images rendered with the UM-CR and UR-
UM methods contain strong cross-talk artifacts present both
inside and outside the mouse, which is consistent with the
poor cross-talk performance rendered with these methods in
the previous experiments. TABLE II shows the computation
time of each method for this data set. Clearly, constrained
image reconstruction increases the complexity. The combined
methods (CB1 and CB2) are the most time consuming methods
while UM-CR is the most efficient method.

V. DISCUSSION AND CONCLUSIONS

The accuracy of tomographic inversion and spectral
unmixing in multispectral optoacoustic tomography (MSOT)
depends on a number of experimental and theoretical fac-
tors, such as the number, shape and size of the detectors
employed, forward modeling imperfections, and discrete sam-
pling issues. This often results in ambiguous reconstructions
and appearance of negative values in the images, which have
no physical meaning since optical absorption can only be
higher or equal than zero. Any artifacts present in the single
wavelength optoacoustic images can be significantly aggra-
vated when performing a two-step reconstruction consisting in
acoustic inversion and spectral unmixing aimed at rendering
the distributions of spectrally-distinct absorbers. In this work,

performance of non-negative constrained inversion approaches
in multispectral optoacoustic tomography (MSOT) has been
evaluated by introducing the constraints at the different image
reconstruction and/or probe unmixing steps.

It has been generally established that the constrained inver-
sion is essential for reducing the critical image artifacts
associated with inaccurate forward modeling assumptions.
Yet, algorithmic sequence has a significant impact on the
reconstruction and unmixing performance. Since the combined
least squares problem defined in (16) is a convex optimization
problem, its solution is the global minimum. Therefore, if we
are looking for a solution satisfying Ĉ ! 0, the combined
problem yields the lowest possible least-squares residual of
all approaches. The combined approach is then expected to
outperform the other methods if the forward model is accurate.
However, modeling imperfections present in practical imaging
set-ups may have significant impact on the results, so that the
lowest least squares residual may not necessarily guarantee the
highest accuracy of the reconstructed images.

Indeed, in practice, imposing the non-negativity constraint
directly on the unmixed distribution of the probe of inter-
est (CB2) was found to have the most robust and accurate
reconstruction performance in all experiments. Even though
the method based on unconstrained reconstruction and sub-
sequent non-negative constrained unmixing (UR-CM) has
attained the best SCR in the iRFP experiment, this particular
approach is generally not recommendable since it consis-
tently showed an inferior quantitative performance exhibiting
a prominent non-linear dependence between the pixel values
in the unmixed image and the actual probe concentration,
both in phantom and in vivo mouse experiments. On the
other hand, more significant crosstalk artifacts were observed
for all mouse experiments in the images rendered with the
standard unconstrained method (UR-UM) and the method
based on unconstrained unmixing followed by constrained
reconstruction (UM-CR), which suggests that these approaches
provide a lower sensitivity in detecting optical probes.

In view of both phantom and in vivo imaging results,
the combined non-negative constrained method has arguably
achieved the best results in terms of artifact-free spectral
unmixing, also yielding the lowest least-squares residual
during the inversion and unmixing process. The combined
approach is further expected to provide an efficient platform
for further improving the forward model accuracy by e.g.
incorporating the wavelength-dependent light fluence distrib-
ution into the model. Estimation of light fluence variations
is very challenging since the exact optical properties of
heterogeneous living tissues cannot be easily estimated or
measured [49]. Nevertheless, methods based on e.g. extraction
of low spatial frequency components from the images [50],
analyzing signal variations by means of photoswitchable
probes [51] or multi-modal imaging approaches [52] have
shown promise in delivering reasonably good estimates on
the light fluence distribution. Note that the current work
was aimed at unmixing the distribution of spatially-confined
contrast agents, in which case the agent’s contribution to the
optical attenuation and spectral coloring is assumed to be
insignificant. As a result, the utilized blind unmixing approach
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can effectively account for the spectral coloring effects when
the unmixed chromophore is assumed to be sparsely dis-
tributed in the sample. Yet, accurately accounting for the
wavelength-dependent light fluence distribution may turn
important when instead aiming at mapping the blood oxygen
saturation levels. The absorption spectra of hemoglobin are
distorted (colored) at deeper locations, resulting in errors in
the estimated oxygen saturation if the theoretical spectra are
considered for unmixing. In this regard, the proposed non-
negative constrained framework can be potentially extended
by incorporating more sophisticated methods accounting for
the wavelength dependence attenuation in the light fluence
model [53]. It is important to note that the results showcased
in this work correspond to a cross-sectional acquisition geom-
etry, for which a two-dimensional optoacoustic model was
assumed. While being a practical imaging configuration widely
employed in small-animal optoacoustic imaging studies, three-
dimensional acquisition geometries are generally expected to
provide more accurate estimates on the actual volumetric
(three-dimensional) distribution of probes [5], [54]. In this
case, a three-dimensional model-based reconstruction algo-
rithm is required [20], [31], which can further be optimized
by accounting for the exact three-dimensional shape of the
individual ultrasound detectors [26]. A study on the influence
of non-negative constraints in three-dimensional model-based
reconstructions accounting for the actual shape of the sensors
is aimed at in our future investigations.

In conclusion, the impact of non-negative constraints
in inversion problems corresponding to reconstruction and
unmixing in MSOT was investigated. The newly proposed
combined reconstruction and unmixing method with a non-
negative constraint imposed directly on the distribution of the
probe (CB2) of interest appears to be an efficient approach
with robust performance in all phantom and mouse experi-
ments. The proposed method further establishes a convenient
framework to account for a variety of additional factors
affecting the final images.
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Limited-view artifacts are commonly present in optoacoustic
tomography images, mainly due to practical geometrical and
physical constraints imposed by the imaging systems. Herein,
a new approach called dynamic particle-enhanced optoacous-
tic tomography (DPOT) is proposed for improving image
contrast and visibility of optoacoustic images under lim-
ited-view scenarios. The method is based on a nonlinear
combination of a temporal sequence of tomographic recon-
structions representing sparsely distributed moving particles.
We demonstrate experimental performance by dynamically
imaging the flow of suspended microspheres in three dimen-
sions, which shows promise for DPOT applicability in angio-
graphic imaging in living organisms. © 2017 Optical Society
of America

OCIS codes: (110.5120) Photoacoustic imaging; (110.5125)

Photoacoustics; (110.6880) Three-dimensional image acquisition.
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Due to its hybrid nature combining optical excitation with ultra-
sonic detection, optoacoustic imaging is capable of visualizing
optical absorption contrast in deep tissues with diffraction-
limited ultrasonic resolution. Optoacoustic images are not
affected by speckle-grain artifacts present in backscattering-based
coherent imaging techniques, such as pulse-echo ultrasonogra-
phy or optical coherence tomography, which may hamper the
ability to resolve small image features and thus deteriorate the
overall image quality. For the latter techniques, the speckle pat-
tern is associated with the superposition of partial waves corre-
sponding to randomly distributed subresolution scatterers
causing phase shifts in the incident wave ranging from 0 to
2π [1,2]. In contrast, bipolar optoacoustic waveforms mainly
accentuate the boundaries of absorbers in A-mode signals, where
prominent edges are built up by constructive interference [3].
The inner part of the objects appear then invisible when recon-
structions are done by stacking the A-mode optoacoustic signals
into B-scan images using, e.g., the so-called delay-and-sum algo-
rithms [4–6]. Much like in other tomographic imaging modal-
ities, such as x-ray-computed tomography, the imaged object
must be fully enclosed by tomographic measurement locations

in order to be accurately reconstructed [7,8]. The so-called
limited-view effects would then naturally appear in optoacoustic
B-scan images or any tomographic reconstructions lacking full
(>180°) angular coverage [9]. These effects become particularly
prominent when reconstructing images from objects having
elongated structures (e.g., blood vessels), oriented such that they
predominantly emit pressure waves in directions that are not
covered by detection elements.

The generated optoacoustic waves for a high density of indi-
vidual absorbers are approximately the same as those generated
by a continuous absorption distribution. However, the contri-
bution of individual absorbers to the optoacoustic wavefront
can be detected for a relatively sparse distribution [6]. Based
on this principle, the visibility of structures affected by lim-
ited-view artifacts can be potentially enhanced by artificially
creating small optoacoustic sources within those structures.
One approach has used a superposition of multiple images ac-
quired with varying speckled illumination patterns for opto-
acoustic excitation, where the individual speckle grains
represented individual sources [10]. Even though this approach
has been experimentally demonstrated in phantoms having a
controlled speckle-grain size, its applicability for imaging real
biological tissues remains challenging due to the need to opto-
acoustically resolve submicron speckle grains of the order of the
excitation optical wavelength. A different technique consists of
locally heating well-confined spots in the imaged tissue using
focused ultrasound, thus thermally encoding the optoacoustic
sources via the corresponding local variations of the Grüneisen
parameter [11]. The multiple images can then be obtained by
scanning the focused ultrasound beam in two or three dimen-
sions, which is generally a lengthy process that may further in-
volve hard compromises with respect to the safety thresholds of
focused ultrasound. In any case, it is important to notice that
the appropriate image enhancement and improved visibility of
structures may only be achieved if the images taken at different
time instants are combined in a nonlinear manner. A linear
superposition operation would merely reduce noise in the
images without providing direct benefit in terms of reducing
the limited-view artifacts. Indeed, a linear combination of re-
constructed images is equivalent to the reconstructed image ob-
tained with the combined signals, which would be equivalent to
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the signals for a dense distribution of optoacoustic sources and
hence affected by limited-view effects.

In this work, we developed a new approach called dynamic
particle-enhanced optoacoustic tomography (DPOT) to im-
prove the visibility in limited-view optoacoustic imaging sce-
narios. It is based on imaging the dynamic distribution of
sparsely located microparticles, which emit optoacoustic waves
omnidirectionally. The size and average distance between the
particles is adapted according to the spatial resolution of the
imaging system so that the signals from individual particles
can be distinguished. The highest possible concentration of
particles fulfilling the latter criterion would naturally result
in the best image quality for a given number of combined
frames, with the absorbing structures filled with a dense granu-
lar speckle-like pattern for each individual frame.

An illustrative example of the typical case under study is
shown in Fig. 1(a). It corresponds to a two-dimensional opto-
acoustic imaging system where signals are collected by an arc-
shaped detection array covering a finite angle around the imaged
object. In this limited-view scenario, any absorbing object elon-
gated along the central axis of the detection array would pre-
dominantly emit optoacoustic waves propagating in directions
not covered by the detection aperture, leading to an inefficient
tomographic collection of signals and invisibility of major por-
tions of the object. Conversely, if small absorbing particles are
present within the object, they will emit spherical waves meas-
urable at any detection angle, resulting in better visibility under
limited-view conditions. Figure 1(b) shows an example of 100
small particles randomly distributed along a mask mimicking a
vascular structure. Superposition of 100 random distributions of
the 100 particles leads to the image displayed in Fig. 1(c). It is
shown that by superimposing multiple particle distributions,
an almost continuous image is rendered, where the shape of
all vessels is clearly distinguishable.

In practice, the combination of limited-view images should
not be done by a simple superposition of the optoacoustic

reconstructions obtained with a linear inversion algorithm.
Even though all the particles may remain visible in the individual
images, limited-view tomographic artifacts are usually manifested
as negative shadows in the images, canceling out positive contri-
butions in other images [6]. Thus, optimal visibility of structures
can only be achieved with a proper nonlinear combination of im-
ages reconstructed from different random particle distributions.
Here we achieved this by simply removing the negative ab-
sorption values from optoacoustic images using a nonnegative
constrained model-based reconstruction algorithm [12]. Non-
negative constrained inversion is known to be a nonlinear pro-
cedure. In this way, the optical absorption in the region of interest
for the ith particle distribution, expressed in a vector form Hi,
is estimated by solving the following least square problem:

Hi � argminH≥0‖pm − AH‖2; (1)

where pm is a vector representing the measured signals, and A is
the model matrix corresponding to the discretized linear opto-
acoustic forward model. The nonlinearity in the reconstruction
is introduced with the nonnegative constraint H ≥ 0. The final
imageH of the object is then obtained by simple superposition of
the nonnegative constrained images from multiple particle distri-
butions, i.e.,

H �
X

i

Hi : (2)

The performance of the suggested method was first tested in a
numerical simulation corresponding to the acquisition geometry
shown in Fig. 1(a). Specifically, 91 equally spaced measuring
positions distributed along a 90° arc with a 40 mm radius were
considered. The optical absorption coefficient distribution within
the individual 150 μm radius particles was assumed to be para-
bolic, for which analytical signals can be analytically calculated
[13]. Optoacoustic signals corresponding to 100 different ran-
dom distributions of 100 particles were calculated. Prior to per-
forming the reconstruction according to Eq. (1), the simulated
signals were band-pass filtered between 0.25 and 5 MHz in order
to further simulate the limited detection bandwidth of common
ultrasound detectors. Figures 2(a)–2(c) show exemplary images
reconstructed from three different random particle distributions.
The center of the displayed images corresponds to the center of
the arc array, which is located below. The image obtained by com-
bining all the 100 reconstructions is shown in Fig. 2(d). For com-
parison, the same vascular mask was represented instead by a
uniform optical absorption distribution. Image reconstruction
was similarly performed with Eq. (1) after downsampling and fil-
tering the signals obtained with the forward model represented by
matrix A. The resulting image is displayed in Fig. 2(e), showing
reduced visibility of vertically oriented structures as compared to
the image enhanced with DPOT.

The performance of DPOT was experimentally tested using
our recently developed real-time three-dimensional optoacous-
tic imaging platform, which allows for three-dimensional image
acquisition at 100 volumes per second rates [14]. The imaging
system consists of a spherical array of piezocomposite elements
covering an angle of 90° around the imaged object. The spheri-
cal detection aperture has a radius of 40 mm and contains 256
individual detection elements, which are simultaneously
sampled at 40 megasamples per second by a custom-made dig-
ital acquisition system. While this three-dimensional tomo-
graphic configuration substantially improves optoacoustic

Fig. 1. (a) An example of the limited-view optoacoustic imaging
scenario with an elongated absorbing object oriented along the central
axis of an arc-shaped ultrasound detection array (labeled by black
dots). The absorbing object would predominantly emit optoacoustic
waves in the directions shown by the red dashed lines, leading to an
inefficient tomographic collection of the generated responses. If small
particles (large blue circles) are present within the object, they will emit
waves in all directions. (b) An example of random distribution of 100
particles within a mask representing a vascular tree. (c) Superposition
of 100 random distributions of 100 particles within the mask.
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imaging performance with respect to systems making use of
linear or planar arrays, limited-view effects still affect the images
due to the 90° coverage of the spherical array geometry.

In our experiments, we relied on the powerful capacity of
the imaging system for high-speed visualization of flowing par-
ticles in 3D. The experimental phantom consisted of a 20 μl
Eppendorf microloader pipette tip (≈220 μm inner diameter)
bent in a loop and placed in the field of view of the spherical
detection array. A 10 mm diameter approximately Gaussian
beam from a pulsed laser (Innolas Laser GmbH), tuned to a
720 nm wavelength and a 10 Hz pulse repetition frequency,
was employed to illuminate the phantom. Figure 3(a) shows
the lateral maximum intensity projection (MIP) of the recon-
structed three-dimensional optoacoustic image acquired with
the tubing filled with black India ink (Higgins, Chartpak,
Inc., optical density 20). The array is located on the left-hand
side of the displayed image. The reconstruction was done with
the unconstrained model-based algorithm. As can be clearly
seen, the lateral sides of the loop are invisible in this image
in spite of the high light absorption of ink. Figure 3(b) displays
the same MIP for the tubing filled with randomly distributed
20 μm diameter polyethylene microspheres (Cospheric
BKPMS 20-27) suspended in ethanol. India ink was also added
to mimic blood absorption in the near infrared (optical density
2). The lateral sides of the tubing remain invisible in this case.
The suspended particles are also not distinguished in the image.
However, the particles become clearly visible when applying the
reconstruction algorithm to the difference of the acquired sig-
nals with respect to the reference signals corresponding to the
average for all frames. The lateral MIP of the image recon-
structed with unconstrained model-based inversion by consid-
ering the differential signals is shown in Fig. 3(c). The sparsely
distributed particles lead to a granular (speckle-like) pattern in
the image that allows one to infer the basic shape of the loop.
The presence of background absorption does not represent a
problem as long as (1) there is no motion of the sample
and (2) the dynamic range for ultrasound detection is sufficient

to cover both the strong background signals and the weak sig-
nals generated by individual particles. Figures 3(d) and 3(e)
show the superposition of 550 different microsphere distribu-
tions being reconstructed with unconstrained and nonnegative
constrained model-based inversion, respectively. Each frame
was reconstructed from the difference of the acquired signals
with respect to the reference signals. In the unconstrained case,
the linear superposition of images results in reduced visibility of
the same areas as in Fig. 3(a). Indeed, the superposition of
images obtained with a linear reconstruction algorithm is equiv-
alent to the reconstructed image for the superimposed signals,
which ultimately would be equivalent to that of a continuous
absorption distribution, i.e., it is affected by limited-view arti-
facts. In contrast, visibility of the loop is significantly enhanced
by superimposing the images reconstructed with nonnegative
constrained inversion [Fig. 3(e)]. The tubing volume is also more
clearly defined than in the images obtained with the tubing filled
with ink, where the boundaries are enhanced due to limited-view
effects. The process of building up an image by superimposing
the first 50 frames resconstructed with unconstrained or con-
strained model-based inversion is better illustrated in a movie
available in the online version of the journal (Visualization 1).
Three-dimensional rotating views of the resulting images along
with the image for the tubing filled with ink are also provided in
a second movie (Visualization 2).

The presented results open up new possibilities for opto-
acoustic imaging of areas not fully accessible with >180° tomo-
graphic angular coverage. This is of vast importance for clinical
translation of optoacoustic imaging, where measurements can
only be performed with very limited tomographic coverage of
the imaged area [15,16]. In vivo imaging with full angular cov-
erage is often hampered by additional practical factors, such as

Fig. 2. Numerical simulation of model-based optoacoustic image re-
constructions in a limited-view detection scenario. (a)–(c) Nonnegative
constrained reconstructions obtained from three different random dis-
tributions of microparticle absorbers within a vascular structure.
(d) Superposition of images of 100 different distributions of the particles
rendered with nonnegative constrained reconstruction. (e) Nonnegative
constrained reconstruction rendered for the same vascular mask repre-
sented by a uniform optical absorption distribution.

Fig. 3. Experimental validation of DPOT. The lateral maximum
intensity projections of the three dimensional images are shown.
(a) Unconstrained model-based reconstruction of the tubing filled with
ink (optical density 20). (b) Unconstrained model-based reconstruction
of the tubing filled with ink (optical density 2) with suspended 20 μm
diameter polyethylene microspheres. (c) Unconstrained model-based
reconstruction obtained with the same signals as (b) after substracting
the reference signals. (d) Image obtained by superimposing 550 uncon-
strained reconstructions. (d) Image obtained by superimposing 550 non-
negative constrained reconstructions. Image formation results by
superposition of an increasing number of frames obtained with con-
strained and unconstrained reconstruction are shown in Visualization
1. Three dimensional views of the images are shown in Visualization 2.
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the mechanical and geometrical constrains [17] or the need to
immerse the living organism into a coupling medium [18].
Efficient performance of the suggested method in real in vivo
imaging scenarios would imply the use of properly designed
biocompatible particles providing a sufficient optoacoustic re-
sponse to be detectable individually in the presence of strong
background signals generated by optical absorption in hemo-
globin and other endogenous chromophores. Such particles
may serve additional purposes, e.g., provide an efficient opto-
acoustic feedback to control light intensity distribution through
scattering samples [19]. The signals of individual absorbers can
also be used to estimate the flow velocity with Doppler opto-
acoustic methods [20–22], which can also be done with the
methodology described here when tracking individual particles
in a sequence of time-lapse images. Furthermore, localization of
individual particles may further enhance the resolution in opto-
acoustic tomographic imaging [23].

Future steps must be directed toward improving the spatio-
temporal resolution of the optoacoustic imaging system used
for DPOT. In principle, the spatial resolution is not modified
with DPOT, although the images may be blurred due to mo-
tion between subsequent acquisitions. On the other hand, the
effective temporal resolution of DPOT is reduced due to the
need to acquire and combine multiple images. It has been
shown that the combination of approximately 50 images is suf-
ficient for a good performance (Visualization 1), and this num-
ber can be further reduced for a denser distribution of particles.
Good spatial resolution is essential to efficiently image dense
distributions of small particles. Thus, the development of a
higher resolution imaging system is an important next step.
The sensitivity of the optoacoustic system is also an important
issue to consider along with the development of efficient par-
ticles for DPOT. Indeed, the number of acquisitions required
for a good performance of the method is further determined by
the signal-to-noise ratio of the individual images. The sensitiv-
ity can be potentially increased by unmixing spectrally distinct
particles using multispectral image acquisitions [24] or photo-
switchable substances generating specific temporal profiles
[25], for which a very short delay between laser pulses would
be necessary in order to avoid motion artifacts [26]. Ideally, a
system with sufficient resolution and sensitivity to distinguish
individual cells would be desirable, as it can potentially enable
translating the DPOT method into a setting with only endog-
enous tissue contrast present.

In conclusion, DPOT allows one to improve the visibility of
structures affected by limited-view tomographic acquisition arti-
facts. It thus holds promise for improving accuracy of deep-tissue
angiographic imaging provided that the system has sufficient sen-
sitivity to detect signals from individual particles. As limited-view

effects are unavoidable in most realistic optoacoustic imaging
scenarios, DPOT is expected to play an important role in
improving the optoacoustic image quality.

Funding. European Research Council (ERC) (ERC-2010-
StG-260991).
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Abstract
PURPOSE: Here we demonstrate the potential of multispectral optoacoustic tomography (MSOT), a new non-
invasive structural and functional imaging modality, to track the growth and changes in blood oxygen saturation
(sO2) in orthotopic glioblastoma (GBMs) and the surrounding brain tissues upon administration of a vascular
disruptive agent (VDA). METHODS: Nude mice injected with U87MG tumor cells were longitudinally monitored for
the development of orthotopic GBMs up to 15 days and observed for changes in sO2 upon administration of
combretastatin A4 phosphate (CA4P, 30 mg/kg), an FDA approved VDA for treating solid tumors. We employed a
newly-developed non-negative constrained approach for combined MSOT image reconstruction and unmixing in
order to quantitatively map sO2 in whole mouse brains. RESULTS: Upon longitudinal monitoring, tumors could be
detected in mouse brains using single-wavelength data as early as 6 days post tumor cell inoculation. Fifteen days
post-inoculation, tumors had higher sO2 of 63 ± 11% (n = 5, P b .05) against 48 ± 7% in the corresponding
contralateral brain, indicating their hyperoxic status. In a different set of animals, 42 days post-inoculation, tumors
had lower sO2 of 42 ± 5% against 49 ± 4% (n = 3, P b .05) in the contralateral side, indicating their hypoxic status.
Upon CA4P administration, sO2 in 15 days post-inoculation tumors dropped from 61 ± 9% to 36 ± 1% (n = 4,
P b .01) within one hour, then reverted to pre CA4P treatment values (63 ± 6%) and remained constant until the
last observation time point of 6 hours. CONCLUSION:With the help of advanced post processing algorithms, MSOT
was capable of monitoring the tumor growth and assessing hemodynamic changes upon administration of VDAs in
orthotopic GBMs.
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Introduction
Optoacoustic tomography (OT) is emerging as an indispensable tool,
both preclinically and clinically, to non-invasively visualize hemo-
globin concentration and oxygenation. Its capacity to visualize
anatomical structures and distinguish between different endogenous
chromophores, including oxy and deoxy-hemoglobin, based on their
distinct absorption spectra, with both high spatial and temporal
resolution at centimeter-scale depths in living tissues [1,2], opens new
avenues for studying many oxygenation-related pathologies [3–11].
In preclinical studies, OT has been chiefly employed for visualization
of morphology and oxygenation status of tumor xenografts in order to
unveil the link between poor oxygenation and therapeutic outcomes.
Static OT readouts from subcutaneous tumors offered insights into
the vessel developments in tumor [12,13], visualize the hemodynamic
changes in response to vascular disrupting therapeutic agents [8,14]
and predict therapeutic response [15] and recurrence [16]. In
addition, dynamic OT readouts facilitated the acquisition of vascular
information to understand spatial heterogeneity and evolution, which
could ultimately serve for cancer diagnosis and staging [7]. However,
subcutaneous tumor models are often not capable of simulating the
cancer environment as good as their orthotopic counterparts [17–19],
thus questioning their utility as essential systems in studying tumor
biology or identifying therapeutic agents. Anatomical and functional
OT imaging of orthotopic tumors may therefore help with better
simulating human malignancies and understanding their
microenvironment.

Previously, we have demonstrated the utility of Multispectral
Optoacoustic Tomography (MSOT) to investigate orthotopic brain
tumors using exogenous contrast agent [20]. Burton et al. [2] and Ni
et al. [21] have investigated the utility MSOT for identifying hypoxic
areas in mouse brain. In the current study, we investigated the
performance of MSOT method in identifying tumors from the midst
of brain tissues and understand their vascular dynamics upon
administration of combretastatin A4 phosphate (CA4P), an FDA
approved vascular disruptive agent for treating solid tumors. For this,
an orthotopic U87MG glioma model was employed, which has been
extensively used in preclinical studies to identify therapeutic agents
[22,23] and whose molecular profile is known to simulate a subclass
of human glioblastoma [24]. Additionally, in order to quantitatively
map sO2 in whole mouse brains, we employed a newly-developed
non-negative constrained approach for combined MSOT image
reconstruction and unmixing [25], the advantage of which compared
to state-of-the-art back projection methods being reduced critical image
artifacts, thus maximizing the available information. Specifically, the
objectives of this study have been to investigate theMSOTperformance
in identifying orthotopic gliomas based on single wavelength
information, evaluate their growth over time, visualize sO2 in the
tumor versus the rest of the brain and investigate hemodynamic changes
upon administration of a vascular disruptive agent.

Materials and Methods

Animal Model and Procedures
All animals were housed in Biological Resource Centre, which is an

Association for Assessment and Accreditation of Laboratory Animal
Care (AAALAC)-accredited facility. All procedures performed on
animal models were carried out under guidelines of Institutional
Animal Care and Use Committee (IACUC) as approved in the
protocol #140898 and #151085. The orthotopic tumor model was

created by stereotaxic injection of U87MG cells into the brains of
female NCr nude mice (age: 6–7 weeks old). In brief, 5–6 × 106 cells/
mL were prepared in sterile 1× PBS. The animal was anesthetized
under 2–3% isoflurane. The head was fixed to a digital stereotaxic
system (Stoelting Co.) and a burr hole was made on the skull using a
23G sterile needle at 2 mm behind bregma, 1.5 mm to the right from
the midline. A 10 μl NANOFIL syringe (World Precision
Instruments, Inc.) pre-filled with cells was prepared and the needle
was inserted 3 mm into the brain parenchyma through the burr
whole. Five μl volume of cells was injected at a rate of 1 μl/min using
an infusion pump (KD Scientific Inc.). After injection, the needle was
removed, the burr hole was covered with bone wax, and the incision
sutured with poly-lysine thread. The animals were given analgesics
(Buprenorphine) and antibiotics (Enrofloxacin) over 5 days post-
surgery. Tumor growth was monitored up to 15 days using MSOT.
Vascular perturbation study was done by injecting 30 mg/kg of
Fosbretabulin (CA4P, SelleckChem) intravenously.

Animal Preparation for Imaging
All animals were imaged under 2–3% isoflurane using medical air.

For MSOT imaging of the brain, the animal was placed in supine
position in a holder. Coupling gel was applied to the region of
interest. The animal was wrapped in a thin polyethylene membrane
and introduced into the water chamber (maintained at 34°C) for
imaging. Throughout the imaging session, all animals were
maintained at a respiration rate of 70 to 90 breaths per minute by
manually adjusting the isoflurane.

MSOT Imaging
MSOT imaging was performed using the inVision 512 small-

animal MSOT system (iThera Medical GmbH, Munich, Germany).
The system consists of a 512-element concave transducer array with a
central frequency of 5 MHz spanning a circular arc of 270° to detect
optoacoustic signals. Light excitation was provided with a tunable
(700–900 nm) optical parametric oscillator (OPO) laser guided via a
fiber bundle to the sample. The transducer array and fiber bundle
output arms were submerged in a water bath maintained at 34°C. The
animal was moved through the transducer array along its axis to
acquire information as transverse image slices across the desired
volume of interest (VOI). For data acquisition, a VOI of multiple
transverse slices was set up with a step size of 0.5 mm and the acquired
optoacoustic signals were averaged over 10 consecutive laser pulses for
each recorded wavelength (715, 730, 760, 800, and 850 nm).

Image Processing and Data Analysis
In order to facilitate quantitative data analysis and avoid negative

value artifacts commonly present in optoacoustic images reconstruct-
ed with back projection algorithms [26], we employed a combined
model-based reconstruction and unmixing framework incorporating
non-negative constrained inversion [25]. Basically, the method is
based on the discretization of the optoacoustic forward model to build
a linear set of equations, associated to a model-matrix, that represent
the recorded pressure values at different locations and different
wavelengths. The reconstruction-unmixing process is based on the
least square minimization of the measured signals and those predicted
by the model, where a non-negative constrain is imposed to avoid the
appearance of negative values in the chromophore(s) of interest. Total
hemoglobin (HbT) distribution was then calculated by adding the
unmixed oxy- and deoxy-hemoglobin values and the sO2 fraction was

1252 MSOT imaging of Orthotopic Glioblastoma Balasundaram et al. Translational Oncology Vol. 11, No. 5, 2018



calculated by dividing the unmixed oxy-hemoglobin values with
HbT. For comparison, the images were also reconstructed using the
default back projection based algorithm followed by spectral
unmixing using linear regression algorithm [27,28], both available
as a part of the data analysis software of the scanner.
In order to demonstrate the ability of MSOT to identify the

anatomical location of tumors from the midst of normal brain tissue,
difference in the reconstructed single wavelength images at 850 and
800 nm (Diff850–800nm) was computed using Image J. Tumors
appeared as hyperintense signals on the right cortex, the dimensions
of which were measured manually on Image J at the largest cross
section of the tumor. Tumor volume was estimated as 1/2(Length ×
Width2).

MR Imaging and Data Analysis
Magnetic resonance imaging was carried out on a 7 Tesla MRI

(ClinScan, Bruker Bio Spin GmbH) with a 72 mm volume transmit/
receive coil along with a mouse brain array coil (Rx). After localizing
the brain at the isocentre of the magnet, anatomy of the growing
tumor was observed using a T2 weighted turbo-spin echo sequence.
The MRI imaging was performed with TR/TE = 4050/33 ms.
Refocusing pulse FA = 180o; in-plane resolution of 70×70 μm, 0.5
mm transverse slice thickness, 32 slices, 2 averages per slice. The
tumor volume was manually segmented and measured from the
hyper-intense lesion using ImageJ.

Histology
Brain tissues were harvested after euthanizing mice by cervical

dislocation and fixed using 10% neutral buffered formalin (Sigma).
Fixed tissues were embedded in paraffin blocks and sectioned into
slices of 5 μm thickness. Consecutive sections of the brain were
subjected to hematoxylin and eosin (H&E) staining for evaluation of
tumor morphology and cellularity, and to bright field immunohis-
tochemistry for markers of vascularity –CD34 (EP373Y, Abcam) and
hypoxia - Carbonic anhydase IX (CAIX) enzyme (NB100–417,
Novus Biologicals). After deparrafinizing and dehydrating, heat-
induced epitope retrieval was performed using Bond™ Epitope
Retrieval Solution (pH 9.6) for 40 min at 100°C. Slides were then
incubated with the primary antibody followed by secondary antibody
(goat anti-rat HRP, Invitrogen, Carlsbad, CA; 1:50) for 30 min.
Bond™ Mixed DAB Refine was applied for 5 min, and rinsed with
deionized water to stop the DAB reaction and counter stained with
hematoxylin. Slides were finally dehydrated and mounted in synthetic
mounting media. Bright field images of slides were taken using Nikon
NiE: Ri2 microscope with DS-Ri2 camera using NIS elements 4.5
software. Tissue sections stained for H&E and CD34 were analyzed
by board-certified pathologist. % areas of sections positively stained
for CAIX were analyzed using Image J.

Statistical Analysis
Region of interest (ROI)-was drawn manually using ImageJ around

the tumors versus healthy brain tissue from the contralateral side on
the sO2 fraction maps to derive the sO2 fraction values. All data are
reported as mean ± standard deviation (SD). Graphs were plotted
using Graph Pad PRISM® 7.01. Paired t-test was used to assess the
significance of difference in sO2 fraction values obtained using
MSOT between tumor and contralateral side across the animals. One
way ANOVA test with Bonferroni's multiple comparison test was
used to assess the significance of sO2 changes upon CA4P

administration across different time points for tumor and contralat-
eral side. Unpaired t-test was used for assessing the significance of
difference in CAIX (hypoxia marker) stained areas across different
time points post CA4P administration. Data was considered
significant with P b 0.05.

Results

Anatomical Imaging of Orthotopic Glioblastoma Using MSOT
Three nCr nude mice with orthotopic U87 glioblastoma on the

right cortex were used to examine the performance of MSOT to track
the tumor growth and development. Strong optoacoustic signals were
seen clearly in major blood vessels, such as superior sagittal sinus (SSS,
1), middle cerebral artery (MCA, 2), superficial temporal arteries (TA,
3) and posterior communicating artery (PCA, 4) in the brain cross-
sectional image at bregma +2 mm recorded at a wavelength of 800 nm
(Figure 1A), the isosbestic point of hemoglobin absorption in the
NIR region. Apart from the major blood vessels, strong optoacoustic
signals could be seen from the cortex, in particular the right cortex
and altered symmetry in right MCA (red arrow) suggesting the
presence of tumor. The difference between the single-wavelength
optoacoustic images acquired at 850 and 800 nm ((Diff850–800 nm)
clearly revealed the tumor location (Figure 1B). Interestingly, the
shape of the hyperintense signals was similar to shape of the tumor
observed on MRI anatomy scan (Figure 1C). Moreover, the tumor
dimensions measured by MSOT across the largest cross section were
similar to those measured by the T2-weighted MRI anatomical
images (Figure S1). The same strategy was applied to images acquired
pre and 3, 6 and 11 days post tumor cell inoculation (Figure S2) to
track the tumor growth and calculate the increase in the tumor
volume (Figure 1D).

Functional Imaging of Orthotopic Glioblastoma Using MSOT
As oxy- and deoxy-hemoglobin are characterized by unique

absorption spectra in the NIR region, MSOT can distinguish
between the different oxygenation states in blood, allowing for
reconstructing the maps of sO2 in the brain. However, it could be
readily recognized that large areas of the brain are missing information
when estimating the sO2 values with the standard back-projection
reconstruction method and setting negative image values to zero
(Figure 2B). In contrary, the non-negative constrained reconstruction
and unmixing method was able to render reasonable sO2 values in the
entire brain (Figure 2C). Maps of single wavelength optoacoustic
image at 800 nm, oxy-, deoxy-hemoglobin and sO2 obtained by non-
negative constrained reconstruction and unmixing method for a
representative animal are provided in Figure S3. The tumor mass (15
days post-inoculation, n = 5), was observed to have higher sO2 of 63 ±
11% as compared with 48 ± 7% (P b 0.05, paired t-test) in the
corresponding contralateral side (Figure 2D) indicating their
hyperoxic status. In older tumors (42 days post-inoculation, n = 3),
the sO2 was 42 ± 5% against 49 ± 4% (P b 0.05, paired t-test) in the
contralateral side, indicating their hypoxic status (Figure 2H).

In order to validate the sO2 values of the tumors observed with
MSOT, histological analysis was performed on tumors at two time
points. The higher sO2 in tumors 15 days post-inoculation could be
attributed to the presence of rapidly dividing (indicated by increased
number of mitotic cells, Figure 3A) poorly differentiated neoplastic
cells forming neovasculature to draw sufficient nutrients and oxygen
to support their growth. This is further corroborated by the higher
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degree of vascularity (measured by the number of blood vessels per
unit field of view), as indicated by CD34 stain (Figure 3, B and G), and
smaller fraction of the tumor positively stained for CAIX (Figure 3, C
and H). The lower sO2 in tumors 42 days post inoculation could be
attributed to well differentiated neoplastic cells with fewer mitotic cells
indicating a slack in their growth and spread (Figure 3D). Lesser degree of
vascularity as indicated by CD34 staining (Figure 3, E andG) compared
to tumors that were 15 day post inoculation and increased fraction of
CAIX stained tumor areas (Figure 3, F and H) corroborate the values
observed using MSOT.

MSOT Tracks Hemodynamic Changes in Tumor Upon
Administration of Therapeutic Agent

To investigate the utility of MSOT for tracking hemodynamic
changes as a part of treatment monitoring, we administered 30 mg/kg
of combretastatin A4 phosphate (CA4P), a vascular disruptive agent
into 4 animals with tumors that were 15 days post-inoculation. CA4P
binds to tubulin and affects the cytoskeleton and morphology of
endothelial cells resulting in increased vascular permeability to
macromolecules resulting in increased interstitial pressure and thus,
shutdown of blood flow [29,30]. Dynamic changes in sO2 post CA4P

Figure 1. Anatomical imaging of orthotopic glioblastoma in mice using MSOT. (A) In vivo single wavelength (800 nm) optoacoustic image
depicting the anatomy of an intact mouse brain with U87MG glioblastoma. The slice is at bregma +2 mm. Brain structures such as
superior sagittal sinus (SSS, 1), middle cerebral artery (MCA, 2), superficial temporal arteries (TA, 3) and posterior communicating artery
(PCA, 4) and altered symmetry at the right MCA (red arrow) are visible. (B) Difference of the optoacoustic images acquired at 850 and
800 nm, highlighting the tumor location and shape (red arrow). (C) T2 weighted MRI anatomy image of the corresponding brain slice with
the hyperintense lesion (red arrow) representing the tumor. (D) Graph showing increase in tumor volume across different days post tumor
inoculation calculated using the difference in OA signals at 850 and 800 nm (n = 3).

Figure 2. Functional Imaging of Orthotopic Glioblastoma. Panels A & E show the location of the tumor in a representative animal 15 and
42 days post inoculation respectively. Panels B & F show the sO2 fraction map after reconstruction using back-projection and unmixing
using linear regression of the corresponding animals. Panels C and G denote the sO2 fraction map after combined non-negative
constrained reconstruction and unmixing in the corresponding animals. Panels D and H show the sO2 values in the tumor and the
contralateral side of the brain in animals 15 (n = 5) and 42 (n = 3) day post inoculation. sO2 values between the tumor and contralateral
side were found to be statistically significantly different using paired t-test. * - P b 0.05; ** - P b 0.01.
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Figure 3. Histological validation of sO2 values observed on MSOT. Panels A & D show mitotic cells (black arrow) in the histological
sections of H&E stained tumors 15 and 42 days post inoculation. Panels B & E show corresponding tissue sections of tumors stained for
CD34, a marker for neovasculature and panels C and F, areas stained for CAIX (a marker for hypoxia). Panels G and H shows the
quantification of CD34 and CAIX stains respectively in tumors 15 and 42 days post inoculation. Red arrow indicates hypoxic cells.

Figure 4. Real-time hemodynamic changes in the tumor upon administration of CA4P. Panel A shows theMRI anatomical reference of the
tumor, followed by sO2 maps of a slice of brain showing the largest cross section of the tumor at time points 0, 1, 4 and 6 h. post CA4P
administration. Panel B shows the real-time sO2 changes in the tumor and contralateral brain occurring immediately post CA4P
administration over 1 hour in a representative animal. SD is represented by lighter shades on the graph. Panel C shows the real-time sO2

changes in the tumor and contralateral brain occurring immediately post CA4P administration (n = 4). Panel D shows the quantification of
hypoxia in tumors using CAIX as a marker at times 0 (n = 3), 1 (n = 4) and 6 h. (n = 3) post CA4P administration. Unpaired t-test showed
statistically significant difference in CAIX staining at 1 hour post CA4P administration compared to 0 and 6 hours. ** ‐ P N 0.01. Black
dotted circle and Red full circle denote the ROIs drawn at the tumor and contralateral brain respectively to compute the sO2.
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administration is demonstrated in Figure 4A. Immediately after
CA4P administration, the sO2 dropped sharply from 61 ± 9%
within the first ten minutes and gradually after that to reach 36 ± 1%
(P b .01) at the end of 1 hour (4B and 4C). This drop was attributed
by rapid decrease in oxy-hemoglobin levels and increase in
deoxy-hemoglobin levels in the tumor (Figure S4), indicative of a
disruption to the blood flow leading to fast depletion of the available
oxygen and onset of transient hypoxia. Also, a sharp decrease in total
hemoglobin was observed within 10 minutes and a 20% decrease over
1 hour (Figure S4). As CA4P is known to have a disruptive effect mainly
on the irregularly formed neovasculatures, no significant changes in total
hemoglobin or sO2 were observed on the contralateral side (Figure 4B).
Four hours post CA4P administration, sO2 in the tumors reverted to pre
CA4P treatment values (63 ± 6%) and remained the same until the last
observation time of 6 hours (Figure 4C). This suggested the recovery of
blood vessels post treatment. In order to validate the changes in sO2 of the
tumors observed using MSOT, histological analysis were performed on
tumors at 0, 1 and 6 hours. There was a significant increase in CAIX
stained areas at 1 hour compared to 0 and 6 hours post CA4P
administration (Figure 4D).

Discussion
Optoacoustic imaging has been emerging as a powerful tool in
revealing sO2 with high spatial resolution and sensitivity. While
previously published works have shown sO2 measurement in the
superficial cortical vasculature of brain [31], imaging sO2 in deeper
regions is severely hampered by the strong light attenuation in brain
tissue and its wavelength dependent nature, resulting in the so-called
spectral coloring effects that can significantly affect the unmixing
results. Advanced reconstruction and unmixing approaches that can
accurately account for the complex underlying physical phenomena
behind optoacoustic signal generation are therefore essential for
accurate estimation of sO2 values. Herein, we experimentally showed
that a combined model-based reconstruction and unmixing method
incorporating non-negative constrains can render reasonable sO2

values across the entire mouse brain. Furthermore, upon analyzing
the images showing difference in single wavelength images acquired at
715, 730, 760, 800 and 850 nm, hyperintense signals found on
Diff850–800 nm images were useful in locating the tumors while the
others were not very useful for identifying hyperoxic tumors. The
higher absorption of oxygenated hemoglobin at 850 nm as compared
to other wavelengths and its abundance in hyperoxic tumors could
have resulted in hyperintense signal in Diff850–800 nm images at the
tumor region. Similarly, the higher absorption of deoxyhemoglobin at
760 nm as compared to other wavelengths and its abundance in the
hyperoxic tumors could have resulted in hyperintense signal in
Diff760–800 nm images at the tumor region.

For the first time to our knowledge, we were able to provide a
direct comparison of the sO2 in orthotopic glioblastoma against the
healthy contralateral side in whole-brain cross sections. The brain area
covered with MSOT is thus comparable to that of small animal CT or
MR imaging, but it can additionally provide enhanced functional
information. The spatial resolution of MSOT in the range of 150 μm
only allows for distinguishing major blood vessels, yet sO2 could still
be estimated reliably across the entire brain by relying on spatially
averaged signals. This is evinced by the ability of MSOT to pick up
sO2 in hyperoxic (15 days post tumor inoculation) and hypoxic
tumors (42 days post tumor inoculation) against the normoxic
contralateral brain and the validation by histological studies.

The real-time imaging capabilities of MSOT represent yet another
significant advantage of the technique to evaluate the kinetics and course
of action of vascular targeting drugs on orthotopic glioblastoma. Upon
CA4P administration, as expected, tumors showed a significant decrease
in sO2 up to 1 hour due to the shutdown of tumor vasculature and
recovered almost completely after 4 hours. This is not surprising as a low
dose (30 mg/kg) of CA4P is known to result in partial or complete
recovery sooner or later after instantaneous reduction in blood flow as
demonstrated by us [32] and others [33,34]. While different techniques
like MRI, bioluminescence imaging (BLI) and fluorescence imaging
(FLI) have been used previously to understand the mechanism of action
or to evaluate the performance of vascular targeting drugs on
tumors [12,35], they have only offered an indirect estimation of the
vasculature damage by evaluating the consequences of vascular shutdown.
Contrast-enhanced ultrasound does offer a direct estimation of the
damage to the vasculature resulting from the treatment [36], however
with the help of exogenous contrast agents. On the other hand, high
resolution intravital microscopy [37] and photoacoustic microscopy [12],
which can provide a direct measure of the vascular growth and shut down
upon administration of vascular disruptive agents (VDA), are not capable
of deep tissue penetration attained by MSOT. Rich et al. [8] and Bar-
Zion et al. [9] have used optoacoustic imaging to investigate the
hemodynamics following administration of vascular disruptive agents in
superficial xenograft tumors. In the current study, we were able to
measure directly the drug-evoked rapid hemodynamic changes in the
entire tumor as well as the normal contralateral brain at a reasonable
(mesoscopic-scale) spatial resolution of 150 μm. This performancemakes
MSOT highly appealing for preclinical evaluation of the drug where it is
important to understand the effects of the drug on the normal tissue as
well in order to evaluate its toxicity on healthy tissues.

There were several limitations to our study. Firstly, the concept of
using differences in single wavelength optoacoustic images to perform
anatomical imaging of orthotopic glioblastoma was tested on fewer
animals (n = 3 each for hyperoxic and hypoxic tumors) with cortical
tumors. The sample size should be increased to further validate the
hypothesis in tumors located in different regions of the brain and thus
to be eventually useful in tumor volume calculation. Moreover, in
tumors with mixed hyperoxic and hypoxic areas, this strategy may
indicate only parts of the tumor and not the entire tumor, thus
restricting the method to tracking of early tumor growth. Secondly,
though the combined non-negative constrained reconstruction and
unmixing method helped in extracting sO2 values from most parts of
the brain, it could not be of much help in regions below thalamus
consistently across all animals. This can be attributed to the strong
light attenuation in the brain. A number of efforts are being made to
minimize these limitations, including improving the instrumentation,
data acquisition and post-processing [7,38–40]. Thirdly, we have
used CA4P as a vascular perturbation agent looking at its short term
effect rather than its long term effect as a therapeutic agent.
Investigating long term treatment outcomes may help to establish the
potential of MSOT imaging to predict the therapeutic responses.
Finally, as no gold standard exists for validating the in vivo deep-tissue
sO2 measurements, the closest validation we provided was histological
evidences at cellular scale to support the hemodynamic changes.

Conclusion
In summary, for the first time, we have demonstrated the capacity of
MSOT to visualize the location and anatomy of the early tumors and
sO2 in the whole mouse brain in the presence of a glioblastoma. The
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study emphasizes the importance of post processing algorithms to
improve the image quality as well as maximize the information
available from this novel imaging modality. The study also establishes
MSOT as a treatment monitoring modality by being able to image
the hemodynamic changes occurring upon administration of vascular
disruptive agent.
The following are the supplementary data related to this article.
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