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Abstract

Virtual reality has been used as a research tool for several decades and is well
established in the study of pedestrian behavior. Road crossings in particular
represent a safety-critical process and are often investigated using virtual
environments. In particular, virtual reality headsets have increasingly been
used in this regard. Many open questions remain, however. How should these
tools ideally be applied? What limitations do they currently face? And how
can these obstacles be overcome in the future? This work highlights different
aspects of these concerns. For example, a realistic distance estimation is crucial
for pedestrian simulators; however, distances are generally underestimated
in virtual environments. Article 1 investigates the relationship between the
mode of locomotion and different protocols for measuring distance perception.
The findings indicate that natural walking, compared with a solely stationary
experience, can improve distance perception. Article 2 demonstrates that
the use of a virtual representation of one’s own body, or avatar, influences
crossing behavior in pedestrian simulators. Participants accepted smaller inter-
vehicular gaps to cross a street when an avatar was displayed than without
one. The following papers investigate the suitability of two additional virtual
reality technologies, namely augmented reality (Article 3) and a low-cost
variant for at-home testing (Article 4). This hardware comparison reveals that
both approaches are suitable for virtual pedestrian studies. Additionally, it can
be confirmed that experiments—when properly designed—can be conducted
alone at home without a supervisor. In this scenario, the participants in the
remote setting rated their behavior being more realistic than the ones in the
laboratory (Article 4). However, across all studies, neither the new nor the
established approaches show absolute validity.
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1
Introduction

1.1 A Brief History of Virtual Reality1

People have been on a quest to escape reality and immerse them-
selves in a world of fiction for much of human history. Technological
progress has merely changed how they do so. Arts, in the form of
storytelling, performances, and paintings, have accompanied human-
ity throughout. Technical innovations have found new ways first to
present a fictional world and second to give the audience a feeling
of being a part of this world. Slater (2003) distinguishes between
these two processes as immersion and presence. Immersion simply
describes “what the technology delivers from an objective point of
view” (Slater, 2003, p. 1), whereas presence is the individual “human
reaction to immersion” (Slater, 2003, p. 2). Toward the end of the 18th
century, for example, 360-degree panorama paintings represented a
novel approach to increasing immersion. Visitors entered the large
rotundas that housed these paintings and subsequently found them-
selves in the middle of the scenery (Bown et al., 2017). Around that
time, Queen Charlotte of Great Britain and Ireland visited a panorama
showing a sea scene and said she would become seasick (Altick, 1978).
On the one hand, this indicates a high sense of presence; on the other
hand, it can also be described as a predecessor of simulator sickness
(Bown et al., 2017). At the same time, analog antecedents of today’s

1This sections narrative is inspired by the great historical overview on virtual reality
by Bown et al. (2017).
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virtual reality (VR) glasses were being developed. In 1838, Charles
Wheatstone described the first apparatus that made it possible to si-
multaneously watch a slightly offset view of the same scene with each
eye, thus creating an illusion of depth: the stereoscope.

Based on this large and rather cumbersome apparatus, David
Brewster developed the predecessor of today’s head-mounted dis-
plays (HMDs). By combining the principles of stereoscopy with mag-
nifying lenses and prisms, Brewster (1856) created the first hand-
held stereoscopic viewer, the lenticular stereoscope (see Figure 1.1).
With the development of photography and stereo-photography, stere-
oscopes quickly grew in popularity. They can be considered “a 19th-
century version of the first cheap, take-home, VR system” (Bown et al.,
2017, p. 245). The same technology is still used today in trademarked
View-Master devices and has remained largely unchanged for nearly
a century, even though the latest devices use smartphones instead of
rotating discs to display stereo images.

It would take until the advent of the information age for inventors
to take the first steps in the direction of VR in the modern sense.
With his Stereoscopic-Television Apparatus for Individual Use (Heilig,
1957), also referred to as the Telesphere Mask, and the Sensorama
(Heilig, 1961), the American cinematographer Morton Heilig created
a truly immersive experience. The Telesphere Mask already has an
unmistakable resemblance to today’s headsets (Figure 1.2). In the
larger machine known as the Sensorama (see Figure 1.3), the visitor
could experience one of five 3D films. Aside from stereoscopy, the
films were synchronized with odor generators, vibrating seats, and a
wind machine. In addition to their application in the entertainment
industry, Heilig already realized the potential of VR devices elsewhere:
“There are increasing demands today for ways and means to teach
and train individuals without actually subjecting the individuals to
possible hazards of particular situations” (Heilig, 1961, p. 9).
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Figure 1.1: Stereoscope by Brewster (1856). A stereo image pair (A,B) is
inserted through the opening S. Transparent images are illuminated through a
glass plate at the bottom. A hatch (C,D) can be opened to allow light to shine on
opaque images. The image pair is viewed through the left and right eye apertures
(L,R) in conjunction with the lenses (G), giving the impression of depth.

Although the term “virtual reality” emerged decades later, it will
be briefly described here. Many definitions exist for VR (Mazuryk
& Gervautz, 1996; Zhou & Deng, 2009). The spectrum ranges from
hardware-specific descriptions of an apparatus and its components
through to philosophical discussions. Fuchs et al. (2019, p. 8) provide
a technical definition of VR as “a scientific and technical domain that
uses computer science (1) and behavioural interfaces (2) to simulate in
a virtual world (3) the behaviour of 3D entities, which interact in real
time (4) with each other and with one or more users in pseudo-natural
immersion (5) via sensorimotor channels.” What this definition in
particular and all the others have in common, though, is that some
kind of interaction between the user and the virtual environment (VE)
is assumed.
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Figure 1.2: Stereoscopic-television apparatus by Heilig (1957).
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Figure 1.3: Sensorama by Heilig (1961).
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The devices presented so far indeed made it possible to experience
a three-dimensional virtual world, but not to interact with it. Further
development was necessary in pursuit of Ivan Sutherland’s vision of
an “ultimate display”:

“ The ultimate display would, of course, be a room within which
the computer can control the existence of matter. A chair displayed
in such a room would be good enough to sit in. Handcuffs displayed
in such a room would be confining, and a bullet displayed in such a
room would be fatal. With appropriate programming such a display
could literally be the Wonderland into which Alice walked.

(Sutherland, 1965, p. 508)

Comeau and Bryan (1961) were the first to incorporate head track-
ing and thus a way of interacting with the displayed content. A helmet
tracked the head’s rotation, which was linked to a closed circuit tele-
vision (CCTV) camera. The camera’s live stream was then played
back inside the helmet (Bown et al., 2017; Rid, 2016). Inspired by
this setup (Sutherland & Sproull, 1996), Sutherland created what is
known today as the first HMD. Instead of streaming a video image,
Sutherland (1968) displayed a computer-generated image that was
updated according to the HMD’s position. For the first time, “people
could observe where they were in a synthetic world” (Sutherland &
Sproull, 1996, 00:49:35).

Even back then, the question arose as to whether the headset itself
would determine the position in the room (inside-out tracking) or
whether external sensors would be used for this purpose (outside-in
tracking). Sutherland (1968) presented two different approaches to
track the HMD’s position. The first involved three ultrasonic transmit-
ters attached to the HMD. Four receivers were mounted in a square on
the ceiling and received these signals. However, this ultrasound-based
“showerhead” setup was susceptible to interference, for example from
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air turbulence from the air-conditioning system (Sutherland & Sproull,
1996). The second approach pursued a mechanical solution: A me-
chanical linkage to the ceiling allowed the head position to be reliably
tracked along six degrees of freedom. Due to the long pole from head-
set to ceiling, this setup is known today as “the Sword of Damocles”
and often referred to as the first VR headset. However, concerning
its properties, it should rather be considered the first augmented real-
ity (AR) headset. Two cathode ray tubes, one for each eye, generated
a virtual image, which was then presented to the user via semitrans-
parent prisms in front of the eyes (Sutherland, 1968). Thus, the user
could see the virtual object, apparently floating in the real room.

While the basic principles were hence proven to work, it took
several years for computer graphics to catch up. Starting in 1984, the
Virtual Visual Environment Display (VIVED) system, “the first low-
cost, wide field-of-view, stereo, head-tracked, head-mounted display”
(McGreevy, 1993, p. 165) was developed at NASA. Around the same
time, Jaron Lanier founded Visual Programming Languages, manufac-
tured the first commercially available HMDs, and introduced the term
“virtual reality” (Bown et al., 2017). From this process of development,
mainly driven by continuous improvements to display technologies,
today’s VR glasses would eventually emerge.

In parallel with HMDs, another method to experience VEs im-
mersively emerged in the 1990s. At that time, HMDs faced several
shortcomings, mainly regarding their limited field of view (FoV) and
low display resolution. Additionally, the devices were limited to one
user each. In 1992, Cruz-Neira et al. first introduced a projection-based
system, the Cave Automatic Virtual Environment (CAVE) (Cruz-Neira
et al., 1992; McLellan, 1996). A CAVE in this context is a room where
the walls and sometimes the floor and ceiling consist of rear-projection
surfaces. The user is equipped with shutter glasses to experience the
projection as three-dimensional. Additionally, the position of the
user’s head is tracked to update the projected view according to their
perspective (Cruz-Neira et al., 1993). This implementation also re-
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sults in the user being able to see their own body in the VE, unlike
in an HMD. CAVEs are nowadays used in a variety of different ap-
plications, such as “in military and training applications, education,
medicine, scientific visualizations, and many other areas of human
activity” (Muhanna, 2015, p. 355). However, such systems are al-
ways associated with high financial costs due to the complexity of the
setups.

The past decade in particular has seen a leap in the development
of HMDs. Disappointed with the performance of headsets available
at the time, Palmer Luckey founded OculusVR in 2012 and developed
the first commercially successful VR headset for gaming (Bown et al.,
2017; Kumparak, 2014). Other manufacturers would soon follow suit,
starting a second wave of VR HMDs. With its Lighthouse Tracking
System, Valve (a software developer company) in cooperation with the
consumer electronics manufacturer HTC released the first consumer
room-scale tracking technology. This enabled a larger number of
researchers to use VR as a research tool, although some inaccuracies
had to be accepted under certain circumstances, mainly connected
to tracking losses (Niehorster et al., 2017). Otherwise, the degree of
accuracy seemed sufficient to analyze human behavior in VR (Verdelet
et al., 2019).

Technical innovations have also allowed for new variations of
HMDs. The dissemination of powerful smartphones featuring high-
resolution displays has enabled a new category of HMD known as mo-
bile or phone-based VR. The phone’s inertial measurement unit (IMU)
is used to track head rotation. Similar to the 19th-century stereoscopes
described above, the phone is inserted into a holder, and lenses mag-
nify the image. The display screen is divided into two parts, one for
each eye. Devices range from high-end, cushioned viewers to low-cost
solutions such as the Google Cardboard (Smus et al., 2014). Aside
from HMDs that rely on an external processing unit and phone-based
VR, another category of HMDs has emerged: wireless, standalone
headsets. In 2016, Microsoft released the HoloLens, a standalone AR
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headset. However, the limited FoV reduces the sense of immersion
(Avila & Bailey, 2016) and thus also limits the range of use. With
the Oculus Quest gaming system, Facebook released a standalone
VR headset with inside-out tracking in 2019 that potentially enables
unlimited tracking space (OculusVR, 2019).

A look at the history of VR shows that technological achievements
are constantly creating new ways to present virtual worlds in an ever
more immersive way. Old ideas are repeatedly combined with new
concepts. However, the goal of creating the “ultimate display” is still
being pursued. In recent years, development has increasingly acceler-
ated, and the range of applications for VR has drastically expanded.
Due to its increasing cost-effectiveness and wide availability, VR is
being used more frequently as a tool in various research fields, espe-
cially those investigating human factors. Simulators in which human
behavior in road traffic is studied benefit particularly from further
developments in the field of VR. In addition to driving simulators, the
number of simulators that investigate behavior from the perspective
of a pedestrian is also on the rise.

1.2 Pedestrians from a Human Behavioral Perspective

The number of annual traffic fatalities reached 1.35 million in 2016
(World Health Organization, 2018). Compared with the growing world
population and increasing motorization, this does not represent a
relative increase in the number of accidents, however, no decrease
can be observed either (World Health Organization, 2018). The UN
sustainable development goal of halving the number of traffic fatalities
by 2020 (UN General Assembly, 2015) could not be met and is therefore
still relevant.
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Figure 1.4: Traffic fatalities in 2019 in Germany by mode of transportation and
location (Statistisches Bundesamt, 2020b).

Pedestrians account for 23% of all traffic fatalities worldwide
(World Health Organization, 2018). Depending on the mode of trans-
portation and the environment, the risk of accidents varies. For ex-
ample, the risk of suffering a fatal road traffic accident in Germany in
2019 was third highest for pedestrians in urban areas (see Figure 1.4).
In general, crossing the street seems to be particularly dangerous.

“ Most pedestrian collisions happen when pedestrians are crossing
the road, rather than walking or standing alongside the road.

(World Health Organization, 2013, p. 4)
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Figure 1.5: Pedestrian accidents by age and gender in Germany 2019 as propor-
tion of the total population. Accident data retrieved from Statistisches Bundesamt
(2021b); population data retrieved from Statistisches Bundesamt (2021a).

The International Ergonomics Association (2021, section: Defini-
tion and Applications) defines ergonomics, often referred to as human
factors, as “the scientific discipline concerned with the understanding
of interactions among humans and other elements of a system, and
the profession that applies theory, principles, data, and methods to
design in order to optimize human well-being and overall system
performance.”

Human factors in transportation systems and road traffic are one
area of research. In the case of pedestrians, for example, the question
arises as to what the reasons are for the high number of accidents
and how they can be prevented. To achieve the latter, the reasons for
traffic accidents must first be identified.

The pedestrian accident statistics for Germany (see Statistisches
Bundesamt, 2020a, p. 304) suggest that pedestrians not only are fre-
quently involved in accidents but also often cause them: In 2019 alone,
pedestrian misconduct caused 13,065 accidents resulting in personal
injury. Alcohol (N = 591) or drug influence (N = 43) played an
almost negligible role. By far the most common cause of accidents
(N = 10, 004) was wrong behavior while crossing the street. Of these
incidents, the most common reason was pedestrians not paying atten-
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tion to vehicle traffic (N = 5, 785), followed by suddenly stepping out
from behind visual obstacles (N = 1, 799). The pedestrian accident
figures (see Figure 1.5), also highlight an age effect: Children and
young adults especially, as well as older pedestrians, tend to be more
likely to be involved in or cause accidents.

“ Chronological age itself, however, does not explain why older
adults are more vulnerable at the roadside; rather, a deterioration
or difficulty in one or more of the processes needed to cross the
road safely could result in an increase in rate of injury. In order to
successfully execute a road crossing, pedestrians must perceive and
pay attention to vehicles approaching from both directions. They need
to detect approaching traffic, determine the velocity of approaching
vehicles, and estimate if they have enough time to cross before the
approaching vehicle reaches their crossing path. Once the decision to
cross has been taken, pedestrians must execute a crossing movement,
reevaluating the risks as they go.

(Wilmut & Purcell, 2021, pp. 1-2)

Wilmut and Purcell (2021) conducted a literature survey to identify
risk factors when elderly pedestrians cross the street. As described in
their paper (see quote above), crossing the street is a complex task. The
information processing model (see Figure 1.6) developed by Wickens
and Flach (1988) can be applied to categorize the individual sub-tasks
of a street crossing as well as possible influencing factors.

Age-related impairments could play a role, for example, in sens-
ing traffic and the surrounding scenery. After sensory detection, a
perception process follows. Age-related effects could also play a role
here—in this case, for younger road users. Based on self-reports, Con-
nelly et al. (1998) found that 5–9-year-old pedestrians mainly rely on
the distance of a vehicle to decide whether it is safe to cross. However,
this leads to an increased risk with high vehicle speeds when the time
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Figure 1.6: Information processing model based on Wickens and Carswell (2021)
and Wickens and Flach (1988).

for a crossing becomes shorter while the gap size remains the same.
In a dynamic system like road traffic, fast and efficient decision and
response selection is crucial (Schwebel et al., 2012). However, young
children in particular seem to take longer to make a crossing response
selection than adults (Plumert et al., 2004; Schwebel et al., 2012; te
Velde et al., 2005). During the response execution (i.e., crossing the
street), elderly pedestrians could again be at greater risk due to slower
walking speeds compared to younger adults (Wilmut & Purcell, 2021).
Misdirected attention resources constitute an additional risk factor,
for example distraction from smartphones while crossing the street
(Horberry et al., 2019) or children running after an object or person
(Schwebel et al., 2012).

The underlying causes of risky behavior are manifold, often contro-
versial (Wilmut & Purcell, 2021), and not yet fully understood (Barton
& Schwebel, 2007). Road traffic is also subject to continuous change.
Increasing urbanization and vehicle automation pose new challenges
for pedestrians (Bengler et al., 2018). With autonomous vehicles on
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the horizon, the additional question arises of how pedestrians will
interact with these driverless vehicles in the future (Millard-Ball, 2018).
Human crossing behavior must be understood in general, to properly
precondition autonomous vehicles to expect certain human behavior.
It is important to examine these and future research questions from
the perspective of ergonomics. In recent years, a mix of methods has
been established for investigating pedestrian behavior. In addition to
traffic observations or studies on a test track, methods also include
the increasing use of virtual environments.

1.3 Pedestrians on the Reality-Virtuality Continuum

So far, the content described in this thesis has been limited to VR, with
the exception of the Sword of Damocles, which is an AR headset (see
Section 1.1). However, between reality on the one hand and virtual
reality on the other, there is a wide range of possibilities for combining
virtual and real content. Milgram defines this area between reality
and virtual reality as the “reality-virtuality continuum”, or “mixed
reality” (Milgram & Kishino, 1994; Milgram et al., 1995). Milgram et al.
(1995) further divide this area into augmented reality and augmented
virtuality (AV), as listed in Table 1.1. In this context, reality describes
an environment that is composed only of real objects and is perceived
either in person or via video (Milgram et al., 1995). AR then describes a
setting in which virtual objects are superimposed in three dimensions
onto this otherwise solely real environment. Moving further along
the scale, VR describes a completely virtual environment, while AV
represents a virtual environment that is enriched with real stimuli.

Without noticing, we are confronted with AR and AV almost every
day. For example, a viewer experiences AR when a sports broadcast is
enriched with virtual information (Azuma, 1997), or AV when a real
actor is situated among virtual scenery via green-screen technology.
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Table 1.1: Possible measurement methods for the investigation of pedestrian
behavior classified by the reality-virtuality continuum according to Milgram et al.
(1995).

Reality Augmented Augmented Virtual
Reality Virtuality Reality

Experiments AR Glasses CAVE PC-based

Observations Video Pass- Kiosk Standalone
and Surveys Through

Accident Mobile
Databases

As described in Section 1.1, technological progress is enabling these
concepts to be introduced into an increasing number of domains. In
the following paragraphs, this will be discussed in the context of
research into pedestrian behavior.

“ Basically, if the goal is to study properties of some natural setting
itself, an experiment is not particularly appropriate. For studying
theories that have abstracted some properties of natural settings,
however experiments can be ideally suited.

(Webster & Sell, 2014, p. 12)

To examine the behavior of pedestrians in different situations,
different methods can be applied (see Table 1.1), depending on the un-
derlying research question. The decisive factor is whether pedestrian
behavior is to be studied holistically in its natural environment or
whether individual aspects are to be investigated selectively. Depend-

15



ing on the situation, unobtrusive methods, such as traffic observations,
or a more direct approach, such as laboratory experiments in con-
trolled environments, is then applied (Webster & Sell, 2014, see quote
above). Next, the tools and methods that are currently used, as well
as what they are particularly suited for, are briefly introduced.

Accident databases help to identify potential risk areas. The ac-
cidents are mostly collected in national databases and forwarded to
international institutions to enable cross-country comparisons (see
Section 1.2). However, these national and international databases and
accident reports are usually limited to meta-information (e.g., accident
participants and location) and thus often do not allow conclusions
to be drawn about the underlying causes of accidents. The aim of
ergonomics is to understand human behavior, in this case the behavior
of pedestrians, to avoid future accidents. Databases can provide infor-
mation on where and how accidents happened (e.g., when crossing the
street), but the question of “why” often remains unanswered. Another
limitation is the retrospective nature of accident databases, whereby
existing problems can be identified only after they have caused an
accident at least once.

Observational studies are employed for a variety of different re-
search questions to analyze pedestrian behavior (Mamidipalli et al.,
2015). Examples described by Wilmut and Purcell (2021) include the
following: recording walking speeds when crossing the road (Avineri
et al., 2012; Hoxie & Rubenstein, 1994); behavior and compliance
when crossing at designated crossings (Brosseau et al., 2013; Cloutier
et al., 2017); and acceptance of gap sizes at unregulated road cross-
ings (Harrell & Bereska, 1992; Naser et al., 2017). In these cases, the
pedestrians are usually observed at several previously determined
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locations by one or two observers, or they are recorded with video
cameras (Mamidipalli et al., 2015; Wilmut & Purcell, 2021). Occasion-
ally, the observations are followed by ad hoc short interviews (Wilmut
& Purcell, 2021).

As with the accident databases described above, knowledge can
only be obtained from the road traffic that is currently present. How-
ever, this also means that the influence of technical or regulatory
changes can only be observed after their introduction into road traffic.
For example, it is not possible to study the everyday interaction of
pedestrians and AVs, as this would require real or, to be more versatile,
virtual prototypes applied in an experimental setting.

Conducting and analyzing observational studies is time-consuming.
In addition, the desired event to be observed may occur very rarely,
so even more observations are needed. It is therefore unsurprising
that these studies are becoming increasingly automated (e.g., the in-
corporation of sensors to measure walking speeds or automated video
annotation and analysis) (Mamidipalli et al., 2015). However, if specific
aspects are to be studied in isolation, there is a limit to the usefulness
of observations. Instead, these scenarios are investigated in dedicated
experimental settings.

Real-world experiments are mainly carried out on closed roads
(Rodríguez Palmeiro et al., 2018), on university campuses (Lundgren et
al., 2017; Rodríguez Palmeiro et al., 2018), on dedicated test tracks (Faas,
Mathis, et al., 2020), or on public roads (Connelly et al., 1998). The
overarching research question is usually whether or not a pedestrian
would cross the street in a specific scenario. However, in most study
designs, participants are not actually instructed to cross the street due
to safety concerns. In cases where subjects are asked to actually cross
the road, their safety must be ensured with great effort, for example
by using professional test track drivers within a closed-off area (Faas,
Mathis, et al., 2020). Otherwise, the crossing intention can only be
measured indirectly or be simulated. Different techniques are used
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for this. Walker et al. (2019) propose a handheld slider to measure on
a continuous scale the pedestrian’s willingness over time to cross the
road. More often, however, subjects are asked to signal the time at
which they would initiate their street crossing. This is usually done
either by pressing a button or by taking a step toward the curb, with
the latter reflecting more natural behavior (Faas, Mattes, et al., 2020).

However, experiments in a real setting are associated with some
disadvantages. They typically involve a high level of organizational
and financial effort. In addition to finding a suitable location, vehicles
and additional personnel are usually required. Investigations are also
carried out in real road traffic. Here, however, the control of the
experimental condition is limited.

Pedestrian simulators, often referred to as street-crossing simula-
tors (Cavallo et al., 2019), were first introduced as a methodological
complement to overcome the shortcomings of real-world tests as
described above. Real world objects (e.g., scenery and vehicles) are re-
placed by virtual objects to create a safe and controllable environment.
This involves combining real and virtual objects in different ways (see
Table 1.1). As described above, enriching a real environment with
virtual content is known as augmented reality, or AR. Milgram et al.
(1995) distinguish between monitor-based (“window on the world”)
and see-through AR displays.

Milgram et al. (1995) further divide see-through displays into opti-
cal see-through and video see-through types. In optical systems, the
virtual content is superimposed on semitransparent displays. With
video see-through systems, the user only sees a live video stream
of the real environment, which is then augmented with virtual con-
tent. Recently, optical see-through systems have been incorporated to
analyze pedestrian behavior based on the Microsoft HoloLens HMD
(Hartmann et al., 2018; Perez et al., 2019). In contrast to VR approaches,
only the objects of interest need to be virtually created while making
use of the real environment (Hartmann et al., 2018). However, one
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major drawback of the currently available optical see-through AR
headsets is their limited FoV, with recent models only achieving up
to 52◦ diagonally (Xiong et al., 2020). To overcome this limitation,
while still providing the benefit from using a real environment in
combination with virtual vehicles, a video see-through approach has
been developed in this thesis (see Article 3). Compared with the large
number of virtual approaches, such an implementation constitutes an
exception.

Virtual paradigms for pedestrian simulators can be divided into
AV and VR (see Table 1.1). An overview of both technologies used
in the context of pedestrian simulators can be found in Schneider
and Bengler (2020). AV setups immerse the pedestrian in a virtual
traffic scenario. However, their own, real body is visible in the VE.
The pedestrian is surrounded by projection surfaces in a so-called
CAVE (Cavallo et al., 2019). The size and number of displays varies
greatly from setting to setting, as does the number of sides of the VE
surrounding the participant. Ridene et al. (2015) used a floor and front
projection to train children to safely cross the street. Meir et al. (2013)
analyzed children’s hazard perception when crossing the street using
a 180◦ dome setup, while Cavallo et al. (2019) used a long corridor with
projection screens on the left, front, and right sides to study crossing
behavior in the elderly. Since none of these examples features a floor
projection (except Ridene et al. (2015), however, here the sides are
missing), these setups can rather be considered CAVE-like (Creagh,
2003; Schneider & Bengler, 2020). A CAVE-based pedestrian simulator
can be found at the University of Leeds, which also features the largest
walking space worldwide, with an area of 4×9meters (Kaleefathullah
et al., 2020).

In recent years, VR HMDs have been applied more frequently to
study the behavior of pedestrians. The display is located directly in
front of the participant’s eyes. Thus, in contrast to CAVE-like systems,
the user’s own body is not visible, and the user is immersed in a
completely virtual environment. This setup allows for a full field of
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regard, unlike in CAVEs, where for example a projection surface for
the ceiling or rear may be missing. The amount of visual information
that can be perceived at one time, however, is limited by the HMD’s
FoV. In the early 2000s, Simpson et al. (2003) introduced an HMD to
study the street crossing behavior of younger pedestrians using VR.
They used the Virtual Research Systems V8, featuring a 60◦ FoV and
a resolution of 640× 480 pixels per eye.

Since the introduction of a new generation of consumer-grade
VR goggles, starting with the Oculus Developer Kit 1, the application
of HMDs in pedestrian simulator studies has increased (Schneider &
Bengler, 2020). These devices have sensors to determine the head-
set’s position and rotation, but they rely on a PC to create the images
(PC-based, see Table 1.1). The connection to the PC can be wireless,
which increases the walking area. However, the space is ultimately
limited by the tracking system. In addition to PC-based headsets, stan-
dalone systems were developed that integrate the computing unit into
the headset and can thus be used independently. These systems are
therefore more location-independent from cables or exterior tracking
systems and allow for experiments outside the laboratory. Stadler
et al. (2020) collected 463 individuals’ preferences for designs of public
transport waiting rooms by presenting them with a virtual prototyp-
ing environment using a standalone headset. The experiment was
conducted in Singapore, Germany, and France. Mobile VR offers even
more flexibility and cost efficiency, and thus scalability, when survey-
ing large samples. A smartphone is inserted into a holder to display the
VE (see Section 1.1). Schwebel et al. (2017) created a smartphone-based
VE to teach children to safely cross the street on a large scale.
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In addition to CAVEs and HMDs, monitor-based systems for dis-
playing VEs should also be mentioned here. Depending on the number
and size of the monitors and their arrangement, these systems can
be compared with CAVEs. Depending on the setting, however, the
immersion is limited. For example, Bart et al. (2008) used a single 17-
inch monitor to train children to safely cross the street by displaying
an avatar that was controlled via a keyboard.

With the advancement of technological possibilities, a variety of
different settings for pedestrian simulators have been developed. How-
ever, the question arises regarding the extent to which the behavior
observed in the simulators is equivalent to that in reality. Section 1.4
provides an overview of these and other validity issues, especially
concerning pedestrian simulators.

1.4 Simulator Setups and Validity

Over the past century, the concept of validity has evolved in terms of
complexity (Borsboom et al., 2004). A simple definition of validity is
“whether a test really measures what it purports to measure” (Kelley,
1927, p. 14). The question then arises as to what factors influence
whether a test fails to measure what it is supposed to. Campbell (1957,
p. 297) further divides validity into whether “in fact the experimental
stimulus makes some significant difference” (internal validity) and “to
what populations, settings, and variables can this effect be generalized”
(external validity). In other words, “internal validity is the extent to
which we can draw confident causal conclusions, whereas external
validity is the extent to which we can generalize the conclusions from
our experiments to another context” (Lin et al., 2021, p. 2).
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“ When designing experiments and interpreting findings, the ten-
sion between experimentation goals and validity becomes apparent:
Experiments provide the most direct way for determining causal ef-
fects and test theories because they maximize control and internal
validity by simplifying, isolating, and making tractable even the most
complex phenomena (Manzi, 2012; Pearl & Mackenzie, 2018), but
these concessions are made at the cost of reducing external validity
or the generalizability of the findings.

(Lin et al., 2021, p. 2)

Simulators are often used as a safe and controllable alternative to
real-world experiments (Deb et al., 2017; Feldstein et al., 2016; Mal-
laro et al., 2017; Schneider & Bengler, 2020), including when studying
pedestrian behavior. The previous paragraph shows that a high de-
gree of control is often accompanied by lower generalizability. In the
context of pedestrian simulators, this means that simple traffic scenar-
ios are often used to investigate effects in an isolated and controlled
way, but the transferability of these results to real road traffic is lim-
ited (Schneider & Li, 2020). Additionally, artificial scenarios can limit
realistic behavior. Slater (2009) differs in his taxonomy of presence
between place illusion and plausibility illusion, that is, “the illusion
that what is apparently happening is really happening (even though
you know for sure that it is not)” (Slater, 2009, p. 3553). Slater (2009)
argues that both place illusion and plausibility illusion are important
to elicit realistic behavior.

In most pedestrian studies, a person’s behavior is examined in
response to a certain stimulus, either in a simulator or in reality. If this
stimulus produces a similar, equally directed effect in the simulation
as well as in reality, it is called relative validity (Blaauw, 1982; Wynne
et al., 2019). Furthermore, if the measured values in the simulator
and reality match, one can speak of absolute validity (Blaauw, 1982;
Wynne et al., 2019).
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In addition to the design of the experiment, a number of technical
factors also impact validity. Simulators usually try to represent reality
in as detailed and as realistic manner as possible, but in the end they
are only an approximation. The extent to which this approximation
succeeds is mostly limited by technical factors (see Section 1.1). For
example, the means of locomotion, a realistic perception of distance, or
the representation of one’s own body in VR can significantly influence
behavior. These factors are examined individually next.

Locomotion in Virtual Reality

The most common use case for a pedestrian simulator is to determine
the conditions under which a pedestrian would or would not cross
a street, hence its commonly used synonym, “street-crossing simu-
lator” (Bart et al., 2008; Cavallo et al., 2019). However, the technical
composition of a pedestrian simulator limits the possibilities to cross
a virtual street.

Early setups presented the VE on a single screen and featured
keyboard input to navigate an avatar across the street (e.g., Bart et al.,
2008). Keyboards and joysticks have been used as input devices in nu-
merous studies (see Deb et al., 2017; Schneider & Bengler, 2020). Some
studies used simple buttons to indicate the participant’s intention to
cross a street (e.g., Bernhard et al., 2008).

The emergence of immersive systems such as HMDs or CAVEs
have also introduced new interaction modalities. The tracking of
the head’s position and rotation makes it possible to match the ren-
dered perspective on the VE accordingly. Different technologies are
employed that either use external sensors to detect the position of
the head or headset (outside-in tracking) or are built directly into a
headset and orient themselves independently in space (inside-out).
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CAVEs mainly rely on an outside-in technology where the partici-
pant is equipped with markers, which may be mounted on a helmet,
for example, and the head’s rotation and translation are determined
via a motion tracking system (e.g., Cavallo et al., 2019). Depending on
their size, CAVEs either allow for naturalistic walking or the use of
a treadmill, or do not allow for walking at all (Schneider & Bengler,
2020).

Earlier HMDs from the second wave of VR, such as the Oculus
Rift and its predecessor DK2, functioned in a similar way, but with a
mix of inside-out and outside-in tracking: External sensors tracked
infrared lights mounted inside the HMD to track the position (outside-
in). Rotation is measured with a built in (inside-out) IMU (Goradia
et al., 2014). However, the maximum tracking space was limited to
2.4×2.4meters (OculusVR, 2017), which does not allow for naturalistic
walking, even in a single-lane street-crossing task. Researchers had to
combine the HMD with an additional, professional motion tracking
system to enable the physical crossing of the virtual street (Feldstein
et al., 2016; Sween et al., 2017). In its second version, Valve’s SteamVR
tracking system supports tracking spaces of up to 10 × 10 meters
(HTC Corporation, 2020), making additional motion tracking systems
obsolete. The system works with photo diodes in the headset in
combination with up to four infrared-emitting base stations, called
“lighthouses,” mounted on the walls (Holzwarth et al., 2021).

Low-cost, phone-based HMDs avoid the use of external sensors
and instead rely on the IMU of the smartphone. However, this only
allows rotation to be tracked. Currently, translational movements
cannot be tracked reliably due to sensor drift. By contrast, mobile
standalone HMDs additionally have cameras to compensate for the
IMU drift and to detect translational movements with high accuracy
(Holzwarth et al., 2021). Since no further external devices are nec-
essary, natural locomotion is theoretically possible in an arbitrarily
large area, limited only by the physical space in which one is located.
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If the technology used or the available space does not allow cross-
ing the road by walking, there are alternatives. For example, the
intention alone to cross the road may be recorded by pressing a button
(de Clercq et al., 2019). Likewise, techniques have been used that only
mimic walking in place, such as swinging the arms (Orlosky et al.,
2015).

Another possibility to increase the virtual explorable space within
a limited physical area is to manipulate the user’s perception, com-
monly referred to as redirected walking (RDW): “These methods
create a distorted mapping of the VE by applying to the world subtle
rigidbody and nonlinear transformations, respectively” (Sun et al.,
2020, p. 286). For example, the ratio of physical to virtual rotation or
translation can be manipulated, to generate so-called rotation or trans-
lation gains. Steinicke et al. (2008) report that translational gains of up
or down to 22% (e.g., traveling 1.22 meters virtually while physically
walking 1 meter) are still subtle enough to not be recognized.

Distance Perception in Virtual Reality

To transfer the results from a street-crossing simulator to reality, realis-
tic distance perception is indispensable. As Section 1.2 has shown, the
distance and speed estimation of relevant objects marks the beginning
of every street-crossing decision. Three processes are responsible for
distance perception, as explained by Armbrüster et al. (2008):

“ Pictorial, oculomotor, and binocular depth cues are combined to
give an observer the three-dimensional impression of a scene. Pictorial
depth cues are two dimensional, and the visual system interprets
them in three-dimensional terms. Oculomotor depth cues comprise
convergence and accommodation, which are dependent on each other
and also on the binocular depth cue’s disparity or stereopsis.

(Armbrüster et al., 2008, pp. 9-10)
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Figure 1.7: Influence of different depth cues on egocentric distance perception
at various distances based on Renner et al. (2013).

Here, again, the influence of the technical composition becomes
clear. If the technical setting of a simulator does not support stereo
vision, depth perception is mainly achieved based on pictorial depth
cues. However, this seems to be related to CAVE setups, since most
HMDs feature either two separate displays or a single vertically split
screen for stereo vision. The number of different available pictorial
depth cues (e.g., shadows) as well as stereo vision seem to improve ego-
centric distance estimations (Hu et al., 2000), especially with nearby
objects (Renner et al., 2013). Depending on the distance, the influence
of the different depth cues varies (see Figure 1.7). If translational
movements are possible (see Section 1.4), motion parallax can con-
tribute even further, albeit mostly in terms of immersion and only
little information to distance perception (Renner et al., 2013). Walking
interaction in the VE can potentially improve distance estimates (Kelly
et al., 2017). However, this positive effect depends on the method used
to measure distance estimates (Kelly et al., 2017). Renner et al. (2013)
provide an overview of applied measurement protocols and distance
perception in VR. In general, egocentric distances are underestimated
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in VR (Renner et al., 2013). The underlying effects are varied and
not yet fully understood (Renner et al., 2013). Newer HMDs seem to
be less affected, although they continue to suffer from this distance
compression effect (Kelly et al., 2017).

Embodiment in Virtual Reality

The role of presence and immersion have already been introduced
in Section 1.1. With validity in mind, simulators often aim to be as
immersive as possible to induce the feeling of being in the VE or the
sense presence. One important aspect of presence is the display of the
user’s body.

While in CAVEs and AR setups, the participant can see their own
body, this is not natively possible in VR with an HMD. One possible
solution is to combine the HMD with a motion tracking system to
display a virtual representation of the user’s body, known as an avatar
(Doric et al., 2016; Feldstein et al., 2016).

Steed et al. (2016, p. 1406) have found “a positive effect on self-
report of presence and embodiment” when displaying an avatar, espe-
cially when the avatar is exposed to a threat. However, their study was
conducted in a low-cost HMD setting without body tracking. Slater
(2009) hypothesizes that a dynamic avatar (with body tracking) could
contribute to both place illusion and plausibility illusion. The impor-
tance of an avatar for both concepts was later proven by Slater et al.
(2010).

As mentioned above, simulators are a way of conducting experi-
ments in a safe environment. However, they are also often a point of
criticism: If passing vehicles are not perceived as a realistic threat, the
observed behavior of the pedestrian in the simulation is called into
question. The presentation of an avatar can potentially counteract
this. The key factor is how the avatar is perceived. The avatar can
encourage certain characteristics, such as immersion and presence,
but the important thing is what feeling they evoke. De Vignemont
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(2011) distinguishes between embodiment and the sense of embod-
iment: “Embodiment corresponds to a specific type of information
processing, whereas the sense of embodiment corresponds to the as-
sociated phenomenology, which includes feelings of body ownership”
(de Vignemont, 2011, p. 84). Based on the work of de Vignemont (2011)
and Blanke and Metzinger (2009), Kilteni et al. (2012, p. 375) define the
sense of embodiment “toward a body B [as] the sense that emerges
when B’s properties are processed as if they were the properties of
one’s own biological body.”

The effect of avatars and embodiment is illustrated in the rubber
hand illusion. In this experiment devised by Botvinick and Cohen
(1998), the participant is seated with their left arm on a table. However,
their view of the arm is blocked by a screen. Instead, the participant
sees a rubber arm that is placed on the table. Both the artificial and
the real hand are then stroked synchronously with a brush. Subjects
report they increasingly perceive the rubber hand as their own. When
the subjects are blindfolded and asked to indicate the position of the
left hand, this location shifts increasingly toward the artificial hand
(proprioceptive drift) depending on the duration of the stimulation.
These effects disappear as soon as the haptic stimulus of the hands
is applied asynchronously. This problem also occurred in Steed et al.
(2016): In a low-cost setting without body tracking, participants saw
an avatar tapping its hand to the music and were asked to do the
same. However, this resulted in a lower sense of presence and body
ownership, probably due to the asynchrony of the real and the avatar’s
tapping. Yuan and Steed (2010) recreated the rubber hand experiment
and proved the illusion to work in VR. They also reported a strong
physiological reaction when the virtual hand was exposed to a threat,
but not when the virtual hand was replaced with an abstract arrow.
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2
Scope of this Thesis

The introduction has shown that the technology in the field of VR and
AR is subject to constant and ever more rapid change. The advance-
ments have made it possible to use these technologies for the study of
pedestrian behavior in the first place, but they also require continuous
re-evaluation of the hardware currently in use. Only in this way can
results from pedestrian simulators be interpreted and generalized to
real-world traffic. In contrast to flight or driving simulators, which
have been established, studied and, at least to some extent, validated
in the past, the field of pedestrian simulators is still relatively young.
In particular, the use of HMDs has gained momentum only with the
commercialization of new VR hardware since 2016. However, this
also means that many questions are still unanswered. The goal of
this thesis is to answer some of these general questions in the specific
context of pedestrian simulators. The focus of this work is not on
exploring a single concept in detail; rather, the goal is to shed light
on relevant questions from the research area of VR in the domain
of pedestrian simulators and to set new impulses for the technical
implementation. Which concepts should be considered to collect valid
results and which innovations could enrich the field of pedestrian
simulators in the future?

Section 1.4 has shown that fundamental concepts of a pedestrian
simulator, such as locomotion in VR, distance perception, and embod-
iment, are highly susceptible to the changing technology. However,
these effects cannot be considered in isolation; they are part of a
complex interaction. This resulted in the motivation for Article 1:
What influence do naturalistic walking and translation gains have on
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egocentric distance perception in a pedestrian simulator? What is
the role of the applied method for measuring distance estimates (i.e.,
how can participants communicate their estimations) in the context
of walking interactions and non-isometric mapping?

As described in Section 1.4, displaying an avatar in an HMD re-
quires additional technical equipment. This additional effort often
leads to the fact that an avatar is not displayed. However, technical
innovations have reduced the effort considerably, and displaying an
avatar might impact how one would react to the VE. Article 2 anal-
yses the influence of an avatar with and without hand tracking on
embodiment and aims to answer the question of whether the display
of a virtual body representation impacts street-crossing decisions.

Article 3 deals with a technical evaluation of AR in the context
of pedestrian simulators. Here, the question is, which new technical
possibilities can meaningfully enrich the already established spectrum
in the field of pedestrian simulators (see Section 1.3)? For this purpose,
an AR pedestrian simulator is developed, evaluated and compared to
street crossings in reality as well as against already established virtual
settings.

In a similar fashion, Article 4 evaluates the suitability of a low-
cost setup. Aside from technical influences, this work also aims to
determine what influence the experimental environment and setting
have on the test person. It answers the following question: Can exper-
iments be conducted at home without a laboratory or an experimenter,
and can this potentially even lead to more realistic behavior?
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Article 1 3
Measuring Egocentric Distance Perception in
Virtual Reality: Influence of Methodologies,
Locomotion and Translation Gains

Summary Correct distance perception is essential to obtain credible
results in pedestrian simulators. Participants often have the task of
crossing a virtual street. It is crucial that the distance to the other
side of the road and the time needed to cross the street are estimated
realistically. This is complicated by an effect that often occurs in
VR known as distance compression. Participants in previous studies
have described this effect as “walking through honey.” In an earlier
study, the effects of locomotion and different translation gains on
distance perception were investigated. Locomotion in this context
means that the participants are able to walk the distance they later
were asked to estimate. Translation gains manipulated the relationship
between physically walked and virtually covered distance. However,
the subjects only communicated their distance estimates verbally
(Schneider et al., 2018).

In addition to locomotion and translation gains, this article inves-
tigates the effect of different measurement methods. Measurement
methods describe different approaches to explicitly communicating
the implicit distance perception. In addition to the verbal reports
used in the preliminary study, other methods were identified in the
literature, including the following: (1) visually guided walking, which
is a variation of blind walking. In blind walking, participants are
instructed to walk the estimated distance without any visual infor-
mation. However, this can lead to participants walking at an angle
instead of in a straight line. In the literature, this problem is addressed
by, for example, providing acoustic or vibrotactile feedback as soon as
the subject leaves a straight corridor. In the present work, all visual
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stimuli were removed except for a horizon and an infinite straight
line. (2) In another method, imagined timed walking, participants
were asked to imagine walking and pressing a button while doing so.
They were asked to release the button as soon as they had reached the
target in their imagination. The duration of the button press was then
multiplied by the individual walking speed to obtain a distance esti-
mate. The individual walking speed was measured at the beginning
of the experiment. (3) A third method is blind triangulated pointing,
in which participants had the task of taking one step to the side and
pointing to the imaginary target with a pointer. The estimated dis-
tance was then calculated using the angle of the pointer. Finally, there
were two methods in which subjects communicated the estimated
distance by throwing: (4) blind throwing, for which participants were
given a 120-g sandbag to throw at the estimated target, and (5) virtual
throwing as a variation of this: Instead of a physical object, a virtual
ball was thrown via controller input.

The distances varied between 3 and 3.5 meters, which resulted in
2.4–4.2 meters for most extreme translation gains. Thirty participants
(15 female, 15 male) experienced each of the five translation gains
(0.8, 0.9, 1.0, 1.1, 1.2) and one non-walking trial block-wise for each
measuring method, resulting in (5+1)× 6 = 36 trials. This relates to
five walking and one non-walking trial for each method. The study de-
sign and analysis plan were preregistered at Open Science Framework
(https://osf.io/69skh/). Due to large variances in blind triangulated
pointing, a separate analysis without this method was carried out.
Contrary to expectations, lower misperceptions occurred with verbal
estimates compared with the remaining methods. Differences between
the non-verbal methods were also found. Measurements in which
participants could walk to the target and back positively influenced
walking-related measures (visually guided and imagined walking).
Lower translation gains overall resulted in smaller estimation errors.
The effect of translation gains was most prominent in walking-related
methods.
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Article 2 4
Effects of Avatars on Street Crossing Tasks in
Virtual Reality

Summary Pedestrian simulators can be classified into two categories
with respect to their technical design, namely CAVEs and HMDs. In
a CAVE, the test subject is located in a room where the walls consist
of projection surfaces. A VE is then displayed on these projection
surfaces. In most systems, the person’s position is tracked. If the sub-
ject moves in the room, the display of the VE is adjusted accordingly.
On the one hand, CAVEs are usually associated with high acquisition
and maintenance costs because of their size and required hardware.
On the other hand, relatively inexpensive HMDs allow subjects to
experience the VE via lenses and a display directly in front of the eyes.
However, this results in the subject no longer being able to see the
physical environment, nor their own body. If a pedestrian simulator
is supposed to reproduce realistic behavior, body sensation can play a
decisive role.

The aim of this study is to investigate the effect of a virtual rep-
resentation of one’s own body (avatar) on crossing behavior in an
HMD-based system. To represent an avatar, information regarding the
orientation and location of the physical body parts is needed. In this
work, an HTC Vive Pro is used as the HMD. Additionally, Vive track-
ers were attached to the feet and hips. Both hands were tracked via the
controllers. Based on the tracked data, an inverse kinematic model was
used to calculate the most probable position of the virtual extremities.
These were subsequently displayed in the VE. Additionally, another
avatar was created. In this instance, the handheld controllers were
replaced by a “Leap Motion” controller attached to the HMD. This
enables the virtual representation of finger movements and gestures
in addition to the position of the two hands. 29 subjects (13 female,
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16 male) experienced a virtual traffic scenario with each of the two
avatars separately as well as in a baseline condition without an avatar.
Virtual vehicles passed the subjects on a single-lane road at a constant
speed of 30 km/h. During this process, vehicle gaps progressively
increased from 1 to 6 seconds. Subjects were instructed to cross the
road as soon as they judged the gaps to be sufficiently large and safe.

With an avatar, significantly smaller gaps were accepted than
without one. No difference in gap acceptance was found between the
two avatars. A learning effect could be demonstrated. In the second
and third of the three experimental blocks, smaller gaps were accepted.
However, this effect was counteractedwith a randomized experimental
design. A high number of virtual collisions occurred across all three
conditions but without any significant difference between the avatar
displays. In addition to the objective data, subjective perception was
measured using presence and virtual body ownership questionnaires.
The Leap Motion avatar produced a greater sense of virtual body
ownership than the avatar without finger tracking. For the sensation
of presence, no difference was found between the three conditions.
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Article 3 5
Analyzing Pedestrian Behavior in Augmented
Reality—Proof of Concept

Summary Road-crossing simulators have emerged as a tool to study
pedestrian behavior under conditions that would not be possible in
real-world settings. For many research questions, traffic observations,
real-world experiments, or experiments on a test track are too com-
plex, not controllable, or simply impossible. For example, encounters
between pedestrians and autonomous vehicles are often investigated
in virtual reality, since real prototypes do not yet exist. However,
this requires that besides the actual object of interest (often only a
single autonomous vehicle), the entire VE must be created as well.
Participants thus often have high expectations regarding realism and
the level of detail that must be fulfilled. The credo is that a high degree
of immersion is necessary to be able to observe behavior as close to
reality as possible. In this paper, an AR approach is presented.

The participants are situated on a test track and can see the real en-
vironment displayed via stereo video live-streamed in a head-mounted
device (video pass-through). Virtual vehicles are then superimposed
on this live stream. Thirteen subjects (6 female, 7 male) experienced
in AR the same scenario as 30 other subjects with real vehicles: The
subjects were standing at the curb of a 450-meter-long straight road.
Two vehicles approached from the right with a constant speed of 30
or 50 km/h and a gap of 1–5 seconds. The subjects’ task was to signal
whether they judged the gap between the vehicles to be large enough
to cross the road safely. This signal was given by stepping forward
without actually crossing the street. Subjects were asked to do this as
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soon as they would initiate the crossing after the first car had passed.
Each participant experienced each combination of the two levels of
speed and five gap sizes twice, resulting in 20 trials per participant.
The trial order was randomized.

A logistic mixed-effects analysis revealed that in the AR condition,
significantly larger and thus overall fewer gaps were rated as being
safe to cross. The modeling of the acceptance rates shows that in both
conditions, namely the real world and AR, a similar relationship exists
between gap size and acceptance, but these are offset. The time at
which the subjects initiate the crossing is also delayed in AR. Finally,
the test persons were asked about their subjective impression of the
street-crossing task by means of a questionnaire. Here, no differences
were found in AR compared with the experiment conducted in reality.

Since this work is a first proof of concept, further potential for
improvement was identified. For example, information on geolocation,
time of day, and current weather conditions could be used to calculate
a realistic shadow cast by the virtual vehicles. This paper also discusses
different approaches to match the position of the vehicles with the real
environment. With more accurate calibration methods, the vehicles
could be even more realistically mapped on the road, especially at
greater distances. However, it must be critically questioned whether
this is necessary. The limited resolution of the HMD, particularly in
a video pass-through, reduces the virtual vehicles at large distances
to a few poorly visible pixels. Overall, it could be shown that AR is
a promising tool to investigate pedestrian behavior. Future studies
can build upon the presented work and identify suitable use cases and
research questions.
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Article 4 6
VR Pedestrian Simulator Studies at Home:
Comparing Google Cardboards to Simulators in
the Lab and Reality

Summary CAVEs and HMDs are the two most commonly used tech-
nologies for pedestrian simulators. Even though consumer-grade
hardware is mostly used as HMDs, high-end products are usually
employed in this context as well. Although the costs are significantly
lower compared with CAVEs, they are also not negligible due to the
additional required hardware (e.g., high performance PCs). Most
pedestrian simulator studies are performed in laboratories at universi-
ties or research institutes, and test persons are consequently recruited
from the immediate environment, at least as long as no specific de-
mography is part of the research question. The aim of this paper is to
evaluate cost-effective alternatives. In addition, it examines whether
pedestrian simulator studies are feasible in a remote setting to provide
VR studies with access to a broader subject population.

For this purpose, the gap acceptance study of Article 3 was repli-
cated as a smart phone application. Again, subjects had the task
of rating gaps between two vehicles regarding their willingness to
cross the street. In a between-subjects design, 30 subjects (15 male,
15 female) in each condition performed the experiment either in a
laboratory, at the university, or at home. A supervisor was present
in the laboratory, but not at home. In both conditions, the app was
sufficiently self-explanatory to be able to perform the experiment
without assistance. After an introduction within the application, the
subjects were asked to place their smartphone in the provided Google
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Cardboard device. With its help, the VE was displayed. The data was
then stored in an online database and compared with the results of
previous studies conducted in reality on the test track, in a CAVE,
using an HMD (HTC Vive Pro), and in AR (see Article 3).

The technical peculiarities of the cardboard device necessarily led
to some modifications in the experimental design. Instead of a step
toward the street, the participants signaled a crossing initiation by
pressing a button. Due to a high level of discomfort revealed in pilot
studies when the cardboard was worn, the number of trials was halved.
Each combination of speed (30 or 50 km/h) and gap size (1–5 seconds)
was displayed once (cf. Article 3) in a randomized order.

The data was analyzed using a Bayesian approach, and the results
paint a similar picture for the two cardboard conditions when com-
pared with the other simulators. Fewer gaps were accepted than in
reality, with acceptance rates ranging between CAVE and HMD. As
in the other simulators, subjects made the decision to cross the road
later than in reality. Neither differences nor equivalence could be
demonstrated between the two cardboard settings in the laboratory
and at home. Following the experimental trials, subjective assessments
were again collected by means of a questionnaire in the app. Here,
it must be noted that the subjects in the remote condition indicated
a higher agreement with their everyday behavior for trials in which
they decided not to cross the street. For trials in which they would
have crossed the road, a similar trend was observed, but no difference
could be verified. Overall, it appears that cardboard devices are a
suitable, cost-effective, and therefore scalable alternative to high-end
HMDs. However, technical limitations in terms of display quality and
interaction possibilities restrict the range of applications.
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7
Discussion: Revisiting Street Crossing
Simulators

VR and AR are being applied in a wide variety of areas, for example in
the automotive industry and healthcare as well as in culture and the
entertainment market (Bitkom e.V., 2021). In the past, these technolo-
gies were reserved for specific research disciplines. Today, the high
availability of new and inexpensive devices has led to their widespread
use in science as well. As described in Section 1.2, research into pedes-
trian behavior has great potential to increase traffic safety through
the use of VR and AR. With the emergence of new consumer-grade
HMDs in the second wave of VR, these HMDs have also been increas-
ingly used in pedestrian simulators alongside the already established
CAVEs. This has allowed a growing number of researchers to study
pedestrian behavior in safe and controlled environments. However,
despite the wider availability and subsequent application of these new
tools, a large number of questions remain unanswered.

This work transfers relevant research questions from the broad
field of VR into the context of pedestrian simulators while discussing
the appropriateness of new technologies and methods. In particu-
lar, the area of HMDs, whether for VR or AR, is characterized by
fast-moving technological advancements (Dörner et al., 2019). This
development is of tremendous potential for the use of HMDs in behav-
ioral research. In the past four years of this work alone, the following
has been observed:

– The emergence of new tracking technologies, making the use
of expensive and complex additional motion-tracking systems
obsolete;
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– The continuous expansion of tracking space, allowing even for
naturalistic street crossings with consumer-grade systems;

– A dramatic increase in FoV, display resolution, and image qual-
ity;

– Eye tracking finding its way into commercial systems.

These rapid technological advances highlight that this work can
only be a snapshot of the current state of the art. However, this does
not diminish the importance of this work, but rather highlights the
need for continuous re-evaluation. In the following discussion, the
limitations of current settings, their implications for the interpreta-
tion of results from pedestrian simulators, and the resulting research
questions and needs for action are presented. Subsequently, the use
of specific hardware appropriate to different research questions is
discussed.

7.1 Current Limitations

Section 1.2 shows that a complex perceptual and information-processing
procedure (see Figure 1.6) underlies each road crossing. To translate
observations from the simulator to reality, it must be understood
whether these processes occur in the same way in VR or what differ-
ences may exist.

Article 1 reconfirms the findings in the literature (Renner et al.,
2013), albeit to a lesser extent, that distances are underestimated in
VR. This effect was also demonstrated in an AR video pass-through
HMD (Pfeil et al., 2021). Among other things, a restricted FoV may
promote this effect (Kelly et al., 2017; Pfeil et al., 2021; Willemsen
et al., 2009), but improved display weight and resolution also seem
to improve distance perception (Kelly et al., 2017; Willemsen et al.,
2009). This is one explanation for why this issue is less of a problem
in newer HMDs.

48



Kelly et al. (2018) further report that walking interaction can pos-
itively influence distance perception. This is directly related to the
question of how users can communicate their crossing decision in a
pedestrian simulator. In the past, different techniques have been used
(see Section 1.4). Te Velde et al. (2005) report that verbal judgment
tasks differ from actual street crossings. Overall, it should be noted
that naturalistic walking appears to be the most suitable for a road
crossing in the simulation and that the current state of technology
allows for that to some extent. However, this is only true for a limited
space with spatially small scenarios.

Translation gains can artificially increase the virtual space and
potentially reduce distance compression (see Article 1), albeit only
in a limited range. The research interest in solving the problem of
locomotion in an endless virtual space bounded by a physical space is
enormous, and a variety of approaches exist (see Nilsson, Peck, et al.,
2018; Nilsson, Serafin, et al., 2018). In the future, it will be necessary
to evaluate whether additional technologies such as treadmills or redi-
rected walking are suitable for pedestrian simulators in more complex
scenarios. Redirected walking refers to different methods of creating
the illusion of walking along a straight line in VR when, for example,
in fact one is actually walking along the path of an arc. However, such
techniques must be used with caution in the context of pedestrian
simulators for two reasons. First, they pose the danger of additional
interference with the naturalness of the crossing movement, which
also complicates the interpretation of absolute metrics (e.g., walking
speed and safety measures such as post encroachment time). Second,
they could cause additional problems such as simulator sickness.

Simulator sickness, or cybersickness (CS), is a physical response
(similar to motion sickness) that may occur during or after the use of
VR applications (Biocca, 1992; Dużmańska et al., 2018). In contrast to
motion sickness, CS can be triggered even without physical movement,
for example by simulated movements (i.e., vection) in the VE (Biocca,
1992) or by time delays between head movement and rendering in VR
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(Dużmańska et al., 2018). In general, HMDs seem to cause CS more
often than CAVEs (Pala et al., 2021b; Weidner et al., 2017), although
some studies have found no difference between the two systems in
terms of CS (Borrego et al., 2016; Pala et al., 2021a). The continuous
improvement of tracking technology and display quality in HMDs can
potentially reduce CS. However, CS remains a problem (Dużmańska
et al., 2018).

Given that negative symptoms increase with VR exposure time
(Deb et al., 2017; Dużmańska et al., 2018), experiments should be
time-limited. However, a trade-off must be made, since repetitive
tasks in pedestrian simulators are subject to a learning effect (see
Article 2) and, therefore, require a sufficiently long familiarization
phase. Furthermore, the goal should always be to reduce CS as much
as possible. In addition to ethical reasons, the inverse relationship
between CS and presence should be considered (Weech et al., 2019):

“ When taken together, the evidence [...] begins to clarify the type
of relationship that exists between presence and CS:

– Approaches that reduce sensory mismatch show potential for
reducing CS and increasing presence;

– Both presence and CS are increased by the addition of stere-
oscopy, high field-of-view display conditions, and by enhancing
the likelihood that a display will evoke vection;

– Increasing factors such as intuitiveness of interaction and con-
trol of navigation lead to higher presence and lower CS;

– Men and individuals with more gaming experience demonstrate
lower CS and higher presence, although the partial effects of
sex and gaming are not fully clear.

(Weech et al., 2019, p. 13)
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Presence is of high value in the VR domain in general. It is also of
great importance in the field of pedestrian simulators if one considers
how often questionnaires about presence are applied in this context
(Bhagavathula et al., 2018; Deb et al., 2017; Feldstein et al., 2016;
Feng, 2021; Pala et al., 2021b; Ye et al., 2020). Extensive research has
been conducted on presence, how to increase it, and how to measure
it. However, there is still a lack of knowledge about how presence
affects human responses in VEs, such as when VR is applied as a
therapeutic tool in psychology (Schuemie et al., 2001). The same
is true for pedestrian simulators. Article 2 shows that displaying
an avatar has no significant effect on self-reported presence in the
given scenario. Nevertheless, it affects street-crossing behavior, with
smaller gaps being taken when an avatar is visible. The question is
whether high presence scores should be considered the gold standard,
or if individual aspects and their effect on behavior in a pedestrian
simulator should be investigated instead.

Many studies describe roughly how their VE is composed and also
which display device is used. However, little knowledge is available
about which aspects are relevant, and no standards exist regarding
which features must be included as a minimum. Some aspects will be
solved by technological progress. Increasingly, the FoV and display
quality of many devices are approaching the human limits of percep-
tion. However, some questions remain unanswered: How realistic
should the sound and trajectory of passing vehicles be? What role
does haptic feedback play? For example, can standing on a real curb
(as in the virtual pit experiment by Meehan et al., 2002) induce more
realistic behavior?

What is the role of on-boarding in a virtual street-crossing experi-
ment? In the case of a driving simulator, a mental preparation for the
task at hand can be assumed by physically entering the mock-up, but
VR studies hardly use such real-world metaphors. Deb et al. (2017)
use a familiarization scene consisting of a small room with a desk and
blackboard before the participants experience the city scenario in their

51



pedestrian simulator. Methodological standards must also be defined,
for example how to deal with spectacle wearers. Consequently, the
display distance (eye relief) must be set the same for all subjects. This
reduces the FoV for larger distances or excludes spectacle wearers as
participants for smaller distances. This aspect is usually not described
in the study designs.

7.2 What Hardware to Use

The newest! At least, that is what one would assume from most of the
content described here. The key phrase “technological advancements”
and the positive influence of new technology on immersion and pres-
ence has been mentioned on countless occasions in this thesis. A
similar picture emerges by reviewing the literature. For this purpose,
studies with the keywords “pedestrian” and “HMD” or “head-mounted
display” were collected from SCOPUS and Google Scholar dated from
2013 onwards (i.e., the release year of the Oculus Rift DK1 and the
beginning of a new generation of HMDs).

Figure 7.1 compares the year of publication and the age of the
HMD used. It becomes apparent that the old generation of HMDs has
eventually been superseded by new and commercial products. When
interpreting the data, it should be noted that there can sometimes
be a long period of time between the collection of the data and the
publication of the study. Most of the studies do not specify the year
of data collection. For the few known cases, however, this delay can
be up to four years.
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Figure 7.1: Publication year of studies since 2013, which analyzed pedestrian
behavior using HMDs compared to the release year of the HMD in use. The
line represents the regression model of HMD release year as a function of the
publication year, the grey area the 95% confidence interval. Sources are below.

HMD HMD Release

Nuñez Velasco et al. (2021) HTC Vive 2016
Feng (2021) HTC Vive 2016
Pala et al. (2021a) HTC Vive Pro 2018
Pala et al. (2021b) HTC Vive Pro 2018
Schneider et al. (2021) HTC Vive Pro 2018
Camara et al. (2021) HTC Vive Pro 2018
Epke et al. (2021) Oculus Rift CV1 2016
Wirth and Warren (2021) Samsung Odyssey 2017
Lubetzky et al. (2020) HTC Vive 2016
Deb et al. (2020) HTC Vive 2016
Maruhn et al. (2020) HTC Vive Pro 2018
Fuest et al. (2020) HTC Vive Pro 2018
Vizzari (2020) Oculus Go 2018
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Tram and Parker (2020) Oculus Quest 2019
Kobayashi and Yoshioka (2020) Oculus Rift CV1 2016
Schneider and Li (2020) HTC Vive Pro 2018
Luo et al. (2020) Oculus Rift CV1 2016
Feldstein and Dyszak (2020) Oculus Rift DK2 2014
Azam et al. (2020) Oculus Rift DK2 2014
Stadler et al. (2019) HTC Vive 2016
Lee et al. (2019) HTC Vive 2016
Schneider et al. (2019) HTC Vive Pro 2018
Hudson et al. (2019) HTC Vive 2016
Savino et al. (2019) HTC Vive 2016
Perez et al. (2019) Microsoft HoloLens 2016
Kooijman et al. (2019) Oculus Rift CV1 2016
de Clercq et al. (2019) Oculus Rift CV1 2016
Bhagavathula et al. (2018) HTC Vive 2016
Dietrich et al. (2018) HTC Vive 2016
Otherson et al. (2018) HTC Vive 2016
Deb et al. (2018) HTC Vive 2016
Mallaro et al. (2017) HTC Vive 2016
Deb et al. (2017) HTC Vive 2016
Böckle et al. (2017) HTC Vive 2016
Chang et al. (2017) HTC Vive 2016
Sween et al. (2017) Oculus Rift DK2 2014
Corbett and Morrongiello (2017) VR1280 2005
Ishii et al. (2016) Oculus Rift DK2 2014
Rojas et al. (2016) Oculus Rift DK2 2014
Feldstein et al. (2016) Oculus Rift DK2 2014
Doric et al. (2016) Oculus Rift DK2 2014
Orlosky et al. (2015) Oculus Rift DK2 2014
Morrongiello and Corbett (2015) VR1280 2005
Ragan et al. (2015) nVis SX111 2001
Rojas et al. (2014) Oculus Rift DK1 2013
Morrongiello et al. (2014) VR1280 2005
Vilar et al. (2014) Sony HMD 1998
Rojas and Yang (2013) Oculus Rift DK1 2013
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Overall, the general impression is confirmed that the currently
best-performing hardware available is used at the time of data col-
lection. In more recent studies in particular, “best performing” often
means newest hardware. In the previous chapter, however, we noticed
that this might not be the decisive criterion at all.

Lessons Learned

Article 3 and Article 4 compare the technologies used for different
simulator concepts. The experiments are based on a relatively simple
use case. The subjects indicate whether the gap between two vehicles
seems large enough to cross the road safely. Since the test was also
conducted in reality, it was not possible to perform a real crossing, even
though it would otherwise be desirable to have participants actually
walk across the street (see te Velde et al. (2005), Section 1.4). It can be
concluded that for this use case, a low-cost, low-tech solution achieves
similar results to current state-of-the-art simulators. Neither objective
values such as the number of accepted gaps and crossing initiation
time, nor subjective experience (e.g., how likely a collision would have
been) show large differences between the simulators. However, it
should be noted that all simulators deviate from reality, especially in
the objective metrics. This indicates that the latest hardware might
not always be necessary. However, as mentioned, these findings are
limited to a very specific use case in a simple street-crossing scenario.

In most pedestrian simulator studies, not only is the scenario sim-
ple (Schneider, 2021), but it also often only involves a single user.
However, research questions also arise in the context of pedestrian
simulators that require interactions of multiple users in a shared VE.
This can be illustrated by looking at the research of interactions be-
tween pedestrians and autonomous vehicles in VR. There has been
a drastic increase in the number of VR studies on how pedestrians
perceive autonomous vehicles (Burns et al., 2020) and how driver-
less vehicles could communicate with pedestrians via new external
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displays (Deb et al., 2018; Dietrich et al., 2018; Otherson et al., 2018;
Stadler et al., 2019). Probably one of the reasons for the increase was
that the new generation of HMDs made it much easier to get started
with VR, both in terms of monetary costs and regarding the ease of cre-
ating the VE using game engines such as Unity and Unreal. However,
most of these studies have several shortcomings. Aside from insuffi-
cient traffic complexity (see Section 1.4), most studies are limited in
terms of how an autonomous vehicle can communicate with a single
pedestrian (Colley et al., 2020). Article 2 has shown that with little
effort an avatar can be displayed in VR. This would potentially allow
researchers to investigate issues with multiple pedestrians as well.
Another possibility would be the use of non-player characters (NPCs).
However, their behavior must be carefully designed to evoke natural
reactions.

Article 2 has also shown that hand and finger tracking can improve
the illusion of virtual body ownership. However, this has not led to any
significant changes in street-crossing behavior, presumably because
one’s own hands are only visible in the peripheral FoV when walking,
if at all, and probably not at all due to the limited FoV in HMDs.
Except for some specific research questions (such as when pedestrians
interact with vehicles using hand gestures), a simple avatar without
finger tracking seems to be sufficient.

Article 3 describes how an AR pedestrian simulator can be created
with little effort. However, it also shows that spatially constrained
scenarios are more suitable and can avoid problems with calibration
and poor stereo camera quality. The main advantages when compared
with mere VR are that the participant sees their own body and no VE
needs to be created except for the subject of the study itself. Espe-
cially for those research questions regarding the field of interaction
of pedestrians with autonomous vehicles, an AR approach could be
suitable.
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Another intriguing point is highlighted in Article 4: the scalability
of studies. In a review of pedestrian simulator studies, Schneider and
Bengler (2020) found an average sample size of 69.5 participants. How-
ever, this number is heavily skewed by a small number of studies with
large sample sizes and studies with between-subject designs (Schnei-
der & Bengler, 2020). A large proportion of studies are characterized
by small sample sizes.

Scalable hardware and new recruitment methods might solve this
issue. It has been shown that for a simple application, even a low-cost
solution can be suitable. In addition, experiments can be conducted
outside the laboratory. Stadler et al. (2020) carried out a large sample
experiment at public events across three countries with a standalone
HMD. Steed et al. (2016) performed an experiment “in the wild” to
measure presence with and without an avatar in low-cost HMDs.
They invited HMD owners via websites and email to download the
application and to participate in their study. In the end, Steed et al.
(2016) collected 59 complete data sets, which correspond to a return
rate of 15%. In line with Steed et al. (2016), Article 4 confirmed the
feasibility of such remote studies. However, the two studies relied
on different approaches to recruit participants. Steed et al. (2016)
presupposed that the participants have the necessary hardware at
hand.

Although the number of private users continues to grow, if one
considers their demographics, recruiting this way could lead to a very
specific sample profile (Kelly et al., 2021). Shipping Google Cardboards
as described in Article 4 is one solution to reach participants outside
this user group. However, it has also been shown that under certain
circumstances, either low response rates are to be expected (Steed
et al., 2016) or the subjects need a reminder to perform the experiment
(Article 4).
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Table 7.2: Suitability criteria of AR and VR setups for application as pedestrian
simulators.

Criterion Explanation

Ergonomics Can the hardware be adapted to the user?
Cybersickness Is the system usable without causing symptoms

of cybersickness?
Avatar Is the own body visible or virtually depictable?
Scalability Is the system suitable for large-scale decentral-

ized studies?
Locomotion Is large-scale naturalistic walking possible?
Multi-user Can multiple users simultaneously experience

the same VE?

Identifying Suitable Hardware

In summary, it can be stated that different hardware is differently
suited for different research questions. Figure 7.2 shows the strengths
and weaknesses of different pedestrian simulator setups in relation to
the criteria listed in Table 7.2.

In the following explanation, the proficiencies in the individual
dimensions are justified. In this context, the individual scales are not
to be understood as linear, but as ordinally scaled differences between
the systems.

Ergonomics As the name suggests, HMDs are attached to the user’s
head. However, since the anthropometric characteristics of users can
vary greatly from one individual to another, a number of ergonomic
factors must be considered. Especially for special user groups such
as children or the elderly, ergonomic criteria can be a decisive factor.
Heavier HMDs can cause discomfort in the area of the neck or when
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Figure 7.2: Suitability of different pedestrian simulator setups within distinctive
feature characteristics (see Table 7.2). The size of the sectors denotes the
performance and suitability in the respective category.
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resting on the user’s nose. Many devices are not designed for the small
heads of children. On the one hand, this can cause problems when
attaching them to the head, and on the other hand, the adjustment
range of the lenses is usually not sufficient to accommodate for the
smaller interpupillary distance of children (Geruschat et al., 1999; Pala
et al., 2021b). The same restrictions apply to (video pass-through) AR
HMDs. Usually, the customization options of mobile VR HMDs are
additionally limited. Lower-priced models (e.g., Google Cardboard) in
particular often lack any form of ergonomic adjustment. The absence
of cushioning can cause additional discomfort. These restrictions may
limit the reasonable duration of experiments (see Article 4). CAVEs, by
contrast, are not subject to any of the above-mentioned restrictions.

Cybersickness In general, there is a risk of CS with all the systems
described here. However, as for the other criteria, relative differences
can serve as a basis for deciding which system to choose. The preva-
lence of CS depends not only on the user’s individual factors and the
software (composition and interaction with the VE) but also on the
hardware in use (Rebenitsch & Owen, 2020). Aside from “nausea” and
“oculomotor”, “disorientation” is one of the three symptom clusters
related to CS (Davis et al., 2014). “Disorientation” poses a greater risk
with systems that completely block the real-world view (VR HMD)
compared with settings in which the real world (AR) or at least parts
of it (e.g., one’s own body or missing projection surfaces in CAVEs)
are still visible. Especially for the elderly, “who are typically thought
of as being more sensitive to CS” (Pala et al., 2021b, p. 9), disorien-
tation might be a contra-indicator. However, a direct comparison
of a CAVE-based simulator vs. an HMD-based pedestrian simulator
did not show a significant difference on CS between either system,
neither for the elderly nor for younger adults or children (Pala et al.,
2021a, 2021b). The studies did, however, reveal a higher susceptibility
to CS for children compared with young adults, independent of the
simulator device (Pala et al., 2021a).
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Phone-based systems (mobile VR) cannot compete with commer-
cial VR HMDs in terms of display quality or tracking accuracy. As a
result, oculomotor-related symptoms such as eye strain might increase.
Additionally, tracking errors could result in vection, as evidently re-
ported in Article 4: A sensor drift in the IMU created a virtual head
rotation without physically turning the head, eventually resulting in
increased CS.

Avatar Depending on the research question, the presentation of an
avatar may or may not be mandatory, but in most cases it is at least
advisable (see Article 2). In CAVEs and in AR, one’s own body can be
seen, which corresponds to the preferred situation. In VR, a virtual
body replica can be displayed with the help of additional sensors. In
mobile VR, this is only possible, if at all, to a very limited extent.

Scalability As simplicity increases, so does the cost-effectiveness
of setups and thus scalability, enabling decentralized studies (see Ar-
ticle 4). Mobile VR in particular stands out here because of its low
cost. By contrast, CAVEs are completely location-bound. HMD-based
systems are, in general, location-independent. However, their high
acquisition costs reduce their scalability compared with, for example,
Google Cardboards. Scalability is usually negatively correlated to the
interaction possibilities: for instance, whether a street crossing can be
performed by means of natural walking movements.

Locomotion Natural walking is usually advisable to make metrics
such as post encroachment time and virtual collisions (see Article 2)
measurable in the first place. In addition, natural crossing seems
to have a positive effect on distance perception (see Article 1). In
mobile VR, however, virtual movement is currently only possible
indirectly via controller inputs. Natural walking is always limited by
the physical space available. CAVEs are especially affected by this
because of the limitation of the projection screens. Standalone HMDs
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have a theoretically unlimited tracking area. The latter also allow for
more complex scenarios than a simple road crossing. AR settings are
ultimately space-bound by the real world scenario in which they take
place.

Multi-user As described earlier, it can be assumed that scenarios with
multiple pedestrians will be increasingly investigated by researchers.
In general, CAVEs are collaborative workspaces (Mestre, 2017). In the
context of pedestrian simulators, however, they are only suitable for
multi-user studies to a limited extent, since the currently displayed
perspective is usually only synchronized to a single user (Mestre,
2017). In VR, a multi-user environment could be realized by displaying
avatars. As displaying an avatar is very limited in mobile VR, so is a
multi-user setting. AR offers the advantage that other users can be
seen in real life.

In addition to the dimensions described above, there are further
decision criteria. A key drawback of the AR setup presented in Ar-
ticle 3 is that it requires a real-world environment. Although this is
associated with a low effort compared with the creation of the VE, and
a high degree of realism, the variability of scenarios is considerably
limited. In the future, a mixture of approaches would be conceivable,
for example AR in green boxes to represent one’s own body in the
VE by means of chroma keying. Depending on the research ques-
tion, further individual aspects must also be discussed. Additionally,
the weighting of the individual criteria should be adjusted from case
to case. Nevertheless, Figure 7.2 provides a basis for discussing and
evaluating the different hardware aspects of pedestrian simulators.
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Finally, regarding the interpretation and generalization of pedes-
trian simulator study findings, overall, the impression is that effects in
reality can also be found in VR (relative validity). However, Article 3
and Article 4 have confirmed that there is no absolute validity for any
of the evaluated systems. This is in line with findings by Schneider
(2021). Similar findings can be found in Fuest (2021). Here, a Wizard
of Oz video and VR approach were compared to evaluate the trajec-
tories of autonomous vehicles from the perspective of pedestrians.
Again, the same effects were found in VR and reality (relative validity),
but the absolute measured values cannot be transferred directly (no
absolute validity).
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8
What the Future Holds—Toward the Ultimate
Pedestrian Simulator

VR and AR have come a long way since Sutherland (1965) envisioned
the “ultimate display.” Both technologies have now established them-
selves in science as research tools and are becoming increasingly
widespread in the consumer sector. In the field of pedestrian research,
VR has become an indispensable tool. In this context, applied science
is primarily a beneficiary of the ongoing development of commercial
headsets. Therefore, it is natural to ask where this development is
heading and how it will benefit research into pedestrian behavior. A
number of trends can be discerned. Display quality will continue to
increase; the first industrial grade manufacturers are already claiming
to produce displays with human-eye resolution (Varjo, 2021). In the
consumer market in particular, an increase of standalone headsets can
be observed, which could lead to an even easier adoption of VR in
other fields. This could potentially enable an unlimited tracking range
and large-scale, decentralized behavioral studies.

These technological improvements will be further driven by com-
puter vision algorithms, which are increasingly enhancing camera-
based tracking. In combination with Fifth Generation Cellular Net-
work Technology (5G) technology, these advances can potentially
push forward phone-based AR. With both better sensors and algo-
rithms, the problem of occlusion in AR can also potentially be solved
more easily, turning AR into a valuable tool in pedestrian research
and in ergonomics overall.
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Pedestrian simulators are an indispensable tool on the road to
zero traffic fatalities. On the path to the ultimate pedestrian simulator,
however, hardware issues are not the only obstacles to be overcome.
The simulated scenarios themselves must approximate real road traffic
more closely to be able to transfer findings from the simulation to
everyday road traffic with as little bias as possible. However, to do so,
the problem of infinite locomotion must be solved. Moreover, to make
studies more comparable, the methodological procedures should be
standardized.

In an ultimate pedestrian simulator, the behavior of pedestrians
in the simulation would be indistinguishable from reality. Neverthe-
less, the environment is controllable enough to investigate specific
hypotheses and scenarios. The quest for the ultimate display requires
narrowing this gap between the world as it could be and the world as
it is to ultimately pave the way for a world as we imagine.
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Abstract

Virtual reality has become a popular means to study human behavior in a wide range of set-

tings, including the role of pedestrians in traffic research. To understand distance perception

in virtual environments is thereby crucial to the interpretation of results, as reactions to com-

plex and dynamic traffic scenarios depend on perceptual processes allowing for the correct

anticipation of future events. A number of approaches have been suggested to quantify per-

ceived distances. While previous studies imply that the selected method influences the esti-

mates’ accuracy, it is unclear how the respective estimates depend on depth information

provided by different perceptual modalities. In the present study, six methodological

approaches were compared in a virtual city scenery. The respective influence of visual and

non-visual cues was investigated by manipulating the ratio between visually perceived and

physically walked distances. In a repeated measures design with 30 participants, significant

differences between methods were observed, with the smallest error occurring for visually

guided walking and verbal estimates. A linear relation emerged between the visual-to-physi-

cal ratio and the extent of underestimation, indicating that non-visual cues during walking

affected distance estimates. This relationship was mainly evident for methods building on

actual or imagined walking movements and verbal estimates.

Introduction

Continuous technological progress renders virtual reality (VR) applications increasingly popu-

lar. Fostered by the games industry, head-mounted displays (HMDs) steadily gain in perfor-

mance. Unprecedented opportunities to design flexible and highly controllable virtual

environments make this technology attractive for a broad range of scientific applications, with

the investigation of human behavior being a key research area.

Due to the high interest in traffic safety research, pedestrian simulators, displaying virtual

traffic scenarios from a pedestrian’s perspective, constitute a common use case. During the

past decade, a broad range of simulator setups has been presented, with many of the more
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recent ones relying on different types of HMDs. Areas of research include the interaction

between different road users [1], street crossing behavior [2], or effects of distraction [3].

Since many studies target collision avoidance and thus require the correct localization of

objects, understanding depth perception within this specific context is essential. To decide, for

example, whether the time is sufficient to cross a street in front of an approaching vehicle, one

has to accurately assess both the current distance to the vehicle and the lane width in relation

to walking speed. Similarly, estimates of vehicle speed and acceleration at least partially build

on an assessment of what distance was covered within a certain time, equally requiring appro-

priate distance perception. Previous results indicate that the perception of virtual distances

cannot be assumed veridical. Collisions, for example, may result from an underestimation of

vehicle speeds and an overestimation of inter-vehicular gaps [2].

Since perceptual processes cannot be observed directly, a methodological challenge consists

in quantifying perceived distances. To this aim, various approaches have been suggested, rang-

ing from verbal statements to imagined or actual movements [4, 5]. While existing approaches

differ in terms of accuracy and space requirements, little is known as to whether they are

equally affected by different types of perceptual cues. Since expanding tracking space renders

naturalistic walking increasingly feasible, in particular effects of active locomotion seem rele-

vant. Focusing on the influence of associated visual and non-visual cues, the present study

aims to compare common methods used to quantify perceived distances.

Depth perception in virtual reality

Depth perception can be defined as the ability to perceive the volume of objects as well as their

relative position in three-dimensional space [6]. Egocentric depth perception thereby refers to

the space between an observer and a reference, whereas exocentric distances concern the space

between two external objects. In virtual environments, egocentric distances consistently tend

to be underestimated [4, 7, 8], whereas [2] reported an overestimation of exocentric distances.

Underestimations in particular affect egocentric distances larger than 1.0 m [8]. A relatively

constant degree of underestimation between 2.0 and 7.0 m indicates a categorical rather than a

continuous increase in distance compression [7].

Regarding the multisensory integration of depth cues, most literature focuses on visual per-

ception and its interplay with proprioceptive and vestibular feedback resulting from active

motion [9, 10]. Auditory [11] and haptic cues [12], in contrast, are likely to influence depth

perception to some extent, but not necessarily applicable to all virtual environments. In the fol-

lowing, we thus focus on visual, proprioceptive, and vestibular information.

Visual depth perception

Visual depth perception is based on structural, pictorial, and motion-induced cues [6] (cf. S1

Fig). Structural depth cues refer to physical adjustments and anatomic relations between the

two human eyes, including stereopsis, accomodation, and vergence [6]. Pictorial depth cues

arise from features of a two-dimensional scene, such as occlusion, shadows, relative size and

height in the visual field, linear and aerial perspective, texture gradient, and the arrangement

of edges [4, 6]. Motion-induced visual cues, such as looming, optic flow, and motion parallax

[4, 6, 13], further facilitate distance perception if either the spectator or objects in the visual

scenery move.

Visual cues in VR may differ from physical environments. For stereoscopic displays, a dis-

sociation of accomodation and vergence arises from presenting different images to both eyes,

whereas the curvature of the lenses accommodates to the distance of the display [4, 14]. A

lack of details may further limit the availability of pictorial depth cues. However, even in a

Measuring egocentric distance perception in virtual reality
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photorealistic virtual environment displayed by a head-mounted camera, distances were

underestimated by 23% (in comparison to only 4% in real world [7]). Similarly, visualizing a

reference of known length did not result in more accurate judgments [8]. Hence, distance

compression cannot primarily be attributed to a lack of visual details in simplified virtual sur-

roundings or the cognitive misrepresentation of physical units.

Effects of locomotion

Active locomotion in terms of walking interaction seems to counteract distance compression

in virtual environments [15–17]. It thereby appears more effective than other measures, such

as presenting participants with a real-world reference [17]. Walking experience in a virtual

environment was also shown to affect subsequent distance estimates in the physical world

[16]: Prior to the walking interaction, estimates in real world were almost veridical, whereas

post-interaction measurements increased by approximately 10%. In [18], however, accuracy

only increased for distances that were equal to or smaller than those the participants had previ-

ously walked and the calibration of depth perception seemed most effective for larger

distances.

In case of locomotion, not only visual, but also proprioceptive and vestibular feedback pro-

vides information on the distance covered. Investigating effects of optic flow in the absence of

non-visual motion cues, [19] noted a persistent underestimation of the simulated distances,

with larger deviations occurring at a shorter duration of the simulated movement. Although

humans were thus able to interpret optic flow in terms of distance traveled, estimates were

biased. Comparing depth perception in virtual and physical environments, [20] found a less

pronounced effect of locomotion in VR. While again, virtual motion was inferred only from

optic flow, actual walking provided vestibular and proprioceptive feedback in real world, possi-

bly resulting in a higher gain from locomotion [20]. In the absence of vestibular feedback, [21]

reported their subjects to rely primarily on visual information when assessing the distance

traveled in comparison to a reference. Interestingly, however, they found proprioceptive feed-

back from cycling movements to enhance estimates, even if incongruent with the distance

indicated by vision.

To distinguish the relative impact of different sensory modalities, the ratio between visually

perceived and physically traveled distance may be adjusted. For ratios of 0.5, 1.0, and 2.0, [10]

observed physical motion to have a stronger impact on distance estimates than visual percep-

tion. The authors thus assumed the sensitivity to visual cues to decrease in the presence of

physical motion and interpreted their results as an example of sensory capture, with interocep-

tive cues overriding visual perception in case of conflicting information. For ratios of 0.7, 1.0,

and 1.4, in contrast, [22] found estimates for multisensory conditions to range between uni-

sensory conditions, implying that all available information influenced depth perception. They

did, however, note a dominance of cues arising from physical movements for active locomo-

tion, whereas visual cues seemed to prevail in passive locomotion. Elaborating on the differ-

ences between active and passive movements, they assumed vestibular cues to be more

influential than proprioception, suggesting a linear weighted function to account for the inte-

gration of vestibular, proprioceptive, and visual cues.

While the previous results suggest locomotion to influence perceived distances via both

visual and non-visual cues, [16] found optic flow to be not only insufficient to counteract dis-

tance compression in a blind walking task, but also irrelevant when proprioceptive and vestib-

ular feedback were available. Such discrepancies may be related to the modalities used for the

presentation and reproduction of distances. [10], for example, observed that participants

strongly underestimated the distance of a visual target when walking towards it blindfolded,
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whereas estimates were relatively accurate when the distance was not presented visually but by

passive motion. If distances were only represented visually, in contrast, they were matched rel-

atively closely when simulating optic flow without actual movements. Visual and non-visual

cues thus seem to yield specific and possibly even incongruent information. The performance

in estimation tasks thereby depends on the agreement of sensory modalities used for encoding

and reproducing distances. Hence, although active locomotion has been demonstrated to

counteract the distance compression common to virtual environments, its effectiveness may

vary for different types of distance estimates.

Methodologies for measuring depth perception

Because perceptual processes cannot be observed directly, distance estimates require subjects

to express a mental state formed previously. Empirical data suggests that the mode of expres-

sion affects experimental results. [23], for example, instructed participants to either indicate

when they felt the location of a reference had been reached or to adjust the location of this ref-

erence to a distance traveled previously. Distances under consideration ranged from 2 to 64 m.

For distances beyond 12 m, the authors reported an underestimation of the traveled distance

when placing an external object, whereas distances were overestimated when participants

judged the moment they reached a given location. This effect was confirmed by a similar study

conducted in a non-virtual environment for distances between 8 and 32 m [20].

Reviewing empirical user studies on egocentric distance perception in VR, [4] stressed the

importance to acknowledge differences between measuring methodologies. Summarizing

applicable methods, they differentiated between verbal estimates, perceptual matching, and

visually directed actions. [24] furthermore distinguished visually guided and visually imagined

actions based on differences between blindfolded and imaginary actions.

Verbal estimates

Verbal estimates require participants to indicate the perceived distance in a familiar or visible

reference unit [4]. The target can either be visible during the judgment or participants can be

blindfolded [4]. While this method does not require any translational motion and is fast and

convenient to use, cognitive processing, a misrepresentation of physical measurement units,

and prior knowledge might confound the results [4, 7, 24]. Estimates seem to be relatively pre-

cise for short distances [4, 8], whereas underestimation is exacerbated by large distances.

Perceptual matching

In perceptual matching, the size or distance of objects is compared to a given visual reference.

With regard to VR, this reference is either virtual or must be memorized [4]. The correspond-

ing action consists in either adjusting the size or distance of the virtual object or indicating the

result of a mental comparison to the reference [24]. In the case of perceptual bisection, the

midpoint of a distance is indicated, thereby providing information on relative depth percep-

tion [24].

Visually guided actions

Visually guided movements include throwing, walking and reaching as well as triangulated

pointing. Common to all these measures is that the target is not visible during the distance

quantification. [4] reported visually directed actions to be the most frequent measure of dis-

tance perception, with blind walking being particularly common. Although fairly accurate for

a broad range of distances, cognitive processes such as counting steps might bias the results if

Measuring egocentric distance perception in virtual reality
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participants are supposed to indicate a distance they previously walked to. To prevent such

effects, triangulation tasks require participants to walk to a designated position and to subse-

quently indicate the assumed location of the object by pointing or stepping towards the corre-

sponding direction [4].

Visually imagined actions

Visually imagined actions, with timed imagined walking being the most common variant, no

longer require participants to actually perform a movement, but to indicate the expected time

needed to do so [4]. Again, estimates can be given while the target is visible, as well as after sub-

jects are blindfolded [24]. Just as verbal estimates, visually imagined actions are independent

of spatial restrictions. However, estimates have to be compared to individual walking speed,

usually measured prior to the actual experiment. Further variance is introduced by differences

in the ability to imagine the walking process [4] and uncertainty as to whether participants

mentally include phases of acceleration and deceleration.

Comparison of methods

A number of studies tried to capture the differences between measuring methods. [7] assumed

verbal estimates to require a conscious representation, which is subject to systematic distor-

tion. Comparing them to blind walking, they furthermore pointed out that measuring methods

might differ in their susceptibility to manipulations, e.g. because subjects payed attention to

the ground texture rather than to a horizon when walking. Despite a trend towards higher and

thus more accurate estimates for blind walking, however, effects were statistically insignificant.

Furthermore, altering the height of the horizon appeared to equally affect both tasks.

[5] evaluated techniques suitable for experiments in limited space, including verbal esti-

mates, timed imagined walking, blind throwing, and blind triangulated pointing. Comparing

two recent consumer HMDs (Oculus Rift and HTC Vive) to real-world behavior, they found

distances of 2.0, 3.0, and 4.0 m to be underestimated by an additional 17% on average in com-

parison to real world. However, distances were also underestimated in real world and distinc-

tive patterns emerged for the four methods. While timed imagined walking, for example,

produced severe underestimations of more than 40%, the HMDs matched real-world perfor-

mance relatively well in this case. Blind throwing in VR, in contrast, showed a generally mod-

erate underestimation, albeit scoring far from real-world performance. Additionally, blind

throwing and verbal estimates suggested the most severe underestimations for the farthest dis-

tance of 4.0 m, whereas blind pointing was least accurate for the closest distance of 2.0 m.

[24] compared timed imagined walking, verbal estimates and triangulated blind walking in

a real-world outdoor environment, a tiled display wall, and a CAVE. While in all environ-

ments, timed imagined walking and verbal estimates provided similar results for distances

between 2.0 and 12 m, triangulated walking seemed accurate in real-world environments only.

In [25], perceptual matching provided different estimates for two virtual environments,

whereas results for blind walking and verbal estimates did not reach statistical significance.

Comparing verbal estimates and blind walking in real world and in the HTC Vive, only verbal

estimates were less accurate in VR. The authors suggested that different perceptual cues influ-

ence different types of measures and that participants’ strategies depend on the task to per-

form. To avoid the latter effect, they recommended to inform the participants about the nature

of the respective task after the object was concealed, thus a mental representation had already

been formed.

While it is possible that the expectation of a particular task causes subjects to focus on

specific cues, it seems just as reasonable that different tasks rely differently on available
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information. For example, [25] found blind walking and size judgments to be affected by walk-

ing interaction, whereas verbal estimates were not. Consequently, when required to express

the perceived distance by means of a number, participants did not seem to profit from the

additional information provided by locomotion. On the other hand, effects may have been

attenuated by cognitive processing: Recognizing that distances before and after the walking

interaction were equal, people might have been reluctant to change their initial response.

Research questions and hypotheses

Previous research demonstrates that, although there is reason to believe that active locomotion

counteracts distance compression in VR [15, 17, 22], effects are not equally evident for all mea-

suring approaches [25]. Furthermore, specific methods such as verbal estimates may profit

from walking interaction in some cases rather than others [15, 25]. For the technological setup

to be used, walking interaction and in particular associated non-visual cues had already been

shown to affect verbal estimates [15]. Based on the suggestions by [4], our aim was to investi-

gate whether the observed effects could be generalized to further measures of perceived dis-

tance and to clarify the respective role of visual and non-visual cues.

Six methods were compared with regard to the effects of visual and non-visual cues during

active locomotion. In addition to verbal estimates, we included visually guided walking, imag-

ined timed walking, blind triangulated pointing, and blind throwing. Visually guided walking

differs from blind walking, because, although the target and the surrounding street environ-

ment disappeared, reduced visual cues were provided (cf. section Methodology). A sixth

method named virtual throwing was based on the concept of blind throwing (for details cf. sec-

tion Methodology). Estimation accuracy was quantified by means of an error variable based

on the ratio of the estimated and the virtually displayed distance (cf. Results). Although relative

judgments, referring for example to the equality of distances, may be just as important for traf-

fic safety, our objective was to evaluate the potential of walking to counteract distance com-

pression in virtual environments [7], corresponding to an absolute underestimation.

When comparing methodologies, researchers frequently restrict their selection to methods

with limited space requirements [5, 24]. Hence, effects of locomotion are often neglected. Our

aim was to evaluate whether previously found differences could be replicated in a virtual city

scenario allowing naturalistic walking. A focus was thereby on the comparison of verbal esti-

mates to alternative approaches. Unlike visually directed actions, verbal estimates are often

thought to rely on a conscious, typically numerical representation [7] and generally tend to be

less accurate at least in comparison to blind walking [7, 25]. If inaccuracy was actually caused

by the need for a conscious numerical quantification, one would expect smaller deviations for

all other, visually directed actions.

H1. Visually directed actions, which do not require a conscious numerical representation,

result in a smaller estimation error than verbal estimates.

Second, we tested for differences between visually directed methods, as have for instance

been observed by [5] and [24]. For simplicity and to avoid confusion due to the use of similar

but non-identical terminology [4, 24], these methods are also referred to as non-verbal.

H2. The estimation error for different visually directed actions varies.

Third, we expected measuring approaches based on walking movements, such as visually

directed and visually imagined walking, to produce particularly low estimation errors if partic-

ipants had walked to the target previously. This assumption was based on the finding that dis-

tance estimates were most accurate if the mode of presentation corresponded to the approach
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used for distance quantification [10]. For walking interaction, strategies such as counting steps

seem for example most helpful if they can directly be linked to the process of distance

quantification.

H3. In a scenario in which participants previously walked to the target, measuring methods

referring to actual or imagined walking result in a smaller estimation error than other

visually directed or imagined methods.

To evaluate specific effects of visual and non-visual cues, we adjusted the ratio between the

visually displayed and the physically walked distance. The distance participants walked until

they reached the target was thereby scaled for a constant visual distance (cf. section Methodol-

ogy). The visually displayed distance being equal, lower translation gains corresponded to lon-

ger walking, which in turn was expected to result in higher estimates. Based on the known

effects of distance compression and previous results [15], we expected lower translation gains

to enhance estimation accuracy.

H4. Lower translation gains result in reduced underestimation.

Finally, the effects of translation gains were individually analyzed for the different method-

ologies. Based on the same assumptions as hypothesis H3, we expected methods referring to

actual or imagined walking to be influenced more strongly by non-visual cues.

H5. The estimation error for methods referring to actual or imagined walking is more

strongly influenced by the use of translation gains.

Methodology

Virtual environment

For comparison purposes, the same virtual environment, built in Unity 2017.3, was used as in

[15] (cf. Fig 1). The environment was modeled after a typical street in Munich, Germany, and

featured a large number of pictorial depth cues (e.g. occlusion, shadows, relative size of famil-

iar objects, textures gradients, and linear perspective represented in VR by houses, parked

cars, lane markings, etc.). Seven unique walking tracks were inserted into the virtual environ-

ment, and one of them was solely used for practice trials. The six experimental tracks varied in

length from 3.0 to 3.5 m (in steps of 0.1 m), and the practice track covered a distance of 4.0 m.

For each trial, the environment was visible for 15 seconds. Afterwards, the street environ-

ment disappeared with just a unicolor gray ground layer and the sky remaining. Depending on

the measuring approach, additional assisting content was displayed (cf. section Measuring

methods).

When a new trial started, subjects were always standing on the positional marker, with the

target marker aligned within their sagittal plane. Therefore, no head rotation was needed in

order to estimate the distance between the positional and the target marker on the floor.

According to the experimental condition, the participants either walked to the target marker

and back to the positional marker or remained on the positional marker before estimating the

distance. To avoid distraction, no auditory cues were presented. Although the latter can pro-

vide distance information [11], this choice seemed justified as the visual scene contained no

further traffic participants or other moving objects which would typically emit sounds.

Equipment

The virtual environment was displayed on an HTC Vive HMD, featuring a dual AMOLED

screen with a resolution of 1080 x 1200 pixels per eye and a field of view of 110 degrees. The
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original Chaperone system (visualization of play area boundaries) was replaced by an individ-

ual safety mesh system fitted to the experimental room. Thus, whenever the participant

approached the limit of the play area (cf. S2 Fig) by less than 50 centimeters, a blue mesh was

faded in to avoid collisions with physical objects in the room. The mesh was faded off as soon

as the distance to all boundaries was greater than 50 centimeters again. To improve comfort

and fit, the HTC Deluxe Audio Strap was used to attach the HMD to the participant’s head.

However, due to the lack of auditory cues, no headphones were used during the experiment.

The HMD had a wired connection with a cable length of 5 m (plus 1 m from Link Box to PC).

During the trials, participants held one of the HTC Vive controllers to enter and confirm dis-

tance estimates depending on the experimental condition.

The virtual environment was hosted on a VR gaming PC running on a Intel(R) Core(TM)

i7 8700k CPU with 32 GB Ram and a GeForce GTX 1080 Ti graphics card. Since there were no

dynamic virtual objects in the scenario, a stable frame rate with a minimum of 60 frames per

second was achieved.

The room (cf. S2 Fig) allowed a maximum walking distance of 6.5 m. The experimenter was

positioned in one corner of the room. By positioning the PC closer to the center of the play

area, it was possible to make optimal use of the HMD’s limited cable length. Two base stations

(Valve lighthouse tracking) were used to track the position and rotation of the headset and

controller. Contrary to the manufacturer’s recommendation, the lighthouses (connected via

sync cable) were set up with a distance of approx. 6.9 m. However, this did not cause any track-

ing problems.

Measuring methods

After being exposed to the virtual environment, the participant had to express the perceived

distance to the target marker. Six different measuring methods were compared. Besides verbal

estimates, these included visually directed actions as well as timed imagined walking. The

Fig 1. Virtual environment. The virtual environment replicates a typical Munich city street scenario. The

environment is rich in pictorial depth cues (e.g. occlusion, shadows, relative size of familiar objects, textures gradients,

and linear perspective). The scene shows a target marker to which the participants had to estimate the virtual distance.

In the experiment, the written instructions were given in German. The progress bar at the bottom of the text

box indicates the remaining time to read the content.
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following paragraphs describe the various levels of the factor method. Specific user interfaces

are depicted in Fig 2.

Verbal estimates. Verbal estimates required the subjects to explicitly verbalize the dis-

tance between the positional and the previously viewed target marker in meters with an accu-

racy of one tenth of a meter (e.g. 3.4 or 5.0 m). Neither the virtual environment nor the target

was visible when estimates were given. The experimenter typed in the estimate, which then

was displayed in the virtual environment to prevent errors due to miscommunication. If par-

ticipants acknowledged the input, the experimenter confirmed it.

Visually guided walking. The visual reference was turned off and the participant was

asked to walk the estimated distance [4]. Instead of blindfolding the participants, in this study,

all virtual objects disappeared with only the horizon remaining, separating a unicolor gray

floor from a generic sky box. In addition, an orientation line of infinite length was displayed in

contrast to studies with auditory cues to ensure straight walking [26] and the participants still

experienced optical flow during walking. After walking the estimated distance, subjects con-

firmed by pulling the controller trigger. The safety mesh was active during the whole experi-

ment. Thus, strong overestimations triggered the safety mesh, potentially serving as a visual

reference in those cases. Even for the greatest distance (3.5 m) and the smallest translation gain

(0.8, cf. section Locomotion and translation gains), however, the safety mesh would only be

visible at an overestimation of 40% onward.

Imagined timed walking. Participants had to imagine walking to the target (one direc-

tion). They were instructed to hold the trigger button for the duration of the imagined walk.

This time measurement was then multiplied by the individual walking speed measured prior

to the experiment to calculate the estimated distance.

Typically, the individual walking speed is determined by asking the participants to walk a

certain distance, often several times and possibly instructing subjects to walk at a comfortable

pace [5, 26–28]. Since in this study, distance perception was investigated solely in VR, the

Fig 2. Measuring methods. Depending on the measuring approach, additional content was displayed after the

environment was switched off. (A) An orientation line was displayed to guide the direction during visually guided

walking. (B) The participant was asked to step into the circle for blind triangulated pointing. (C) A GUI displayed the

participant’s verbal estimate after it was entered via a keyboard by the experimenter. (D) The virtual ball the

participant had to throw for virtual throwing was also visible during the flight.
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same was true for the measurement of individual walking speed. Therefore, participants were

instructed to cross a visible target line at a comfortable walking speed. Walking speed was cal-

culated as the average of four trials. The four measurements comprised two different distances,

3.0 and 3.5 m, representing the minimum and maximum distances employed in the present

experiment when neglecting the translation gain. Each distance was walked once in both direc-

tions while the virtual environment was visible. The time was automatically started and

stopped as soon as the participant crossed the invisible trigger boxes. The visible cyan-colored

lines were 0.2 m from the trigger boxes to ensure that participants crossed both measurement

points.

Blind triangulated pointing. Participants were instructed to look at the target, step to the

side into a circle depicted on the floor, and point the controller towards the target. Out of the

controller’s lateral translation (Δx) and yaw (γ), the intercept (i) between the pointed line and

the original line between participant and target can be calculated by Eq 1.

i ¼ tanð
g � p

180
� Þ � Dx ð1Þ

Various adaptations have been reported for blind triangulated pointing. [24] instructed par-

ticipants to look at the target, turn by 90˚, look again at the target, close their eyes, walk 2.5 m

and then point to the assumed position of the target. [5] and [29] exposed participants to the

target, then asked them to close their eyes, take two steps to the left and point at the target

without visual feedback about the pointing.

In order to control the lateral translation in the present experiment, participants were asked

to step into a circle displayed on the floor 1.5 m to the left of the original position. They then

pointed at the imagined position of the target marker, confirmed by pulling the controller’s

trigger and returned to the original position again marked by a blue circle. There was no visual

feedback indicating the pointing direction.

Blind throwing. Blind throwing was implemented according to [5]. Participants threw a

bean bag (120 g) to the assumed position of the target marker. Velcro attached to the bean bag

prevented it from rolling after the first contact with the carpeted floor. The experimenter mea-

sured the center position of the bean bag with the help of a second HTC Vive controller. Par-

ticipants were instructed to throw from below with their strong hand. The estimation was then

calculated as the longitudinal and lateral distances between the subject’s position and the mea-

sured point.

Virtual throwing. Virtual throwing was developed based on the idea of blind throwing,

but is independent of an experimenter returning the thrown object and allows for visual feed-

back of the throwing process in VR. Participants had to pick up a virtual ball with a diameter

of 20 centimeters by bringing the controller to the position of the virtual object (floating in

front of the participant) and pull the trigger. The ball was attached to the controller as long as

the trigger was continuously pulled. With the ball still attached, the participant had to mimic a

throwing movement and release the trigger button at the end of the movement to release the

ball from the controller. As for blind throwing, participants were instructed to throw from

below with their strong hand. The average velocity of the last five frames was passed to the ball

at the point of release. SteamVR plugin for Unity—v1.2.3 (Velocity Estimator, Interactable and

Throwable) was used for this purpose. On release, the ball was affected by Unity’s standard

gravity -9.8 world units (meter) per second squared, aerodynamic drag was ignored. The par-

ticipants were instructed that the ball would not roll on the floor, thus the first point of contact

between ball and virtual ground would be used as measurement. The ball was visible in mid

air. In contrast to the other non-verbal methods, participants therefore received feedback
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regarding their performance, i.e., how far they had thrown the ball. Still, there was no feedback

concerning the difference to the actual distance.

Locomotion and translation gains

In most trials, participants were instructed to once walk to the target marker and return while

the environment was visible. The additional visual and non-visual depth cues were thereby

subject to the systematic employment of translation gains, altering the ratio between the physi-

cal and the virtual distance. Translation gains ranged from 0.8 to 1.2 in intervals of 0.1. A

translation gain of 1.0 represents an isometric mapping, where 1.0 m of physical traveled dis-

tance is experienced as 1.0 m virtual traveled. For a translation gain of 1.2, in contrast, 1.2 m

were virtually passed when physically covering 1.0 m, and for translation gains smaller 1.0,

participants had to walk more than 1.0 m to cover that distance in VR. Notably, the length of

the experimental tracks ranging from 3.0 to 3.5 m refers to the visually displayed distance,

whereas the distance to be walked was adjusted.

A translation gain greater than 1.0 can allow participants to cover longer distances in the

virtual environment than possible within the restricted physical space of the experimental

room and thus to explore large immersive virtual worlds. While subjective feedback in [30]

indicated approval of this method, the gain was of a magnitude that rendered the difference to

natural walking obvious. In the current study, in contrast, translation gains were selected to be

more subtle in order to influence participants’ depth perception beyond their conscious

awareness.

In one trial per method, participants were instructed to experience the virtual environment

from a static viewpoint instead of walking to the target marker. They thus had to rely on static

visual feedback to estimate the distance, because no information from optic flow, vestibular, or

proprioceptive feedback was available specifically with regard to the distance at hand. In con-

trast to previous studies [15, 25], however, all trials were preceded by walking movements in

VR, so general scaling effects are expected to apply to all of them.

Participants

Thirty university students (age mean 26.3, SD 3.6 years) with an equal distribution of males

and females were recruited. Participation required normal or corrected-to-normal vision and

no prior experience in a study investigating depth perception in VR. Participants were not

reimbursed in any form. They were asked about possible visual impairments and instructed to

wear any visual aids under the VR glasses.

Experimental procedure

S3 Fig summarizes the study protocol as a flow chart. After providing informed consent,

the subjects’ interpupillary distance (IPD) was measured. For this purpose, subjects centered

a measuring template on their nose from which the experimenter read the IPD. After

answering demographic questions referring to gender, age, height, and visual impairments,

the subject put on the HMD and adjusted the straps for a firm yet comfortable fit. The

IPD of the glasses was adjusted according to the previously measured distance. All

further instructions were given via text content windows, superimposed on the virtual

environment.

At the beginning, subjects were instructed to walk around for two minutes and get familiar

with the virtual environment. To avoid collisions with physical obstacles or walls, the area

available for walking was surrounded by the virtual mesh described in the section Equipment,

fading in whenever the subject approached the boundaries of the walkable area. To measure
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the individual walking speed, subjects were asked to cross two virtual lines, displayed on the

virtual ground, at a comfortable pace. This procedure was repeated twice for two distances (3.0

and 3.5 m), resulting in a total of four measurements.

During the practice phase, subjects were exposed to the practice track six times. They

were virtually translated to a positional marker and rotated towards the target marker. For

half of the practice trials, subjects were instructed to walk to the target marker and back,

whereas in the remaining trials, they were instructed to solely rely on static visual informa-

tion in order to estimate the distance to the target marker. In all cases, the environment was

visible for 15 seconds. Afterwards, one of the six measuring methods was repeated three

times without displaying new virtual content in between. The repetition was chosen after

participants in a pre-test had expressed the wish to practice both virtual throwing and blind

throwing and it was extended to all methods for comparability and to ensure that instruc-

tions were understood. No target markers were displayed during this process in the practice

phase or in the trials. The virtual scene was faded black every time the environment was tog-

gled or the subject was re-positioned and then faded in to avoid simulator sickness. During

practice, the order of measuring methods and walking interaction was constant for all 30

participants.

Subsequent to the practice phase, subjects had the opportunity to ask questions. They pro-

ceeded to the experimental phase by pushing the controller’s trigger button. In contrast to the

practice phase, only one distance estimate was given per trial. For each method, six trials were

presented, including the five different translation gains and one trial without locomotion.

Measuring methods were presented block-wise, with each of the six methods featuring six tri-

als, resulting in 36 trials per participant. Each of the trials within a method corresponded to a

different walking track, whose order was randomized. The order of methods was pseudo-ran-

domized across participants to ensure that all possible combinations of methods for the first

two positions were realized. Furthermore, the six trials within a method were pseudo-ran-

domized in a way ensuring that for one participant, each method started with a different con-

dition (i.e., one of the five translation gains or the non-walking condition). Completion of the

experiment took 30 to 40 minutes, with participants spending approximately 25 to 35 minutes

in VR.

The study design aimed to minimize the experimenter’s influence, thus maximizing objec-

tivity. All instructions in the virtual environment were given via text interfaces. Still, on some

occasions, the experimenter was consulted to further clarify the instructions.

This study design was approved by the ethics committee of the Technical University of

Munich (TUM School of Medicine).

Results

This study was pre-registered with the Open Science Framework (https://osf.io/69skh/). Meth-

ods used for data analysis and inferential statistics were thus predefined with minimal adjust-

ments according to the data and review process.

Inferential statistical tests were carried out using SPSS Version 24 [31] and RStudio [32].

Table 1 gives an overview of the results regarding the hypotheses outlined in the section

Research questions and hypotheses.

In all statistical analyses, estimation error (Eq 2) as a measure of accuracy served as a depen-

dent variable. Overestimation is indicated by negative values and underestimation by positive

values. As underestimation appears to be the primary problem in VR, this corresponds to

expecting a numerical reduction of the estimation error when distances are perceived more
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accurately.

Estimation Error ¼ 1 �
Estimated Distance

Visually Displayed Distance
ð2Þ

Walking speed

Fig 3 illustrates the walking speed recorded prior to the experiment for each of the four mea-

surements and on average as well as the walking speed measured during the experiment. The

overall mean of the four initial walking speed measurements was 0.95 m/s2 with a standard

deviation of 0.15 m/s2.

For comparison reasons, walking speed was also measured when participants walked to the

target marker during the experiment. For a given walking speed in the physical room, the vir-

tual walking speed, i.e. the speed at which movement was displayed in the virtual environment,

was thereby affected by the translation gain. Analogously to the a priori speed measurement,

the walking speed measurements during the experiment featured a threshold of 0.2 m, i.e., the

first and last 20 cm were not taken into account. As in some cases participants did not walk all

the way to the target marker but instead stopped before the 0.2 m threshold, only 783 out of 900

walking trials were analyzed. Compared to the initial walking speed measurement, similar val-

ues were obtained for the physical (mean 0.90 m/s2, SD 0.2 m/s2) and the virtual speed (mean

0.92 m/s2, SD 0.35 m/s2) during the experiment. The larger dispersion in virtual speed indicates

that participants maintained their natural walking speed when translation gains were applied,

which resulted in a broader variance for virtual speed as it was affected by the translation gain.

Outliers and data exclusion

Twelve data points concerning nine test subjects were excluded due to technical errors during

virtual throwing or the misunderstanding of instructions (participants triggered the controller

in blind triangulated pointing before stepping into the circle or did not walk to the target when

expected). These participants were excluded from analyses pertaining to the respective data

subsets, leaving 21 subjects for the analysis of hypotheses H1 and H2, and 22 subjects in the

Table 1. Results overview.

Hypothesis Results Results without Blind

Triangulated Pointing1

H1 Visually directed actions, which do not require a conscious numerical representation, result in a smaller

estimation error than verbal estimates.

No

effect

Lower error for verbal estimates

H2 The estimation error for different visually directed actions varies. Lower error for visually guided walking

compared to blind throwing, imagined timed

walking, and virtual throwing

H3 In a scenario in which participants previously walked to the target, measuring methods referring to actual or

imagined walking result in a smaller estimation error than other visually directed or imagined methods.

No

effect

Lower error for walking related

methods

H4 Lower translation gains result in reduced underestimation. Reduced underestimation for lower

translation gains

H5 The estimation error for methods referring to actual or imagined walking is more strongly influenced by the use

of translation gains.

Significant linear trend for all methods apart

from blind triangulated pointing and virtual

throwing; largest effect size for walking-

related methods

1 Due to relatively large variances of blind triangulated pointing, analysis (in addition to pre-registered tests) has been carried out on a subset excluding these trials for

all hypotheses except H5, in which methods were analyzed separately.
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case of H3, H4 (cf. section Research questions and hypotheses). For H5, in which methods

were analyzed separately, the sample size varied between 26 and 30.

Especially for blind triangulated pointing, extreme outliers were observed (cf. S4 Fig),

mainly related to one individual. Since a post experiment interview indicated no misunder-

standing of instructions, the corresponding data were nonetheless included in the analysis. To

simplify graphical interpretation, however, the following figures do not contain outliers.

Graphs were created using Seaborn [33] for Python, treating all data points lying more than

1.5 times the interquartile range from the lower and upper quartiles as outliers.

The relatively large variance of blind triangulated pointing (cf. Fig 4) may conceal differences

between other methods in statistical analyses. Therefore and in addition to pre-registered tests,

inferential statistics were also carried out excluding blind triangulated pointing. As certain par-

ticipants were excluded from the original data set due to missing values for this method, the

corresponding subsets featured a sample size of 26 participants for hypotheses H1 to H4.

Measuring methods

Hypotheses H1 and H2 concerned differences between the methods, with H1 referring to dif-

ferences in comparison to verbal estimates and H2 to differences between non-verbal methods.

Non-walking trials and the five different translation gains were considered as a combined fac-

tor (as each trial either featured a translation gain or corresponded to a non-walking trial). Fig

5 shows values for this combined factor and methods in a factor plot. For the analysis of

hypothesis H1, referring to the difference between verbal estimates and non-verbal methods,

the data comprised all recorded trials. A Shapiro-Wilk test indicated significant deviations

from normal distribution based on a p< 0.05 for all combinations featuring blind triangulated

pointing as well as translation gain 0.9—virtual throwing and translation gain 0.9—blind

Fig 3. Walking speed results. ’T1’ to ‘T4’ represent the results of the four walking speed measurements, ‘Average’ the

arithmetic means of these trials. ‘Physically Walked’ represents the walking speed during the experiment (when

participants walked to the target while the environment was visible), and ‘Virtually Walked’ is the virtually traveled

distance. Mean values are represented by diamonds, outliers by filled circles. Notches indicate the 95% interval of the

median. The whiskers show the range of the data and extend up to 1.5 of the interquartile range.

https://doi.org/10.1371/journal.pone.0224651.g003
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throwing. As those groups were also part of the data set analyzed in H2 and H3, the latter were

equally affected. Nonetheless, a parametric contrast analysis was performed, assigning contrast

coefficients corresponding to “5” for factor combinations including verbal estimates and “-1”

for all other combinations. There was no statistically significant difference in estimation error

Fig 4. Estimation error for each method over all trials.

https://doi.org/10.1371/journal.pone.0224651.g004

Fig 5. Translation gain factor plot over method. Factor plot displaying each method and the associated influence of

translation gain. A translation gain of 0.0 corresponds to non-walking trials.

https://doi.org/10.1371/journal.pone.0224651.g005
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between the verbal estimates group compared to all other groups (F(1, 20) = 0.257, p = 0.618).

The contrast analysis conducted on the data subset without blind triangulated pointing trials

featured coefficients of “4” for factor combinations including verbal estimates and “-1” for all

other combinations. Results revealed a statistically significant difference in estimation error

between the verbal estimates group compared to all other groups (F(1, 25) = 4.735, p = 0.039,

η2 = 0.159). However, in contrast to our hypothesis, verbal estimates on average seemed to

result in lower estimation errors than the other methods, thus hypothesis H1 was rejected.

For hypothesis H2, all recorded trials apart from those referring to verbal estimates were

included. A 5x6 two-way repeated measures ANOVA was performed including method (5 lev-

els corresponding to five non-verbal methods) and translation gain/non-walking trials (6 lev-

els: 0.8, 0.9, 1.0, 1.1, 1.2, non-walking). A Greenhouse-Geisser correction was applied to

translation gain, method, and their interaction based on a violation of the sphericity assump-

tion according to Mauchly’s test (p< 0.001). The mean estimation error showed a statistically

significant difference between the non-verbal methods (F(1.137, 22.736) = 5.831, p = 0.021,

partial η2 = 0.226). There was no statistically significant effect for translation gain (F(1.665,

33.3) = 0.89, p = 0.403), nor the interaction term (F(1.689, 33.788) = 0.379, p = 0.653). An

ANOVA on the data subset without blind triangulated pointing, in contrast, revealed signifi-

cant effects for method (F(1.881, 47.017) = 19.934, p< 0.001, partial η2 = 0.444), translation

gain (F(3.696, 92.401) = 35.920, p< 0.001, partial η2 = 0.59) and the interaction term (F(5.201,

130.015) = 14.095, p< 0.001, partial η2 = 0.361). Simple effects (calculated in addition to the

pre-registration) thereby showed that significant differences between methods only existed for

non-walking trials and translation gains smaller than 1.1 (all p< 0.001).

Since sphericity had been violated for method (p< 0.001), Bonferroni-adjusted post-hoc

tests were carried out as a robust alternative to Tukey’s HSD post-hoc tests. This adjustment

differed from the pre-registered analysis plan. Post-hoc analysis revealed a significantly smaller

estimation error (p< 0.01) for visually guided walking when compared to blind throwing

(-.264, 95%-CI[-.336, -.192]), imagined timed walking (-.160, 95%-CI[-.283, -.036]) and virtual

throwing (-.251, 95%-CI[-.341, -.161]). Post-hoc tests carried out on the data subset without

blind triangulated pointing indicated the same results. No pairwise comparisons were carried

out regarding translation gains, as the corresponding analysis of a linear trend was examined

in the scope of hypothesis H4. Due to significant differences between non-verbal methods,

hypothesis H2 was accepted.

Based on hypothesis H3, the estimation error for walking related non-verbal methods

(blind and imagined timed walking) was expected to differ from the remaining non-verbal

methods. Only trials in which participants walked to the target while the virtual environment

was visible were considered. A Shapiro-Wilk test indicated significant deviations based on a

p< 0.05 from normal distribution for combinations featuring a translation gain 0.9, 1.0, 1.1,

1.2—blind triangulated pointing, translation gain 0.9, 1.0—visually guided walking, translation

gain 0.9—virtual throwing and translation gain 0.9—blind throwing. Still and in accordance

with prior testing procedures, parametric statistical tests were chosen. A 5x5 repeated mea-

sures ANOVA with the factors translation gain (5 levels: 0.8, 0.9, 1.0, 1.1, 1.2) and method (5

levels corresponding to five non-verbal methods) in combination with a Greenhouse-Geisser

correction (based on Mauchly’s test values of p< 0.001) determined no statistically significant

effect of translation gain (F(1.202, 25.239) = 1.519, p = 0.234), method (F(1.119, 23.501) =

3.865, p = 0.057), nor their interaction (F(1.188, 24.956) = 0.340, p = 0.603). Greenhouse-Geis-

ser-corrected results based on the data set without blind triangulated pointing revealed a statis-

tically significant effect of translation gain (F(2.942, 73.554) = 46.950, p< 0.001, partial η2 =

0.653), method (F(1.905, 47.623) = 19.145, p< 0.001, partial η2 = 0.434) and their interaction

(F(4.354, 108.862) = 17.38, p< 0.001, partial η2 = 0.410). Simple effects indicated that
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translation gains affected the estimation error for blind throwing, imagined timed walking,

and visually guided walking (p< 0.001), but not for virtual throwing. Again, significant differ-

ences between methods were only observed for translation gains smaller than 1.1 (p< 0.001).

Differences between non-verbal methods related to walking were analyzed by assigning a

contrast coefficient of “3” to factor combinations including visually guided walking or

imagined timed walking and a coefficient of “-2” to the remaining three methods. There

was no statistically significant difference in estimation error between walking-related and

not walking-related non-verbal methods (F(1, 21 = 0.140, p = 0.712). A data subset without

blind triangulated pointing was analyzed assigning a contrast coefficient of “1” to factor com-

binations including visually guided walking or imagined timed walking and a coefficient of

“-1” to the remaining methods. Here, a statistically significant difference was found between

walking-related and not walking-related methods (F(1, 25) = 49.011, p< 0.001 and η2 =

0.662). The former generally resulted in a lower estimation error, thus supporting hypothesis

H3.

Translation gains

According to hypothesis H4, lower translation gains were expected to reduce the estimation

error. Just as in H3, only trials in which participants walked to the target were considered. Fig

6 illustrates the estimation error as a function of translation gain, including the non-walking

condition for comparison. A linear contrast showed a statistically significant linear trend (F(1,

21) = 8.032, p = 0.01, partial η2 = 0.277) with lower translation gains resulting in a lower esti-

mation error, trending towards overestimation for the minimal translation gain of 0.8. The

effect size increased for a linear contrast analysis of the data subset without blind triangulated

pointing (F(1, 25) = 152.938, p< 0.001, partial η2 = 0.860). Hence, hypothesis H4 was

accepted.

Table 2 outlines the results concerning hypothesis H5, evaluating a possible linear trend of

translation gains for each method separately. As stated in hypothesis H5, the estimation error

Fig 6. Overall effect of translation gain. Influence of translation gain on estimation error regardless of measuring

method. A translation gain of 0.0 corresponds to non-walking trials.

https://doi.org/10.1371/journal.pone.0224651.g006
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for methods referring to actual or imagined walking was most strongly influenced by the use

of translation gains. Hence, hypothesis H5 was accepted. A significant linear trend, however,

also produced relatively large effects for verbal estimates and blind throwing.

Exploratory analysis—Learning effects

To analyze possible learning effects, a linear mixed model allowing for intercepts to vary

between participants was employed using RStudio [32] and the nlme package [34]. Predictors

included the trial number within each method, the method itself (dummy coded with verbal

estimates serving as a reference) and their interaction term as well as the position of the

method in the experimental plan (Eq 3).

EstimationError � Trial Within Method �Method

þMethod Within Experiment

þð1jParticipantÞ

ð3Þ

Results (cf. S5 Fig) did not indicate statistical significance (p� .155 for fixed effects) for any

of the factors analyzed. Hence, no impact of learning effects across experimental trials was

evident.

Discussion

The present study compared different methods to measure depth perception in VR in the con-

text of active locomotion. The influence of visual and non-visual cues was examined by

employing translation gains. Consistent with previous studies [15], an overall underestimation

of distances (mean estimation error = 0.079) was observed. However, distance compression

seemed less severe than in other cases [4], possibly due to technological enhancements in

recent VR goggles [25]. In fact, although earlier studies indicated depth perception in real

world to be almost veridical [7, 16], [25] observed an underestimation of a similar magnitude

for similar distances in a physical environment.

Verbal versus non-verbal methods

As verbal estimates may be biased, for example due to an inaccurate mental representation of

the reference unit, they were compared to the group of visually directed and imagined actions.

In contrast to hypothesis H1, however, verbal estimates did not result in a greater underesti-

mation (i.e., higher estimation error). In fact, the opposite seemed to be true. The mean esti-

mation error for verbal estimates was lower than for all other methods apart from visually

guided walking and overall closest to the absolute value of 0 (cf. Fig 5). A mean estimation

error of approximately 2% further indicated remarkably lower underestimations in

Table 2. Effect of translation gain for each method.

Method F-value p-value partial η2

Visually guided walking F(1,28) = 1304.269 < 0.001 0.979

Imagined timed walking F(1,27) = 141.297 < 0.001 0.840

Verbal estimate F(1,29) = 80.457 < 0.001 0.735

Blind throwing F(1,29) = 22.082 < 0.001 0.432

Virtual throwing F(1,28) = 0.545 0.466 0.019

Blind triangulated pointing F(1,25) = 0.032 0.859 0.001

https://doi.org/10.1371/journal.pone.0224651.t002
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comparison to previous studies [4]. In [15], investigating distances between 3.0 and 4.0 m in

the same virtual environment, the estimation error calculated according to Eq 2 averaged

between 0.11 and 0.29 depending on the experimental condition. While this could be an effect

of the present sample, consisting of individuals with above average capacities, similar demo-

graphic characteristics as in [15] render this explanation unlikely. Instead, presenting the dis-

tance for a relatively long time might have prevented spontaneous but inaccurate decisions.

Alternatively, previous experience with other methods possibly induced carryover effects,

which might be examined in future studies.

Importantly, rejecting hypothesis H1 does not contradict findings of higher consistency

between real world and VR for blind walking in comparison to verbal estimates [25]. First, the

experiment was conducted exclusively in VR, thus no conclusion can be drawn regarding devi-

ations from non-virtual environments. Second, the comparison referred to the group of non-

verbal methods and not to any specific approach among them. Nonetheless, the results do not

support non-verbal methods in general to be more accurate than verbal estimates.

Virtual throwing

Virtual throwing was intended as a further development of blind throwing and marks the only

method during which visual feedback was provided. During the experiment, numerous partic-

ipants complained about their performance, mentioning they aimed for a shorter or longer

throw. As for all methods, the practice phase comprised only three trials, resulting in a total of

nine virtual throws. Although no significant learning effects were confirmed for any of the

methods, a weak linear trend towards lower estimation errors can be seen for the virtual

throwing averages over the number of trials within the method (S5 Fig). Hence, virtual throw-

ing might benefit from increasing the number of practice trials and improving the behaviors

to snap, release, and parse accelerations from the controller to the virtual ball. This might be

particularly helpful, since this method has the potential to serve as an alternative for blind

throwing which is applicable to experiments with limited physical space and independent of a

human experimenter.

Blind triangulated pointing

In contrast to other studies [5, 29], a relatively large variance was observed for blind triangu-

lated pointing. It is noteworthy that statistical significance concerning the comparison of mea-

surement approaches appeared to be concealed by this noise. Due to the lack of a baseline such

as open eyes pointing [29], individual pointing performance could not be compared and the

comprehension of instructions could not be validated. However, post-experimental unstruc-

tured interviews did not indicate misunderstandings of the test protocol.

In contrast to previous research, the distance that participants had to step to the side was

marked by a virtual circle on the ground. While the circle was meant to ensure equal displace-

ment in all trials, it forced participants to look to the floor, thus possibly losing track of the

position of the target. In future studies, participants may be guided to a constant position via

either auditory signals or visual cues at eye level, enabling them to keep track of the target. Dis-

playing the controller or a virtual light beam might additionally increase accuracy, but also

reduce the meaningfulness of the method by providing an additional visual reference which is,

for example, absent for blindfolded participants in real-world contexts.

Walking related methods

Visually guided walking produced significantly lower estimation errors (i.e. closer to 0) com-

pared to imagined timed walking, blind throwing and virtual throwing. Interpreting the non-
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significant comparison to blind triangulated pointing was complicated by the large variance in

this method. Overall, visually guided walking thus seemed to be a particularly precise measure,

which was further indicated by the low variance, especially after walking interaction.

Considering the significantly higher estimation error, imagined timed walking does not

seem to constitute an adequate replacement for visually guided walking. For imagined timed

walking, distance estimates were calculated based on the average walking speed in VR, mea-

sured at the beginning of the experiment. While participants were instructed to walk at a com-

fortable pace, it is unclear if they imagined the same walking speed during the estimation task.

The observed physical walking speed during the experiment, however, was even smaller. If

participants used this value as a reference, it would thus increase the extent of underestimation.

While the cognitive processes involved when imagining ego motion might differ across partici-

pants [4], manipulating the translation gain when walking in VR likely affected perceived

walking speed. Nonetheless, and perhaps as a result of previous walking, estimates for imag-

ined timed walking were notably more accurate than in [5], who employed distances between

2.0 and 4.0 m.

Effects of locomotion and translation gains

Neglecting blind triangulated pointing with regard to hypothesis H3, imagined timed walking

and visually guided walking resulted in a lower estimation error than the remaining non-ver-

bal methods (i.e., blind throwing and virtual throwing). Graphical inspection and the analysis

of hypothesis H5 furthermore suggest both visually guided walking and imagined timed walk-

ing to be particularly susceptible to translation gains (cf. Fig 5), pointing to a higher impact of

locomotion on walking-related tasks. The adjustment in visually guided walking, however,

seems to be considerably more pronounced than for any other method.

The overall linear relationship between translation gain and estimation error was confirmed

in line with [15] and according to hypothesis H4, indicating higher estimated distances for

lower translation gains. While this finding underlines the effectiveness of non-visual cues aris-

ing from ego motion to influence distance estimation, the effect does not seem to affect all

methods equally, as indicated by a significant interaction between method and translation

gain. While no linear trend was found for blind triangulated pointing and virtual throwing,

effect sizes among the remaining methods differed, with effects being particularly pronounced

for visually guided walking and large but slightly less obvious for imagined timed walking and

verbal estimates. For visually guided walking, the effect of translation gains below 0 even

seemed to cause overestimations exceeding the adjustment in walking distance: For a transla-

tion gain of 0.8, participants walked 125% of the virtually displayed distance, but estimates

referred to approximately 150% of it. Apparently, the mismatch between visual and non-visual

depth cues caused participants to overshoot in visually guided walking, not just mimicking the

previously experienced locomotion but overcompensating for the translation gain. For the

highest translation gains of 1.1 and 1.2, in contrast, differences between methods were

insignificant.

Limitations

The experimental room and dependence on a cable when using an HMD restricted the physi-

cal space available and thus the maximal distances to be analyzed. Results cannot be trans-

ferred to arbitrary distances, as depth perception has been shown to be influenced by the

distance itself [8]. The wired connection to the HMD caused variable tension on the cable

depending on the participant’s position in the room, representing a potential additional cue.

Similarly, the safety mesh that became visible when approaching the walls might have caused
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people to stop earlier, in particular for low translation gains and high estimates in visually

guided walking. However, visual inspection of the data did not indicate such an effect (cf. S6

Fig).

Participants were not blindfolded before entering the room. Hence, it is possible that a cog-

nitive representation of the available space biased estimates. The latter unfortunately was

unavoidable, since, being students of the department, most participants were already

acquainted with the room’s dimensions. While a reduction of interpersonal variance might

restrict confounding influences such as differences in the comprehension of instructions, the

student sample also limits the generalizability to a relatively young age and people with a pre-

sumably high technical affinity.

The present study examined depth perception exclusively in VR, lacking a comparison

between real and virtual environments. While this seems sufficient to the primary aim of

investigating effects of active locomotion on different measuring approaches, it would be desir-

able to extend the results to real-world contexts.

Finally, the experimental design aimed to minimize participant-experimenter interaction.

Despite extensive preliminary tests, occasional questions came up during the experiment.

However, it can be seen as one step towards operator-free studies, which besides increasing

objectivity might open new ways in participant recruitment for remote and online platforms

as commercial VR technology becomes increasingly popular.

Conclusion

A lot of research has been carried out on depth perception in VR. However, continuous tech-

nological advancements, especially in display and tracking technologies, and an apparent

dependence on compositional factors [4] require the constant reevaluation of existing knowl-

edge. The present study demonstrated a varying impact of active locomotion on estimates pro-

vided by different experimental approaches. In particular, our results confirmed the expected

effect of translation gains and indicated varying degrees of susceptibility for different methods.

In comparison to previous studies, verbal estimates produced relatively accurate estimates.

Hence, investigating the influence of exposure time to the visual target and carryover effects

between methods could provide valuable insights regarding the application of this approach.

Overall, the results demonstrate considerable differences between a number of non-verbal

methods, highlighting the need for more research on differences between measures in general

and between visually directed and imagined methods in particular.

Supporting information

S1 Fig. Overview of visual depth cues.

(TIF)

S2 Fig. Room setup during the experiment.

(TIF)

S3 Fig. Flow chart describing the experimental procedure.

(TIF)

S4 Fig. Outliers for blind triangulated pointing.

(TIF)

S5 Fig. Learning effects.

(TIF)
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S6 Fig. Effect of distance (scaled by translation gain) on visually guided walking.

(TIF)
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8. Armbrüster C, Wolter M, Kuhlen T, Spijkers W, Fimm B. Depth perception in virtual reality: Distance

estimations in peri- and extrapersonal space. Cyberpsychology & behavior: the impact of the Internet,

multimedia and virtual reality on behavior and society. 2008; 11(1):9–15. https://doi.org/10.1089/cpb.

2007.9935

9. Wexler M, van Boxtel JJA. Depth perception by the active observer. Trends in cognitive sciences. 2005;

9(9):431–438. https://doi.org/10.1016/j.tics.2005.06.018 PMID: 16099197

10. Harris LR, Jenkin M, Zikovitz DC. Visual and non-visual cues in the perception of linear self motion.

Experimental brain research. 2000; 135(1):12–21. https://doi.org/10.1007/s002210000504 PMID:

11104123

Measuring egocentric distance perception in virtual reality

PLOS ONE | https://doi.org/10.1371/journal.pone.0224651 October 31, 2019 22 / 24



11. Finnegan DJ. Compensating for Distance Compression in Virtual Audiovisual Environments [Doctoral

thesis]. University of Bath. Bath; 2017.

12. Battaglia PW, Kersten D, Schrater PR. How haptic size sensations improve distance perception. PLoS

computational biology. 2011; 7(6):e1002080. https://doi.org/10.1371/journal.pcbi.1002080 PMID:

21738457

13. Warren WH Jr, Kay BA, Zosh WD, Duchon AP, Sahuc S. Optic flow is used to control human walking.

Nature Neuroscience. 2001; 4:213 EP –. https://doi.org/10.1038/84054 PMID: 11175884

14. Wann JP, Rushton S, Mon-Williams M. Natural problems for stereoscopic depth perception in virtual

environments. Vision research. 1995; 35(19):2731–2736. https://doi.org/10.1016/0042-6989(95)

00018-u PMID: 7483313

15. Schneider S, Maruhn P, Bengler K. Locomotion, Non-Isometric Mapping and Distance Perception in

Virtual Reality. In: Association for Computing Machinery, editor. Proceedings of the 2018 10th Interna-

tional Conference on Computer and Automation Engineering—ICCAE 2018. New York, New York,

USA: ACM Press; 2018. p. 22–26.

16. Waller D, Richardson AR. Correcting distance estimates by interacting with immersive virtual environ-

ments: effects of task and available sensory information. Journal of experimental psychology Applied.

2008; 14(1):61–72. https://doi.org/10.1037/1076-898X.14.1.61 PMID: 18377167

17. Kelly JW, Cherep LA, Klesel B, Siegel ZD, George S. Comparison of Two Methods for Improving Dis-

tance Perception in Virtual Reality. ACM Transactions on Applied Perception. 2018; 15(2):1–11.

18. Kelly JW, Hammel WW, Siegel ZD, Sjolund LA. Recalibration of perceived distance in virtual environ-

ments occurs rapidly and transfers asymmetrically across scale. IEEE transactions on visualization

and computer graphics. 2014; 20(4):588–595. https://doi.org/10.1109/TVCG.2014.36 PMID:

24650986

19. Frenz H, Lappe M. Absolute travel distance from optic flow. Vision research. 2005; 45(13):1679–1692.

https://doi.org/10.1016/j.visres.2004.12.019 PMID: 15792843

20. Lappe M, Frenz H. Visual estimation of travel distance during walking. Experimental brain research.

2009; 199(3-4):369–375. https://doi.org/10.1007/s00221-009-1890-6 PMID: 19533107

21. Sun HJ, Campos JL, Chan GSW. Multisensory integration in the estimation of relative path length.

Experimental brain research. 2004; 154(2):246–254. https://doi.org/10.1007/s00221-003-1652-9

PMID: 14685814

22. Campos JL, Butler JS, Bülthoff HH. Multisensory integration in the estimation of walked distances.

Experimental brain research. 2012; 218(4):551–565. https://doi.org/10.1007/s00221-012-3048-1

PMID: 22411581

23. Lappe M, Jenkin M, Harris LR. Travel distance estimation from visual motion by leaky path integration.

Experimental brain research. 2007; 180(1):35–48. https://doi.org/10.1007/s00221-006-0835-6 PMID:

17221221

24. Klein E, Swan JE, Schmidt GS, Livingston MA, Staadt OG. Measurement Protocols for Medium-Field

Distance Perception in Large-Screen Immersive Displays. In: Steed A, editor. IEEE Virtual Reality Con-

ference, 2009. Piscataway, NJ: IEEE; 2009. p. 107–113.

25. Kelly JW, Cherep LA, Siegel ZD. Perceived space in the HTC Vive. ACM Transactions on Applied Per-

ception. 2017; 15(1):1–16. https://doi.org/10.1145/3106155

26. Grechkin TY, Nguyen TD, Plumert JM, Cremer JF, Kearney JK. How does presentation method and

measurement protocol affect distance estimation in real and virtual environments? ACM Transactions

on Applied Perception. 2010; 7(4):1–18. https://doi.org/10.1145/1823738.1823744

27. Plumert JM, Kearney JK, Cremer JF, Recker K. Distance perception in real and virtual environments.

ACM Transactions on Applied Perception. 2005; 2(3):216–233. https://doi.org/10.1145/1077399.

1077402

28. Ziemer CJ, Plumert JM, Cremer JF, Kearney JK. Estimating distance in real and virtual environ-

ments: Does order make a difference? Attention, perception & psychophysics. 2009; 71(5):1095–

1106.

29. Bruder G, Sanz FA, Olivier AH, Lecuyer A. Distance estimation in large immersive projection systems,

revisited. In: 2015 IEEE Virtual Reality (VR). IEEE; 2015. p. 27–32.

30. Interrante V, Ries B, Lindquist J, Anderson L. Elucidating Factors that can Facilitate Veridical Spatial

Perception in Immersive Virtual Environments. In: Sherman W, editor. IEEE Virtual Reality Conference,

2007. Piscataway, NJ: IEEE Service Center; 2007. p. 11–18.

31. IBM Corp. IBM SPSS Statistics for Windows, Version 24.0; Released 2016.

32. RStudio Team. RStudio: Integrated Development Environment for R; 2016. Available from: http://www.

rstudio.com/.

Measuring egocentric distance perception in virtual reality

PLOS ONE | https://doi.org/10.1371/journal.pone.0224651 October 31, 2019 23 / 24



33. Michael Waskom, Olga Botvinnik, Drew O’Kane, Paul Hobson, Saulius Lukauskas, David C Gemper-

line, et al. Mwaskom/Seaborn: V0.8.1 (September 2017); 2017.

34. Pinheiro J, Douglas B, DebRoy S, Sarkar D, R Core Team. nlme: Linear and Nonlinear Mixed Effects

Models; 2018. Available from: https://CRAN.R-project.org/package=nlme.

Measuring egocentric distance perception in virtual reality

PLOS ONE | https://doi.org/10.1371/journal.pone.0224651 October 31, 2019 24 / 24



philipp.maruhn@tum.de

















Reprinted by permission from Springer Nature: Springer,
Cham, Black N.L., Neumann W.P., Noy I. (eds) Proceedings
of the 21st Congress of the International Ergonomics Asso-
ciation (IEA 2021). IEA 2021. Lecture Notes in Networks
and Systems, vol 223. Maruhn P., Hurst S. (2022) Effects of
Avatars on Street Crossing Tasks in Virtual Reality, ©2022



Analyzing Pedestrian Behavior in Augmented Reality — Proof of Concept
Philipp Maruhn* André Dietrich† Lorenz Prasch‡ Sonja Schneider§

Technical University of Munich, Germany

Figure 1: A virtual car passing by, superimposed on a real street, seen through a head-mounted display.

ABSTRACT

With recent advancements in head-mounted displaying technologies,
virtual reality pedestrian simulators have become a common tool for
traffic safety research. In contrast to field studies, test track studies
and traffic observations, simulators enable researchers to analyze
pedestrian behavior in a safe and controlled environment. However,
creating the necessary virtual environments is time-consuming,
especially in terms of meeting today’s expectations regarding
graphical level of detail and realism. Furthermore, VR experiments
often lack a body representation or require additional sensors to
create an avatar. Due to the laboratory setting, VR simulators might
fail to convey the feeling of standing on an actual street. In addition,
simulators on the one hand and real-world testing on the other hand
leave a methodological gap on the reality-virtuality continuum.
This paper presents a novel approach for an augmented reality
pedestrian simulator. With this simulator, the participant experiences
virtual vehicles, augmented on a real scenario, allowing for safe and
controlled testing in a realistic setting. In a between-subject design,
13 participants experienced a gap acceptance scenario with virtual
vehicles, while 30 participants experienced the same scenario with
real vehicles in the same environment. These participants were
instructed to initiate a street crossing if they considered that the gap
between the two experimental vehicles was safe to cross the street.
Results indicate similar, but also offset behavior for both conditions.
Lower acceptance rates and later crossing initiation times could be
observed in the augmented reality condition. Still, it was shown that
augmented reality renders a promising tool for pedestrian research
but also features limitations depending on the use case.

*e-mail: philipp.maruhn@tum.de
†e-mail: andre.dietrich@tum.de
‡e-mail: lorenz.prasch@tum.de
§e-mail: sae.schneider@tum.de

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction paradigms—Mixed / augmented
reality; Human-centered computing—Human computer
interaction (HCI)—Empirical studies in HCI; Human-centered
computing—Human computer interaction (HCI)—Interaction
devices—Displays and imagers

1 INTRODUCTION

Traffic is becoming more and more complex. On one hand,
increasing urbanization leads to a growing number of vehicles in
already dense cities, where other road users are omnipresent. On the
other hand, the advent of automated driving yields a new challenge
for urban traffic, as non-motorized road users need to interact with
cars driven by machines. Pedestrians are the most vulnerable group
of road users. Although pedestrian fatalities in Germany decreased
slightly by 5.2 % over the last year, they still account for 14.0 % of
all traffic fatalities in 2018. Pedestrians involved in accidents are
3.5 times more likely to be fatally injured in comparison to vehicle
drivers [25]. To ensure that a larger number of automated vehicles on
urban roads do not increase pedestrian fatalities, but rather contribute
to a reduction in accidents, traffic safety research is as important as
ever.

Analyzing pedestrian behavior is a key aspect for understanding
the cause of traffic accidents and predicting the effects of automated
vehicles on urban traffic. Virtual environments are a commonly
applied tool to study human behavior, especially within the context
of traffic safety research. In contrast to field studies and observations,
they allow for experiments in a safe and controlled environment.
“Pedestrian simulators” or “street crossing simulators” enable
researchers to analyze pedestrian behavior. Technological advances
in Head-Mounted Displays (HMDs) allow an increasing number of
researchers to study pedestrian behavior using virtual reality (VR).

This paper presents an approach for researching pedestrian
behavior utilizing augmented reality (AR). A comparison between
the newly developed AR simulator and a real-world experiment was
made in a participant study.
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2 STATE OF THE ART

To analyze individual aspects of pedestrian-vehicle encounters,
controlled experiments are indispensable. In general, these
experiments can be divided into real-world and simulator
experiments.

Real-world experiments are either conducted on urban roads [23]
or on test tracks [8, 18]. In both cases, the person controlling the
vehicle is usually a confidant with the study, whereas the participant
takes the role of a pedestrian. Real-world experiments require
a large amount of effort, depend on actual vehicles and require
certain equipment for accurately measuring kinematic values of the
approaching vehicle as well as multiple experimenters. Furthermore,
actual road crossings in real-world experiments could affect the
study participants’ safety. Therefore, a study participant’s reaction
to vehicle behavior (e.g. specific braking maneuvers) is usually
measured by some type of indication, such as taking a step backward
[18] or pressing a button [8], rather than actual crossings.

Other techniques have been used to analyze street crossings in
real-world settings: in order to ensure a safe testing environment,
Lee et al. [12] created a mock road parallel to the actual road
equipped with two passing vehicles to analyze crossing behavior.
They instructed the participants to cross the mock road as if they
were crossing the actual road, using the vehicles on the actual
road as indicators for when to cross the mock road. Schwebel,
Gaines and Severson [24] implemented two protocols to analyze
crossing behavior in a real and a semi-immersive virtual setting: the
participants were either instructed to shout “Now!” or to take two
steps toward the curb to signal their intent to cross the street.

Real-world experiments offer incomparable realism — study
participants perceive an actual vehicle, on a real road with no
artificial limitation of perception. However, reproducibility can
be an issue in experiments, where the approaching vehicle is
driven manually, as each driven trajectory will be slightly different.
Furthermore, the generated metrics cannot be translated into actual
road crossing behavior.

Simulator experiments offer a safe, reproducible and controllable
way to research pedestrian behavior. This is particularly noteworthy
when the behavior of specific, even more vulnerable populations
such as children or the elderly is studied (e.g., [13]). In general,
two types of pedestrian simulators using virtual reality can be
distinguished: cave automatic virtual environments (CAVEs),
projecting the virtual environment on screens surrounding the
participants, and HMDs, visually decoupling participants from the
real world.

A CAVE creates an immersive virtual environment using an
arrangement of projection planes, usually in a cube shape (cf.
[2, 10]). Thereby, size and number of projection planes vary as
do the projection techniques (monoscopic or stereoscopic rendering).
Combined with motion tracking systems, participants can interact
with the environment via naturalistic walking, since the displayed
perspective is updated by the tracked translation and rotation.
Study participants experience the virtual environment while visually
perceiving their own body, with no artificial obstructions to their
natural field of view (FoV). Depending on the setup, CAVEs are
often cost-intensive to purchase and maintain.

In recent years, head-mounted displays have undergone a leap
in technology in terms of tracking accuracy, tracking space, FoV
and resolution in combination with a significant price reduction.
Available plugins allow for a simple integration of the HMDs with
(game) engines to create virtual environments such as Unity3D,
resulting in an increasing number of HMD-based pedestrian
simulators (e.g. [4, 5]). Participants can experience an immersive
virtual traffic scenario by wearing virtual reality glasses and travel
by walking naturally. An often-mentioned limitation is the lack of
a self-body representation in the virtual environment by means of
an avatar. To account for that, HMD-based simulators have been

Real-World Testing AR Simulator VR Simulator

Real
Environment

Virtual
Environment

Augmented
Reality

Augmented
Virtuality

AV Simulator

Figure 2: Methodical approaches for pedestrian behavior research
categorized with regards to the reality-virtuality continuum (cf. [16])

combined with motion tracking [7] to virtually represent the body
segments.

Mallaro et al. [15] compared pedestrian street-crossing behavior
between the two displaying technologies CAVE and HMD. The
participants were instructed to cross a one-lane street with virtual
vehicles passing at 23 mp/h. Results indicated that smaller gaps
were accepted in the HMD setting (mean gap size 4.44 s) than in the
CAVE (mean gap size 4.63 s).

Both technologies, CAVE and HMD, have their individual
advantages but share one common drawback: in order to conduct
studies, the virtual world must first be created. A higher quality
level is associated with a higher degree of immersion and ultimately,
higher presence scores [9], even though an increased level of detail
has been reported to have a smaller impact on spatial presence than
tracking level, stereoscopy and FoV [3]. Perez et al. [19] created
an AR framework were pedestrians wearing a HoloLens are able
to meet other user controlled and virtual agents in a virtual city.
However, their main motivation for using the HoloLens as AR HMD
was the freedom of movement. Still, the scenery was completely
virtual. Depending on the scenery, creating the virtual environment
and its adaptation to other traffic scenarios can be a time-consuming
process.

In a typical street crossing experiment, the objects of interest are
relatively limited. Often, only the moving vehicles are of importance,
whereas the main purpose of other objects (houses etc.) is to give
a proper setting in order to create a realistic backdrop. In contrast
to VR, AR allows to make use of an existing scenery without the
need to model the virtual surroundings. Apart from the reduced
workload in creating virtual environments, it offers an option to
evaluate scenarios in real-world locations. If, for example, the
effect of a particular change in infrastructure should be evaluated,
the physical location itself may be the testbed for this evaluation.
Virtually replicating a given location, in contrast, bears the risk of
impreciseness and the omission of vital objects.

Furthermore, both CAVE and HMD experiments are mainly
conducted in laboratory rooms. The knowledge of being inside
a closed room might break the immersion of the virtual scene and
influence behavior (e.g. participants may show riskier behavior
in street crossing tasks). Finally, AR allows to conduct studies in
natural open-air environments. In particular for wireless systems,
this allows researchers to cover larger areas without being restricted
by the physical boundaries of laboratories.

Motivated by this, this work presents an approach to use AR
for pedestrian simulators: instead of creating virtual scenery,
virtual vehicles are superimposed on a real-world environment.
If one assigns existing methods (real-world experiments and VR
simulators) to the reality-virtuality continuum by Milgram et al. [16],
one notices that currently only the extremes of this spectrum are
covered. However, the role of AR in research has changed drastically
in the past decade and technological advancements make it possible
to apply AR in a wider range of use cases [11]. The presented AR
approach in this work makes use of these new technologies and aims
to bridge the methodological gap between real-world testing and VR
simulator experiments (cf. figure 2).
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Figure 3: Left: SRWorks SDK based on Vive Pro’s built in cameras. Right: ZED Mini camera and SDK.

3 APPARATUS

The aim of this work was to create an AR framework for traffic safety
research from a pedestrian’s perspective. Based on the previously
established VR pedestrian simulators, the desired apparatus should
meet similar requirements. The main purpose of the apparatus was
to recreate a real-world experiment in AR: In the real experiment,
two vehicles with a predefined gap (controlled via LiDAR) approach
from a distance of about 320 meters and then pass the participant,
who has to decide whether the gap is large enough for a road crossing.
Various settings consisting of different hardware and software
components were tested and evaluated for their applicability.

3.1 Hardware
Currently available AR headsets often lack a sufficient FoV,
especially in the context of traffic safety research. Recent VR
glasses, on the contrary, often feature a FoV of 110◦ up to 210◦
horizontally combined with reliable tracking based on reference
stations (e.g. Valve Lighthouse Tracking). When connected to a
stereo camera mounted on the HMD’s front face, it is possible to
display the surrounding, real environment via video pass-through.
Video pass-through in the context of VR describes the process of
live streaming the video signal from the HMD’s (often built in)
front-facing stereo cameras and render this video signal directly on
the HMD’s display. By fading the video pass-through, this technique
is often used to warn users that they are too close to the boundaries
of the predefined play area. Thus, this technique is a suitable method
for transferring the user’s attention from the virtual to the actual
environment within a limited period of time and without putting the
HMD off. Since the user only sees a video stream rendered on the
VR glasses’ display, one could argue that in this case it is more a
matter of VR. However, video see-through can still be categorized
as “See-through” AR displays [16].

The HTC Vive Pro features two front-facing cameras. First tests
using the SRWorks SDK to access the cameras for AR video pass
through seemed promising. However, the camera resolution of 480p
made it difficult to identify objects at increasing distances. The
virtual objects, however, are displayed in the HTC Vive Pro at full
resolution (1440x1600 per eye). As a result, the virtual objects
clearly stand out from the real environment, which is recorded and
rendered at a lower resolution (cf. figure 3). To account for this,
a Zed Mini stereo camera was mounted on top of the Vive Pro’s
integrated cameras to increase video pass through resolution to 720p.
Combined with the Zed Mini’s SDK, virtual objects are rendered
at the same resolution as the camera’s 720p to better blend virtual
objects with the real environment. However, the Zed Mini’s FoV

(54◦ vertical, 85◦ horizontal) does not match the Vive Pro’s FoV
(110◦). Since the Zed Mini’s vertical FoV is noticeably smaller,
users experience a black bar at the top and the bottom of the display
(cf. figure 3). As a result, users have to bend their head forward
even more than with the Vive Pro to look at their feet on the ground.
The horizontal FoV, however, is not noticeably decreased. The
trade-off between the Vive Pro’s increased FoV and Zed Mini’s
higher image quality was decided in favor of the Zed Mini’s higher
resolution, since it seemed more important for the present use case
to be able to identify real-world objects together with the virtual
vehicles at greater distances. The software was hosted on a VR
gaming PC running on an Intel(R) Core(TM) i7 8700k CPU with
32 GB Ram and a GeForce GTX 1080 Ti graphics card. The Zed
Mini’s manufacturer reports an expected latency of 30ms - 45ms at
a 60Hz frame rate. As a result, the motion-to-photon latency was
noticeable, primarily during fast and excessive head movements.
However, movements of this kind were not expected during the
experiment.

3.2 Software

The virtual environment and mixed reality framework were created
with Unity 2018.2. Both tested SDK’s, Vive SRWorks and ZED
Mini, feature a plugin for a simple implementation in Unity. To
facilitate a later calibration, the position of the virtual camera
corresponds to the zero-point of the virtual environment. Laterally
offset to this is the path the virtual vehicles are moving along.
In more complex scenarios, this path could feature curves and
acceleration or deceleration points. Changes in vehicle behavior
are triggered as soon as the vehicle collides with such points. The
path following is adapted from the Unity Standard Assets package.
The wheels of the vehicles rotate based on the current speed.

The vehicle’s behavior is based on a predefined set list. This set
list was initially created for the real-world test track experiment, and
the information gathered about speed, gap size for each trial and the
trial order for all participants was stored. Based on this data, the
virtual vehicles were spawned at the starting position, accelerated
to the predefined speed and they opened the corresponding gap
(whereas the gap in the real condition was controlled via a LiDAR
range finder). The cars featured an engine sound combined with
noise to simulate the wheel and wind noise.

During the trials, the vehicle’s position as well as the HMD’s
translation and rotation, i.e. the movements of the participant, were
stored in a buffer and periodically written to a CSV file. This data
was then analyzed to extract the dependent variables (c.f. section
4.3), accepted crossings as well as crossing initiation time (CIT). The
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participants were also equipped with two Vive trackers mounted on
top of their feet. These trackers record positional data based on the
same technology as the HMD. Foot position was used to trigger the
sound of the replicated virtual light barrier. In addition, positional
data of the trackers was also recorded in order to calculate CITs
based on foot instead of head movements. However, the tracking
was not reliable enough to analyze the data. Due to the position
of the reference stations to the sides of the participant, the trackers
on the feet were covered by the participant’s body. Therefore, the
HMD’s positional data was used to detect crossings and compute
the CIT.

3.3 Calibration
The vehicles moved along a straight 320m-long path before passing
the participant. In order to match the path of the virtual vehicles
to the real street, the virtual environment needed to be calibrated
as accurately as possible. The great length of the straight path in
both directions only allowed for a few degrees of deviation. The
trajectory of the vehicles along the path had to be matched within
six degrees of freedom (position and rotation). Since the vehicles
were bound to the path, only position and rotation of this one path
had to be calibrated. Different approaches were tested for aligning
the virtual with the real world for this framework.

3.3.1 Inside-Out Calibration
By using the information obtained from the stereo cameras, it is
possible to extract the depth information and create a virtual mesh of
the actual ground surface. By using wheel colliders and applying a
gravitational force, it would then be possible for the virtual vehicles
to drive on top of the surface. This would reduce the degrees of
freedom to one remaining axis, since only the heading of the path
remained to be adjusted. However, generating the virtual mesh
based on camera information is always accompanied with artifacts,
especially in outdoor conditions. Even by applying smoothing
algorithms, it is difficult to control the outcome. However, future
improvements in creating an environmental depth mesh based on
stereo camera information would make this approach suitable. In
addition, using the depth information provided by the camera for
self-localization of the HMD would render further tracking hardware
redundant.

3.3.2 One-Point Calibration
Since the inside-out tracking method, which is solely based on the
stereo camera, was not reliable enough, Valve’s lighthouse tracking
was used. With this kind of tracking, the HMD orients itself based
on the information provided by two (or up to four) light-emitting
reference stations. This method requires an initial calibration: once
the reference stations are set up, the HMD is placed at the desired
zero-position. In this case, the HMD was placed on a level wooden
board situated between the light barriers and placed next to the
street. The light barriers were used in the “Real” condition to
record crossing initiations. The HMD was oriented perpendicular
to the street for calibration, which allowed the virtual vehicle’s
trajectory to the actual street to be matched. However, this method
required an exact positioning of the HMD, resulting in an iterative
and time-consuming process.

3.3.3 Mixed Calibration
In order to simplify the calibration process, a third option was tested.
The headset was calibrated without being perfectly perpendicularly
aligned with the street. To account for this inaccuracy, the virtual
trajectory was adjusted afterward. While wearing the HMD with
enabled video pass-through, the experimenter was able to orient the
path with the help of a controller. The path’s position and orientation
were bound to the controller’s. After placing the controller in the
middle of the street, pointing toward the desired starting position,
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Figure 4: Study design: each subject underwent 20 trials (each
combination of speed and gap twice) in a random order.

the experimenter was able to confirm the calibration by pressing a
button. Unfortunately, the virtual cars were not easily identifiable
at a large distances. Additionally, pointing the controller with the
necessary accuracy was not possible. Therefore, the second option
(calibrating the HMD as accurately as possible) seemed to be most
promising and was applied for this setting.

It should be mentioned that all the above-described methods
were manually executed. Another possibility would be to construct
some sort of calibration device to either fix the headset (one-point
calibration) or the controller (mixed calibration) to a predefined
position. However, this possibility was rejected due to the conceptual
character of the study and the lack of flexibility associated with such
methods.

4 METHODOLOGY

The following study design (cf. figure 4) was repeated with
two conditions, hereafter referred to as “Real” and “AR.” In a
between-subject design, initially 30 participants who were between
25 and 32 years old (mean age = 27.5, SD = 2.08, 15 females, 15
males) took part in the “Real” condition. Subsequently, data was
collected from 13 other participants who were between 21 and 35
years old (mean age = 27.6, SD = 3.55, 6 females, 7 males) within
the “AR” condition. The real-world data was collected as part of a
larger research project to validate human behavior in different VR
pedestrian-simulator settings. Due to the conceptual character of this
work and organizational constraints, only 13 participants were tested
within the “AR” condition. The study population for both conditions
consisted mainly of university students or its employees. Data from
both test parts (“Real” and “AR” condition) were recorded separately
on the weekends in June 2019.

4.1 Environmental Setting
The tests were conducted in a large parking lot, located on the
university campus. This area features a straight, paved street 450
m long and 4.8 m wide. The street was closed for the duration of
the experiment, and since parking was also prohibited, no cars were
parked along this street. Parking and driving were allowed in the
neighboring lanes (cf. figure 5). Since barriers separated the active
lanes from the experimental area, vehicles moving in the active lanes
did not interfere with the experiment.

4.2 Study Design
In order to ensure as similar as possible settings for both the “Real”
and the “AR” condition, the experimental procedure was duplicated
wherever possible. After providing informed consent, the subjects
underwent a vision test to ensure that they had sufficient vision.
After successfully completing the visual test, each participant’s
walking speed was measured. Participants were instructed to cross
two markings on the street, which were 4 m apart, six times at
a leisurely gait and then six times at a rapid gait. Walking time
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Figure 5: Experimental setting: subject standing next to the street,
wearing the HMD with virtual vehicles approaching.

was measured with the same light barrier system. This was done for
further data analysis within the real condition and repeated within the
AR condition to ensure the same experimental procedure. Afterward,
the participant was familiarized with the instructions: to initiate a
street crossing when they felt safe crossing the street between the
two passing vehicles. The cars started to accelerate and to adjust the
experimental gap at a distance of 320 m. During the two practice
trials, the vehicles passed the participant at 40 km/h and a 4 s gap and,
during the second practice trial, with a 2 s gap. During the “Real”
condition, the cars started to decelerate after passing the participant,
turned and drove back to the starting position. In the “AR” condition,
however, the vehicles disappeared after passing the participant at the
end of the road and were reset at the starting position. As a result, the
duration of the experiment was reduced by half (20 minutes in “AR”
compared to 40 minutes in the “Real” condition). Time series effects
during pedestrian gap acceptance experiments have to be expected
with increasing experimental duration. However, it should be noted
that the experiments were conducted in June, with daily maximum
temperatures averaging 30◦ Celsius. Assuming that heavy sweating
when wearing the HMD and the associated discomfort represent a
further, possibly greater influencing factor, it was decided to reduce
the experimental time described above.

After the two practice trials were completed, the actual
experiment itself consisted of 20 trials. The two levels of speed
(30 km/h and 50 km/h), combined with the 5 levels of gap (speed
dependent-distance of 1, 2, 3, 4 and 5 seconds between the rear
of the first and the front of the second car) resulted in 10 possible
combinations of speed and gap. Each combination was repeated
once. The resulting 20 trials were presented to the participant in a
random order (cf. figure 4).

The University’s School of Medicine ethics committee approved
this study.

4.3 Objective Measures
Subjects were instructed to start crossing the street after the first
car had passed as long as they felt that they had enough time to do
so before the second car got there. They were asked to ignore the
fact that there were no other cars present before or afterward, and
to only focus on the gap between the two oncoming vehicles. For
safety reasons in the “Real” condition, subjects were instructed to
only initiate a crossing by taking two to three steps toward the edge
of the street and then turning around to avoid the chance of colliding
with the cars. The instructions for the “AR” condition were given
likewise.

The participant was positioned on the side of the street in front
of a light barrier. The light barrier was triggered by the participants,
when they initiated a street crossing. The light barriers were present
but not functional in the “AR” condition. The VR glasses were
calibrated with the zero position at the position of the physical light
barrier.

Figure 6: Gap acceptance rates for the “AR” and the “Real” condition
for 30 and 50 km/h.

During the trials, gap acceptance rates and CITs were measured
as dependent variables. CIT was calculated by the time difference
between the moment the rear of the first car passing the participant
and the moment of the participant crossing the light barrier (or
crossing the zero point in the “AR” condition).

4.4 Subjective Measures
To replicate the experimental procedure as closely as possible, the
same post-trial questionnaires were used as in the “Real” condition.
These include questions regarding the perceived safety of the
potential street crossing, the subjective match of the crossing
behavior in the experiment compared to the real-world behavior and
questions about general remarks. In addition, items were included in
order to subjectively evaluate the AR experience. These 5 items were
answered directly after the experiment and putting off the glasses.

Presence questionnaires are commonly applied in VR
experiments. However, due to the structure of their items, these
questionnaires are not applicable for AR street crossing experiments.
Regenbrecht et. al [22] created a 33 item questionnaire to measure
mixed reality experiences. Out of this list, 5 relevant items had been
extracted and adapted to suit the experimental design. At the end of
the trials, the participants were asked to indicate their approval with
each item on a 7 point likert scale, ranging from strongly disagree to
strongly agree (cf. figure 9).

5 RESULTS

A total of 860 gap acceptance trials were observed and analyzed,
600 in the “Real” condition and 260 in the “AR” condition. Effects
of condition (“Real”, “AR”), gap size (1, 2, 3, 4 and 5 seconds)
and speed (30 and 50 km/h) of the vehicles were analyzed on the
dependent variables: crossing acceptance (dichotomous) and, when
crossed, CIT (continuous in seconds).

5.1 Gap Acceptance Rates
In total, 366 potential crossings were observed — 285 crossings in
the “Real” and 81 in the “AR” condition, which relates to overall
gap acceptance rates of 47.5% for “Real” and 31.15% for “AR”. Gap
acceptance rates are calculated by dividing the number of accepted
gaps by the total number of gaps. The mean size of accepted gaps
was higher in the “AR” condition (mean 4.40 s) compared to the
“Real” condition (mean 4.16 s). Figure 6 illustrates the acceptance
rates with regards to the gap sizes, grouped by the two levels of
condition and separated by the two levels of speed. Descriptive
analysis indicates a similar but offset distribution of acceptance rates
with regards to gap size. A logistic mixed-effects model was created
in R [21] to further analyze the effects of condition, gap sizes as well
as the two different levels of speed. Individual participants were
treated as random effect (random intercepts). The “Real” condition
and the speed level of 30 km/h served as baseline. The model was
computed according to equation 1 with the lme4 package [1].
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Table 1: Results of the logistic mixed-effects model to predict the gap
acceptance rates, computed according to equation 1.

Estimate Std. Error z value Pr(> |z|)
(Intercept) -9.35 0.84 -11.09 0.00

ConditionAR -2.52 0.72 -3.49 0.00
Gap 2.99 0.24 12.43 0.00

Speed.L 0.25 0.19 1.33 0.18
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Figure 7: Predicted gap acceptance probabilities as outcome of a
binomial logistical regression model created with ggeffects [14] in
R [21].

CrossingProbability ∼Condition+Gap+Speed +(1|V P) (1)

Results of the logistic mixed-effects model indicate a significant
effect of gap size (p < 0.001) and condition (p < 0.001). The
factor speed did not result in a significant effect (cf. table 1). A
Durbin-Watson test [6] was conducted to test for auto-correlation
of the residuals. The resulting value of 2.09 does not indicate
auto-correlation. Figure 7 displays the predicted output of the
model. The increase in acceptance rates in combination with larger
gaps for the “Real” and “AR” conditions shows a similar trend.
However, this trend seems shifted toward larger required gaps for
equal acceptance rates within the “AR” condition as compared with
the “Real” condition.

5.2 Crossing Initiation Time
CIT was calculated for the 366 observed crossings, as described in
section 4.3. Figure 8 shows the distributions of CIT with respect to
30 km/h and 50 km/h, grouped by the two conditions “Real” and
“AR.” Descriptive analysis shows larger CITs for the “AR” condition
(mean 30 km/h: 0.20 s, mean 50 km/h: 0.48 s) compared to the
“Real” condition (mean 30 km/h: -0.36 s, mean 50 km/h: -0.17 s). In
general, participants in the “AR” condition initiated their crossing
after the vehicle completely passed, whereas the participants in
the “Real” condition initiated their crossings before the first vehicle
passed. In addition, speed showed a similar effect on both conditions,
namely, higher velocity of the passing vehicle results in higher CITs.

A linear mixed-effects model was calculated in R [21] with the
nlme package [20] to evaluate the effects of condition, speed and

Table 2: Results of the linear mixed-effects model to predict crossing
initiation time (CIT).

Value SE DF t p

(Intercept) -0.33 0.10 321 -3.26 0.00
ConditionAR 0.65 0.14 40 4.54 0.00

Speed.L 0.14 0.02 321 6.55 0.00
Gap 0.02 0.02 321 0.88 0.38

ConditionAR:Speed.L 0.02 0.05 321 0.54 0.59

Figure 8: Crossing initiation times for the AR and the real world
condition for 30 and 50 km/h. Mean values are represented by white
diamonds, outliers by filled black diamonds. Notches indicate the 95%
confidence interval of the median (bootstraped with 10000 iterations).
The whiskers show the range of the data and extend up to 1.5 of the
interquartile range.

gap size inference statistically. Table 2 summarizes the results
of the model. Condition, speed and their interaction as well as
gap size served as fixed factors (CIT ∼Condition∗Speed +Gap).
Participants were treated as random factor (∼ 1|V P). The model
revealed a statistically significant effect for condition and speed. No
significant effect was found for their interaction or for gap size (cf.
table 2).

5.3 Subjective Measures
Figure 9 summarizes the results for each of the five mixed reality
experience questionnaire items. In general, participants reported
they rather felt part of a real than a virtual environment. The virtual
vehicles seemed to be part of a virtual environment rather than
the real world. The participants seemed to be inconclusive about
the question if they share the same environment with the virtual
vehicle. These items were answered by the 13 participants within
the “AR” condition. In addition, all participants of both conditions
filled out a post-trial questionnaire concerning the experience of the
experimental setting.

Results of the questionnaire, asked in both conditions are
summarized in figure 10. Only marginal differences between the two
conditions were found regarding the perceived safety of a potential
crossing. Participants rated an actual crossing similar safe for
“Real” (mean = 3.43) and “AR” (mean = 3.23). Participants stated
a similarly low probability regarding a collision with the passing
vehicles in case of an actual crossing for “Real” (mean = 1.73) and
“AR” (mean = 1.46). It is expected that the participants in the “AR”
condition treated the virtual vehicles in the questionnaire the same
way as real vehicles. When asked about the potential danger of
a collision with one of the passing vehicles, again, only a small
difference could be found between “Real” (mean = 2.96) and “AR”
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Figure 9: Distribution of responses (N = 13) to Mixed Reality
Experience Questionnaire (MREQ) items.

(mean = 3.16, one missing value: N = 12) with the latter being even
higher. By putting a cross on a 13 cm line without any markings,
participants rated how similar they expected their behavior in real
traffic conditions compared to the trials. Results showed a lower
match for “AR” (mean = 8.78) than “Real” (mean = 9.90). The
following item is missing the answers of two participants of the “AR”
condition. Still, analogous results could be found when asked the
same questions for trials they did not cross in the experiment (mean
“Real” = 10.26; mean “AR” = 8.48, N = 11). Compared to normal
traffic, participants rated their behavior slightly more risky for “Real”
(mean = -0.13) than “AR” (mean = 0.15). Participants found it more
difficult compared to normal traffic to decide to cross the street in
“AR” (mean = 0.92) than in the “Real” condition (mean = 0.33).
When asked about the necessary time to make a crossing decision,
subjectively more time was needed in both conditions (mean “Real”
= -0.43, mean “AR” = -0.62).

6 DISCUSSION

This paper presents a novel approach analyzing pedestrian behavior
in an AR setting. Overall, despite differences in behavior compared
to the “Real” condition, the study demonstrated the applicability of
the present setup. However, due to the deviation from the behavior in
“Real” condition, results must be interpreted with caution. Further
investigations are necessary to identify and quantify influencing
factors. Still, it could be shown that AR marks a promising tool
to investigate research questions concerning pedestrian behavior in
a safe, controlled and above all realistic environment. In contrast
to VR, it is no longer necessary to undergo the time and resource
consuming process of creating the environmental setting. On the
other hand, the framework requires a real environment. Depending
on the research question or use case, this can drastically simplify or
complicate the experimental setup. Furthermore, current technical
limitations, which might be modified in future studies, are outlined
in the following.

6.1 Technical Limitations
The virtual objects did not feature any reflections nor shadows (cf.
figure 1). Both would be highly dependable on the actual real-world
conditions with the potential to increase or break immersion. Where
reflections of the sky could be easily realized with a virtual skybox,
reflections of nearby objects (e.g. the participant) could only be
created with a great deal of technical effort. Realistic shadows
could be computed via a modeled position of a virtual sun, based
on geospatial information (GPS location of the experiment) and the
current time of day. This way, the virtual sun would correspond
with the position of the real sun and enable the virtual objects to
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How likely would a collision have been if you had actually crossed the road?

Compared to normal, my decisions were ...

Compared to normal, deciding to cross the street was ...

Compared to normal, making a decision took ...

Please mark with a cross on the line below how similar your behaviour 

would have been in real traffic...

... in cases where you have decided to cross the road.

... in cases where you have decided not to cross the road.

How safe would it have been to actually cross the road?

How dangerous would a collision have been?

Figure 10: Distribution of responses subjective items, asked in both
conditions.

cast shadows. However, this might require an even more accurate
calibration to match the virtual shadows with the real environment.

The mounted stereo camera’s resolution (ZED mini) of 720p in
combination with the VR glasses’ screen-door effect made it difficult
for the participants to recognize the vehicles at great distances. The
screen-door effect describes the visual artifacts (experiencing the
virtual world like looking through a mesh) caused by the empty
space between the pixels. The small distance to the displays in an
HMD combined with the lenses increases this effect in VR headsets.
Unstructured post-experimental interviews revealed that often the
decision to cross the street was only made when the vehicles were
closer than 150 meters.

The presented implementation did not feature mixed reality
occlusion, i.e. virtual objects were not occluded by real objects
in front of them. However, concerning this scenario, this denotes
only a minor limitation, since the virtual vehicles were rarely behind
real objects. In general, occluding virtual objects with real ones
would be possible based on the depth information of the stereo
camera. However, this technique cannot detect structures like hands
reliably. In this case, combining the setup with an LED based hand
tracker might improve occlusion.

The presented framework relied on wired connections of the
HMD and of the stereo camera to the PC running the environment.
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The initial setup without the additional camera used the HMD’s
built in cameras for video pass through. In this setting it would
have been possible to replace the wired connection with the HTC’s
wireless adapter. However, the additional load due to the increased
resolution of the added stereo camera does not allow for a wireless
setup. Thus, during the experiment the HMD and the stereo camera
were both connected with 5-meter cables to the PC. The cable length
was sufficient for the instructed task, since the participants were only
required to initiate a crossing. However, it cannot be completely
ruled out that the tension of the cables has influenced the walking
behavior.

Matching the virtual vehicles with the real environment represents
the greatest challenge and at the same time the greatest point of
criticism of this work. As described in section 3.3, calibration
approaches were evaluated. However, in the end, the vehicles’
trajectory did not fully match the real road, especially at greater
distances. The virtual vehicles were precisely positioned on the road
at the height of the test person. However, the vehicles’ trajectory
seemed to be radially distorted with increasing distance. As a result,
the vehicles seemed to emerge from under the ground level, pass
the participant at the correct elevation and then again submerge
back into the ground as they move farther away from the participant.
Further research must identify reasons for the radial distortion of
the vehicle’s trajectory. However, it is not to be expected that this
error had a significant effect on the pedestrian’s crossing decision.
As reported, due to the technical constraints, it was only possible to
identify the vehicles at smaller distances (approximately at less than
150m), by which point, the cars’ position already matched the street
level.

6.2 Overcoming Technical Limitations
VR experiments often lack a representation of the participant’s
body, i.e. an avatar. If, however, an avatar is present, additional
body-worn equipment is often needed to track the body parts. In
order to limit the required number of trackers, inverse kinematic
models are applied to mirror the movements. These models, though,
only approximate actual movement and may result in undesired
movements of the avatar. In an AR framework, however, it is not
necessary to create an virtual avatar because one’s own body passes
through the video feed. However, this presents new problems, such
as occluding virtual objects with one’s hands (cf. section 6.1).

Due to the conceptual state of this framework, there are further
technical limitations, as described above. Most of these limitations
can be addressed with further development of the presented
framework. Reflections and realistic shadows can be added.
Occlusion of virtual objects is potentially feasible with further
technical equipment or better performing algorithms to analyze
stereo camera’s depth information. A further increase in resolution
regarding the VR glasses displaying technology as well as stereo
cameras for video pass through is to be expected. An increased
resolution in combination with new displaying technologies would
potentially reduce the screen door effect. This would allow vehicles
to be recognized at greater distances. Currently, the FoV in AR
headsets does not seem sufficient for analyzing pedestrian behavior.
As long as this does not change, VR HMDs seem to be a suitable
interim solution.

6.3 Validation
The selected use case for this proof of concept of an AR pedestrian
simulator was a typical gap acceptance study. Since data was already
recorded for a real-world test track scenario, this experimental design
was replicated as closely as possible (see section 4.2). As a general
remark, most of the participants found the experimental setting of
only two cars passing by rather artificial, even though they were
instructed to only consider the experimental gap and to disregard the
missing traffic. Participants reported that the missing traffic before

and after the experimental gap subjectively biased their crossing
behavior. Although a setting with more cars is difficult to realize in
the “Real” condition, future studies might employ alternative tasks
and scenarios to evaluate the agreement between results obtained in
the proposed AR simulator and in real world.

The responses to the Mixed Reality Experience Questionnaire
vary widely for all items. Since this questionnaire is not validated
yet, it is unclear whether this is a result of the questionnaire
(misinterpretation of items) or the evaluated AR framework.
Technical progress in displaying technologies will enable a growing
number of scientists to use AR as research tool. Accordingly, better
tools for their evaluation, in terms of validated questionnaires to rate
AR experiences, can also be expected in the future.

In general, results of the objective measures indicate a similar but
offset behavior for both conditions in terms of gap acceptance rates
and CIT. The mean accepted gap sizes within the “AR” condition
(mean 4.40 s) are in line with results by Mallaro et al. [15], especially
compared to their HMD condition (mean 4.44). The created model
(figure 7) predicts a similar increment in acceptance rates with
increasing gap sizes with an offset of about one second. A similar
picture emerges from the analysis of the CIT (figure 8). The effect of
the two levels of speed could be found in both conditions. However,
participants in the “AR” condition in general took longer to initiate
a crossing. This effect is supported by the subjective rating in the
post-trial questionnaire. The greater CITs in “AR” might be a result
of the technical factors. Since the vehicles were only recognized at
a certain distance, crossing decisions took longer. This is consistent
with the fact that participants rated it more difficult to decide whether
to cross compared to normal traffic in “AR” than in “Real.”

7 WHERE TO GO FROM HERE

Using AR to investigate pedestrian behavior, there currently are
a number of technical limitations to overcome. Not being able
to identify vehicles in greater distances marked a main restriction
in the current setting. Nonetheless, most research carried out in
pedestrian simulators does not require such distances or velocities
above 30 km/h. Currently, VR pedestrian simulators are commonly
employed to evaluate new concepts to communicate from driverless
vehicles to pedestrians, so called external HMIs (cf. [5,17]). The AR
pedestrian simulator would allow to evaluate prototypes of external
HMIs in a realistic setting without setting up physical prototypes.
In general, AR seems a feasible tool in terms of a pedestrian
simulator, which has the potential to bridge the methodological
gap between real-world testing and VR experiments. With respect to
the reality-virtuality continuum [16], it will be of interest to compare
different technical settings (AR, VR, real world). Finally, this
framework promises a wide range of applications for the research of
human behavior, especially in the domain of human factors research
(e.g. human-robot interaction).
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VR Pedestrian Simulator Studies at
Home: Comparing Google Cardboards
to Simulators in the Lab and Reality
Philipp Maruhn*

Department of Mechanical Engineering, School of Engineering and Design, Chair of Ergonomics, Technical University of Munich,
Munich, Germany

Virtual Reality is commonly applied as a tool for analyzing pedestrian behavior in a safe and
controllable environment. Most such studies use high-end hardware such as Cave
Automatic Virtual Environments (CAVEs), although, more recently, consumer-grade
head-mounted displays have also been used to present these virtual environments.
The aim of this study is first of all to evaluate the suitability of a Google Cardboard as
low-cost alternative, and then to test subjects in their home environment. Testing in a
remote setting would ultimately allow more diverse subject samples to be recruited, while
also facilitating experiments in different regions, for example, investigations of cultural
differences. A total of 60 subjects (30 female and 30 male) were provided with a Google
Cardboard. Half of the sample performed the experiment in a laboratory at the university,
the other half at homewithout an experimenter present. The participants were instructed to
install a mobile application to their smartphones, which guided them through the
experiment, contained all the necessary questionnaires, and presented the virtual
environment in conjunction with the Cardboard. In the virtual environment, the
participants stood at the edge of a straight road, on which two vehicles approached
with gaps of 1–5 s and at speeds of either 30 or 50 km/h. Participants were asked to press
a button to indicate whether they considered the gap large enough to be able to cross
safely. Gap acceptance and the time between the first vehicle passing and the button
being pressed were recorded and compared with data taken from other simulators and
from a real-world setting on a test track. A Bayesian approach was used to analyze the
data. Overall, the results were similar to those obtained with the other simulators. The
differences between the two Cardboard test conditions were marginal, but equivalence
could not be demonstrated with the evaluation method used. It is worth mentioning,
however, that in the home setting with no experimenter present, significantly more data
points had to be treated or excluded from the analysis.
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bayesian statistics

Edited by:
Ronan Boulic,

École Polytechnique Fédérale de
Lausanne, Switzerland

Reviewed by:
Elizabeth O’Neal,

The University of Iowa, United States
Hyowon Lee,

Dublin City University, Ireland
Ilja T. Feldstein,

Harvard Medical School,
United States

*Correspondence:
Philipp Maruhn

philipp.maruhn@tum.de

Specialty section:
This article was submitted to

Virtual Reality and Human Behaviour,
a section of the journal

Frontiers in Virtual Reality

Received: 25 July 2021
Accepted: 11 October 2021

Published: 20 December 2021

Citation:
Maruhn P (2021) VR Pedestrian

Simulator Studies at Home:
Comparing Google Cardboards to
Simulators in the Lab and Reality.

Front. Virtual Real. 2:746971.
doi: 10.3389/frvir.2021.746971

Frontiers in Virtual Reality | www.frontiersin.org December 2021 | Volume 2 | Article 7469711

ORIGINAL RESEARCH
published: 20 December 2021
doi: 10.3389/frvir.2021.746971



1 INTRODUCTION

Pedestrian simulators are used in a similar way to driving
simulators to explore pedestrian behavior in a safe and
controlled environment. Participants experience a virtual
traffic scenario from the perspective of a pedestrian. The
hardware used to display these virtual worlds has
undergone significant changes since the launch of
pedestrian simulators.

Desktop-based applications have been used in a variety of
studies to train children in pedestrian safety (McComas et al.,
2002; Josman et al., 2008; Schwebel et al., 2008). The virtual
environment is generally displayed either on a single screen or on
three screens arranged in a circle. Due to the generally low
hardware requirements, desktop solutions are often low-cost
and flexible, but they also suffer from a low degree of
immersion and limited possibilities of interaction.

CAVE-like (Cave Automatic Virtual Environments) systems,
on the other hand, can overcome these limitations. Here, the
participant is surrounded by projection screens on which a rear-
projected virtual traffic scenario is displayed. The perspective of
this virtual world changes as the participant moves his or her
head. Possible interactions include natural walking, and crossing
a virtual road, if permitted by the size of the structure (Mallaro
et al., 2017; Cavallo et al., 2019; Kaleefathullah et al., 2020). A
combination of stereo projectors and shutter glasses creates a 3D
representation of the virtual scene (Mallaro et al., 2017;
Kaleefathullah et al., 2020).

CAVE-like setups require a high implementation and
maintenance effort and, they can be expensive, depending on
the size and the hardware configuration. Head-mounted devices
(HMDs) are available at a far lower price. Participants experience
the virtual scenario trough VR glasses, and the displayed content
is dynamically updated according to the position and rotation of
the person’s head. As long ago as 2003, Simpson et al., 2003 used
an HMD to study the road-crossing behavior of children and
young adults. They used the V8 by Virtual Research Systems, with
a resolution of 640 × 480 per eye, a 60° diagonal field of view
(FoV) and stereoscopic rendering (which was, however, not used
in their experiment). Since then, the hardware has improved
drastically. Since the release of consumer-grade VR glasses [cf.
second wave of VR (Anthes et al., 2016)], HMDs have often been
employed in pedestrian simulators, such as in the context of
safety research (Deb et al., 2017) into smartphone distraction
(Sobhani et al., 2017) or interaction with autonomous vehicles
(Prattico et al., 2021), for instance.

An extensive overview of technologies and research designs
used in pedestrian simulator studies in the last decade can be
found in Schneider and Bengler (2020). All of these setups have in
common that they are located in university laboratories or
research facilities, which sometimes has implications for the
demographic composition of the study sample. For instance, if
certain groups are not explicitly addressed by the research
question (e.g., traffic safety in the context of the elderly or
children), recruitment often concentrates on the immediate
environment, which results in an over-representation of
healthy university students (Schneider and Bengler, 2020).

By providing low-cost alternatives, VR can be made accessible
to a broader and more diverse set of subjects. Unlike conventional
HMDs, mobile HMDs do not rely on an external computer
(usually with high hardware requirements). Anthes et al.
(2016) divide mobile HMDs into three categories: 1)
standalone solutions that integrate the computing hardware
into the headset and do not rely on any other technology, and
devices that provide only a smartphone housing and use the
phone’s processing power and screen as an HMD. They further
differentiate between 2) ergonomically designed cases and 3)
simple cases, the latter generally offering lower degree of wearer
comfort and a poorer optical display. However, the benefit of
simple cases are the low acquisition costs. One prominent
example of the latter variant are Google Cardboards, which
were released in 2014. The combination of high smartphone
ownership and low-cost Cardboards enables a wide range of
applications, such as a training program to increase the safety of
child pedestrians (Schwebel et al., 2017a; Schwebel et al., 2017b).
The authors compared the Cardboard approach to a semi-
immersive virtual environment with a sample of 68 college
students (Schwebel et al., 2017a). The participants assessed
both systems as having a similar degree of realism, and the
Cardboard-based system was generally regarded by the authors
as a usable and valid system.

In order to generalize results from simulator experiments to
reality, a certain degree of validity is essential. Validity describes
the degree to which observations in a simulator experiment
match real-world behavior (Kaptein et al., 1996; Wynne et al.,
2019; Schneider et al., 2021). Like driving simulators (Wynne
et al., 2019), pedestrian simulators are in wide use, but validation
studies are rare (Schneider and Bengler, 2020). There are two
forms of validity (Wynne et al., 2019): absolute validity is when
the same values are observed in the simulator and in reality, for
example, for walking speeds. Relative validity is when the same
effects are observed in both cases, even when the absolute values
differ, for example, smartphone use influencing walking speed.
Feldstein and Dyszak (2020) investigated decisions as to whether
to cross a street in reality and in an HMD. Subjects stood at the
edge of a single-lane road and a vehicle approached from the
right. The subjects were asked to take a step backwards as soon as
they judged the road to be unsafe to cross. The results could not
confirm either relative or absolute validity, and in the virtual
environment, smaller temporal distances were accepted. Unlike
in the virtual environment, no effect in terms of different vehicle
speeds was observed in reality. However, the relative validity of
the effect of vehicle color (light vs dark) on the crossing decision
was demonstrated in the very same study (Feldstein and Peli,
2020). Schneider et al. (2021) conducted a gap acceptance task on
a test track, in a CAVE and in an HMD. By taking a step forward,
participants signaled whether the gap between two vehicles was
deemed safe enough to enable a single-lane road to be crossed.
The most (i.e., also smaller) gaps were accepted on the test track.
In both simulators, crossing was initiated later. Again, a
correlation between increased vehicle speed and gap
acceptance could be observed in both simulators, but not in
reality, indicating that participants in the virtual environment
relied on the total distance between the vehicles rather than on the
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temporal gap (Schneider et al., 2021). Similar results were
observed in an augmented reality approach, with the same
experiment (Maruhn et al., 2020).

Besides simulator properties, other effects can influence
participant behavior and the transferability of the results to
reality. Feldstein (2019) conducted a review of the technical,
compositional and human factors at play when judging
approaching objects in real and virtual environments. The
presence of an experimenter or observer can also have an
effect on the subjects’ behavior. This phenomenon is known as
the Hawthorne effect, for which a variety of definitions exist. For
example, Oswald et al. (2014) describe the Hawthorne effect as “a
change in the subject’s normal behavior, attributed to the
knowledge that their behavior is being watched or studied.”
For example, if subjects in a driving simulator feel observed, it
can cause them to exhibit more socially desirable behavior
(Knapper et al., 2015). One way of preventing this is to ensure
complete anonymity. It has been shown in several psychological
questionnaire studies that anonymously interviewed participants
were more likely to report socially undesirable attributes (Lelkes
et al., 2012). On the other hand, anonymity also reduces
accountability and, in turn, the motivation to complete
questionnaires accurately. Lelkes et al. (2012) compared three
studies and confirmed that although, in some cases, anonymity
led to an increase in socially undesirable responses, in all cases it
led to lower accuracy and survey satisficing. The question is to
what extent an anonymous setting influences the behavior
displayed in a traffic simulation.

Motivated by the need for easier ways of testing diverse subject
collectives and to validate the methods used on the basis of real
data, this work replicates the study design byMaruhn et al. (2020)
and Schneider et al. (2021) in a Google Cardboard setting,
conducted under two different sets of conditions, in which one
group of subjects does the experiment in a conventional
laboratory session, while the other group performs the
experiment at home with no experimenter present. By
comparing results of this study with data from Maruhn et al.
(2020) and Schneider et al. (2021), it is possible to assess the
effects of a low-fidelity but cost-efficient hardware setup. The
additional remote setting enables the influence of a laboratory
setting with a human observer to be analyzed. This leads to the
two research questions posed in this work: 1) How does a low-
cost solution rank within the current pedestrian simulator
hardware landscape and 2) What differences or similarities
result from subjects performing the experiment alone at home
as compared to a laboratory setting?

2 METHODS

The German-French PedSiVal research project involved cross-
platform validation of pedestrian simulators. As is the case with
many studies of pedestrian simulators (Schneider and Bengler,
2020), crossing decisions were also the subject of the present
investigation. For this purpose, crossing decisions were recorded
on a test track with real vehicles and compared with the results
obtained using a CAVE, HMD (Schneider et al., 2021) and

augmented reality (AR) (Maruhn et al., 2020). This study
protocol is herein replicated with Google Cardboards (see
Section 2.1) in two different environments: half of the subjects
completed the experiment in a dedicated room located at the
university in the presence of an experimenter (condition: CBLab).
The other half completed the experiment at home, with no
experimenter present (condition: CBRemote). The subjects
were free to determine the timing of experiments conducted at
home. Under the laboratory condition, on the other hand, a fixed
appointment system was used. To prevent possible sources of
error in the remote setting (e.g., ambiguities in the instructions or
technical problems), the data were first collected under laboratory
conditions.

2.1 Study Protocol
In the experiment, the subjects stood at the edge of a single-lane
road at a distance of 0.65 m (cf. Figure 1). In each trial, two
vehicles approached from the right at a constant speed. The
actual experiment trials were preceded by two practice trials.
The speeds varied between 40 km/h in the two practice trials and
30 km/h or 50 km/h in the actual experiment trials. In each
individual trial, the gap between the vehicles was constant, but it
varied from trial to trial from 1 to 5s. In the two practice trials,
one 2s and one 4s gap was presented. Subsequently, every
possible combination of the two speeds and five gap sizes
was presented once in a random order, resulting in a total of
10 trials after the two practice trials. These combinations of
vehicle gaps and speeds were thus identical to the data collected
previously on the test track, with Cave, or with an HMD
(Schneider et al., 2021), and AR (Maruhn et al., 2020).
Likewise, the position of the participant and his or her
distance to the road was approximately the same under all
conditions (small variations were however possible since the
participants in the other settings were able to move, whereas the
position in the Cardboards was fixed).

The aim of this study is to evaluate a low-cost alternative to
current, commonly applied approaches in pedestrian simulators
such as consumer grade desktop-based VR HMDs and CAVEs as
well as more recent approaches like AR. A simple Cardboard
casing was used, without any padding. To limit discomfort while
wearing the Cardboard, the duration of exposure to VR was
minimized as far as possible. However, the aim was for the
experiment to resemble the previous experiments as far as
possible. Balancing these two objectives led to the following
modifications compared to Maruhn et al. (2020) and
Schneider et al. (2021): The number of trials was halved, and
each combination of speed and gap size was presented once
instead of twice. On the test track, the vehicles had to turn around
after each run, drive back to the starting point and reposition
themselves. However as in Maruhn et al. (2020), these waiting
times were eliminated here. The vehicles disappeared at the end of
the virtual road before being re-spawned at the starting point.
Before starting their experiment, Maruhn et al. (2020) and
Schneider and Bengler (2020) checked visual acuity using a
simple paper-based test and determined each individual’s
walking speed for the subsequent purpose of calculating safety
margins. However, this was omitted in the present study as it was
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impractical in a remote setting in which there was no
experimenter.

The overall experiment lasted about 30 min, including about
10 min of VR exposure. The study design was approved by the
university’s ethics committee.

2.2 Apparatus
Participants of both Cardboard conditions were provided with an
unassembled Google Cardboard along with instructions and with
a QR code for installing the mobile application. Participants were
encouraged to install the application on their own smartphone.
Participants under the lab condition who did not have their own
Android smartphone were provided with a Nexus 5 device.

2.2.1 Cardboard Viewer
A Google Cardboard version 2.0 was used for this experiment (cf.
Figure 2A). By pressing a button on the upper right of the
Cardboard causes a pillowed hammer covered with conductive
strip to be pressed against the smartphone display (Linowes and
Schoen, 2016). This enables button presses can be registered as
touch events. The Cardboard has two lenses (∅ 37.0 mm). It
weighs 140g, has the dimensions (145 × 87 × 87 mm), and
supports smartphone display sizes of between 3.7” and 6”
(9.4–15.2 cm). The originally introduced Google Cardboards
(2015) claimed to have a Field of View (FoV) of 80° and a
lens diameter of ∅ 34.0mm (Linowes and Schoen, 2016) in
comparison to 85° in AR (Maruhn et al., 2020) and 110° in the
HMD (Schneider et al., 2021). The Cardboard has a printed QR
code, which the test persons were asked to scan before they
started. This adapts the display to the lenses and dimension
parameters of the device [cf. Linowes and Schoen (2016)]. Neither
the distance to the display nor between the lenses are adjustable.
The Cardboard can be worn hands-free using an adjustable elastic
headband. In practice, however, the use of a headband is not
recommended. Holding the Cardboard with the hands limits the
head’s rotation speed, which can prevent kinetosis (Linowes and
Schoen, 2016). But as only a few rotations were to be expected in
the present study design, mainly when the vehicles pass by, and as
no interaction with the button on the Cardboard was necessary

while waiting for the vehicles, the subjects were still provided with
a headband. However, the participants were free to decide
whether to use it (no instructions were provided for the
headband) or to hold the Cardboard in place with their hands.

2.2.2 Mobile Application
The virtual environment from Maruhn et al. (2020) and
Schneider et al. (2021) was transferred to an Android app (cf.
Figure 2B), and the virtual environment was created in Unity
2019.3 and Google VR SDK 2.0. The experimental data was
stored in an online database (Google Firebase). The app was
distributed via Google Play Store.

On running the app, users stated whether they were working
under the CBLab or the CBRemote conditions. They then had to
confirm the subject information and informed consent. Users
were asked to scan the QR code on the Cardboard. Since
difficulties were observed when assembling the Cardboard
under the lab condition, an explanatory stop motion
animation was added for use under the remote condition.
Finally, users entered their body height and the app switched
to Cardboard mode. The virtual camera height was then adjusted
to the subject’s body height. To reduce the number of draw calls
and thus increase the performance, the virtual parking lot
environment was converted into a 360° image from this
camera position. This meant that no translational movements
were possible (however, only rotations can currently be reliably
tracked in Cardboards anyway). The two vehicles remaining as
the sole dynamic objects featured 3D spatial sound. Upon
entering the virtual environment, text boxes were displayed to
introduce participants to the experimental task.

2.3 Experimental Task
Participants were told that they could interact with the virtual
buttons in the VR by pressing the physical button in the
Cardboard and using a gaze pointer to select a virtual button.
The gaze pointer is a small white circle in the middle of the screen,
that is only visible while the instructions are being displayed. The
subjects were informed that the two vehicles would always
approach from the right, with a constant gap and speed.

FIGURE 1 | Schematic sketch of the experimental setup. The virtual vehicles appear at a distance of 320 m on a 4.8 m wide road, pass by the subject at a
predefined speed and distance, and disappear at the end of the road.
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Participants were asked whether they were standing and using
headphones for audio output. They were asked to rate only the
gap between the two vehicles in terms of whether they considered
it safe to cross the road. If so, they were asked to signal their
intention to cross the street at the moment that they would
commence crossing. Since it was not possible to cross the actual
test track for safety reasons, only the intention to cross was
assessed. In Maruhn et al. (2020) and Schneider et al. (2021), this
was signaled by taking a step forward towards the street. Since it is
not possible to reliably track translational movements with
Cardboards, this was signaled by pressing a button at the
upper right of the Cardboard in the present study. Each press
of the button caused an audible beep sound to be emitted. Each
button press was recorded in the online database to calculate the
objective measurements.

2.4 Objective Measures
Crossing initiation time (CIT) and gap acceptance were
recorded as objective dependent measures. Gap acceptance
was recorded as a dichotomous measure, indicating whether
or not participants deemed a gap large enough to cross. If a
participant decided to cross, the CIT was also calculated. CIT
describes the time difference from the moment the first vehicle
has passed until the subject presses the button. A negative CIT
thus means that a crossing was initiated before the preceding
vehicle had completely passed by the subject. A button press
such as the one shown in the situation in Figure 1 would thus
result in a CIT of 0s.

2.5 Subjective Questionnaires
After the trials were completed, the subjective data was recorded
using the questionnaires contained in the app and results were
also stored in the online database. The questions were the same as
in Maruhn et al. (2020) and Schneider et al. (2021) and concerned
demographics, how subjects rated the situations in which they did
or did not cross the road, how easy they found it to make the
decisions, and how likely it was that a collision would have
occurred. The exact wordings can be found in Figure 10.

Online surveys or crowd-sourced data are often deemed to
produce a low data quality as a result of careless behavior
(Brühlmann et al., 2020). In long questionnaires, for example,
attention checks are often used to identify deficient data sets. In
this study, however, the focus was not only on the quality of the
questionnaire but also on that of the simulator data. Another way
of identifying careless behavior is to use self-reported single item
(SRSI) indicators (Meade and Craig, 2012). At the end,
participants were asked the following question, adapted from
Meade and Craig (2012), using a continuous slider (extrema
labels No–Yes): “It is critical for our study to include data only
from individuals who give their full attention to this study.
Otherwise, years of effort (by the researchers and other
participants’ time) could be wasted. Hand on heart, should we
use your data for our analyses in this study?”

2.6 Recruitment
Members of the university (staff and students) were recruited as
subjects. They were approached spontaneously on campus,
largely without any personal connection. However, this led to
considerable data collection problems in the remote setting. To
ensure anonymity, no contact information was collected from the
participants. They were only provided with the Cardboard and
printed instructions on how to install the app. An email contact
address was provided in case of any further questions. However,
data from the first subjects recruited in this way were for the most
part never received. Technical reasons can be excluded here, as
continuous monitoring of the app did not indicate any problems.
It appeared to be down to a lack of incentive or commitment
resulting from the complete anonymity. To circumvent this
problem, participants whose contact data was available from
the extended social environment of employees and students
were recruited for the remote component. One week after the
Cardboards were given out, a reminder was sent to the subjects to
perform the experiment at home. However, the experimental data
remained anonymous. Subjects were only allowed to participate if
they had not taken part in a previous study by Maruhn et al.
(2020) and Schneider et al. (2021).

FIGURE 2 | (A) Google Cardboard Version 2.0 Viewer with a Google Nexis 5 Smartphone. (B) View from the subject’s perspective during the experiment. Shown
here is a 3-second gap at 30 km/h.
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2.7 Study Population
Thirty subjects completed the experiment in each of the two test
environments CBLab and CBRemote. Male and female
participants were equally represented in both settings. The age
distributions under the laboratory condition (M � 26.53, SD �
3.15, N � 30) and under the remote condition (M � 29.13, SD �
3.60, N � 30) were comparable to the data previously collected in
reality (M � 27.50, SD � 2.08, N � 30), CAVE (M � 27.93, SD �
3.42,N � 30), HMD (M � 27.73, SD � 3.00,N � 30), and AR (M �
27.62, SD � 3.55, N � 13). Although the idea was to be able to
recruit more diverse samples for the Cardboards used in a remote
setting, this was not done here on grounds of comparability.

2.8 Hardware Performance
The current frame rate, measured in frames per second (fps), was
continuously tracked during the trials. So as not to affect the
performance, the frame rate was measured with a frequency of
4 Hz. The number of frames was divided by the elapsed time,
i.e., the average frame rate of the previous 250 ms. The minimum
and maximum frame rates were then logged for each trial. The
phone’s display resolution was also logged. The results are
presented in Figure 3. Overall, the smartphones used under
the remote condition were higher performing. The minimum
frame rates measured (Figure 3A) are in many cases well below
the frequently recommended level of 60fps (CBLab:M � 25.84fps,
SD � 14.09fps, CBRemote: M � 31.85fps, SD � 13.29fps).
However, it should be noted that these minimum frame rates
usually only occur for a very short time, for instance, during a
rapid head movement or when rendering complex 3D objects.
Unfortunately, this generally happens when the vehicles are going
past the test persons, who follow the vehicle movements with
their heads. It can therefore not be completely ruled out that it
affects the estimation task. In many smartphones, the maximum
frame rate is limited to 60 fps (Linowes and Schoen, 2016), or
even lower values, particularly in older models. The smartphones
used under the remote condition achieved slightly higher
maximum frame rates (M � 57.66fps, SD � 4.59fps) than
those in the laboratory (M � 52.90fps, SD � 9.70fps), see
Figure 3B. Regarding the display resolutions, only minimal
differences between the smartphones used in the lab

(M � 2.15MP, SD � 0.62MP) and those employed at home
(M � 2.03MP, SD � 0.47MP) can be determined (Figure 3C).

2.9 Data Exclusion
If participants wished to mark a trial response as erroneous, for
example, if they had clicked by mistake, they were asked to signal
this by pressing the button three times. However, this did not
happen in any of the trials. But there were several occasions on
which a button was pressed well before or after the vehicles had
passed. These cases were then deleted (CBLab: 2, CBRemote: 1). A
CIT of ± 20s was defined as the threshold value. After this
cleanup, a number of duplicate button presses still remained.
In such cases (CBLab: 2, CBRemote: 8), the first of the two button
presses was used in the onward analysis. Subsequently, there still
remained cases in which the CIT was larger than the actual vehicle
gap. Furthermore, very late button presses, i.e., thosemade shortly
before the second vehicle passes cannot be considered as
representing a time to start crossing. Consequently, CITs
larger than half the gap size were excluded (CBLab: 2,
CBRemote: 19) in CIT comparisons and only considered as
gap acceptance. Under the laboratory condition, these data
points were distributed among six subjects, and under the
remote condition, among 13 subjects. It is possible that several
of these excluded data points might occur for one subject. There
was one participant in the remote group for whom five cases of
double button presses occurred accompanied by five cases with
excessively large CITs. This subject also accepted every gap.
However, the cleaned data seemed plausible. Accordingly, it
cannot be ruled out that the subject actually found all gaps
passable and that the instructions had not been
misunderstood. This subject was therefore not excluded from
the analysis. The other cases were evenly distributed among the
test subjects. Overall, more data points had to be cleaned under
the remote condition than in the laboratory.

2.10 Data Analysis
Null hypothesis significance testing (NHST) is the predominant
method of data evaluation used in human factors research, which
includes driving simulator studies (Körber et al., 2016), although
it does have some limitations and problems. NHST is often used

FIGURE 3 |Hardware performance indicators for the smartphones used in the two test environments. (A) shows the minimum frame rates that occurred in the test
runs, and (B) the maximum frame rates achieved. (C) compares the display resolutions.
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to render a dichotomous statement, such as “Does an
independent, manipulated variable have a significant effect on
a dependent, observed variable?” This decision is then usually
based on a previously defined α error level. The p value of a
frequentist test indicates how likely the observation was,
assuming the manipulated variable has no influence. However,
the p value depends on a number of factors that must be taken
into account by the researcher, such as sampling stopping rules
and test selection (Kruschke, 2015a). Besides this single point
estimate in the form of a p value, plausible limits around this
estimator, i.e., confidence intervals, are also increasingly used in
the social and behavioral sciences (Cumming and Finch, 2001).
However, since confidence intervals are based on the same
assumptions as p values, they suffer from the same limitations
as those described above (Kruschke, 2015a). Moreover,
confidence intervals only provide bounds, not a distribution
function of the estimator (Kruschke, 2015a). This is in
contrast with Bayesian statistics. Here, the outcome is actually
a distribution function of the estimator. Bayesian approaches also
avoid approximation assumptions (Kruschke, 2015b, p. 722) and
allow for equivalence testing. These and other benefits have led to
a rapid rise of Bayes methods in a variety of disciplines (Kruschke
et al., 2012), but not in social and behavioral research [e.g.
Kruschke et al. (2012); Körber et al. (2016)]. This work is a
first step in applying Bayes statistics in the context of pedestrian
simulator studies. Data analysis and model creation for this work
were performed in Python, version 3.8.

3 RESULTS

As stated at the beginning of this work, this study replicates a
design that has already been performed in reality, as well as in
CAVE, HMD (Schneider et al., 2021), and AR (Maruhn et al.,
2020). To better understand the results of this work in the overall
context (Research Question 1), the data from previous studies are
given in figures and analyses. The number of trials in the present
setting was half that used in previous studies, and each
combination of gap size and speed was presented only once.
Accordingly, only the first 10 trials from the previous studies were
considered. The data analysis focuses on two comparisons: the
difference compared to the test track and the difference between
the two Cardboard conditions (laboratory and remote, Research
Question 2).

3.1 Gap Acceptance
In addition to the 300 crossings (10 trials x 30 participants)
performed under each of the two Cardboard conditions (lab
and remote), the analysis also includes crossings made in
previous studies: REAL (300), CAVE (300), HMD (298,
whereby 2 data points were excluded because the subjects
were too far in front of the virtual light barriers) and AR
(130, as there were only 13 subjects). Figure 4 presents a
summary of acceptance rates isolated for the variables: test
environment (Figure 4C), gap size (Figure 4D), and speed
(Figure 4E), as well as the combination of test environment
and gaps (Figures 4A,B). In total, 654 of the 1,628 crossing

opportunities were rated as passable, representing an
acceptance rate of 40%. Acceptance rates for each factor
were calculated from combinations of the remaining two
factors (cf. Figure 4). Acceptance rates were highest in the
real environment on the test track (M � 0.48, SD � 0.5)
followed by CAVE (M � 0.43, SD � 0.5), CBRemote (M �
0.42, SD � 0.49), CBLab (M � 0.39, SD � 0.49), HMD (M �
0.34, SD � 0.47), and AR (M � 0.28, SD � 0.45). More gaps
were accepted overall at 50 km/h (M � 0.43, SD � 0.5) than at
30 km/h (M � 0.37, SD � 0.48).

A mixed logistic regression model was generated to analyze
the binary outcome of gap acceptance. The gap sizes were re-
centered around 0 to accelerate data processing and simplify
model interpretation. To account for this, the factor gap size is
referred to as GapC in the model descriptions and summaries.
The base model included condition (categorical, 6 levels:
REAL, CAVE, HMD, AR, CBLab and CBRremote), speed
(categorical, 2 levels: 30 and 50 km/h), gap size centered
(continuous, 5 levels: −2, −1, 0, 1, and 2s) and participant
as a random factor (ID). The REAL condition served as a
baseline. Speed was treated as a categorical variable, since only
two velocities were used in the experiment. Two additional
models were created by adding random slopes for either gap
size or speed as was one more model, in which two fold
interactions of the condition with the speed and gap were
added to the base model. The models were created with Bambi
(Capretto et al., 2020) which is built on top of PyMC3
(Salvatier et al., 2016). Bambi allows for formula-based
model specification and automatically generates weakly
informative priors (Capretto et al., 2020). The Hamiltonian
Monte Carlo algorithm in combination with No-U-Turn
Sampler (Homan and Gelman, 2014) is then used to
compute the posterior distribution depending on the priors
and the likelihood function of the observed data. Each model
was created with 4,000 draws and 4 parallel chains. The target
accept (sampler step size) was increased to 0.99 to remove any
divergences, especially in the more complex model with
interactions. ArviZ (Kumar et al., 2019) was used to analyze
and compare the Bayesian models created. The results are
shown in Table 1. Despite being only ranked second, the base
model will be used for further data analysis. Since there is only
a marginal difference in the information criterion (loo: leave-
one-out cross validation), the base model was chosen due to its
simpler model complexity and parameter interpretation. The
structure of the base model is illustrated in Figure 5 as a
distogram, according to the convention by Kruschke (2015b).
The model’s output is summarized in Table 2. No divergences
occurred in the model. For none of the fixed effects did a rank
normalized R-hat R̂> 1.00 occur [cf. Vehtari et al. (2021)].
Visual inspection of the trace plots indicated a sufficient
exploration of the parameter space and mixing of the chains.

Contrary to NHST, Bayes analysis provides a distribution of
estimators instead of a point estimate. The further analyses are
limited to the estimators for the different conditions. If the beta
estimators for condition are considered in isolation, this
corresponds to a model equation in which Gap xS and Speed
xG are set equal to zero (cf. Figure 5). Since Gap was re-centered,
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this corresponds to an estimate for 3s gaps at 30 km/h (baseline
speed). The distributions of the beta estimators for the different
conditions can be subtracted from each other. For example, if the
CBLab distribution is subtracted from the CBRemote
distribution, a conclusion can be drawn about how the
estimation for a crossing differs between the two conditions
relative to the REAL condition. The result of a linear
combination from a logistic regression are given in logits. By
applying an exponential function, the logits can be converted to
odds. Dividing the odds by 1 + odds results in probabilities
(Equation 1).

probability � elogit

1 + elogit
(1)

Of particular interest are the differences in the crossing
probabilities between the simulators and reality (Research
Question 1) as well as between the two Cardboard conditions
(Research Question 2). Figure 6 contrasts these differences in a
ridge plot. The plot shows the respective posterior distributions’
94% highest density interval (HDI). HDIs are often given as 94%
to emphasize their difference to confidence intervals. As with
classical NHST, there are now several ways of describing the
magnitude of these differences and, in contrast to NHST, about
their equivalence as well (Kruschke, 2015b, p. 335 ff.). One way is
to define a region of practical equivalence (ROPE). The
boundaries of this region can be specified individually,
depending on the use case. In this work, a data-driven
approach was chosen. Kruschke (2018) defines ROPEs based

FIGURE 4 | Descriptive data of gap acceptance rates. (A,B) show the acceptance rates as a combination of vehicle gap and test environment subdivided for both
levels of speed. The bottom three plots each represent one independent variable in isolation. The acceptance rates are shown as a function of (C) the experimental
environment, (D) the gap sizes and (E) the levels of speed. The box plots show the distributions based on the other two respective factors. For example, (D) shows that
there are combinations of test environment and speed that lead to a gap acceptance of 0 at 3s. In (A) it can be seen that these are AR at 30 km/h. The experimental
data in REAL, CAVE and HMD were collected in Schneider et al. (2021). The experimental data in AR were collected in Maruhn et al. (2020).

TABLE 1 |Model comparison for predicting crossings as a function of condition, gap size, and speed as fixed factors and participant as a random factor. In addition to this
base model, the other models include either a random slope for gap or speed, while one model features two-way interactions of gap and speed with condition.

Rank loo p_loo d_loo Weight se dse Warning loo_scale

Random Slope Gap 0 −526.04 135.99 0.00 0.37 23.60 0.00 False log
Base Model 1 −526.34 111.50 0.30 0.29 23.72 3.29 False log
Random Slope Speed 2 −526.75 116.88 0.70 0.00 23.80 3.40 False log
Interactions 3 −527.99 126.96 1.95 0.35 23.79 4.79 False log
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on the population standard deviation and half the size of a small
effect (δ � ±0.1) according to Cohen (1988). Since no standard
deviation of the population is available in the present case, the
sample standard deviation is used. With a dichotomous outcome
variable, no standard deviation can be calculated initially.
However, since each subject (i) repeated the experiment 10
times, the mean crossing probability of each subject (p̂i �
accepted crossings/number of repetitions) and the mean

crossing probability of all subjects (p̂0) can be used to
calculate the standard deviation of the crossing decisions of all
participants (Eq. 2). The ROPE limits were then defined by
multiplying σcrossing by ± 0.1 (Eq. 3). This results in a ROPE
of ±0.018. Thus, differences of ±1.8% are treated as practically
equivalent.

σcrossing �
������������
ΣN
i�1(p̂i − p̂0)2
N − 1

√
(2)

ROPE � ±0.1pσcrossing (3)

As can be seen in Figure 6, the combination of weakly
informative priors and a relatively small set of data points
results in very broad distributions relative to a narrowly
defined ROPE. Accordingly, none of the distributions lies
entirely within the ROPE and no practical equivalence can be
assumed for any of the comparisons. The HDIs of HMD-REAL
(HDI [ − 0.426, −0.103]), AR-REAL (HDI [0.472, −0.149]) and
CBLab-REAL (HDI [− 0.374, −0.026]) are completely outside the
ROPE. Fewer gaps are accepted in these conditions than on the
test track. For the remaining comparisons CAVE-REAL (HDI [−
0.313, 0.069]), CBRemote-REAL (HDI [− 0.318, 0.059]) and
CBRemote-CBLab (HDI [− 0.083, 0.213]), no statement can be
made, because they are neither completely enclosed by the ROPE
nor completely outside the ROPE. Makowski et al. (2019)
describe another way of defining ROPEs for logistic models.
For completeness, the evaluation is included in the analysis
script provided online.

ROPE � ±0.1p π�
3

√ (4)

They propose converting the parameters from log odds ratio to
standardized difference using Eq. 4, resulting in a ROPE of
±0.181 on the logit scale. This approach yields the same
results in this context, except that the CBLab-REAL
comparison is just no longer completely outside the ROPE.

3.2 Crossing Initiation
Of the 654 gaps accepted, CITs were calculated for 633 deemed as
potential crossings. Twenty-one cases were dismissed for which
the CIT was greater than half the gap size (cf. Section 2.9). Since
gap acceptance rates varied between the test conditions, so did the
number of CITs: REAL (N � 145), CAVE (N � 128), HMD (N �

FIGURE 5 | Model structure for predicting each binary outcome of a
possible crossing (yi) depending on the simulation environment (j) and based
on a Bernoulli distribution. Its μ value results from a linear logistic function with
condition (C, 6 categorical levels referenced by index (j), speed (S) and
gap size (G) as fixed effects. Due to the repeated measures design, the
participants’ ID was treated as a random effect (c). The estimators were
assigned weakly informative priors: normal distribution for the fixed effects and
half-normal for the σ of the normal distribution for the random effect.

TABLE 2 | Summary for crossing model: Crossing ∼ Condition + Speed + GapC +(1|ID). REAL served as a baseline. GapC refers to the centered gap size variable [−2s, 2s]
rather than [1s, 5s].

Mean sd hdi_3% hdi_97% mcse_mean mcse_sd ess_bulk ess_tail r_hat

Intercept −0.579 0.362 −1.273 0.084 0.005 0.003 5966.0 9313.0 1.0
CAVE −0.622 0.504 −1.563 0.333 0.006 0.004 7275.0 10392.0 1.0
HMD −1.650 0.508 −2.606 −0.687 0.006 0.004 7025.0 9687.0 1.0
AR −2.304 0.663 −3.502 −1.009 0.007 0.005 8201.0 10628.0 1.0
CBLab −1.083 0.503 −2.013 −0.136 0.006 0.004 7559.0 10259.0 1.0
CBRemote −0.666 0.501 −1.585 0.293 0.006 0.004 7071.0 10244.0 1.0
Speed 0.745 0.172 0.431 1.082 0.001 0.001 32756.0 10812.0 1.0
GapC 2.211 0.120 1.980 2.431 0.001 0.001 16983.0 13108.0 1.0
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101), AR (N � 37), CBLab (N � 114) and CBRemote (N � 108).
The overall mean CIT was 0.16s (SD � 0.52s), whereas in REAL
(M � −0.27s, SD � 0.45s), distinctly lower CITs were observed
than in the simulators: CAVE (M � 0.35s, SD � 0.51s), HMD
(M � 0.16s, SD � 0.47s), AR (M � 0.38s, SD � 0.46s), CBLab (M �
0.24s, SD � 0.34s) and CBRemote (M � 0.34s, SD � 0.49s). As the
gap size increased, CITs also increased slightly: 2s (M � −0.04s,
SD � 0.48s), 3s (M � 0.06s, SD � 0.47s), 4s (M � 0.15s, SD �

0.52s) and 5s (M � 0.21s, SD � 0.52s). At 30 km/h, participants
made the decision to cross earlier (M � 0.03s, SD � 0.55s) than at
50 km/h (M � 0.26s, SD � 0.46s). Figure 7 shows the CITs as a
function of condition (Figure 4C), gap (Figure 4D), speed
(Figure 4E) or a combination of condition and gap for the
two levels of speed (Figure 4A and Figure 4B).

In a similar way to the gap acceptance analysis above (cf.
Section 3.1), different models were created with which to predict

FIGURE 6 | Difference in posterior probabilities of crossing the street (for a 3s gap and at 30 km/h) between the simulators and the real-world setting, and between
the two Cardboard settings.

FIGURE 7 | Descriptive data of crossing initiation times (CIT). (A) and (B) show CITs as a combination of vehicle gap and test environment, subdivided for both
levels of speed. The bottom three plots each represent a single independent variable. The CIT is shown as a function of (C) the experimental environment, (D) the gap
sizes and (E) the speed levels. The experimental data in REAL, CAVE and HMD were collected in Schneider et al. (2021). The experimental data in AR were collected in
Maruhn et al. (2020).
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CITs. Again, the base model featured condition, speed, gap size
centered (GapC) plus the participant as a random factor (ID),
while the additional models included either interactions or
random slopes. The loo values for the models were again very
similar, and therefore, the simple base model was chosen. The
exact values can be found in the accompanying data analysis
script. It should be noted that warnings appeared in the course of
the model comparison [based on loo using Pareto-smoothed

importance sampling (Vehtari et al., 2017)] to the effect that
the estimated shape parameter of Pareto distribution was greater
than 0.7 for some observations. Observations where κ > 0.7
indicate influential data points, and errors in loo estimation
(Vehtari et al., 2017). Further analysis of these data points
revealed that they are extreme values under the CAVE (N �
6), HMD (N � 6), and CBRemote (N � 3) conditions with
comparatively very low or very high CITs. However, since the
data points represent plausible CITs, they are not excluded from
the model. The visual inspection of trace plots and auto-
correlation plots, as well as the posterior predictive checks and
the absence of divergences otherwise imply a sufficient model fit.
The resulting model summary is presented in Table 3 and the
model schema is shown in Figure 8.

Here, too, further analysis focuses on the differences in the
CITs between the simulation environments and reality and on
comparing the two Cardboard conditions. The ROPE was
determined on the basis of the standard deviation of all CITs
as ± 0.1*σCIT. Based on σCIT � 0.52s, this results in a ROPE of
±0.052s. Figure 9 plots the difference in posterior distributions.
Compared to the test track, the participants indicated their
crossing decisions later in all simulated environments: CAVE-
REAL (HDI [0.474, 0.843]), HMD-REAL (HDI [0.252, 0.625]),
AR-REAL (HDI [0.374, 0.885]), CBLab-REAL (HDI [0.283,
0.664]), CBRemote-REAL (HDI [0.398, 0.766]). No statement
can be made regarding a practical equivalence for the
comparison between CBRemote and CBLab (HDI [ − 0.090,
0.300]).

3.3 Subjective Data
Figure 10 presents all the questionnaire’s results along with the
wordings of the questions. Table 4 gives an overview of means
and standard deviations for each item and experimental setting.
Overall, participants rated it quite safe to cross the street (Q1,
Likert scale [1, 4]), with the highest scores achieved in reality on
the test track, followed by AR, CBRemote, HMD, CAVE and
CBLab. Collisions (Q2, Likert scale [1, 4]) were assessed as
somewhat unlikely with the lowest values in AR, followed by
CBRemote, REAL, CBLab, HMD and CAVE. The severity of
collisions (Q3, Likert scale [1, 4]) was rated highest in AR
followed by CBLab, REAL, CBRemote, HMD and CAVE. The
two questions on similarity of behavior compared to reality (Q4
and Q5, continuous scale) were normalized to obtain values
between 0 and 1. Both questions produced similar results. In

TABLE 3 | Summary for CIT model: CIT ∼ Condition + Speed +GapC + (1|ID). REAL served as a baseline. GapC refers to the centered gap size variable [−2s, 2s] rather than
[1s, 5s].

Mean sd hdi_3% hdi_97% mcse_mean mcse_sd ess_bulk ess_tail r_hat

Intercept −0.430 0.073 −0.575 −0.301 0.002 0.001 2305.0 4860.0 1.0
CAVE 0.650 0.099 0.474 0.843 0.002 0.001 2416.0 5053.0 1.0
HMD 0.442 0.100 0.252 0.625 0.002 0.001 2457.0 5338.0 1.0
AR 0.638 0.136 0.374 0.885 0.002 0.002 3229.0 6233.0 1.0
CBLab 0.477 0.101 0.283 0.664 0.002 0.001 2397.0 4880.0 1.0
CBRemote 0.581 0.099 0.398 0.766 0.002 0.001 2763.0 5557.0 1.0
Speed 0.213 0.025 0.166 0.259 0.000 0.000 21679.0 12188.0 1.0
GapC 0.058 0.016 0.028 0.087 0.000 0.000 19890.0 13045.0 1.0
Sigma 0.300 0.010 0.282 0.318 0.000 0.000 13749.0 12077.0 1.0

FIGURE 8 | Model structure for predicting CIT (yi) depending on the
simulation environment (j) and based on a Gaussian distribution. Its μ value
results from a linear function with condition (C, 6 categorical levels referenced
by index (j), speed (S) and gap size (G) as fixed effects. The standard
deviation of the Gaussian distribution σ is estimated on the basis of a weakly
informative normal prior distribution. Due to the repeated measures design,
the participants’ ID was treated as a random effect (c). The estimators were
assigned weakly informative priors: normal distribution for the fixed effects and
half-normal for the σ of the normal distribution for the random effect.
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cases in which the participants crossed the street, behavior was
rated the most similar in CBRemote followed by REAL, HMD,
AR, CAVE, and CBLab. Again, in cases in which they did not
cross, CBRemote scored highest, followed by CAVE, HMD,
REAL, CBLab, and AR. This high correspondence to real road
traffic situations was also reflected in the following question.
The subjects indicated that their decisions were neither
particularly safe nor unsafe compared to other situations
(Q6, Likert scale [−2, 2]). Deciding to cross the street (Q7,

Likert scale [−2,2]) was more difficult than usual, with the
highest scores obtained in AR, followed by CBLab,
CBRemote, HMD, REAL and CAVE. The participants also
reported that taking this decision took longer (Q8, Likert
scale [−2, 2]), being the shortest in CBLab, followed by
CAVE, REAL, AR and CBRemote, and the longest in HMD.

Again, a Bayesian approach was chosen for analysis. For each
question, a separate model was set up and fitted. In all models, the
test environment served as the fixed (and only) factor, with REAL

FIGURE 9 | Difference in posterior estimates for CIT (for a 3s gap and at 30 km/h) between the simulators and the real setting, and between the two Cardboard
settings.

FIGURE 10 | Descriptive data from the questionnaires. Questions with Likert response scales are represented by point plots, questions with continuous response
scales by box plots. For the Likert-scaled items, only the most extreme response options are indicated at the edges of the X axis in each case.
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as the baseline. Likert-scaled items (Q1–3 and Q6–8, cf.
Figure 10) were evaluated using ordered logistic regression.
Since Bambi (Capretto et al., 2020) does not support ordered
logistic regression at the time of writing, it was modeled in
PYMC3 (Salvatier et al., 2016). Following McElreath (2020,
Chapter 12) and consistent with previous analysis in this
paper, weakly informative priors were used. Visual inspection
of trace and auto-correlation plots indicated sufficient sampling,
and posterior predictive plots evidenced an adequate fitting of the
separate models. The two questions with continuous response
scales were fitted with Bambi. Again, the test environment served
as the sole factor. Here, posterior predictive checks indicated a
poor fit between the Gaussian model and the heavily left-skewed
data (cf. Figure 10). Data with a range from 0 to 1 was mirrored at
0.5 to obtain a right-skewed distribution and fitted to a Gamma
distribution with log link functions to avoid divergences

appearing with canonical link functions. Since these
distributions do not support the observed values of 0, 1e − 5
was added to these data points. Ideally a truncated distribution
that accounts for left-skewed data should be used. However, none
is available at the current state of the libraries used. For both
questions and the respective models, a model comparison
revealed a higher model fit (based on loo values) for the
Gamma models. However, the Gamma model for Q4 resulted
in implausible posterior distributions under HMD and
CBRemote conditions. The Gaussian model was therefore
applied. Differences in posterior distributions were calculated
to enable comparison of the two Cardboard conditions.

Similar to Figures 6, 9, 11 shows the differences in estimator
distributions for the above mentioned comparisons for each
question. The outputs for the Likert-scaled items (Q1–3 and
Q6–8) are displayed in logits, the results of Q4 on a log scale. In

TABLE 4 | Summary of questionnaire data. See Figure 10 for questions wordings.

Condition Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

mean std mean std mean std mean std mean std mean std mean std mean std

AR 3.23 0.73 1.46 0.66 3.17 1.03 0.68 0.23 0.66 0.22 0.15 1.07 0.92 0.86 −0.62 0.65
CAVE 2.87 0.57 1.97 0.72 2.57 0.73 0.67 0.23 0.80 0.21 0.03 0.81 0.23 1.01 −0.27 0.87
CBLab 2.80 0.61 1.80 0.76 3.03 0.61 0.66 0.22 0.71 0.25 0.13 0.73 0.87 0.68 −0.20 0.92
CBRemote 3.10 0.76 1.67 0.76 2.90 0.71 0.78 0.17 0.87 0.16 0.03 0.50 0.79 0.82 −0.62 0.68
HMD 3.07 0.52 1.90 0.55 2.73 0.74 0.75 0.23 0.80 0.25 0.40 0.86 0.60 1.00 −0.80 0.66
REAL 3.43 0.57 1.73 0.83 2.97 0.89 0.76 0.09 0.77 0.22 -0.13 0.63 0.33 0.84 −0.43 0.73

FIGURE 11 | Difference in posterior estimates for each of the subjective items in the questionnaire (cf. Figure 10). The results for Q1-3 and Q6-8 in the upper and
lower rows are given in logits, the results of Q5 in the center plot on a log scale.
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the case of logits, the ROPEs are defined by Eq. 4. The ROPEs’
limits for the continuous items (Q4 and Q5) are again data driven
and defined by the standard deviation of each response item:
±0.1*σQuestion−Item respectively ±0.1*σ log(Question−Item) to account
for the Gamma model’s log link function.

Crossings in CAVE (HDI [ −1.886, −0.353]) and CBLab (HDI
[−2.119, −0.539]) were rated unsafer than REAL based on a ROPE
with the limits [−0.181, 0.181]. The results for HMD-REAL (HDI
[−1.585, −0.013]), AR-REAL (HDI [−1.468, 0.340]), CBRemote-
REAL (HDI [−1.419, 0.155]) and between the Cardboard
conditions CBRemote-CBLab (HDI [−0.111, 1.481]) were
inconclusive. Regarding ratings of how likely a collision would
have been, neither differences nor equalities could be reported. The
same applies to the questions relating to how dangerous a collision
would have been. In cases in which the participants decided to
cross, the behavior was rated closer to the real world traffic (HDI
[0.020, 0.218]) under the remote Cardboard condition compared
to the Cardboard under lab conditions based on ROPE with limits
[−0.020, 0.020]. A similar trend could be observed in those cases
when it was decided not to cross the street. The results regarding
how safe or unsafe the choices were are also inconclusive, although
participants tended to rate their crossings safer with the HMD than
with REAL (HDI [0.066, 1.631]). Likewise, the results for the last
two questions are inconclusive: i.e., 1) rating the decision as to
whether to cross the street as easy/difficult and 2) how long it took
to make the decision.

Finally, participants under the two Cardboard conditions were
asked to rate the quality of their experimental data (SRSI, cf.
Section 2.5) on a scale from 0 to 100. Under both conditions, the
ratings were comparatively high: CBLab M � 96.57, SD � 5.16,
CBRemote M � 97.25, SD � 5.73. The overall minimum was
74.88. Again, the distributions were left-skewed and thus
mirrored and fitted with a Gamma distribution with log links
(again to avoid divergences) and with the test environment as the
only factor. The Gamma model performed better (loo � 159.45,
SE � 45.22) showing a great improvement compared to the
Gaussian base model (loo � −178.24, SE � 10.79). Again, 1e − 5
was added to values of 0 to allow the Gamma distribution to be
fitted. The ROPE was again (cf. Q5) calculated based on the
standard deviation of the observed, log transformed SRSI values.
CBLab served as baseline in the model. The HDI for the effect of
CBRemote compared to CBLab encompasses [−0.318, 0.281] and
is thus completely within the ROPE ([−0.541, 0.541]).

4 DISCUSSION

This research was carried out to answer two research questions,
namely, whether low-cost Cardboard headsets are a suitable
substitute for high-end pedestrian simulator hardware and,
secondly, whether they can be used to conduct studies in a
remote setting with no experimenter present.

4.1 Cardboards and Other Simulators
The results observed in terms of gap acceptance were relatively
similar to those in the other high-end simulation environments.
Here, the two Cardboard conditions rank between the Vive Pro

HMD and CAVE. Compared to the high-end HMD, the subjects
accepted more gaps with the Cardboards and the results were
thus more similar to those on the test track. However, it should be
critically mentioned that the mode of signaling a crossing
decision differs between Cardboards and other data. Since no
translations could be tracked, detecting a step in the direction of
the road was not possible, unlike in the other conditions and was
instead signaled by pressing a button. Schwebel et al. (2017b)
compared Cardboard button presses versus taking a step in a
kiosk environment and detected a correlation in the number of
missed crossing opportunities but only a correlation trend for
CITs. Further studies should investigate the differences between
button presses and naturalistic walking so as to render older
HMD studies (mostly involving button presses) comparable with
newer settings and their larger tracking areas. The need for such
methodological comparisons can be clearly seen by comparing
the results from these studies with those from Mallaro et al.
(2017). In a similar research question, Mallaro et al. (2017)
reported that the gaps accepted in an HMD were smaller than
with a CAVE. The experimental task may also have had an
influence here. In contrast to the study design presented in this
work, in Mallaro et al. (2017), the street was crossed by physically
walking. A comparison of accepted gaps is also interesting: while
the overall rate of acceptance of a 3s gap was 34% here, 3s gaps
were accepted much less frequently in Mallaro et al. (2017). The
question arises what influence the range of the presented gaps
have on the test person. Even if only smaller gaps are presented,
the participant might feel compelled to accept gaps that he or she
would actually consider too small just to fulfill the experimental
task or expectations. However, another reason could be that
participants receive feedback when they actually walk, so they
might not cross the next time if they know that the time was not
enough in a previous trial. It should be noted that the participants
cannot see their own bodies in the Cardboards of any form. This
is, however, possible in REAL, CAVE and AR as well as with a
virtual avatar in HMD, by means of trackers positioned on their
extremities, but this is not immediately feasible using a phone-
based approach. However, the representation of one’s own body
seems to have an impact on the gap sizes accepted (Maruhn and
Hurst, 2022).

Turning our attention to the CITs, the two Cardboard
conditions fit in with the rest of the simulators. Particularly
striking are the similarities of the two Cardboard distributions
with the HMD distribution (cf. Figure 9). The Bayesian analysis
confirmed that in all simulated environments, the crossing was
initiated later than in the real-world setting on the test track.
These results call into question the transfer of measured absolute
values from simulation to reality [absolute validity, (Wynne et al.,
2019)]. This is of particular relevance when determining safety-
relevant measurements in road traffic, for example. Currently,
this does not seem possible on the basis of virtual scenarios. The
evaluation in Schneider et al. (2021) even questions relative
validity: an influence of vehicle speed on gap acceptance could
only be demonstrated in the two simulator environments (CAVE
and HMD), but not on the test track (REAL). Not only the
distorted distance perception in VR (Renner et al., 2013) but also
the lack of resolution could still be a problem. Especially at large
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distances, the display of vehicles is reduced to a few pixels.
Although this problem would be even more drastic under the
Cardboard conditions, the differences in gap acceptance
compared to the test track (Figure 6) and CIT (Figure 9) are
similar to those in the other simulators. Other factors besides
display resolution also seem to play a role.

Similarities were not only found with the objective data but
also between Cardboards and the other simulators in the
subjective ratings. In all simulators, participants indicated
that it would have been less safe to cross the street than
participants in REAL. This could explain why, overall, fewer
crossings were accepted in the simulators and they were
initiated later. The Bayesian analysis confirmed this
difference for CAVE and CBLab. The fact that this was not
confirmed for the remaining simulators is mainly due to the very
broad distributions. There seems to be a trend that collisions
were rated as being more likely to happen in CAVE and HMD
but, at the same time, they would have been less dangerous.
However, the results of the Bayes analysis do not allow for
definitive differences. As for the first question, participants in all
simulators rated their decisions as unsafer, even tough, this is
only a trend. The participants seemed to have slightly greater
problems making a decision with AR, HMD and the two
Cardboard conditions, even though no definitive statements
can be made. This can probably be seen as an effect of wearing
an HMD.

4.2 Laboratory and Remote Setting
Approximately the same number of gaps were accepted under
both Cardboard conditions with slightly more under the remote
condition (cf. Figure 6), whereby the decisions were also taken
slightly later (cf. Figure 9). However, the data quality from the
remote setting must be viewed critically. More data points had to
be treated than in the laboratory setting (cf. Section 2.9). The
chosen criteria led to the exclusion of a large proportion of the
implausible data, but some 1s gap acceptances from the remote
setting remained (cf. Figure 4A). It was not certain whether a
crossing was actually desired. For the evaluation of the CIT,
however, these cases were excluded according to the defined rules.
This is also one of the major disadvantages of a remote setting.
Informal interviews after an experiment, which can help to check
the plausibility of data, are no longer possible. Thus, it is not
possible to determine in the remote condition whether the cause
was misunderstood instructions, the uncontrolled setting, or,
indeed, other effects.

Based on the Bayes analysis, no definitive conclusions can be
drawn between the two Cardboard conditions regarding possible
differences in objective measures. No differences occurred, but no
practical equivalence could be demonstrated either. In particular,
the combination of weakly informed priors, small amounts of
data, and narrowly defined ROPEs meant that in none of the
cases, neither for the objective nor for the subjective measures,
does the ROPE completely enclose the distributions of differences
between CBLab and CBRemote. Nevertheless, the results may be
of value for future studies, for instance, for defining more
informed priors or evaluating the data using other, practically
dedicated, ROPEs.

While no data equivalences were demonstrated, there were
some differences in the subjective measures. There seemed to be a
trend that participants felt it was safer to cross the street in the
remote setting. The differences between CBLab and CBRemote
with the two continuous questionnaire items are worth
highlighting. In both cases (when the participants crossed or
did not cross the street), participants reported a high level of
agreement with their everyday behavior, but this was even higher
in the remote condition. Although no differences in objective data
could be found, subjects in a home setting with no experimenter
present seemed to subjectively perceive a higher degree of
consistency with their everyday behavior. Even though more
data points had to be treated in the remote setting (13
subjects vs 6 subjects in the lab), subjectively, participants rate
their data quality as being equally high. Even if it was not
subjectively perceived that way, the subjects may have
performed the experiment with less accuracy or attention in
the remote setting. It is also not possible to ensure whether
participants in the remote setting were more distracted by
external influences at home. Overall, however, it should be
noted that the data in the two settings are very similar, and a
remote setting can be considered comparable to a laboratory one
and can even induce more subjectively realistic behavior. This
again demonstrates how low cost, mobile-VR headsets can be
seen as a suitable hardware device for experiencing virtual traffic
scenes from a pedestrian perspective (Schwebel et al., 2017a;
Schwebel et al., 2017b), even if it comes with some limitations.

5 LIMITATIONS AND IMPLICATIONS

This work marks a first attempt at conducting pedestrian
simulator studies in a remote setting. Naturally, there are also
limitations. The young age group across all experiments does not
allow a generalization of the results to children or older adults.
However, limitation to one age group was necessary to control for
inter-individual differences in this between-subjects design
(Schneider et al., 2021). A within-subject design would have
increased the statistical power, but this was not possible and
could have induced new effects (learning effects, comparative
judgments) and it can limit comparison with previously collected
data. Many optimizations were made to achieve a sufficiently high
frame rate on mobile devices, but this could not always be
ensured. However, it can be assumed that smartphone
performance and display resolution will continue to increase
over the next few years and that even complex virtual
environments can be displayed smoothly. In the future,
additional cell phone sensors could enable reliable tracking of
translational movements in addition to head rotation, enabling
other forms of interaction than button presses. Some participants
took the opportunity to provide feedback on the experiment in a
text input field in the questionnaire. Five users said that the
vehicles started off at too great a distance or that there was too
much waiting time between trials. This was also the case in other
environments, where the waiting time between trials was even
longer, but the vehicles were discernible at greater distances. In
contrast, the lower display resolution of some of the smartphones
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meant that vehicles were not even recognizable at their starting
position. In order to minimize the discrepancies with the other
studies, these waiting times were nevertheless included. Three
participants stated that the image was slightly blurry. This could
be due either to low screen resolution or to the presence of screen
protectors. Another limitation in imaging is that the lens distance
could not be adjusted to the individual interpupillary distance
(IPD). In the case of a significant deviation (for example in a child
with a very small IPD) this can lead to visual discomfort (Peli,
1999) and it can also potentially affect depth perception
(Woldegiorgis et al., 2018; Hibbard et al., 2020). However, in
this study, none of the participants reported experiencing artifacts
such as double vision. Future studies should evaluate the degree to
which distance perception is influenced, whether this can be
countered by modifying the virtual image to adjust for stereopsis,
the necessity of excluding subjects displaying significant
deviations, and the use of Cardboards with adjustable lenses.
It should be noted that the use of the test subjects’ own
smartphones can itself lead to significant differences. For
example, the instructions told participants to set the display
brightness to the maximum level, but this was not ensured in
any way. Two participants explicitly stated that it was difficult to
estimate distance and time in VR. However, this was also stated
by two test subjects using the high-end headset (under HMD
conditions). In contrast to Schwebel et al. (2017b), two of the
Cardboard participants reported simulator sickness symptoms.
Two subjects also reported suffering from sensor drift, i.e., the
environment continued to rotate slowly even without any head
rotation. These two problems seem to be directly linked. In future
studies, the sensors should be calibrated before commencing the
experiment to minimize this problem.

Most of these limitations, also encountered with the other
simulators, are either technical in nature and will potentially be
solvable with advances in smartphone technology, else they are
due to the nature of the experiment. Using Cardboards in a
remote setting appears to be a feasible method of collecting data
from otherwise underrepresented study populations (Schneider
and Bengler, 2020) and it is also suitable for gathering larger
sample sizes. However, it must be ensured that the participants
are be able to carry out the experiment independently. This can be
done to a certain extent during the development of the
experiment, but for specific groups of people who are required
to have support, a classic laboratory setting with an experimenter
still seems to be more suitable. It has also been shown that the
method of subject recruitment is crucial for the success of the data
collection. Complete anonymity seems to elicit too little
commitment, which, as in this case, can lead to subjects
simply not completing the study. Even subjects with whom
there was social contact needed continuous reminders to
perform the experiment on their own. In this respect, the
remote setting is very different from a trial in a laboratory, in
which the timing is determined by a fixed appointment. For
future trials in remote settings, I would therefore suggest a
procedure that combines the advantages of remote and

laboratory settings. For example, an appointment can be made
directly with anonymously recruited subjects when the trial is
conducted at home, or reminders can be sent from the app for this
purpose. Furthermore, the recruitment of subjects via social
contacts may well have favored the high SRSI values.
Considering mechanisms such as social desirability, a
completely anonymous setting could well lead to lower SRSI
values.

Inevitably, more effort has to be put into the development of a
remote test, since no experimenter is available to help and the
instructions have to be unambiguous and self-explanatory.
However, this yields the benefits of consistent instructions and
a standardized test procedure.
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