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Problem description:

Polyculture farming constitutes more complex challenges compared to monoculture farming. Like in
many real world applications, there is no perfect simulation available to search for possible cultiva-
tion policies in large garden configuration spaces [1]. Furthermore, this environment is only partially
observable and is governed by complex, non-stationary dynamics. The research of agents that plan
decisions in advance in such environments has been a major task of scientists in the field of artificial
intelligence. Recently, progress has been made in deep reinforcement learning (deep RL) that permits
finding sub-optimal policies in such environments [2] – especially planning algorithms based on look-
ahead search in challenging domains [3], which would permit dealing with the gradual and delayed
correlations typical of plant caring scenarios [4]. The aim of this work is to tackle the challenges of
polyculture farming by first extending the simulator that was developed in the context of the Alpha-
Garden project [5] to enable researching robust cultivation policies with a RL approach that is based
on a tree-based look-ahead search for planning with a learned model.

Tasks:

• Literature overview on RL approaches suitable for partial observable environments.
• Implement an RL approach for polyculture farming in the Alphagarden scenario.
• Improve the Alphagarden simulator for a better sim2real transfer.
• Performance evaluation of RL approach compared to existing decision-making strategies.
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Abstract

Today monoculture farming is the standard for industrialized agriculture. It allows
producing food on a large scale. Nevertheless, a significant drawback is the loss
of diversity. Polyculture farming mitigates this issue while benefiting from reduc-
ing the demand for resources, such as water. However, polyculture farming is a
complex task as it has to consider multiple growth characteristics, and the envi-
ronment is often only partially observable. This work addresses the challenge of
automating polyculture farming using a first-order simulator to identify efficient
treatment policies. We utilize randomized environment dynamics combined with a
reinforcement-learning-based approach to learn a policy that increases garden cov-
erage and diversity in simulation. We add a network architecture with a memory
layer to the utilized Proximal Policy Optimization algorithm to overcome garden
configurations that are only partially observable due to occlusion. In simulation
experiments, the policy outperforms the previous state-of-the-art heuristic policy.
Our simulation experiments serve as a groundwork for real-world application.
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Chapter 1

Introduction

For many centuries cultivation of plants has been essential to feeding humanity.
Modern farming made use of industrialized means of production. This industrial
form of agriculture has been a significant factor in feeding an ever-growing pop-
ulation. Innovation in agricultural machinery and farming methods supports this.
Today, however, about 7.2 billion inhabitants live on earth, and nearly 8.9% of them
are affected by hunger [FAO20]. To address this problem, the United Nations state
in their Sustainable Development Goal Zero Hunger 1 that

[...] a profound change of the global food and agriculture system is needed
if we are to nourish the more than 690 million people who are hungry
today - and the additional 2 billion people the world will have by 2050.
Increasing agricultural productivity and sustainable food production are
crucial to help alleviate the perils of hunger.

Today industrial farming is often growing monocultures. The aim is to maximize
yield. However, cultivation of a single crop type requires substantial pest control,
high use of fertilizer, and water resources [RLD+14].

Alternative forms of agricultural cultivation that have been used for centuries are
polycultures. It can serve as a more sustainable method where multiple crop types
that support each other are grown next to each other. Thereby they imitate the
diversity of natural ecosystems [GA82]. A typical example is the intercropping of
maize, beans, and squash plants [MP16]. Polyculture farming, on the one hand, ben-
efits from resistance to pests and weeds, reduced soil erosion, and increased resource
efficiency for water and nutrients [Ris83, Lie87, CCO18]. On the other hand, it is
more difficult to service than monoculture. It requires specific farming methods for
each plant type, such as individual maintenance and plant treatments. Hence, poly-
culture farming with plant types with different irrigation and fertilization schedules,
varying germination times, and growth rates requires more labor than large-scale
monoculture farming.

1See https://www.un.org/sustainabledevelopment/hunger/, accessed 2021-11-18
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To address these issues, we recently presented AlphaGarden, a robotic system for
autonomous polyculture cultivation [PAT+21]. It serves as a research platform to
identify sustainable control policies. These aim towards maximizing plant coverage
while maintaining diversity and minimizing resource usage. Control of a polyculture
system requires a multitude of cues from both plants and their dynamic environ-
ment. The process is complicated by model errors and partial observability of the
garden environment. For example, soil sensors may have noisy readings, and an
overgrowing garden cause parts of the environment to be occluded. Learning treat-
ment policies in nature may require many growth cycles and a high amount of
resources. These constraints motivate the use of simulation to speed up the process.
Simulators allow making the policy robust before tackling any physical environ-
ment [RVR+16, PAZA18].
Like in many real-world applications, there is no perfect simulation available to
search for effective cultivation policies. Despite that, AlphaGardenSim [AGW+20] -
an parametric, first-order simulator - serves as a first step towards i) approximating
the problem setting and ii) researching automation control policies that at some
point may tend to the physical AlphaGarden. The simulator is limited by its ability
to model the environment accurately. For example, the simulation depends on real-
istic parameters for the plant growth and soil water models. Furthermore, it has to
account for natural perturbations.

Prior work [AGW+20] presented a heuristic policy that sought to achieve high
plant coverage and garden diversity. However, in simulation, this policy struggles
to care for plants with substantial differences in plant characteristics. In recent
years, research has shown that reinforcement learning agents are able to perform
complex tasks better than humans, such as controlling robots [KBP13], playing
video games[MKS+13] and treating monoculture or single plant setups [TKBL05,
CCW+21, HBDV+21]. Agents show impressive results even without complete knowl-
edge about the underlying environment dynamics or in a partial observable set-
ting [HS15]. In a plant caring scenario, imperfect state information is a challeng-
ing problem. Partial state information could arise from occlusion in overgrowing
environments or soil moisture information only available for a specific region. Fur-
thermore, past research has shown that reinforcement learning agents trained in
simulation on a range of randomized environment dynamics generalize to out-of-
range (unseen) dynamics [LKJ01, TS10]. Reinforcement learning in a polyculture
farming domain has not received much attention, while it bears the potential to find
robust policies that generalize to unseen garden environments.

1.1 Problem Statement

In our recent work [PAT+21], we present the AlphaGarden Autonomous Pipeline,
depicted in Fig. 1.1. It shows a pipeline for autonomous decision-making to treat a
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polyculture garden bed. At its core, it utilizes AlphaGardenSim to simulate future
environments and to decide on beneficial treatment actions. The simulator and
control policy plays a vital role in succeeding in this domain.

Figure 1.1: AlphaGarden Autonomous Pipeline. Data from soil moisture sensors and
an overhead camera is processed to estimate the garden state. The state estimate is
passed to AlphaGardenSim to simulate future evolution and determine appropriate
treatments with the analytic policy. Afterward a control sequence is planned and
executed in the real garden. Source [PAT+21].

Given the previous motivation, this work is focused to i) improve AlphaGardenSim’s
dynamics model and ii) identify suitable reinforcement learning agents and validate
them in a simulated polyculture garden environment.
Therefore, we propose the following research hypotheses:
A reinforcement learning agent can outperform the state-of-the-art policy for poly-
culture plant treatment within AlphaGardenSim. Furthermore, such an agent can
generalize to garden configurations with altered dynamics on which they have not
been trained. The performance in these new garden configurations serves as a proxy
to assess transferability to reality.

This report is structured as follows: in the next section, we give an overview of
the related work for simulations and reinforcement-learning-based approaches for
polyculture farming. Chapter 2 introduces the polyculture farming simulator Al-
phaGardenSim and our policy-gradient-based method with a memory layer PPOlstm

for plant care. In Chapter 3, we present our experiments to validate the adapted sim-
ulator and our proposed method. Additionally, we discuss the results with respect
to our research goal. Finally, we draw our conclusions in Chapter 4.

1.2 Related Works

This section gives an overview of related work in plant and treatment simulations,
followed by an analysis of ongoing research in reinforcement learning that applies to
the agricultural setup.
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Plant and Treatment Simulation Plant simulations aim to accurately model a
plant’s life cycle or specific characteristics. They are beneficial to speed up research
of farming strategies. In practice, they require a lot of time and resources. Histor-
ically plant growth simulations have been grouped into three types: process-based
models, structural plant models, and functional, structural plant models [VME07].
Process-based models [Heu99] seek to predict plant growth according to endogenous
plant properties. Biomass production is shared from a shared pool. Predominant
environmental conditions influence this process. These conditions impact struc-
tural plant models as well. This type of model aims to simulate a plant’s morphol-
ogy [DL05]. Functional, structural plant models represent a hybrid combination of
the two prior models. They incorporate relationships between underlying endoge-
nous processes and a plant’s morphology [VME07]. Applications of models that
integrate detailed structural information have mainly been on individual plants.
This is due to the high number of parameters needed to model plant growth and
the surrounding ecosystems, which coincides with computational complexity.

Plants models for single plant types are often tailored towards monoculture farming.
They simulate a crop’s response to soil and water conditions. AquaCrop [RSHF09]
and DSSAT [JHP+03] are widely used in this setting. However, they are not well-
suited for a polyculture garden with many plant species as inter-plant competition
has a profound impact. In this domain, few simulators have the necessary ability to
model the growth of multiple species [SDB+20].

AlphaGardenSim [AGW+20] simulates a polyculture garden using first-order mod-
els of individual plant growth. It is a process-based model that incorporates basic
structural information - i.e., each plant’s height and radius. It simulates each plant
with a circular zone-of-influence model [CB90] that is discretized on a coarse grid
to reduce computational cost. Plants with overlapping zones compete for water
and light. This setup allows to research treatment policies that aim to optimize
leaf canopy coverage and diversity at garden level. However, the simulator is not
tuned with real-world measurements in this work. The authors intend to do so in
future work. Doing so is, on the one hand, a common approach in botany and agri-
culture [FZS+08, PMV+12], as parameter tuning with actual plants would require
a substantial amount of time, possibly years, and resources. On the other hand,
the plant growth and irrigation model in AlphagardenSim rely on multiple approx-
imations. They are making it uncertain whether a policy learned in simulation is
successful in reality.

In order to identify real-world treatment policies in simulation, its model param-
eters are usually grounded to the local environmental conditions. Training data
is collected by observing the treatment responses of individual plants. Wiggert et
al. [WAB+19] presents a garden bed for monitoring water stress of a batch of plants
(same type) to automate and optimize plant-level irrigation. Water stress has a
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profound impact on plant development [Jon07]. Important quantities for water
management are the specific Permanent Wilting Point (PWP) [LEL+18] and spe-
cific maximal Volumetric Water Content (VWC) [Kel05]. PWP and maximal VWC
represent lower and upper bounds of available soil water to the plant, respectively.
AlphaGardenSim does not model the latter in [AGW+20] . Agostini et al. [AAF+17]
presents an automated robot platform for learning and executing plant treatments.
They demonstrate this framework to treat a single plant type with water and nutri-
ents. Furthermore, they used a simulator and cognitive decision-making framework
for efficient training data generation. This data is used to extract cause-effects tu-
ples for treatment planning [ATW14]. Plant treatments occur multiple times a day
in their simulation. However, observable effects in growth response may vary in
time and strength. Their system is designed to learn detrecting past events that
impact plant evolution. The simulator adopts a non-linear growth model assuming
an asymptotic final plant size proposed by Paine et al. [PMV+12]. The model is
validated on multiple plant species.

Reinforcement Learning Policies Recent work aims to overcome challenges
- like long delays - in the agricultural domain with reinforcement learning using
deep neural networks. Ban & Kim[BK17] and Wang et al. [WHL20] demonstrate
superior green-house control in simulation with the Deep Deterministic Policy Gra-
dient (DDPG) algorithm [LHP+15] compared to realistic baselines. DDPG combines
the actor-critic method [SB18] and deterministic policy gradient [SLH+14] method.
CropGym [OBA21] is a reinforcement learning environment with a process-based
crop model to research fertilization treatments. Like AlphaGardenSim it is imple-
mented with Open AI’s common reinforcement learning interface Gym [BCP+16]. In
CropGym they demonstrate learning an efficient policy with the Proximal Policy Op-
timization (PPO) [SWD+17] algorithm. PPO again belongs to the policy gradients
methods. It incorporates small policy updates inside a Trust Region [SLA+15] that
aims to avoid catastrophic outcome when doing Stochastic Gradient Decent (SGD).
Chen et al. [CCW+21] present a simulator and Deep Q-Network (DQN) [MKS+15]
agent for irrigation management of rice fields. The previous approaches consider
different types of treatments for monoculture farming. Each of these problems is set
up as a Markov Decision Process (MDP). They rely on full state knowledge, i.e.,
states encapsulate all aspects of the past that impact the future. Hence, they fulfill
the Markov property.

For AlphagardenSim, not all aspects of the environment’s state are directly observ-
able. Sutton & Barto [SB18] describe multiple approaches to solve Partially Observ-
able Markov Decision Processes (POMDPs) with reinforcement learning. As with
deep neural networks, function approximation has the potential to work in partial
observable cases. They have a limited ability to substitute non-present state vari-
ables. However, this requires that enough information is embedded in the training
data. The problem setup can be rearranged to overcome this issue as an alternative.
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A compact, logical sequence of past environment observations and control, called
history, can restore the Markov property. A history is used in combination with a
state-update function to perform state estimates incrementally. A simple and effec-
tive approach is the kth-order history approach, where the last k observations and
controls are used for state estimation. As an extension to the previous approach,
agents have been enhanced with recurrent neural networks that function as mem-
ory. Long Short Term Memory (LSTM) networks [HS97] have been used to solve
POMDPs with policy gradient methods [WFPS07], in combination with PPO for
drone navigation [HHA21], and in combination with a DQN agent to play computer
games [HS15].

It is a challenge to transfer reinforcement learning policies that have been learned
in simulation to unseen, realistic environments [TS10]. A technique that deals with
this problem is Sim2Real. LaValle & Kuffner [LKJ01, PAZA18] demonstrate an
approach known as dynamics randomization. Agents are trained with different en-
vironment configurations on each episode. These parameters are treated as a random
variable, and instances get sampled from feasible intervals. AlphaGardenSim has
an interface to randomize some of the environment dynamics. In the same work,
the authors present a heuristic analytic automation policy to control the polyculture
setup. However, the policy could not handle plants with significant differences in
germination times and growth rates.
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Chapter 2

Technical Approach

The first section of this chapter introduces the polyculture simulator AlphaGarden-
Sim [AGW+20]. Furthermore, we present our contributions towards model exten-
sions and runtime optimization. Section 2.2 describes the principle of operation
for the agent-environment interaction and our reinforcement learning algorithm for
plant treatments in a polyculture setup.

2.1 AlphaGardenSim

The original AlphaGardenSim can approximate plant growth at 9000 times the
natural growth speedh [AGW+20]. However, many reinforcement learning algo-
rithms need to interact with the environment for many iterations to learn a (near)
optimal policy while being limited in computational capacity. Model extensions
require additional computation steps, and this affects performance. An increase
in simulation efficiency allows expanding the search space, which is beneficial for
optimization problems. Therefore, we reimplement AlphaGardenSim. For efficient
tensor computations, we use the NumPy programming library for the Python lan-
guage [HMvdW+20]. Furthermore, we expand the randomization interface of the
simulator.
Some of the original notation from AlphaGardenSim [AGW+20] is changed to allow
framing the problem in common reinforcement learning notation [SB18]. Parts of
the simulator extensions in this section have been published at [ADW+21], as a
contribution by the author of this thesis. We state our previous contributions and
new changes to the simulator in the following section.

2.1.1 Simulator Quantities

AlphaGardenSim is introduces as a framework to find treatment policies for efficient
cultivation of a polyculture garden space in a finite time horizon T . The simulation
is updated at each discrete time step t ∈ {1, ..., T}, which is specified in units of days.
The environment is represented as a discrete X×Y grid with cell ox,y, where x and y
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are the row and column coordinates, respectively. For this thesis we set the grid cells
to size 0.01m× 0.01m. The garden grid consists of soil and contains I plants of K
plant species. The soil grid holds at time t a specific VWC wx,y,t in each cell. Each
plant i =∈ {1, ..., I} of plant type k ∈ {1, ..., K} has a cylindrical structure. The
plant structures are defined by three I-tuples, these are, the seed locations (ui)i=1,...,I

in the garden, the current plant radii (rt,i)i=1,...,I and the current plant heights
(ht,i)i=1,...,I . Their current leaf areas Li,t are calculated for each plant as the sum
of the cell area inside its cylinder base. Furthermore, each plant i at time step t is
in a growth stage Gi,t ∈ {germination, vegetative, reproductive, senescence, death},
we note the details on the individual stages in the next section. An other plant
attribute that is modeled is the plant health level hx,y,t at cell ox,y at time t. The
plant health level is determined by water stress, i.e, normal, under or overwatered,
which we further define in the next section. With sufficient resources plants will
grow over a period of time, which might cause plants to overlap. Hence, multiple
plant types or soil could be present in a cell. Therefore, the simulator approximates
the canopy cover at each cell ox,y at time t, as dx,y,t, a vector of length K + 1.
It represents a distribution over possible vegetation and soil in a cell visible to an
overhead observer. In this work, the plant type is certain, which makes dx,y,t a 1-hot
vector.

2.1.2 Garden Dynamics

The simulator executes three major updates in each update step: lighting, water
use, and plant growth. Nearby plants compete for these resources. We depict this
process in Fig. 2.1(a).

Light model. The light model remains the same as in the original paper. The
garden receives a fixed amount of light at each cell ox,y per simulation step. Only

the (n− 1)th tallest plants at each grid cell transmit light. With each layer, the
available light decays exponentially with (1

2
)n, with n ∈ {0, 1, 2}. Otherwise, no

light is available.
Plants seek to allocate light with their current leaf area Li,t to conduct photosyn-
thesis. Li,t of plant i at time t is the total area of cells which are less than distance
rt,i ∈ (rt,i)i=1,...,I away from its seed location ui ∈ (ui)i=1,...,I . A plant’s total amount
of accumulated light lalloc,i,t at time t is the sum of light it is able allocate with its
current leaf area.

Water model. As described in [AGW+20], the simulator uses a discrete-time
linear approximation of Richards equation [TWC+18] for soil water dynamics. The
soil water model is defined as:

wx,y,t = max(wx,y,t−1 − wloss + awater,x,y,t − wup,x,y,t, 0) (2.1)
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(a) Simulator Model (b) Simulator observation

Figure 2.1: Example of AlphaGardenSim at intermediate simulation time step t.
Left: Schematic representation of simulator and inter-plant competition for light
and water resources. Plants have a circular zone of influence, which is discretized by
a grid. Each grid cell where plants overlap has to split water resources equally while
taller plants allocate more light. Right: Top: Canopy coverage with two plants
(types: A, B) and soil. Bottom: Soil grid with present VWC.

AlphaGardenSim uses the previous soil moisture content wx,y,t−1, water flux from
irrigation awater,x,y,t, plant water uptake wup,x,y,t, and local water loss wloss to calcu-
late the current soil moisture value for each discrete cell ox,y at time t. Fig. 2.1(b)
depicts the canopy view of a simulation with two plants and the accompanying water
grid for an intermediate time step t.

In our previous work [ADW+21], we report on experiments in a physical testbed to
refine the water model. Irrigation is modeled as a fixed amount of water (in m3)
that is applied to a circular zone with radius 0.09m around some center coordinate
inside the soil grid. The amount of water applied to each grid cell is uniform inside
a 0.04m radius and decays exponentially as it approaches the edges of the irrigation
circle. We incorporate the experiment results into the simulator. In this thesis, the
irrigation amount awater is set to 0.0002m3, and it can only be applied at plant center
coordinates.

The local water loss parameter, wloss, and the maximal VWC are also tuned for
our findings in [ADW+21]. Water loss is treated as a random variable of univari-
ate Gaussian distribution with mean of 0.042m3 m−3 and a standard deviation of
0.0048m3 m−3. In this work, wloss is sampled once for each growth episode of length
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T . The maximal VWC indicates the water storage capacity of the soil. Based on
the experiments from before, we estimate max Volumetric Water Content, wmax, to
be 0.3m3 m−3. This value depends on the soil properties. Thus, we clip both wx,y,t−1
and wx,y,t at this value, Eq. 2.1 is then transformed to:

wx,y,t = clip(wx,y,t−1 − wloss + awater,x,y,t − wup,x,y,t, 0, wmax)
1 (2.2)

Each plant has access to the soil water. The accessible area is constrained to the
plant’s circular base. In general, allocation of water depends on a plant’s available
light resources at time t, lalloc,i,t, water competition in cells where plants overlap,
and the specific PWP.

In AlphaGardenSim the current available light defines the maximal amount of water
required by a plant:

wupmax,i,t =
elight
ewater

√
lalloc,i,t (2.3)

Where ewater and elight correspond to water use efficiency and light use efficiency,
respectively, they are plant-specific quantities.
Plants have to compete for resources in cells where they overlap. In this work,
available water in these cells is uniformly distributed among competing plants. The
water amount plants desired for growth from the soil cells bellow is defined on a per
plant basis as:

wdes,i,t =
wupmax,i,t

Li,t
(2.4)

where wupmax,i,t is a plant’s desired water amount and Li,t is a plant’s leaf area at
time t. The actual current water uptake wact,x,y,i,t from plant i cell ox,y and time t is
than limited by the currently available water wx,y,t and a soil-specific PWP, wpwp,
as defined by:

wact,x,y,i,t = min (wdes,i,t, wx,y,t − wpwp) (2.5)

Finally, the total actual water uptake of plant i at time t, wuptot,i,t, is the sum of all
water uptake from individual cells that belong to the current leaf area Li,t.

Plant growth The amount of allocated light and the water uptake define the
biomass pool available for growth. In our previous work [ADW+21], we adopt a
logistic growth profile assuming an asymptotic final size of the plant. [PMV+12].
The growth potential gi,t of plant i at time step t is modeled as:

gi,t = ewater · wuptot,i,t ·
(

1− rt,i
rmax,i

)
where rt,i is the plant’s current radius and rmax,i is the plant’s growth potential,
which controls how large the plant will grow.

1We clip values outside the range [min, max] to the closest value inside the range:
clip(value, min, max).
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As in the original work, the growth potential is strategically distributed to vertical
and radial growth to ensure maximum unoccluded leaf area. Avigal et al. [AGW+20]
define lo,i,t and lu,i,t, as the current number of points where plant i is occluded and
unoccluded, respectively. They then model this dynamic as:

lp,t =
lu,i,t

lu,i,t + lo,i,t

bi,t = max(k1,min(lp,t, k2))

gradial ,i,t = bi,tgi,t

gvertical ,i,t = (1− bi,t)gi,t

(2.6)

Here, k1 and k2 are plant-specific parameters that control the ratio of gi,t plants
dedicate to radial growth. After executing the three update steps, lighting, water
use, and plant growth, the radius and height are incremented according to the
computed ratio.

Plant Stages In AlphaGardenSim the plant life cycle consists of five consecutive
growth stages: gGi,t: germination, vegetative, reproductive, senescence and death.
Each stage lasts a number of time steps. Stage duration are treated as random
variable sampled from a plant-specific truncated discritized normal distribution, as-
suming that plants of the same type share transition times between stages. In our
work, we truncate the distribution and thereby limit sampling range to a feasible
interval. The truncated normal distribution allows to reconfigure the parameter
interval before evaluating policies. This configuration allows to assess the policies
ability to generalize to unseen garden setups. Details on randomizing the garden
environment follow in Sec. 2.2.3.

In AlphaGardenSim the stages are modeled as follows. Germination starts when
the seeds are planted. In this stage, the plants have no current radius and height.
At the end of the stage, plants germinate with a specific height and radius. During
the vegetative stage, the plants allocate resources and grow according to the growth
model specified above, unless it experiences water stress, as detailed in the next
paragraph. The plants do not change in radii or heights during the reproductive
stage unless they experience water stress, as detailed in the paragraph below. Oth-
erwise, the plants behave similarly to the vegetative stage. During the senescence
stage, the plants start to wilt. The plants allocate less water than before, and their
radii shrink exponentially. However, their heights remain the same. The desired
water amount wdes,i,t of plant i is adjusted throughout the senescence stage. The
adjusted desired water amount w̃des ,i,t decreases linearly to 0 over time:

w̃des ,i,t =
1− t′

ts
wdes,i,t (2.7)

where t′ is the amount of time the plant has spent in the senescence stage, and ts is
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the total duration of the senescence stage. In our work, the plant is removed from
the garden, whereas it continues to occupy garden space in the original simulator.

Water Stress Another part that remains unchanged from the original work is
the model for water stress. AlphaGardenSim models water stress during the vege-
tative and reproductive stages. A plant receives sufficient irrigation if the following
conditions are satisfied:

wT,i,t ≥ To · wdes,i,t (2.8)

wuptot,i,t ≤ Tu · wdes,i,t (2.9)

Where To and Tu are over and underwatering threshold parameters, wT,i,t and
wuptot,i,t are the total amount of soil moisture within the current radius of plant
i and its actual total water uptake, respectively. Otherwise, the plant enters into
a state of water stress. At every time step, the plant experiences stress, the radius
decays exponentially. Once the plant is wilted, it dies.

2.2 Policy Search

In the previous section, we give a complete description of AlphaGardenSim and our
changes for this thesis. We intend to use AlphaGardenSim to search for an effi-
cient control policy that outperforms the current state-of-the-art analytical policy.
The PPO algorithm performs comparable or better than state-of-the-art approaches
for reinforcement learning problems [SWD+17]. The research community has re-
ceived the method well and found its way into the agricultural domain. Overweg
et al. [OBA21] use PPO to learn efficient fertilization management policies. There-
fore, we use PPO to find efficient treatments for our policy culture setup. This
section presents fundamentals of reinforcement learning with policy gradient meth-
ods, especially PPO, and extensions that we utilize to learn a treatment policy for
AlphaGardenSim.

2.2.1 Principle of Operation

Reinforcement learning algorithms are developed for sequential decision-making.
Sutton & Barto [SB18] formulate the sequential decision-making as an MDP, as
depicted in Fig. 2.2.
At time step t, the environment receives an action at ∈ A and produces a state vector
st ∈ S, where A and S are the action and state spaces, respectively. The state is
updated according to transition dynamics P (st+1 | st, at). It denotes the probability
of transitioning from state st to state st+1 by taking an action at. After the transition
to state st+1, the agent observes a reward Rt. The Markov property implies that the
probability of transition only depends on the current state. Repeating the previous
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Figure 2.2: Interaction of reinforcement learning agent with environment in a MDP.

interaction leads to a trajectory τ : (st, at, st+1, at+1, ...), a sequence of states and
actions. For episodic problems a trajectory is called an episode when a terminal
state is reached at time T . Here the environment is reset to initial conditions. The
cumulative reward of an episode that the agent observes is referred to as return. The
objective of a reinforcement learning agent is to find an optimal policy π∗(at | st)
that maximizes the expected return J :

J = E
τ

[Rτ ] =
∑
t

E
(st,at)

γt [R (st, at)] (2.10)

E denotes the expectation, Rτ =
∑T

t=0 γ
t Rt is the finite-horizon discounted return,

with γ ∈ [0, 1), R (·, ·) is the reward function, and actions come from the stochastic
policy π(at | st). An agent faces the dilemma of either exploring new decisions that
might lead to higher rewards or exploiting decisions expected to return high rewards.
To make decisions, an agent needs to be able to assess expected return (value) of a
state or state-action pair. The value function

V π(s) = E
τ∼π

[Rτ | s0 = s] (2.11)

measures the expected return of a trajectory τ starting in some state s, which is
generated with policy π. The action-value Function

Qπ(s, a) = E
τ∼π

[Rτ | s0 = s, a0 = a] , (2.12)

serves as an alternative. It measures the expected return of a trajectory τ generated
with policy π, starting in some state s and taking action a from there.

2.2.2 Policy Gradient Methods

Policy-based methods [SB18] are often used to maximize the expected returns by
training a parameterized stochastic policy πθ. For policy gradient methods, we
define the objective as

Jθ = E
τ∼πθ

[Rτ ] (2.13)
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We seek to find the optimal parameters θ∗ that maximizes the objective, i.e.,

θ∗ = argmax
θ

Jθ (2.14)

Policy gradient methods use different methods to find the θ∗. These methods opti-
mize the parameters θ either indirectly, by maximizing local estimates of Jπθ , like
the PPO algorithm, or directly by gradient ascent on the objective Jπθ , like the
REINFORCE algorithm [Wil92], e.g.:

θj+1 = θj + α∇θJπθ (2.15)

where θj+1 are the updated parameters, α is the step size, and ∇θJπθ is the policy
gradient.

We seek an analytical expression for Jπθ , as we need to calculate the policy gradient
to do an update step. With the probability of a trajectory τ = (s0, a0, ..., aT−1, sT )
given that actions come from πθ as

p(τ | θ) = ρ0(s0)
T∏
t=0

p(st+1 | st, at)πθ(at | st) (2.16)

and Eq. 2.13, we can reformulate the policy gradient:

∇θJπθ = ∇θ E
τ∼πθ

[Rτ ]

= ∇θ

∫
τ

p(τ | θ)Rτ

=

∫
τ

∇θp(τ | θ)Rτ

=

∫
τ

p(τ | θ)∇θ log p(τ | θ)Rτ

= E
τ∼πθ

[∇θ log p(τ | θ)Rτ ]

= E
τ∼πθ

[
T∑
t=0

∇θ log πθ (at | st)Rτ

]
.

(2.17)

This analytical expression for the policy gradient with an expectation can now be
estimated with a sample mean. An agent that interacts with the environment for
N episodes, using the policy πθ, generates a set of trajectories D = {τ1, τ2, ..., τN}.
Given D, we can transform the policy gradient to a computable expression; we can
estimate the policy gradient with

∇θJπθ ≈
1

N

∑
τ∈D

T∑
t=0

∇θ log πθ (at | st)Rτ (2.18)
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Alternative versions of Eq. 2.18 exist that replace Rτ with a cumulative reward

Rγ,t =
T∑
t′=t

γt
′−tRt′ . (2.19)

With the cumulative reward, we can transform the policy gradient from Eq. 2.17 to

∇θJπθ = E
τ∼πθ

[
T∑
t=0

∇θ log πθ(at|st)
T∑
t′=t

γt
′−tRt′

]

= E
τ∼πθ

[
T∑
t=0

∇θ log πθ(at|st)Rγ,t

]
.

(2.20)

The cumulative reward does not change the expected value but reduces the variance
in the policy update. The same holds when subtracting a baseline function from the
equation above, that further reduces the variance. A common choice for the baseline
is the value function V π(st), which can be approximated, e.g., with a neural network,
Vφ(st). In addition, we note that in an MDP, the future only depends on the most
current state and action due to the Markov property. This allows to replace the
return in above equation with Qπ(st, at). With these changes Eq. 2.20 is transformed
to:

∇θJπθ = E
τ∼πθ

[
T∑
t=0

∇θ log πθ(at|st) (Qπθ(st, at)− Vφ(st))

]
(2.21)

= E
τ∼πθ

[
T∑
t=0

∇θ log πθ(at|st)Aπθ(st, at)

]
(2.22)

where Aπθ(st, at) is the advantage function [SML+15].

A problem that might arise from this vanilla policy gradient method is that extensive
gradient updates might change πθ so that the agent performance collapses. Schulman
et al. [SLA+15] aim to overcome this problem and propose the Trust-Region Policy
Optimization (TRPO) algorithm. Shortly afterwards the PPO [SWD+17] algorithm
is introduced. Both algorithms prohibit large deviations of πθ from the previous
policy, πθold , and aim to do the parameter optimization inside a relatively small
Trust Region. However, PPO offers a more straightforward implementation. Here
the Trust Region is controlled by probability ratio

σt,θ =
πθ(a | s)
πθold(a | s)

. (2.23)

For similar policies σt,θ is close to 1.
Policy optimization in PPO is performed on-policy [SB18], which means that each
policy update uses data generated by the most recent version of the policy. PPO
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executes multiple epochs of Stochastic Gradient Ascent (SGA) to perform each pol-
icy update.

As stated at the beginning of this section, PPO updates the policy indirectly. The
main part for optimization is a clipped surrogate objective function, LCLIP(θ), which
is defined as

LCLIP (θ) = E
t

[min (σt,θA
πθold (st, at), clip (σt,θ, 1− ε, 1 + ε)Aπθold (st, at))] . (2.24)

Here ε is a parameter that determines how far away the new policy deviates from
the old, as it discourages for σt,θ from going outside the interval [1− ε, 1+ ε]. Taking
the minimum in this expression forces the objective to take a conservative lower
bound on the unclipped objective.
It is possible to approximate the value function with a neural network. This is done
by minimizing the mean-squared-error LVF

t (θ) between value function estimate and
the observed cumulative rewards, LVF

t (θ) = (Vθ(st)−Rτ )
2.

However, when using a neural network architecture that shares parameters between
the policy and value function, the objective function also needs to account for the
error from the value function estimate. Schulman et al. [SWD+17] propose such a
combined objective that they maximize:

LCLIP+VF+S
t (θ) = Êt

[
LCLIP
t (θ)− c1LVF

t (θ) + c2S [πθ] (st)
]
, (2.25)

where c1 and c2 are coefficients and S [πθ] (st) denotes the entropy of πθ. The en-
tropy term encourages exploration, and c2 can be annealed throughout training to
reduce exploration.

The PPO algorithm with LCLIP+VF+S
t (θ) can be decomposed into two main parts:

i) parallel data collection and ii) optimization. For each iteration, N agents can
generate data in parallel. They each interact for T time steps with their environment.
Afterward, we calculate the surrogate loss L on these N · T time steps of data, and
optimize the policy parameters with minibatch SGA, for F epochs. A version of the
PPO-Clip algorithm with a shared neuronal network is summarized in Algo. 1.

2.2.3 Policy Search in AlphaGardenSim

In previous work [AGW+20], the analytic policy could not handle plants with signifi-
cant differences in germination times and growth rates. Invasive plant types serve as
an example as they grow pretty quickly. They tend to dominate the garden which
causes a low diversity vt. The analytic policy can irrigate and prune plants. We
describe the analytic policy in Sec. 2.2.4, but essentially it is a deterministic policy
that acts based on threshold values. These threshold values are only tuned for a
small range of environment configurations, causing the policy to fail in challenging
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conditions. Real-world dynamics often differ from simulated environment dynamics.
Therefore, it is uncertain whether the analytic policy will make robust decisions in
a real-world environment.

To enable transfer of policies from simulation to reality for robotic control, Peng
et al. [PAZA18] train deep reinforcement learning agents in simulation and vary
the environment dynamics during training. They parameterize the dynamics of the
simulation p̂ (st+1 | st, at, µd), where µd is a set of dynamics parameters.By training
on a range of dynamics, they can generalize to realistic dynamics. For domain
randomization, they modify the objective to maximize the expected return over a
distribution of environment dynamics:

E
µd∼ρµ

[
E

τ∼p(τ |π,µd)
[Rτ ]

]
, (2.26)

where µd is the set of parameters that parameterize the environment dynamics,
ρµ is the distribution of dynamics, and p(τ |π, µd) is the likelihood of a trajectory
τ = (s0, a0, s1, ..., aT−1, sT ) given a certain policy π and parameters µd. We utilize
this technique by extending the PPO-Clip algorithm with dynamics randomization.
We summarize this modified training procedure in Algo. 1 and visualize in Fig. 2.3
how an agent interacts with multiple randomized environments.

Figure 2.3: Interaction of agent with a set of N AlphaGardenSim environments,
where each environment i as randomized simulation parameters µd.

Partial Observability In Section 1.2, we note that in a realistic setup for Al-
phaGardenSim, the agent does not have access to all state information. Instead,
the agent observes present state variables while parts of the underlying system state
remain unknown. For example, when plants grow luxuriantly, they occlude the
underlying environment. A stationary overhead observer - or even from other per-
spectives - cannot visually monitor the whole state. Therefore, we frame the general
problem as a Partially Observable Markov Decision Process (POMDP). Formally a
POMDP is defined by the tuple (S,A, T ,R,Ω,O). The state space, action space,
transition dynamics, and reward function remain the same as for the MDP. How-
ever, the true system state is no longer exposed to the agent. Instead, the agent
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Algorithm 1 PPO-Clip [SWD+17] with random dynamics.

1: Input: initial parameters θ0 for shared network
2: for iteration j = 0, 1, 2,... do
3: Collect set of trajectories Dj = {τi}i=1,...,N :
4: for actor = 1,2,...,N do
5: µd ∼ ρµ sample dynamics
6: Run policy πθj in environment with dynamics µd for T time steps
7: Compute advantage estimates Aπθj (s0, a0), ...A

πθj (sT , aT )
8: end for
9: Update the policy by maximizing the surrogate L wrt θ, with F epochs and

minibatch size M ≤ N via SGA:

θj+1 = arg max
θ

1

M

∑
τ∈DM⊆Dj

LCLIP+VF+S
t (θ)

10: end for

receives an observation ot ∈ Ω at each time step. This observation is generated from
the underlying system state ot ∼ O(st), where the probability distribution for the
next observation p(ot+1 | st+1, at) depends on the previous action at and the next
state st+1. We don’t access the true state to model realistic behavior, rather treat
the simulator as a blackbox.

Network Architecture and System The original PPO algorithm has no explicit
mechanisms to extract the underlying state of the POMDP. PPO is only effective
if the observations are representative of the underlying system states. Hausknecht
et al. [HS15] use a recurrent agent [MBM+16] as an alternative to stacking a his-
tory as input to overcome partial observability. An LSTM is a recurrent neural
network [HS97] capable of learning longer-term dependencies between the inputs.
It serves as a memory layer for the agent to remember a sequence of information.
Hodge et al. [HHA21] extend PPO’s policy network with an LSTM layer to apply
the agent to a partially observable environment. The previous approaches rely on
automatic differentiation software to train these recurrent policy networks.
We use a PPO agent implemented with the RLlib library[LLN+17] and Tensor-
Flow [AAB+16] in the Python language for our work. RLlib can vectorize the
simulation environments and enable high performant, scalable training.
To study the effect of partial observability in AlphaGardenSim, we use two PPO
agents with different network architectures. Both versions use a fully-connected
two-layer perceptron with 128 nodes per layer, with a tanh activation function. For
one network, the resulting activations are processed through time by an additional
LSTM layer with 64 cells with a sequence length of 20. This output is then passed
through another hidden layer with a linear activation function. In both cases, the
network layers are shared, and two heads are used to output the value function
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approximation and the action logits for the policy. We refer to these agents as
PPOfull and PPOlstm. To apply these PPO agents to AlphaGardenSim we specify
the POMDP components in the following paragraphs.

Action Space At each time step t, two types of actions can be executed, namely
watering and pruning, for each plant i in the garden space.

Watering aw,i,t is a binary decision. Either no water or an irrigation circle with
a fixed amount of water, awater = 0.0002m3, is applied at the plant center. This
process follows the irrigation model described in Section 2.1.2. The water action
aw,t consists of the individual watering decisions for each plant i:

aw,t = [aw,1,t, ..., aw,I,t]
ᵀ (2.27)

Additionally, the agent decides at each time step t to prune or not. Pruning, denoted
as ap,i,t, reduces the radius of a plant i by a defined pruning level. Within the scope
of this work, the pruning level is set to Pd ∈ {0%, 15%}. The prune action ap,t

consists of the individual pruning decisions for each plant i:

ap,t = [ap,1,t, ..., ap,I,t]
ᵀ (2.28)

State Space We describe the simulator quantities that influence the state st of
the environment in Section 2.1.1. These include the health level hx,y,t, growth stage
Gi,t, and structural information from each plant i, i.e., their seed locations (ui)i=1,...,I ,
radii (rt,i)i=1,...,I and heights (ht,i)i=1,...,I . Furthermore, the state includes informa-
tion on the soil water content wx,y,t for each cell ox,y and the current time step t
from the environment.

Observations (O). The observation space consists of two vectors. The first one is
the global garden population zt, at time step t, with elements zk,t as a distribution
over the K plant types. The second vector holds soil water readings wsensor,t, with
elements wsensor,i,t from each plant i at time step t. Each sensor reading represents
the mean VWC, for a 0.09m× 0.09m window centered around each plants seed lo-
cation.

Transitions (T ). At each time step t, AlphaGardenSim executes a sequence of up-
dates across the garden: irrigation, lighting, water use, and plant growth according
to the models described in Section 2.1.2.

Reward Function The objective is to achieve a diverse garden with maximal
canopy coverage while minimizing water usage. Avigal et al. [AGW+20] formalize
these metrics. They introduces the global garden population vector zt, at time step
t, with elements zk,t as a distribution over the K plant types. This vector defines
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the global canopy coverage ct at time step t as the total coverage of plants over the
garden area,

ct =

∑K
k=1 zk,t
X · Y

(2.29)

and the garden diversity vt at time t is defined as the normalized entropy H of the
global garden population:

vt =
H(zt)

logK
=
−
∑K

k=1 zk,t log zk,t
logK

(2.30)

The diversity is maximized (vt = 1) for a uniform global population vector zt. The
entropy is minimized (vt = 0) in an unbalanced garden, with one predominant plant
type.

In our research [AWP+22], we propose an advanced metric to access both coverage
and diversity, called Multi-Modal Entropy (MME). In this work, we define K̃ as
the total of the K plant types plus an additional type for soil. With K̃ the global
garden population vector z̃t is updated to account the soil coverage. The MME is
defined as:

mmet =
H (z̃t)

log K̃
=
−
∑K̃

k=1 z̃k,t log z̃k,t

log K̃
(2.31)

Finally, to model the reward for this problem, we combine the mmet metric with the
term that accounts for the irrigation amount. Therefore, AlphaGardenSim emits at
time step t a reward Rt ∈ [0, 1]:

Rt = max

(
mmet −

β

I · awater

I∑
i=1

aw,i,t, 0

)
(2.32)

The motivation for this reward function is as follows. The agent’s primary goal is
to achieve a high MME. We add the coefficient β ∈ (0, 1) to control the negative
influence of irrigation.

2.2.4 Baseline

Avigal et al. [AGW+20], introduce among other policies, an analytic automation
policy, analytic policy, with hand-tuned parameters. The analytic policy has shown
the highest performance. Therefore, we use the policy as a baseline to compare it
with our agent. The policy observes the local canopy coverage, plant health levels,
and soil moisture contents within a masked 0.30m× 0.15m sector around each plant
center within the garden. Additionally, the policy observes the global population zt.
It applies one of four actions at each plant: prune, irrigate, prune and irrigate, or
null. The policy waits 20 days before first pruning to allow plants to initiate growth.
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Then the policy decides to prune each plant i that contributes to surpassing a higher
than uniform threshold in the global population. Before taking an irrigation action,
the policy first creates a 0.09m×0.09m window centered around a target plant. The
policy irrigates should any plants be underwatered inside the window. Otherwise,
the policy irrigates should the total amount of soil moisture inside the sector be less
than half of the overwater threshold.
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Chapter 3

Evaluation and Discussion

We reimplement the simulator to account for the adaptations described in the previ-
ous chapter. Along with these adaptations, we aim to increase simulation through-
put. In the first part of this chapter, we evaluate generated growth profiles of the
adapted version. We then use the simulator to search for control policies. We aspire
that our PPO-based reinforcement learning agents outperform the analytic policy
for polyculture plant treatments within AlphaGardenSim. Additionally, we aim to
show that a PPO-based agent can efficiently control garden configurations with al-
tered dynamics, on which it has not been trained. We assume that the performance
in these new garden configurations serves as a proxy to assess transferability to
reality.

3.1 Adapted Simulator

In this section, we analyze and validate our implementation of the AlphaGarden-
Sim. We compare the simulator throughput of the previous and current versions.
We compare how long the simulation needs to grow a polyculture garden with the
analytic policy for our evaluation. The environment consists of 60 plants that are
treated for 100 days in a 1.5m × 1.5m garden space. As stated in Section 2.1, the
original AlphaGardenSim can approximate plant growth at 9000 times the speed
of natural growth. The adapted version simulates this garden 454000 times faster
than the real world. To assess the validity of this result, we analyze the simulation
output of the adapted simulator in the following section.

3.1.1 Growth Analysis

In our previous work [ADW+21], we evaluate the radial growth of 120 plants, twelve
plants per type, planted on 16-Nov.-2020 inside a garden bed at a greenhouse of UC
Berkeley for 46 days. The average radial growth per plant type k at each time step t
is used to search for plausible growth parameters.
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tg rmax ewater e(35)

Plant Type old new old new old new old new

Borage 7 4 60 34 0.09 0.16 6.61 1.11
Kale 7 6 65 42 0.10 0.16 5.41 0.87
Swiss Chard 7 4 47 33 0.11 0.17 9.93 0.95
Turnip 7 5 53 35 0.11 0.19 10.04 1.24
Green Lettuce 9 8 27 25 0.08 0.14 7.46 0.69
Cilantro 10 8 20 20 0.09 0.13 10.76 4.49
Red Lettuce 12 20 10 28 0.09 0.14 11.61 0.25
Radicchio 9 7 53 22 0.09 0.14 9.28 4.31

Table 3.1: Growth analysis of original and adapted simulations, where tg,old (days) is
germination time of the old simulator, tg,new (days) is tuned germination time for the
new simulator, rmax,old is original growth potential, rmax,new is the growth potential
for the updated simulator, ewater is the water use efficiency parameter, e(35) (cm) is
the mean absolute error on day 35 between simulated and average real world radius.
Original values were taken from published growth analysis [ADW+21].

For the scope of this thesis, we use data from eight plant types to identify param-
eters for our adapted simulator. We conduct a grid search to minimize the mean
absolute error between the simulated and observed plant radii on day 35. After day
35, parts of the plants start to occlude each other, and precise data is not available
anymore. As part of the grid search, we vary the germination time, water use ef-
ficiency, and maximal radius parameters to influence the growth profiles. For our
experiments, the irrigation amount is fixed to 0.0002m3. The water demand of each
plant is met by irrigating daily. During the parameter search pruning actions are
deactivated and stochastic plant parameters are set to deterministic values. The
simulator configuration is listed in Appendix A.1.

We plot the growth curves, radius (cm) over time (days), for the simulated and real-
world plants to validate the adapted simulator. Figure 3.1 shows the growth curves
for two plant types. The remaining plots for the other six plant types are depicted
in Figure A.1. The blue curve shows the real-world radius. The red logistic curve is
a simulated radius from AlphaGardenSim. All figures show that the logistic growth
profiles of the simulated plants match up with the observed data for the specified
time horizon. We observe that the measurements for germination coincide.

Table 3.1 compares parameters settings for the old and new simulators. These listed
parameters are the germination times, maximal radii, and water use efficiencies. Fur-
thermore, the table shows the mean absolute error on day 35 between the simulated
and the real-world plant radii. For all plants, the mean absolute error is lower for
the adapted simulator than the original one.
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(a) Growth analysis of turnip.

(b) Growth analysis of red lettuce.

Figure 3.1: Radial growth profile for two plant types. Green curve shows the sim-
ulated plant with the re-implemented simulator. Blue curve shows the real world
mean radii from our previous work [ADW+21].
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3.1.2 Discussion

Our reimplemented simulator has a higher throughput compared to the original
work. Due to the improved performance of factor 50, the adapted simulator can
conduct experiments in larger problem spaces when given the same amount of com-
putation resources as the original simulator. The improved simulation time is ben-
eficial for optimization problems like reinforcement learning. While we do not have
new data to tune other simulator parameters, the restricted growth analysis shows
that growth curves for unoccluded growth stages match the logistic biological model.
The analysis shows that the modeling capability of the reimplemented simulator is
on par with the original AlphaGardenSim.

Nevertheless, the simulator remains limited by the expressiveness of the implemented
models. Additional data and more extensive experiment trials are needed to assess
the simulator for different growth stages or environmental conditions. For example,
to determine the maximal radial growth potential for plants that grow in competition
and are subject to occlusion. Therefore the real-world validity of the simulation
output remains limited. However, it is a common approach in botany and agriculture
to use these approximations. Hence, we assume that the simulator can generate
realistic enough data to learn treatment policies.

3.2 PPO Policy Search

In this section, we use the adapted simulator to search for treatment policies. We
aim to find a policy that can outperform the analytic policy in a set of environments.
Additionally, we examine how the agents perform in environment configurations that
they have not been trained on. To validate our research hypothesis, we train and
evaluate the PPO-based policies on different garden configurations. For these ex-
periments, we generate versatile environments with randomization dynamics. We
control this process through a subset of the plant parameters modeled as random
variables. Plant parameters are sampled according to the distributions listed in
Table A.1. We fix the random seeds for Numpy’s random number generator to re-
produce the simulation outputs for all policies within an experiment. For validation
experiments the generator is reseeded with new values. With the help of the RLlib
package, we concurrently collect experience from each randomized garden environ-
ment. Our simulation experiments are split into two general garden configurations,
A and B.

In all experiments, plants germinate at fixed locations (ui)i=1,...,I . As in previous
research [AGW+20, PAT+21, AWP+22], all simulation episodes are grown for a
100-day horizon. Within this period, the entire plant life cycle is simulated. We
configure the simulator according to the models and settings we state in Section 2.1.
Furthermore, we set the overwatering threshold to To = 10. Hence, plants are
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overwatered should they get more than ten times the water amount they desire.
The underwatering threshold is set to Tu = 0.1. We randomize each cell’s initial
VWC (%) in the water grid. Instances are sampled from a normal distribution with
mean of 0.2 and a standard deviation of 0.04. The PWP and max VWC are set to
0% and 30%, respectively. A fixed value for evaporation (%) is sampled for each
episode. Evaporation is modeled as a normal distribution with a mean of 0.04 and
a standard deviation of 0.0054.

Garden Environment Configuration A The first set of experiments run in
1m × 1m garden spaces, each with I = 3 plants, as depicted in Figure 3.2. The
policies are trained on three plant types, i.e., green lettuce, red lettuce, and an
invasive model plant. On average, this invasive model plant germinates earlier and
occupies a larger space than other plant types used in this project. Invasive model
plants have the potential to inflict substantial occlusion. The other two plants
are modeled with the tuned growth parameters described in Section 3.1.1. After
training an agent, it is validated in two setups. One setup consists of the same plant
types. The other validation is with an altered garden environment. To create a new
garden environment for the agent, we replace the invasive plant type with turnip.
The policy has not been trained on such a plant. We adapt the truncated normal
distributions for germination time and radial growth potential such that they are
out of range from the parameter interval that was used for training. We want to
evaluate whether the policy generalizes to unseen garden setups with this garden
configuration.

Figure 3.2: Canopy view of the plant setup for experiment configuration A. Green
lettuce seed coordinate is (28,28), red lettuce is located at (72,28) and turnip or
invasive grow at (50, 66). Left: Canopy view shortly after germination. Right:
Canopy coverage without occlusion.

Garden Environment Configuration B In our second set of experiments, we
scale the problem to 1.5m × 1.5m garden spaces, each with I = 16 plants, as de-
picted in Figure 3.3. The training and evaluation procedure does not differ from
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the smaller setup. Two invasive model plants and two of each plant types listed in
Table 3.1 are used in this experiment configuration. The agents are trained on all
plant types, excluding turnip. The search space of this problem setup is considerably
larger. Furthermore, these many plants in a limited space generate garden config-
urations with a dense canopy cover. Here, vital information about the underlying
plants might not be directly observable. Hence, an agent is likely to act based on
partial state information in many environment steps.

Figure 3.3: Canopy view of the plant setup for experiment configuration B. The
present plant types and seed coordinates are: borage at (65, 120), (121, 73), cilantro
at (137 36), (14 31), radicchio at (90 24), (24 84), kale at (56 35), (94 97), green
lettuce at (24, 16), (116, 18), red lettuce at (90 135), (134 22), swiss chard at (27 55),
(121 121) and invasive or turnip at (84 58), (34 116). Left: Canopy view shortly
after germination. Right: Canopy view of dense garden with partial occlusion.

Agent Configuration We evaluate the learning capacity of the PPOfull and
PPOlstm agents described in Section 2.2. For experiment setup A, the agents are
trained for 240000 time steps. The episodes are generated from 2400 environment
configurations. As the search space for the sixteen plant setup is much larger, we
train our agents for over 5 million time steps in experiment setup B. The episodes
are generated from 50064 environment configurations. We manually tune the hy-
perparameters of the PPO algorithm to increase the learning capacity of the agents.
The hyperparameters of the PPO algorithm used for training are listed in Table A.2.
Multiple instances of an agent (actors) concurrently collect experience within a train-
ing batch. We adapt the number of actors and the batch size for training, considering
the search space for both environment configurations. All agents trained in exper-
iment setup A are allocated one virtual core per actor from a 2.8 GHz Quad-Core
Intel Core i7 CPU with 16 GB RAM. Furthermore, allocate one virtual core per
actor for experiment setup B from a 2.2GHz Intel Xeon CPU E5-2698 v4 with 256
GB RAM. An Nvidia Tesla V100 GPU with 32GB RAM is used only in setup B to
train an agent’s neural network parameters.
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3.2.1 Performance Analysis

For our experiments we use our reward function (Eq. 2.32). We set β = 0.2, to
reduce the negative impact of watering. During training we analyze the agent per-
formance with the average episode reward across the batch collected at each time
step. For environment configuration A, each batch is generated from twelve unique
environment configurations. For environment configuration B, the data is generated
by 82 environments.

Figure 3.4 shows the training performance of the two agents against the baseline
in environment configuration A. Solid lines are the average episode returns of the
agents across the batches collected at each epoch and their 99%-confidence band
(shaded area). The analytic policy is shown as a green dashed line. The figure
indicates that both agents perform better than the baseline policy. However, our
PPOlstm agent converges with fewer training iterations and reaches the highest per-
formance.

Figure 3.5 shows the training performance of the PPOfull and PPOlstm agents in en-
vironment configuration B. Solid lines represent the average episode returns across
collected batches. The shaded areas depict the accompanying 99%-confidence band
for the reward observed in the environments the agent acts in parallel. The analytic
policy is shown as a green dashed line. In this configuration, only the PPOlstm agent
is able to outperform the baseline. After about 1.8 million environment interactions
it surpasses the baseline policy. The PPOfull shows worse performance than the
baseline.
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Figure 3.4: Training performance of policies in Environment Configuration A.

Figure 3.5: Training performance of policies in Environment Configuration B.
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Policy Validation After the training procedure, we validate the agents with a
set of metrics. Policy performance is validated over days 20 to 70, with a growing
period T = 50, using the same metrics from our previous work [AWP+22]:

1. Average total plant coverage - We average the total canopy coverage ct for the
growing period per experiment:

MC =

∑
t ct
T

(3.1)

2. Average diversity - We average the garden diversity vt at time t for the growing
period per experiment:

MD =

∑
t vt
T

(3.2)

3. Water usage (m3) - We sum the water used in a single experiment over the
entire growing period (100 days):

MW =
∑
t

−aw,t (3.3)

Before and after the growing period, the diversity measurements do not accurately
reflect the policy’s performance. This is due to the small plant sizes at these time
steps. Therefore, we exclude these data points from the MC and MD metrics.

In the first set of validation experiments, we analyze the performance of the trained
agents in the environment they have been trained. Table 3.2 gives an overview on
the experiment outcome. The PPOlstm agent revives the most reward for both con-
figurations. However, no agent has an outstanding overall performance for the other
metrics. Both PPO-based agents use less water than the baseline for irrigation. The
analytic policy grows gardens with a higher diversity than our agents. In experi-
ment configuration A the reinforcement-learning-based agents grow gardens with a
significantly higher canopy coverage.

We replace all invasive plant types with turnip plants for the second part of the
validation experiments. Table 3.3 gives an overview of the agents’ performance in
this altered environment. For experiment configuration A, no agent receives signifi-
cantly more rewards than the others. Our PPOfull agent grows gardens with a high
canopy coverage. Both the PPO-based agents have lower water consumption than
the analytic policy. For experiment configuration B, do not beat the baseline. The
analytic policy achieves a higher reward than our proposed methods. Furthermore,
the baseline has a higher canopy coverage and diversity.
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3.2.2 Discussion

Training performance Our proposed reinforcement-learning-based agents all learn
to care for plants in a randomized polyculture environment. The PPOlstm agent
shows state-of-the-art performance, beating the analytic policy in both training en-
vironments. The LSTM memory layer improves the learning capacity of the PPO
algorithm for this domain. The PPOfull performance falls short of the analytic policy
for the sixteen plant environment but is able to outperform the baseline in the three
plant setup.

We observe in Figure 3.4 that the average reward of PPOfull is below 20 for the first
100000 training iterations. The PPOfull agent lets the invasive plant grows larger
than the baseline and PPOlstm agent. The causes invasive plants occlude other plants
in the environment. This has a negative effect on diversity and therefore on the over-
all performance. The invasive plant has the characteristic to germinate earlier than
the other present plant types. The PPOlstm agent learns to time the pruning actions
in a way that the invasive plants is allowed to grow just large enough to not hinder
the other plants during their development. The memory layer of the PPOlstm agent
helps to understand the temporal correlations within the environment. The plain
fully connected network does not have this ability. It needs more training iterations
to improve learning in the small setup. However, for experiment configuration B
the PPOfull agent falls short of the baseline, while the PPOlstm agent seems to also
generalize to larger environments. We see in Figure 3.5 that it outperforms the
analytic policy. In this garden environment many plants occlude each other. Hence,
the agent has to act based on partial state information. The PPOfull agent lacks an
memory layer to keep track of the temporal correlations.

We observe for both agents that a larger search space slows down the learning
process. In this setup, the PPOlstm agent needs about factor 10 more environment
interactions are to surpass the baseline than for experiment configuration A. Along
with the manual hyperparameter search tuning such a model requires a significant
amount of computation resources and energy. To further scale the experiment might
be intractable. However, the small scale configurations show good performance and
do not require as many resources. Future research could analyze whether learning
to treat local plants can be utilized to control large scale environments.

Sim2Real Transfer We observe in Table 3.2 that our trained PPOlstm agent can
deliver better performance than the baseline when tested with new data from the
same configuration it has been trained on. However, this might not be enough to
evaluate how the agent performs in a real-world garden. We test whether our agents
can generalize to new garden configurations with the validation experiments. This
configuration represents a scenario in which an agent has to control a plant with very
different growth characteristics. As shown in Table 3.3 the PPO-based agents are
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able to outperform on par the baseline for the experiment configuration A. However,
the performance drops in the validation experiments with configuration B. Hence,
we are not able to show that a PPO-based agent generalizes to treating plants
with different growth characteristics. In our recent work [PAT+21], we present the
AlphaGarden Autonomous Pipeline, as depicted in Fig. 1.1. For this pipeline, we
use the analytic policy to determine appropriate treatments with AlphaGardenSim
that are executed in a real physical garden. It was not possible to validate the
performance of our PPO-based agents in reality within the scope of this work. We
leave this for future work.
Our analysis to assess transferability to reality is limited as we only randomize a
subset of environment parameters. It is uncertain how the agent behaves when
changing other simulator parameters. In a physical garden, even in a controlled
environment like a green house, an agent is likely to observe a even more versatile
environment and plant behavior. For future work it is of interest to analyze the
policy behavior in a real garden space.
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Chapter 4

Conclusion

Several ideas for learning to treat polyculture garden environments have been pre-
sented in this work. We identify whether a reinforcement learning agent can outper-
form the state-of-the-art policy for polyculture plant treatment within AlphaGar-
denSim. Furthermore, we analyze whether such an agent can generalize to garden
configurations with altered dynamics that have not been present during training.
We give an overview of AlphaGardenSim and introduce extensions we add to improve
the simulator’s modeling capabilities. We reimplement the simulator and add an
interface to apply domain randomization to the environment. In experiments, we
demonstrate that the simulation throughput is increased significantly.
We recapitulate the fundamentals for reinforcement learning and policy gradient
methods. Furthermore, we assess methods to overcome the challenges posed to
an agent by partial observability. We combine the PPO algorithm with a model
architecture that uses a LSTM network. This setup is tested in two stochastic
environments, one with three plants and the other with sixteen plants. We observe
for both configurations that a PPOlstm agent grows environments with higher garden
coverage, diversity and has a lower water usage than the previous state-of-the-art
policy. A fully connected network architecture without a memory layer was only
successful in the small garden setup. The PPOlstm agent’s memory layer is beneficial
to control environments with many occluded plants. Furthermore, we observe that
both PPO-based agents are not able to beat the baseline when they are deployed in
a new garden environment that they did not interact with during training.
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Appendix A

Environment Configuration

Listing A.1: Simulator configuration file for tuning growth curves in the human-
readable data-serialization language YAML.

---
# Garden Parameters

amount plants :
d e f a u l t v a l u e : 8

amount plant types :
d e f a u l t v a l u e : 8

garden length :
d e f a u l t v a l u e : 1 5 0 # cm

garden width :
d e f a u l t v a l u e : 1 5 0 # cm

garden days :
d e f a u l t v a l u e : 1 0 0

max water content :
d e f a u l t v a l u e : 0 . 3

permanent wi l t ing po int :
d e f a u l t v a l u e : 0 . 0

in i t water mean :
d e f a u l t v a l u e : 0 . 2

i n i t w a t e r s c a l e :
d e f a u l t v a l u e : 0 . 0 4

evaporat ion percent mean :
d e f a u l t v a l u e : 0 . 0 4

e v a p o r a t i o n p e r c e n t s c a l e :
d e f a u l t v a l u e : 0 . 0 0 5 4

i r r i g a t i on amount :
d e f a u l t v a l u e : 0 . 0 0 0 2

# Policy Parameters
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water thre sho ld :
d e f a u l t v a l u e : 1 . 0

i r r hea l th window width :
d e f a u l t v a l u e : 9 # cm

prune window rows :
d e f a u l t v a l u e : 5

prune window cols :
d e f a u l t v a l u e : 5

prune rate :
d e f a u l t v a l u e : 0 . 0 # disable pruning

prune de lay :
d e f a u l t v a l u e : 20

s e c to r rows :
d e f a u l t v a l u e : 15 # cm

s e c t o r c o l s :
d e f a u l t v a l u e : 30 # cm

# Plant Parameters

r e f e r e n c e o u t e r r a d i i : # cm

d e f a u l t v a l u e : [ 2 5 , 2 0 , 3 4 , 3 3 , 4 2 , 2 0 , 2 2 , 3 5 ]
dtype : np . i n t

common names:
d e f a u l t v a l u e :
- Green Lettuce
- Red Lettuce
- Borage
- Swiss Chard
- Kale
- Ci l ant ro
- Radicchio
- Turnip

x co o rd i na t e s :
d e f a u l t v a l u e : [ 3 7 , 3 7 , 3 7 , 7 5 , 7 5 , 7 5 , 1 1 3 , 1 1 3 ]
dtype : np . i n t

y co o rd i na t e s :
d e f a u l t v a l u e : [ 7 5 , 1 1 2 , 3 7 , 7 5 , 1 1 2 , 3 7 , 7 5 , 1 1 2 ]
dtype : np . i n t

c u r r e n t o u t e r r a d i i : # germination radius ( cm )

d e f a u l t v a l u e : [ 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ]
dtype : np . i n t

germinat ion t imes :
d e f a u l t v a l u e : [ 8 , 1 0 , 4 , 4 , 6 , 8 , 7 , 5 ]
dtype : np . i n t
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# vegetative stage = maturation - germination ( time )

maturat ion t imes :
d e f a u l t v a l u e : [ 6 0 , 7 0 , 6 0 , 6 0 , 7 0 , 7 0 , 5 5 , 7 0 ]
dtype : np . i n t

# reproductive stage

wa i t ing t imes :
d e f a u l t v a l u e : [ 5 , 3 , 5 , 8 , 3 , 3 , 1 0 , 3 ]
dtype : np . i n t

# senescence stage

w i l t i n g t i m e s :
d e f a u l t v a l u e : [ 1 8 , 1 6 , 1 8 , 1 8 , 1 6 , 1 6 , 1 8 , 1 6 ]
dtype : np . i n t

l i g h t u s e e f f i c i e n c i e s :
d e f a u l t v a l u e : [ 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 ]
dtype : np . f l o a t 3 2

w a t e r u s e e f f i c i e n c i e s :
d e f a u l t v a l u e :
- 0 .14
- 0 .145
- 0 .165
- 0 .1699
- 0 .165
- 0 .13
- 0 .145
- 0 .195
dtype : np . f l o a t 3 2

overwatered t ime thre sho ld :
d e f a u l t v a l u e : 5

underwatered t ime thresho ld :
d e f a u l t v a l u e : 5

overwatered thresho ld :
d e f a u l t v a l u e : 10

underwaterd thresho ld :
d e f a u l t v a l u e : 0 . 0 1

---
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(a) Growth analysis of cilantro. (b) Growth analysis of borage.

(c) Growth analysis of green lettuce. (d) Growth analysis of kale.

(e) Growth analysis of Swiss chard. (f) Growth analysis of radicchio.

Figure A.1: Growth profile for six plant types. Green curve shows the simu-
lated plant. Blue curve shows the real world measurements from our previous
work [ADW+21].
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Environment configuration

Hyperparameters A B

Train batch size 1200 7600
Entropy coeff. c2 0.001 0.001
Discount γ 0.99 0.9
GAE parameter λ 0.95 0.95
Learning rate 0.001 0.001
SGD minibatch size 300 513
VF coeff. c1 1.0 1.0
Number of actors 3 14
Clipping ε 0.3 0.3

Table A.2: Hyperparameters for PPO algorithm for each environment configuration.
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