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Abstract

Within the framework of international nuclear non-proliferation treaties, stake-holders
are invited to gradually reduce the use of highly enriched uranium. In this context, Ger-
man FRM II-TUM and French fuel manufacturer CERCA-Framatome agreed to launch
a common project for the design, engineering and operation of a prototype UMo (Ura-
nium+Molybdenum) fuel-powder production facility.

The laser assisted Rotating Electrode Process (REP) is chosen for the UMo powder
production. The main purpose of this work is to numerically model the atomization process
of UMo powder in order to help the experimenters choosing the parameters that will give
the targeted droplet size distribution. We want to simulate the fragmentation of a thin
liquid film for different input parameters and then analyze the fragmentation process, the
size distribution and shape of the final droplets. We have chosen the Smoothed Particle
Hydrodynamics (SPH) method to model the rupture of the fluid film, as this Lagrangian
method offers implicit multi-phase treatment without need for interface reconstruction.

We have extended an existing SPH code to allow for inflow boundaries for an efficient
film formation. A surface tension model was implemented based on the Continuum Surface
Force (CSF) approach. Furthermore, a new density model was developed to correct the
density near the free surface. The SPH model was validated with the Rayleigh-Plateau
instability and with the break-up of uni-directional water jet, with and without vibrations.
It was then used to simulate the atomization in the REP configuration. These simulations
have allowed us to better understand the fragmentation mechanisms. The results obtained
were compared to semi-empirical models found in the literature and to experimental data.
It was found that the droplets diameter predicted by the SPH simulations agrees with
the semi-emperical model with a unique proportionality constant. Furthermore, the effect
of vibrations on the droplet size has also been studied. It has been shown that, in the
investigated REP configuration, vibrations do not have a significant effect on the particle
size distribution.
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Résumé

Les accords internationaux de non-prolifération nucléaire conduisent progressivement
à remplacer l’uranium hautement enrichi par de l’uranium faiblement enrichi. Dans ce
contexte, FRM-II (TUM, Allemagne) et Framatome (CERCA) ont décidé de lancer un
projet commun pour la conception, l’ingénierie et l’exploitation d’un prototype pour la
production de poudre de combustible UMo (Uranium+ Molybdène).

Le "laser assisted Rotating Electrode Process" (REP) a été choisi pour la production de
poudre d’UMo. L’objectif principal de ce travail est de simuler numériquement le procédé
d’atomisation de poudre d’UMo afin d’aider les expérimentateurs à choisir les paramètres
qui leur permettront d’obtenir la distribution en taille ciblée. L’idée principale est de
simuler la fragmentation d’un film liquide mince pour différents paramètres d’entrée et
ensuite analyser le processus de fragmentation et la distribution en taille des gouttes. La
méthode "Smoothed Particle Hydrodynamics" (SPH) a été choisie pour simuler la rupture
du film liquide puisque cette méthode Lagrangienne offre un traitement implicite, sans la
nécessité de reconstruire l’interface.

Nous avons enrichi un code SPH existant en ajoutant une condition limite pour l’entrée
des particules fluides pour permettre la formation d’un film liquide homogène. Un modèle
de force de tension de surface pour les simulations en surface libre a été mis en place selon
l’approche "Continuum Surface Force" (CSF). Par ailleurs, un nouveau modèle de densité
a été développé pour corriger la densité proche de la surface. Le modèle SPH a été validé
avec l’instabilité de Rayleigh-Plateau et la fragmentation d’un jet d’eau unidirectionnel,
avec et sans vibrations. Le modèle a été ensuite appliqué à l’atomization dans la con-
figuration REP. Ces simulations nous ont permis de mieux comprendre les mécanismes
de fragmentation. Les résultats obtenus ont été comparés à des modèles semi-empiriques
trouvés dans la littérature et à des données expérimentales sur l’atomiseur REP. Il a été
constaté que le diamètre des gouttelettes prédit par les simulations SPH correspond aux
modèles semi-empiriques à une constante près. L’effet des vibrations sur la taille des
gouttes a également été étudié. Il a été démontré que dans la configuration REP étudiée,
les vibrations n’ont pas un effet significatif sur la distribution en taille des gouttes.
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Acronyms

Abbreviations

316L SAE 316L grade stainless steel

Al Aluminium

CERCA Compagnie pour l’Etude et la Réalisation de Combustibles Atomiques

CSF Continuum Surface Force

CSS Continuum Surface Stress

DDF Direct Droplet Formation

DIM Spatial dimension (1, 2 or 3)

EMSE École des Mines de Saint-Etienne

FD Film Disintegration

FRM II Forschungsreaktor München II

INL Idaho National Laboratory

IPF Inter Particle Force

LD Ligament Disintegration

Mo Molybdenum

MRD Maximum Relative Deviation

O Oxygen

PDE Partial Differential Equation

PSD Particle Size Distribution

REP Rotating Electrode Process

RMSD Root Mean Square Deviation

SPH Smoothed Particle Hydrodynamics

SPIN Sciences des Processus Industriels et Naturels

TUM Technische Universität München

U Uranium

UMo Uranium-Molybdenum alloy

WCSPH Weakly Compressible Smoothed Particle Hydrodynamics

Notations

a Acceleration m/s2
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A0 Amplitude of the vibrations m

α Coefficient for the droplet diameter in the DDF regime -

b Cover vector -

Bo Bond number -

β Coefficient for the droplet diameter for the REP atomization -

c Color function -

C Correction coefficient for the density -

Ca Capillary number -

Cp Mass specific heat capacity J/(kg.K)

dt Time step s

dx Resolution (Initial particle spacing) m

D Diameter m

δ Dirac delta function -

δs Surface delta function -

∆r Shift position m

∆u Velocity variant m/s

e Internal energy J

Ek Ekman number -

ε Absorption coefficient -

fsurface Surface tension force N/m3

F Frequency Hz

F b Body acceleration m/s2

Fd Driving force N

φ Laser flux density W/m2

ϕm Normalized mass distribution -

ϕN Normalized number distribution -

g Gravitational acceleration m/s2

Γ Oscillation period s

h Kernel radius support m

H Film thickness m

HLatent Latent heat of fusion J/kg

I Unit matrix -

k Curvature m−1

k′ Wave-number m−1

K Thermal conductivity W/(m.K)

kh Cut-off distance m

κ Characteristic number describing the atomization regime -

l Characteristic length m

ls Slip length m

viii



Lc Capillary length m

L Correction matrix for the kernel gradient -

λ Wavelength m

Λ Calibration parameter for surface tension force -

m Mass kg

µ Dynamic viscosity N.s/m2

N Number of particles -

~n Normal vector -

n̂ Normalised normal vector -

Oh Ohnesorge number -

θ Threshold angle rad

ω Rotational speed rad/s

p Pressure Pa

P Laser power W

π Surface stress tensor -

q Enthalpy difference J/m3

Q Volume flow rate m3/s

Qs Heat Source W

r Position m

R Radius m

Rc Cut-off radius m

ReE Reynolds number relative to the flow rate -

ReT Reynolds number relative to the rotational speed -

Ro Rossby number -

ρ Density kg/m3

std Standard deviation -

σ Surface tension coefficient N/m

T Temperature K

Td Dimensionless time -

t Time s

τ Viscous stress tensor -

u Velocity m/s

V Volume m3

w Growth rate s−1

W Kernel function m3

We Weber number -

ξ Normalizing vector -

Ξ Curvature tensor -

ζ Compressibility -
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Subscripts

a Refers to the axial direction

CFL Courant-Friedrichs-Lewy

droplet Refers to droplet properties

empty Empty volume or area

f Refers to fluid particles

HT Heat transfer

i Refers to particle i properties

j Refers to particle j properties

jet Refers to jet properties

m Refers to the melt properties

max Maximum

opt Optimal

ref Refers to reference value

rod Refers to the rod properties

SD Support domain

ST Surface tension

t Refers to total

visc Viscous

w Refers to wall particles
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Introduction

Nuclear reactors provide solutions to scientific, medical and engineering issues of high
societal importance. In Europe, the most powerful reactors available to the scientific
community are the RHF of the Laue-Langevin Institute (ILL, Grenoble, France) and the
Forschungs-Neutronenquelle Heinz Maier-Leibnitz of the Technical University of Munich
(TUM, Germany). These research reactors have a very high power density in the core and
thus they require uranium that is highly enriched.

Within the framework of International nuclear non proliferation treaties, nuclear stake-
holders are invited to gradually reduce the use of highly enriched uranium. Thus, for
research reactors, new processes are being studied to replace current fuels with less enriched
fuels. To maintain equivalent neutronic properties, one strategy is to replace the current
relatively low density uranium (U-Si and U-Al) alloys with alloys having a higher uranium
density, such as Uranium-Molybdenum alloys (UMo). In this context, German FRM II-
TUM and French fuel manufacture CERCA-Framatome agreed to launch a common project
for the design, engineering and operation of a UMo fuel-powder production facility in
France. Each fuel plate consists of a fuel core and a frame made of Aluminium (Al). The
fuel core is formed by mixing UMo powders with Al powders. The mixture is compacted
by cold pressing. The core is then framed in Al clad and hot rolled (figure 1).

Figure 1: Schematic of the UMo fuel plate production (adapted from [1]).

Powder production is one crucial step in the fuel manufacturing process. In this con-
text, it is important to control the morphology, size distribution and purity of the UMo
particles to obtain the desired homogeneity of the component and therefore enhance the
performance of the final product. The laser assisted Rotating Electrode Process (REP) is
chosen for the UMo particles synthesis. It consists of melting the end of a metal bar (in
the form of a rod) that rotates at high speed. Under the effect of the centrifugal force, the
liquid metal that is formed on its top surface is radially ejected. Surface tension causes

1



INTRODUCTION

fragmentation of the liquid metal into droplets.

In 2011, CERCA-Framatome and FRM II-TUM decided to launch a common project
for the design implementation and operation of a UMo REP prototype atomizer. Based
on the knowledge gathered from this project, the two parties decided to set up a REP
atomizer at an industrial scale. Because the Particle Size Distribution (PSD) of the UMo
powder is a key point in the quality of the final product, it is advantageous to implement
an atomization process that is very well understood so that the final results can be esti-
mated from a set of given operational parameters. For this reason, CERCA-Framatome
initiated a thesis project (thèse CIFRE) with the SPIN centre of "École des Mines de Saint-
Etienne" (EMSE) and in co-supervision with "Technische Universität München" (TUM).
The purpose of this research project is to numerically simulate the atomization process in
order to help in understanding the experimental results and scale up the atomizer. More
specifically, the main objective is to help the experimenters to choose the right parameters
that will allow them to obtain the targeted PSD.

The dynamics of atomization and liquid breakup are mainly dominated by surface ten-
sion forces. Because these phenomena occur on small length scales, the development of
a proper surface tension model can help greatly in developing these applications. The
main challenge is to be able to simulate very thin liquid metal films (few µm in thickness)
subjected to strong topological changes. We have chosen the Smoothed Particle Hydrody-
namics (SPH) method to simulate the rupture of the liquid film, as this Lagrangian method
offers implicit multi-phase treatment without need for interface reconstruction. We use and
enrich a generalized multi-phase SPH tool developed by Dr. Adami and his team at the
Institute of Aerodynamics and Fluid Mechanics at TUM. This SPH code is based on the
openFPM library, which handles parallelization and standard particle-scheme operations.
We have extended this code to simulate the REP atomizer.

This manuscript is organized as follows. Firstly, we will introduce the background
knowledge on liquid fragmentation process and REP atomizer. This part is followed by
a description of the fundamentals and basic concepts of the weakly compressible SPH
method for free surface flows. The second part describes the implementation of the SPH
model. It mainly describes the surface tension model implemented and the new density
correction technique near the free surface developed within the framework of this the-
sis. The implementation is verified with two test cases: Rayleigh-Plateau instability and
unidirectional water jet break-up. The last part provides details on the numerical setup
for simulating the REP atomizer and details the results on the effect of the operational
parameters on the PSD. The effect of applying vibrations on the droplet size is also studied.
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Chapter I. State of the art: Atomization process

This chapter presents the concept of the Rotating Electrode Process (REP) and the
physics driving the atomization of liquid metal films. First, a non-exhaustive list of different
processes for the production of metal powder is presented. Second, the REP is described
in details. Finally, the experimental studies on the atomization regimes and the particle
size as a function of the operational parameters are presented.

I.1 Production of metal powder

At present, several methods have been developed for industrially producing metal pow-
ders. Each production method gives different powder properties, often with different size
ranges for the final powders obtained. Hence, a specific method may be selected based
on the required powder properties. Some of the most common techniques are described
below.

I.1.1 Mechanical methods

The fabrication of metal powders by mechanical methods means to break the raw mate-
rial into smaller fragments under the influence of external forces: compressive forces, shear
or impact [2]. For example, the milling process relies on the combination of four basic
mechanisms: impact, attrition, shear and compression. During impact, the collision of the
raw material with a tough spherical impacting ball occurs. The attrition is induced by
the rubbing between the raw material and the impacting ball. Finally, compression force
is used to break apart these particles and form a finer powder. The main disadvantage of
this method is the potential contamination of the powders from the balls and mill walls
used in the process. Another main issue is the difficulty in controlling the final Particle
Size Distribution (PSD). The powder formed is usually coarse and irregular in shape.

I.1.2 Solid-State reduction

Solid-state reduction is a very old process frequently used in powder production. The
metal ore is crushed and then mixed with another material, typically carbon [3]. The
mix goes through a furnace, where a reduction reaction takes place lowering the levels of
oxygen and carbon in the metal mix and leaving a sponge metal cake. The "sponge" is
then crushed, separated from non-metallic material and then sieved to produce powders.
The purity of the final product depends highly on that of the raw material. The result-
ing powder is highly irregular in shape and contains internal pores, ensuring thus a good
"green strength".

I.1.3 Electrolytic deposition

Using this technique, the metal that is being fragmented into powder will function as
the anode and the powder will precipitate at the cathode of the electrolytic cell [2]. To
be effective, this process requires specific conditions such as electrolyte composition and
strength, temperature and density. This method produces high-purity and high-density
powders. The main disadvantage of this method is that it is significantly more costly
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than the other techniques, due to its high energy consumption. For this main reason, this
method is generally limited to high value powders.

I.1.4 Liquid metal atomization

The atomization technique can be classified into three categories: gas, water and cen-
trifugal atomization. The basic concept is to form powders from a molten metal. This
method is widely adopted because it offers the ability to control the size of the droplets by
varying the operating parameters.

I.1.4.1 Gas atomization

In gas atomization, the powder is formed by forcing the molten metal through an at-
omization nozzle and impinging a gas (nitrogen, argon, helium or air) [4, 5]. When the
liquid metal meets the high velocity gas, it sprays in the form of jet forming tiny droplets.
The size of the final powders can be controlled mainly by the nozzle shape, the melt flow
rate and the gas velocity, composition and temperature. The gas atomization process can
be divided into two main categories: Electrode Induction Gas Atomization (EIGA) [6]
and Vacuum Induction Gas Atomization (VIGA) [7]. For the EIGA process, a rotating
electrode rod is melted on one top using a conical or annular induction coil creating thus a
continuous stream of molten material that will fall directly into the gas nozzle system. In
the case of the VIGA process, a vacuum induction melting furnace is used to melt the alloy
and is integrated with the gas atomization unit. The EIGA is mainly used for atomizing
reactive metals while the VIGA process enables the atomization of non-reactive metals and
their alloys.

The main objective of using this technique is to obtain spherical powders. However,
due to the cooling and solidification rates, satellites might be formed because of the colli-
sions among droplets in the spray, which make the separation of fine and coarse particles
very difficult. The second major weakness is the entrapped gases during solidification that
will create porosity in the powder. Furthermore, because inert gases are expensive, the
production costs can be high.

I.1.4.2 Water and oil atomization

Water atomization is similar to gas atomization except that it uses an impinging jet
of water rather than a gas [5]. Similar to the gas atomization technique, the size of the
final droplets is mainly controlled by geometrical parameters and process parameters. The
water pressure plays an important role in defining the particle size, high pressure leads to
smaller powders. The microstructure of the powders obtained using this technique can be
controlled by rapid quenching, but oxidation and irregular shapes often affect the quality
of the product. To prevent oxidation, the water is replaced by synthetic oils. However, the
oil atomization is limited to the production of low melting temperature alloys, because at
high temperature pyrolysis of the oil may occur, leading to carbon pick-up. Thus, the final
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powder must undergo a special treatment in order to be decarbonized.

I.1.4.3 Plate and disk centrifugal atomization

The basis of centrifugal atomization is the ejection of molten metal from a rapidly
spinning container, plate or disk [2, 5]. In these cases, a cup of molten metal is rotated at
high speed or the molten metal stream is impinged on a rapidly rotating disk. Under the
effect of the centrifugal force and surface tension force, the liquid metal stream will spread
on the surface and the resulting film will break up into a spray of droplets. These droplets
will either solidify in flight to form high quality powders or deposit onto a substrate to
form micro-structurally refined and chemically homogeneous preforms. The particle size
depends mainly on the rotational speed, the dimensions of the system, the melt flow rate
and the melt properties. The main difficulty encountered using this technique is the forma-
tion of a solid layer on the surface of the disc during atomization. To avoid this problem, it
is necessary to heat the rotating disk [8]. Another problem is the limitation of the rotation
speed due to mechanical restrictions, which leads to a limitation in the minimum possible
particle size.

I.1.5 Rotating Electrode Process (REP)

The process was developed by the Nuclear Metals Company in 1963. This atomization
technique has been widely used for the production of spherical powders of low carbon steel,
cobalt-chromium and titanium alloy powders [5]. The REP has been described in details
by many researchers [9, 10]. It consists of melting the end of a metal bar, in the form of a
rod, that rotates at very high speed (20000-50000 rpm). Under the effect of the centrifugal
force, the liquid metal film formed at the heated top surface will be ejected. Surface ten-
sion causes disintegration of the metal into droplets. These droplets will be cooled on their
trajectory by a neutral gas in the chamber. The diameter of the chamber should be large
enough so that the droplets will solidify before touching the chamber’s walls [11]. This
atomization technique can be applied to almost all metals and alloys. It allows to obtain
very smooth and spherical powder of high purity. However, the main drawback is the cost
because the electrode production is an expensive process. In addition, the production rate
is lower compared to gas or water atomization and the PSD is not as small as with gas
atomization techniques [5].

Several methods to melt the metallic rod can be used [12]:

• Creating an electric arc between a cooled tungsten electrode and the rod;
• Creating an electric arc between two rods of the same nature;
• Using a plasma torch or a laser beam.

Using the tungsten electrode may lead to a contamination of the powders due to the
wear of the electrode. Moreover, the fusion system between two bars of the same nature
is difficult to control. For this reason, other heat sources were considered such as plasma
torches, laser beams and induction devices to enable the production of a better quality
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powders. Nevertheless, it remains important to check the wear of the copper elements in
the plasma torches that can be source of slight contamination.

I.1.6 Process for UMo metal powder production

The project launched by CERCA-Framatome and FRM II-TUM consists in the de-
sign and operation of a REP atomizer for producing fuel powders at industrial scale. The
REP was chosen for Uranium Molybdenum (UMo) powder production because it fulfills
the requirements for metallic powder production. The use of inert atmosphere in REP
atomization is very important in terms of safety. In fact, the oxygen content must be lim-
ited because of the high inflammability risk of UMo alloys. The inert atmosphere is also
important for guaranteeing powder quality, since it prevents powder oxidation and thus
reduces powder impurities. In addition, it promotes the formation of spherical powder be-
cause the formation of oxide layer reduces the surface tension and delays the fragmentation
process [13]. Moreover, the particle size distribution is narrow and the REP ensures a high
efficiency, which is essential for fuel plate fabrication.

The first REP atomizer for UMo powder fabrication was designed by the Idaho Na-
tional Laboratory (INL) [14]. The atomizer uses a vertical rotational axis and the anode
is fed down onto the diminishing alloy cathode unlike the commercial REP units. This
arrangement allows easier operation inside the glovebox and a greater stability for the
rotating UMo rod leading to a higher rotational speed and a smaller particle size. The
scheme of the INL REP is presented in figure I.1. The fabricated powder is spherical with
a small fraction of irregular clumps because of either an insufficient separation of molten
droplets prior to solidification or a collision in flight between the droplets. Furthermore,
the results show that the REP powder has a polycrystalline microstructure and no layer
of columnar grain formation was observed, unlike the powder obtained using a rotating
disk centrifugal atomizer that has shown an equiaxed internal microstructure surrounded
by columnar grains at the edge of the particles. This difference can be explained by the
rapid solidification in the REP case [14].
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Figure I.1: Schematic of the INL powder atomizer [14].

CERCA-Framatome and FRM II-TUM developed from 2011 to 2015 an UMo atomizer
prototype using the Electric Arc REP technology. The work was performed within the
PhD thesis of R. Schenk [15] and it served as a solid foundation for the development of the
new atomization pilot. The knowledge gathered from this project made it possible to pro-
pose several ideas for improving the quality of the final powders. The main improvement is
the exchange of the electrode against laser heating. The new experimental atomizer device
based on laser heating and rotating rod is developed in the framework of the PhD thesis
of B. Ravry [16].

I.2 The physical phenomena in the REP

I.2.1 Dimensionless numbers

The study of the liquid behaviour and the atomization mechanism involves taking into
account the magnitude of the physical forces acting upon the liquid surface. The ratio of
these forces is described by the dimensionless numbers grouped in Table I.1, where µ is the
dynamic viscosity, ρ the density, σ the surface tension, l the characteristic length (here l
is taken equal to the droplet radius Rdroplet), u the velocity, ω the rotational speed and Q
the volume flow rate.

8



Table I.1: Relevant dimensionless numbers to describe the atomization mechanisms.

Dimensionless number Definition Formula
Ohnesorge number Viscous forces over surface tension forces Oh = µ√

ρσl

Weber number Inertial forces over surface tension forces We = ρu2l
σ

Reynolds number Inertial forces over viscous forces
(relative to the rotational speed) ReT = ρωl2

µ

Reynolds number Inertial forces over viscous forces
(relative to the flow rate) ReE = ρQ

lµ

Capillary number Viscous forces over surface tension forces Ca = uµ
σ

Bond number Gravity force over surface tension forces Bo = ρgl2

σ

I.2.2 Droplet formation mechanism

Atomization refers to the process in which a bulk liquid, for example a liquid jet or
film, is fragmented into small droplets. The atomization phenomenon results from a par-
tially random instability that grows along this liquid bulk and induces its fragmentation.
The break-up occurs when the disruptive forces exceed the surface tension force. In fact,
prior to fragmentation, the liquid jet will be disturbed by microscopic instabilities/waves.
For some wavelengths (λ), the disturbance will increase faster over time until the jet is
fragmented so that the surface energy will be minimized. External forces, like centrifugal
ones, may help in deforming the liquid bulk and promote the fragmentation process [5, 17].

The linear stability analysis conducted by Rayleigh [18, 19] allows to predict the size of
a drop in the case of a cylindrical jet fragmentation under the effect of the surface tension
force. A detailed study of this instability is presented in [17]. The dispersion relation that
describes the growth rate of the disturbance as a function of the wave-number k′ = 2π

λ was
proposed by Weber [20] as follows:

w(k′) =

√
σ

ρR3
jet

[√
(k′Rjet)2 − (k′Rjet)4

2
+

9Oh2(k′Rjet)4

4
− 3Oh(k′Rjet)

2

2

]
(I.1)

Figure I.2 presents the dispersion relation of the Rayleigh-Plateau instability for dif-
ferent Oh numbers. Among all the perturbations subjected to the cylindrical jet, the one
having the wave-number that corresponds to the maximum growth rate will be responsible
for the jet break-up. For fluids with relatively low viscosity (Oh << 1), this wave-number
is equal to:

k′maxRjet =
1√
2

[
1 +

3Oh√
2

]−1
2

(I.2)
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Figure I.2: Growth rate as a function of dimensionless wavenumber for the Rayleigh-Plateau
instability.

Assuming that one droplet is produced per wavelength, the droplet size can be obtained
from mass conservation as:

λopt
π

4
D2
jet =

π

6
D3
drop, (I.3)

where λopt denotes the wavelength experiencing the maximum growth-rate that eventually
causes the break-up of the jet.

In his study, Rayleigh showed that, for low Oh number, the droplet diameter, frequency
and wavelength for maximum growth are independent on the material properties. Table
I.2 presents a summary of the main variables according to the Rayleigh-Plateau instability.

Table I.2: Rayleigh-Plateau instability.

λopt 4.5Djet

FRayleigh 0.2219 u
Djet

Ddrop 1.89Djet

I.2.3 Atomization regimes

The observations and studies of the centrifugal atomization have shown that there ex-
ist three basic break-up modes for the melt disintegration, see figure I.3: Direct Droplet
Formation (DDF), Ligament Disintegration (LD) and film disintegration (FD) [9, 21–23].
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Figure I.3: Mechanisms of droplet formation: a) DDF, b) LD and c) FD (adapted from [24]).
The liquid flow rate is increased from left to right.

I.2.3.1 Direct droplet formation

In the DDF regime, the discrete droplets are formed as soon as the metal is detached
from the disk surface. A bimodal particle size distribution was reported in this atomization
regime [23, 25]. This is the result of the break-up behaviour, where one satellite drop is
produced for almost every particle. Thus, the number of small particles is almost equal to
that of large particles. Supposing that the operating conditions are well adjusted, namely
the size of the atomization chamber and the oxygen content, the particles produced in the
DDF regime are almost entirely spherical in shape.

I.2.3.2 Ligament disintegration

The ligament disintegration regime is characterized by the formation of long unstable
jets that break down into strings of droplets. As the feed rate increases, the number of liga-
ments increases until it reaches a certain maximum value. Any further increase in the feed
rate will lead to an increase in the ligament thickness only. The number of the ligaments
can also be controlled by changing the rotational speed or the electrode diameter [23].
The LD regime can produce spherical particles as well as particles of oval and elongated
shapes, especially for REP because the superheat is limited and solidification may occur
before ligament break-up [15, 26]. This regime is interesting from an industrial point of
view because of its high productivity (production of powder mass per unit time).

I.2.3.3 Film disintegration

This mechanism is characterized by the formation of a thin liquid sheet or film that
extends around the disk prior to disintegration. The transition from the LD regime to the
FD regime is reached when the ligaments can neither increase in number nor in thickness.
The disintegration in the FD regime is less controlled than for the previous regimes. The
particles thus obtained are less regular in shape and in size [23]. Despite its high produc-
tivity, this regime is avoided for application where a narrow size distribution is needed or
desired.

An empirical relation based on experimental results has been proposed by Champagne
and Angers [25] to determine the critical flow corresponding to the transition between these
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three modes of atomization. This relation can be expressed as follows:

κ =
Qω0.6

D0.68
rod

/
σ0.88

ρ0.71µ0.17
(I.4)

For a given liquid material, the transition from DDF to LD, and eventually to FD,
can be promoted by increasing the volume flow rate and/or the rotational speed or by
decreasing the rotating rode diameter. It should be noted that the transition is not sharp
but rather gradual, and the coefficient of transition may vary with respect to the atomized
material [15]. The constant κ is around 0.07 for the transition from DDF to LD, whereas
it is around 1.33 for the transition from LD to FD.

According to Schenk [15], the best results for the U-8Mo atomization so far (spherical
shape and size range) were observed in the LD regime in proximity of the DDF regime for
κ approximately equal to 0.068. These operating conditions allow to benefit from the high
productivity of the LD regime while guaranteeing particles of spherical or quasi-spherical
shape.

The expression of κ is not dimensionless. Leteurtrois [27] defined the three disintegra-
tion regimes as a function of the dimensionless numbers: Oh, ReT and ReE . For a defined
Oh number (material properties), the three atomization regimes can be represented on a
(ReT , ReE) log-log graph by a triangle limited by three lines of equations, as in figure I.4.

ReE ×ReT ×Oh2.26 = 1.73 (I.5)

ReE ×Re0.596
T ×Oh1.77 = 1.35 (I.6)

ReE ×Re−1.44
T ×Oh−2.68 = 905 (I.7)

R
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Figure I.4: Three regimes of droplet formation for 316L.
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I.2.4 Particle size

Many researchers have derived an expression for the mean droplet diameter in the DDF
regime. Most of these expressions are in the form of:

Ddrop =
α

ω

√
σ

ρDrod
(I.8)

This expression can be derived if we take the Rayleigh theory for instabilities and as-
sume that the fragmentation in this regime is similar to the fragmentation of a liquid jet by
replacing the gravity force g with the centrifugal force Rω2 [28]. The list of the empirical
and theoretical constants is presented in table I.3.

Table I.3: Empirical and theoretical values for the α in equation I.8.

Author α

Walton et al. [28] 2.67-6.55
Fraser et al. [22] 3.68 - 3.86
Matsumoto et al. [29] 3.8
Theory (minimum λ for instabilities) [28] 3.79
Theory (λ for maximum growth rate) [28] 4.27

Champagne and Angers [9] developed a semi-empirical model to predict the powder
mean diameter in the case of liquid metal with respect to the REP. Other researchers [15,
30] used this model in their experimental studies but found different constant coefficients
(β), reported in table I.4.

Ddrop

Drod
= βRe0.12

E Re−0.98
T Oh−0.86 (I.9)

Table I.4: Values for the β in equation I.9.

Author β

Champagne and Angers [9] 1.42
Kim et al. [30] 1.12
Schenk et al. [15] 1.52

I.2.5 Experimental parameters

I.2.5.1 Material properties

UMo alloys were studied by the Canadian, French, Korean and the United States for
the development of their nuclear research reactors. The UMo Fuels Handbook [31] provides
an overview of the available data on the UMo properties. However, in some cases, where
no data are available, correlations must be used to extrapolate the properties based on the
available properties of U and/or Mo. Table I.5 presents a list of the properties needed for
our study.
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Table I.5: Material properties (316L + UMo).

316L U Mo U-7Mo1 U-8Mo1

ρ(kg/m3) 8000 19000 [31] 10200 [31] 17620 17450
σ(N/m) 1.6 [32] 1.55 [33] 2.8 [34] 1.6 1.77
µ(N.s/m2) 0.005 [35] 0.006 [36] 0.0055 [34] 0.006 0.006

I.2.5.2 Operational parameters and atomization regime

CERCA-Framatome and FRM II-TUM developed an UMo atomizer prototype using
the electric arc as heat source [15]. Using this prototype, UMo powders were produced and
the effect of the operational parameters on the PSD were studied. The prototype was able
to atomize UMo electrodes of about 40 g with an overall efficiency of only about 50% [15].
Thus, the mass of the produced UMo powders was not sufficient to prove the feasibility of
the process on an industrial scale. Using the knowledge gathered from the previous study,
the goal of the new project is to setup a REP atomizer able to atomize 250 g of UMo
powders with an efficiency of 90%. In this context, an experimental thesis (B. Ravry [16])
was launched in 2018 for the implementation of the new atomization pilot.

In order to test and validate the general functionality of the atomizer, initially a surro-
gate material was used instead of UMo. For this purpose 316L stainless steel was chosen,
although it was found that the steel is not a suitable replacement for the UMo regarding
the atomization regime and the mass flow rate because the enthalpy of melt of 316L stain-
less steel is around 1200 kJ/kg compared to 250 kJ/kg for UMo [15].

Within the new experimental approach, atomization tests were carried out in a glove
box under controlled atmosphere ([O2] = 2-6 ppm) with a collimated laser and a homo-
geneous energy distribution. The electrode has a diameter of 20 mm with a total height
of 40 mm, from which only 25 mm are molten and the remaining 15 mm are used to held
the electrode in the spindle. The electrode initial mass is around 175 g and the overall
atomized powder mass is around 65 g. To prevent the mechanical parts from melting, the
laser beam does not illuminate the total electrode top surface. It is rather applied on a
spot having a diameter between 18.05 and 18.5 mm. A reference test case was defined
by choosing a rotational speed equal to 31000 rpm and a laser power of 3500 W. For this
configuration, the usable powder yield efficiency is about 65 %. The effect of the opera-
tional parameters on the PSD were studied by varying these two parameters around the
reference values. The experimental data gathered by B. Ravry for the reference test case
are presented in table I.6 (ta refers to the total atomization time and tsr refers to the
time needed for the stationary regime to start). The mass flow rate is estimated in the
stationary regime. The stationary regime is defined when the melt reaches the periphery
of the rod and the fragmentation process begins.

From these data, the dimensionless numbers, Oh, ReT and ReE are calculated and
placed on the (ReT , ReE) graph (hatched part from figure I.5). From the results, we

1U-xMo: x refers to the wt% of Mo in UMo alloy. Data in table I.5 are obtained by a simple interpolation
considering the weight percentage of each element.
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Table I.6: Experimental data for the reference case.

Ref ta (s) tsr (s) matomized (g) mass flow rate (g/s)
1 60

after 30
to 35 s

36 1.3
2 70 55 1.45
3 70 59 1.52

can deduce that the fragmentation regime for the experimental reference case should be
DDF. Moreover, the coefficient κ from equation I.4 is found to be equal to 0.04, which also
suggests a fragmentation in the DDF regime.
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Figure I.5: Position of the reference case on the (ReT , ReE) graph for 316L.

Despite the fact that the direct laser impact is distributed over a diameter of 18.5 mm
compared to the diameter of the rod of 20 mm, i.e. a rather homogenous heat distribution
should be assumed, a hollow-cone shape is observed on the rod after atomization as shown
in figure I.6. In addition, a small edge or rim is observed at the periphery of the atomized
rod. This can be explained by the fact that the laser does not act on the entire top sur-
face of the rod (18.5 mm for laser beam vs 20 mm for rod diameter). Moreover, due to
convection and radiation, the peripheral surface of the rod cools faster than the bulk. To
overcome this problem, the diameter of the rotating rod was decreased to 18 mm instead
of 20 mm. For the same rotational speed and laser power, the decrease in the rod diameter
significantly improved the usable powder yield efficiency which increased to 75 %. It was
also observed that the proportion of non-spheric particles decreased.
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Figure I.6: Example of partial rod atomization.

To gain a better understanding of the atomization process at CERCA-Framatome, a
high-speed camera is used [16]. Photos and recordings of the atomization process show
that the melting process starts at the center of the rod (see figure I.7). In a second step, the
liquid spreads in a ligament form on the surface until it reaches the edge. With time, the
entire surface of the rod starts melting, leading to an increase in the production capacity
and an improvement in the powder quality (more spherical powders).

Figure I.7: Atomization steps for the reference test case. Top view of a laser irradiated steel
rod (gray level is correlated to temperature: brighter region implies higher temperature).

I.2.6 Vibrations

As mentioned earlier, the atomization results from instabilities that grow along the
liquid surface. One possible way to control the fragmentation process is to apply defined
external vibrations to the liquid jet or film. This method is effective if the vibrational
frequency is properly chosen and the amplitude is large enough to trigger the natural in-
stability.

Heinzen et al. [37] used external vibrations on laminar jets for producing beads and
capsules. Their results showed that the main advantage of applying external vibrations is
the possibility to control the droplet diameter with a very narrow size distribution. Fur-
thermore, Zainoun et al. [38] used a piezoelectric cell to apply vibrations and trigger the
fragmentation in the case of centrifugal atomization using a rotating disk. This technique
has yielded promising results in the ligament formation zone: formation of a single droplet
per wavelength and the jet is cut at a constant distance from the edge of the disk. Further-
more, the vibration of atomizing disks in the case of film disintegration was mathematically
modelled by Deng and Ouyang [39]. It should be noted that it is important to consider
both natural vibrations due to imbalance and imposed vibrations of the atomizing disk

16



when predicting the particle size.

I.3 Experimental objectives

From an industrial point of view, complementary experimental and numerical studies
must be performed in order to improve UMo powder production. These studies should
offer a better qualitative and quantitative description of the physical phenomena taking
place in the fragmentation process and the effect of the operating parameters governing
the atomization.

In this objective, an experimental project was launched (PhD thesis of B. Ravry [16])
in parallel with this numerical study. The main objective of the experimental study is
to design, set-up and test a REP atomizer or the production of UMo fuel powder at an
industrial scale. The commissioning of the atomizer will be conducted with stainless steel
as an UMo surrogate material. The idea is to carry out a parametric study to evaluate
the effect of experimental conditions such as gas composition in the atomization chamber
and laser intensity and operating parameters such as rotation speed, heating power and
diameter of the rod on the particle size distribution and the quality of the powders. A
high speed camera is also used to observe the atomization phenomenon as a function of
the operating parameters.

The literature review, developed in this chapter, allowed us to understand the complex-
ity of the fragmentation process. Thus, numerical modelling appears to be an appropriate
tool to study the UMo atomization process. In this context, the specific objectives of the
numerical study, stated in the next chapter, are defined in the same industrial framework.

In addition, a small experimental study will be carried out to study the effect of apply-
ing external vibrations on controlling the fragmentation process. The REP will be replaced
by a simpler device: a liquid jet emerging from a small orifice. Besides, these experimental
results will be used to validate the numerical model.
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This chapter presents a concise overview of the state-of-the-art for the SPH simula-
tion method. First, the basics of this method will be detailed. Next, different models to
express the surface tension force in SPH for free surface simulations will be explained in
detail. Lastly, correction techniques to take into account the lack of the support domain
in calculating the density for free surface flows will be presented.

II.1 Numerical simulation methods for fluid flows

Numerical simulations translate a physical problem into a discrete form of mathemat-
ical description. The aim of the numerical simulations is to help the user understand and
predict the final results of a physical system without the need to perform expensive, time
consuming and sometimes not feasible experiments. Further, simulations might give access
to observables, which are not directly accessible by an experiment. The main objective
of our numerical work is to simulate the Rotating Electrode Process (REP) for metallic
powder atomization and correlate the particle size distribution with operational parame-
ters such as the diameter of the rod, the rotational speed, the melting strategy and others.
From a practical perspective, the simulation will help in anticipating the most suitable
operating conditions for the production of spherical powders of the desired size.

There are two fundamental categories for numerical simulation methods for fluid flows:
mesh-based methods and mesh-free methods.

II.1.1 Mesh-based methods

The main idea is to set up a discrete mathematical algorithm to solve a partial differ-
ential equation (PDE) on a compact domain with well-defined boundary conditions. In
order to achieve this, the domain is discretized into many cells forming a grid. The PDE is
solved at the nodes of the mesh and the continuous solution in the domain is obtained by
interpolation. To date, numerical mesh methods have been widely used and are still the
predominant methods in numerical simulations. However, these methods present some dif-
ficulties in several aspects which limit their domains of application. For instance, it is not
straightforward to properly construct the mesh if the geometry of the domain is complex.
In addition, these methods encounter enormous difficulties when dealing with problems
involving free surfaces and large deformations. There are essentially two approaches for
numerically solving problems in fluid mechanics. Namely, the Lagrangian approach and
the Eulerian approach.

II.1.1.1 Lagrangian approach

In the Lagrangian approach, the fluid flow properties are determined by tracking the
motion and properties of the meshes as they move in time. The grid is fixed or attached to
the simulated object, and therefore it moves with it during the simulation. Thus, when the
object deforms, the mesh deforms accordingly. Lagrangian grid-based methods are very
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popular in solving computational solid mechanics problems, where the deformation is not
as large as that in the fluid flows. However, it is very difficult to apply these methods for
cases with extremely distorted meshes [40].

II.1.1.2 Eulerian approach

In the Eulerian approach, the fluid properties are written as a function of space and
time. The grid is fixed in space and remains unchanged during the simulation while the
simulated object moves across the fixed mesh cells in the grid. This approach is used
to simulate problems with large deformations because the grid remains fixed. However,
there are many disadvantages associated with this method. First, it is not easy to treat
irregular and complicated geometries and second, the grid should be large enough to cover
the entire flow area which can cause the use of a coarse grid for computational efficiency
at the dependency of the solution’s accuracy. The difference between the Lagrangian and
Eulerian descriptions is illustrated in figure II.1

Figure II.1: Deformation of a continuum in a Lagrangian [left] and Eulerian [right] approach
[41].

II.1.1.3 Combined Lagrangian and Eulerian approaches

In attempt to combine the best features of both Lagrangian and Eulerian approaches,
two numerical methods were developed: the Coupled Eulerian Lagrangian (CEL) [42] and
the Arbitrary Lagrangian Eulerian (ALE) [43]. In general, for the CEL method, an Eu-
lerian reference is used to discretize fluids while a Lagrangian frame is used to discretize
solids. Different CEL algorithms can be characterized by the interaction between the Eu-
lerian and Lagrangian regions. In the description of the ALE method, the nodes may be
moved with the continuum like the Lagrangian approach, be held fixed in normal Eule-
rian fashion or be moved in some arbitrary way to suit the specific application. The ALE
aims to move the mesh independently of the materials so that the mesh distortion can be
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minimized. Thus, the main advantage of ALE method for free surface flow simulations
is that it allows the free surface to be followed automatically without encountering the
distortional errors of the Lagrangian approach. However, the main difficulty of the ALE
method is that it does not allow new topological changes to be created and is limited to
systems where the material flow is relatively predictable.

II.1.1.4 Interface tracking techniques for grid-based methods

Conventional grid-based numerical methods present many disadvantages related to the
construction of a grid for irregular geometries and tracking the free surfaces which requires
additional complex mathematical transformation that can be even more expensive than
solving the problem itself. However, some mesh-based methods have been developed to
simulate free surface flows, such as Volume Of Fluid method (VOF) [44, 45] and Level Set
Method (LSM) [46]. The idea is to solve an additional equation to obtain the interface
evolution and topology. The equation of the interface motion is expressed by:

∂Φ

∂t
+ ~u.~∇Φ = 0 (II.1)

where Φ is a scalar indicator that represents the location of the interface and ~u is the fluid
velocity. Φ is defined as a volume fraction for the VOF method and as a distance function
for LSM. The main advantage of the VOF method over LSM is its accurate mass conser-
vation. The normal and curvature of the interface are derived from the interface function.
Both methods pose problems related to the refinement of the meshes close to the interface
zones and thus re-meshing in case of large deformations. However, the implementation of
a quad/core discretisation showed its efficiency in accurately representing the surface [47].

II.1.2 Mesh-free methods

The key idea of mesh-free methods is to provide an accurate solution for integral equa-
tions or PDEs using a set of particles instead of meshes. The simulated object is discretized
into a series of particles each having a set of properties that can evolve in time. Because
the computational domain is not discretized into grids, mesh-free methods can naturally
handle large deformations and fluid fragmentation problems. Many mesh-free methods
for fluid dynamics and for solid mechanics have been proposed so far, and since a strong
interest is focused on the development of these methods, some new ones will continue to
appear in the future. These methods share some common features but each one of them
has its own approach for function approximation and implementation process.

One of the first mesh-less methods is the Smoothed Particle Hydrodynamics (SPH).
It was first developed by Gingold and Monaghan [48] and Lucy [49] for the simulation of
astrophysics problems; it was then extensively studied and extended to solve a wide range
of physical problems. In the SPH method, which is a Lagrangian method, the fluid is
discretized by a set of points or particles. The SPH method uses kernel interpolation to
approximate the field variables at any point in a domain. Liu et al. [50] proposed a Repro-
ducing Kernel Particle Method (RKPM) which improves the accuracy of the continuous
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SPH approximation by introducing a correction function into this approximation.

The Diffuse Element Method (DEM) was developped by Nayroles et al. [51] for mod-
elling solid mechanics problems. It uses the Moving Least Square (MLS) approximation in
a Galerkin method. Later, the Element Free Galerkin (EFG) was introduced by Belytschko
et al. [52] based on the DEM method.

Liu and his colleagues [53] developed the Point Interpolation Method (PIM). It estab-
lishes radial basis functions along with polynomials approximations by utilizing scattered
nodes within the local support domain of the a point of interest. Recently, the Smoothed
Point Interpolation Method (S-PIM) was introduced [54]. The formulation of S-PIM uses
the weak formulation (W 2) based on the so-called G-space, which included both continuous
and discontinuous functions.

Details on these mesh-free methods and many more existing methods can be found in
the book of Liu [55] .

II.1.2.1 Smoothed Particle Hydrodynamics

II.1.2.1.1 General overview

The mathematical basis of the SPH method lies in the fact that the value of any function
f at a point ~r of a defined domain can be written using a smoothing kernel function W in
the following form:

f(~r) =

∫
f(~r′)W (||~r − ~r′||)d~r′ (II.2)

The kernel function W is characterized by a smoothing length h defining the influence
or support area of W . The value of the kernel function tends to zero in the limit of the
vanishing smoothing length. After representing the computational domain by a set of par-
ticles each having a well defined position, the continuous integral can be approximated by
a discrete form as a summation of the effect of all the particles in the support domain.
This method is robust for large free-surface deformation and relatively easy to code.

II.1.2.1.2 Advantages and disadvantages of SPH

The Lagrangian nature of SPH provides the method with some advantages when com-
pared to usual Eulerian methods. SPH can easily deal with complex geometries with high
deformations because it has an automatically adaptive resolution. Another advantage is
that the computational effort is mainly concentrated in regions where the fluid is present.
Moreover, SPH has excellent conservation properties for energy, linear and angular mo-
mentums.

The main drawback of this method is its high computational cost when compared to
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other modern grid-based methods, particularly in 3D simulations. Furthermore, the im-
plementation of proper boundary conditions to avoid particles penetration is not straight-
forward. Another disadvantage is the inaccuracy of the pressure prediction, especially for
Weakly Compressible SPH (WCSPH).

II.1.2.1.3 Applications of SPH

Since 1977, the SPH method has been developed and improved significantly to model a
wide range of problems. By way of illustration and in a non-exhaustive manner, SPH
method was used to simulate visco-elastic [56] and elasto-plastic flows [57], magneto-
hydrodynamic [58, 59], multi–phase flows [60–63], turbulence [64–66], free surface flows
[67–71], fusion-solidification phenomena [72], formation of spray drops [73], jet fragmenta-
tion [74–76] and many other applications.

II.2 SPH theory

II.2.1 SPH method

II.2.1.1 Model description

The mathematical basis of the SPH method lies in the fact that the value of any
function f at a point ~r of a defined domain Ω can be written using a Dirac distribution δ
in the following form:

f(~r) =

∫
f(~r′)δ(||~r − ~r′||)d~r′ (II.3)

The Dirac distribution function δ can be approximated by a smoothing kernel function W
which is characterized by a smoothing length (h>0) defining the influence or support area
of W .

II.2.1.2 Kernel function

The kernel function is desired to satisfy the following requirements [68, 77]:

Parity of unity
∫ +∞
−∞ W (r − r′, h) = 1

Positivity W (r − r′, h) > 0

Symmetry W (r − r′, h) = W (−(r − r′), h)

Monotonous decrease ∂W
∂r 6 0

Convergence towards Dirac δ function limh→0W (r − r′, h) = δ(r − r′)
Compact support |r − r′| ≥ kh =⇒W (r − r′, h) = 0

where kh is referred to as cut-off distance Rc, and the parameter k varies with the chosen
kernel function. Figure II.2 gives a better understanding of how the kernel function is used
to approximate a field variable of a particle i within a radius kh.
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Figure II.2: Domain and kernel function for particle i [78].

The choice of a suitable kernel function is essential for the simulation since it has an
effect on the accuracy, the time taken to perform the calculations and the numerical sta-
bility. In their original paper, Gingold and Monaghan selected a Gaussian kernel [48]. The
derivatives of this function exist for all orders but it does not have a compact support and
therefore it has a high computational cost (even if it is truncated the cost of the exponen-
tial remains high).

Numerous types of kernel functions are discussed in the literature [79]. The choice of
the kernel function is closely related to the numerical instabilities. The most common used
kernels are the B-Splines [80] having a continuous derivative up to (n-2). Swegle et al.
[81] showed that the stability in tension or compression depends on the sign of the second
derivative W ′′. Furthermore, Dehnen and Aly [82] showed that the Wendland kernel helps
in avoiding the pairing instability because of its non-negative Fourier transform. Moreover,
Sirotkin et al. [75] used the Spike kernel for its stability against compression. In fact, the
gradient of the kernel function is used for the calculation of the pressure force in SPH. For
Spike kernel functions, this gradient does not vanish as the distance between particles is
reduced. Therefore, the repulsive force between particles as they move towards each other
is not neglected preventing them from overlapping. Table II.1 presents some of the most
common used kernel functions.
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Table II.1: Examples of kernel functions.

Kernel Function W α1D α2D α3D

Gaussian α

{
exp(−

(
r
h

)2
) if (0 6 r

h 6 3)

0 Otherwise
1√
πh

1
πh2

1
π3/2h3

Cubic
B-Spline

α


(
2− r

h

)3 − 4
(
1− r

h

)3 if (0 6 r
h 6 1)(

2− r
h

)3 if (1 6 r
h 6 2)

0 Otherwise

1
6h

5
14πh2

1
4πh3

Quintic
B-Spline

α


(
3− r

h

)5 − 6
(
2− r

h

)5
+ 15

(
1− r

h

)5 if (0 6 r
h 6 1)(

3− r
h

)5 − 6
(
2− r

h

)5 if (1 6 r
h 6 2)(

3− r
h

)5 if (2 6 r
h 6 3)

0 Otherwise

1
120h

7
478πh2

3
359πh3

Wendland
C2

α

{ (
1− r

2h

)4
.
(
2 rh + 1

)
if (0 6 r

h 6 2)

0 Otherwise
3

4h
7

4πh2
21

16πh3

Spike α

{ (
1− r

3h

)3 if (0 6 r
h 6 3)

0 Otherwise
2

3h
10

9πh2
15

27πh3

II.2.1.3 Discretization

Equation II.3 can be approximated for small values of h by:

f(~r) =

∫
f(~r)W (||~r − ~r′||, h)d~r′ (II.4)

After representing the computational domain by a set of particles at positions ~rj , the
continuous integral expressed in equation II.4 can be approximated by the following discrete
form (equation II.5) as a summation of the effect of all the particles. In practice, the
summation is over the particles in the support domain weighted by the smoothing function,
because W falls off rapidly with distance.

f(~ri) =
∑
j

f(~rj)W (||~ri − ~rj ||, h)Vj (II.5)

For simplicity reason, W (||~ri − ~rj ||, h) will be replaced by Wij , where subscripts i and j
denote particle i and particle j, respectively. The summation includes the particle i itself.

II.2.1.4 Derivatives in SPH

The SPH formulation allows derivative to be estimated easily. The gradient of the
function f at the position ~ri of particle i is obtained by differentiating the interpolation
equation (equation II.5):

∇fi =
∑
j

Vjfj∇iWij (II.6)
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However, this form of derivative does not vanish if f is constant. There are in fact, a
number of ways to obtain a more accurate gradient approximation. A comprehensive
study on these different ways is given in [58, 83]. One way is to write the gradient of a
product of two derivable functions ∇(f.φ) and to isolate ∇f :

∇fi =
1

φi

∑
j

Vjφj(fj − fi)∇iWij (II.7)

We can distinguish two forms, by replacing φ by 1 or by ρ, we obtain respectively:

∇fi =
∑
j

Vj(fj − fi)∇iWij (II.8)

∇fi =
1

ρi

∑
j

mj(fj − fi)∇iWij (II.9)

Another way to calculate the gradient of a function is to consider the gradient of the
quotient of two differentiable functions ∇( fφ) and to isolate ∇f :

∇fi =
∑
j

Vj

(
fiφj
φi

+
fjφi
φj

)
∇iWij (II.10)

As before, we can distinguish two particular cases, by replacing φ by 1 and ρ, we obtain,
respectively:

∇fi =
∑
j

Vj(fi + fj)∇iWij (II.11)

∇fi = ρi
∑
j

mj

(
fi
ρ2
i

+
fj
ρ2
j

)
∇iWij (II.12)

One of the good features of the above equation is that the field function f involves anti-
symmetric SPH formulation that conserves linear and angular momentum when applied
to the pressure force in the momentum balance equation [63].

II.2.2 Governing equations

II.2.2.1 Mass conservation

The Navier-Stokes equations for mass conservation and momentum conservation de-
scribe the behaviour of incompressible Newtonian viscous fluids.

If we consider that the mass m of a fluid that occupies a volume V (t) is defined by∫
V (t) ρdV ; where ρ is the density, the mass variation, according to Reynolds transport
theorem, can be expressed as:

d

dt

∫
V (t)

ρdV =

∫
V (t)

(
∂ρ

∂t
+ ρ∇.~u

)
dV (II.13)
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Mass conservation implies that:

d

dt

∫
V (t)

ρdV = 0 (II.14)

and therefore, by combining equations II.13 and II.14 and considering that the function to
be integrated is continuous, we obtain the mass conservation equation as follows:

∂ρ

∂t
= −ρ∇.~u (II.15)

In standard SPH, a constant mass is assigned to each particle and does not evolve with
time. The density can be evaluated directly from the kernel interpolation, this method is
known as the density summation. By considering the field function f as the density ρ in
equation II.5, we obtain:

ρi = mi

∑
j

Wij (II.16)

Another approach to estimate the density is to consider the continuity equation, this
approach is known as the density evolution. By applying the gradient of the form of
equation II.7 to the velocity field we obtain:

dρi
dt

= −ρi
∑
j

Vj(~ui − ~uj)∇Wij (II.17)

It should be noted that by using different numerical tricks, it is possible to get other
forms of SPH equations for computing the density. An overview of these different methods
can be found in [83, 84].

The main disadvantage of equation II.17 is that the exact conservation of mass is not
ensured and the density varies when the particles move relative to each other. Neverthe-
less, it has some advantages over the mass summation (equation II.16). Unlike the density
summation approach, equation II.17 does not require a full support of the summation.
There is also a computational advantage in using equation II.17 since the rate of change of
all physical variables can be computed in one subroutine, contrary to equation II.16, where
the density must be evaluated by summing over the particles before interpolating other
quantities. A detailed study on computing the density for free surface flows is presented
in the following section (section II.3.2).

II.2.2.2 Momentum conservation

The conservation of the momentum is written in differential and Lagrangian form as
follows:

ρ
d~u

dt
= −∇p+ div τ + ρ~g + ~fsurface (II.18)

where p is the pressure, ~g gravitational acceleration and ~fsurface surface tension force. If
we consider incompressible Newtonian fluid, the viscous stress tensor τ is equal to ν∇u,
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where ν is the dynamic viscosity, and equation II.18 becomes:

ρ
d~u

dt
= −∇p+ ν∇2u+ ρ~g + ~fsurface (II.19)

There are multiple approaches in SPH for the approximation of the pressure gradient
and the Laplacian of the viscous term in equation II.19.

II.2.2.2.1 Pressure force

The direct form to compute the pressure force by volume unit is by replacing the field
function f by the pressure p in equation II.6:

∇pi = −
∑
j

mj
pj
ρj
∇Wij (II.20)

In spite of the simplicity of equation II.20, this equation is not symmetric and there-
fore, the angular and linear momentum will not be conserved. In other words, the force of
particle j on particle i will not be equal and opposed to the force of i on j.

One possible solution to symmetrize the pressure gradient was proposed by Hu and
Adams [60] using SPH derivatives in equation II.12:

∇pi = − 1

mi

∑
j

(V 2
i + V 2

j )pij∇Wij (II.21)

where pij =
ρjpi+ρipj
ρi+ρj

. This pressure term pij ensures a continuous gradient across the in-
terface ∇p/ρ even for discontinuous density field [85]. Other formulations for the pressure
gradient that conserve linear and angular momentum are available in the literature [83, 84].

II.2.2.2.2 Viscous force

In SPH, the viscous force by volume unit is given by:

ν∇2~u = −ν
∑
j

mj
~uj
ρj
∇2Wij (II.22)

Similar to the pressure force, this equation presents the drawback of being asymmetric
because the velocity term varies from one particle to another. Moreover, ∇2Wij is very
sensitive to particle disorder. As a solution, the viscosity force can be expressed as follows
[63]:

ν∇2~u = − 1

mi

∑
j

(V 2
i + V 2

j )νij
~ui − ~uj
|rij |

∂Wij

∂rij
(II.23)

where νij =
2νiνj
νi+νj

. Similarly to the pressure term, the combined viscosity form νij ensures
a continuous shear stress and velocity profile across the interface [85]. Other forms for the
viscosity force can be found in [60, 83].
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II.2.2.2.3 Weakly compressible SPH

Modelling incompressible flows requires to solve the Poisson equation p = ρ∇u/∇t.
However, solving the Poisson equation is time consuming. Monaghan [67] introduced an
alternative approach in SPH for weakly compressible flows through an equation of state,
where the fluid is considered slightly compressible (WCSPH). In this case, an artificially
large speed of sound has to be chosen in order to limit the density variation to within 1%.
Other methods for dealing with incompressible fluids have been developed, see for example
[85, 86].

For weakly compressible flows, the pressure can be calculated from the Tait equation
of state which enforces low density variations and is efficient to compute:

p =
ρ0c

2
s

γ

[(
ρ

ρ0

)γ
− 1

]
(II.24)

The exponent γ taken equal to 7 for water, which means that small fluctuations in the
density correspond to strong pressure variations and eventually larger errors in the SPH
pressure profile. Furthermore, it was found in [87] that more accurate pressure estima-
tions are obtained if γ is taken equal to 1, so that errors in density and pressure remain
proportional. The artificial sound of speed cs is estimated based on a scale analysis of the
Navier-Stokes equation presented by Morris et al. [87, 88]. It should be greater than the
maximum of the following velocities:

Reference velocity

√
u2ref
ζ

Viscous term
√

νuref
lref ζ

Volume force term
√

F blref
ζ

Surface tension force
√

(DIM−1)σ
ρh

Here, F b is the body acceleration in m/s2 and ζ = ∆ρ
ρ0

represents the compressibility. It is
usually taken equal to 1%.

II.2.2.3 Energy conservation

The heat conduction equation with heat sources or sinks has the following form:

ρCp
dT

dt
= ∇.(K∇T ) +Qsδ(r −R) (II.25)

where Cp is the heat capacity per unit mass at constant pressure, T is the temperature, K
is the thermal conductivity, Qs denotes the source (positive) or sink (negative), R denotes
the position of the source or sink and δ is a Dirac delta function. By replacing the δ
function by a smoothing kernel function, the SPH form corresponding to equation II.25
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becomes [83]:

Cpi
dTi
dt

=
∑
j

mj

ρiρj

4KiKj

Ki +Kj

Ti − Tj
r2
ij

~rij .∇Wij +
1

ρi
QsξW (ri −Rk) (II.26)

where ξ is a normalizing factor defined by:

1

ξ
=
∑
j

mj

ρj
W (rj −R) (II.27)

With phase change, the internal energy and therefore the latent heat must be consid-
ered. According to Monaghan [83], the energy equation can be written as:

dei
dt

=
1

2

∑
j

mj

(
pj
ρ2
j

+
pi
ρ2
i

+ πij

)
~uij .∇Wij + Cpi

dTi
dt

(II.28)

where πij is the artificial viscosity term, and needs only to be present during material
compression. Depending on the internal energy, the phase of the SPH particle can be
determined:

• if ei is smaller than CpTmelting ⇒ the particle is in the solid phase
• if ei is greater than (CpTmelting +Hlatent) ⇒ the particle is in the liquid phase
• if ei is in-between ⇒ the particle is in the melting phase.

II.2.3 Implementation

II.2.3.1 Numerical scheme and time integration

Because the SPH algorithm is based on regular differential equations, any stable time
stepping algorithm can be used. Some of the most regularly implemented methods for
numerical time integration are Euler, Leap-frog, predictor-corrector and Verlet schemes.
However, in cases with no dissipation, it would be advantageous to use a symplectic inte-
grator such as the Verlet second integrator which is reversible in time [83]. It starts with
the prediction of the intermediate velocity:

~u(t+ 1
2
dt) = ~u(t) +

1

2
~a(t)dt (II.29)

Then, the position is updated by:

~r(t+dt) = ~r(t) + ~u(t+ 1
2
dt)dt (II.30)

The new density and forces are calculated at this new position, the acceleration is deduced
from Newton’s second law of motion. Finally the velocity is updated by:

~u(t+dt) = ~u(t+ 1
2
dt) +

1

2
~a(t+dt)dt (II.31)

For stability reasons the time step dt should be limited. To satisfy all the conditions, the
minimum of these four time steps should be used [88]:
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CFL condition dtCFL 0.25 h
cs+vref

Viscous diffusion condition dtvisc 0.125 ρh2

ν

Body force condition dtg 0.25
[
h
F b

]1/2
Surface tension force condition dtST 0.25

[
ρh3

2πσ

]1/2

Heat transfer condition dtHT 0.125
ρCph2

K

II.2.3.2 Wall boundary conditions

The implementation of boundary conditions is a crucial aspect of any discretization
method. However, solid boundary treatment in SPH which is a continuum scale particle
method is more difficult due to the full support requirement of kernel smoothing functions.
A lot of papers have been published addressing the treatments of solid wall boundary
conditions, which can be globally split into two fundamental concepts. The first one is
to fill the walls with virtual or ghost boundary particles [87, 89, 90]. The properties of
these particles are evaluated by an extrapolation of the fluid particle properties. As for the
second concept, no additional particles are required. Instead, the non-vanishing surface
integral is solved or artificial repulsion forces are introduced in the momentum equation
to account for the lacking support of the kernel function and to prevent penetration of the
interface [91, 92].

In this work, the boundary formulation introduced by Adami et al. [90] is adopted.
It follows the first approach and presents the advantage of handling arbitrarily complex
geometries in two and three dimensions. It is applicable to both stationary and moving
walls. With this formulation, the solid wall is discretized with dummy particles that con-
tribute to the continuity and momentum evolution in the fluid phase. The properties of the
dummy particles do not evolve in time. Instead, they are extrapolated from the adjacent
fluid particles (figure II.3).

Figure II.3: Illustration of fluid particles (•) interacting with wall particles (◦) [90].

Depending on the choice of the wall velocity, a free-slip or non-slip condition can be
imposed. A free-slip condition is accomplished by omitting the viscous interaction between
the fluid particles and the adjacent dummy particles. As for the non-slip condition, the
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velocity of the fluid particles is extrapolated to the dummy particles. Thus, the velocity
of the dummy or wall particles used in the viscous force calculation is obtained by [90]:

~uw = 2~ui −
∑

j ~ujWij

Wij
(II.32)

where the subscript w indicates wall particles.

The impermeability condition of rigid walls is respected, when moving towards a wall
the density of the fluid particle increases, which in turn leads to an increase in the pres-
sure force and prevents particles from penetrating the wall. Furthermore, the pressure
and density of wall particles have to be calculated from the adjacent fluid particles via
extrapolation. The pressure of these wall particles can be obtained from:

pw =

∑
f pfWwf + (g − aw)

∑
f ρfrwfWwf∑

wWwf
(II.33)

where the subscript f indicates fluid particles and aw is the acceleration of wall particles.

II.2.3.3 Tensile instability

When dealing with free surface flows in SPH, another numerical problem arises, the
so-called tensile instability. In this case, attractive forces can help the formation of particle
clusters. As the distance between the particles decreases, these attractive forces become
even greater, causing the tensile instability. This instability can sometimes lead to diver-
gent simulations. To avoid this problem, Xu et al. [93] proposed a particle displacement
technique called Shift position, suitable for free surface simulations. The principle of this
correction is to move the particles according to Fick’s law of diffusion, i.e. from regions of
high concentration to those of low concentration.

For bulk particles, the shifting vector ∆~ri is formulated as:

∆~ri = −5h~ui∇cidt (II.34)

For free surface particles, ∆~ri is modified as:

∆~ri = −5h~ui(I − n̂i ⊗ n̂i)∇cidt (II.35)

where ci is the color function (equation II.38) and n̂i is the normal vector (equation II.40).

However, it was found that the implementation of this correction may lead to an energy
increase of the system and errors in the velocity profile. Moreover, because this correction
is directly proportional to the velocity, the more the velocity of the system increases, the
more the error will increase. Other approaches to define the intensity of this correction
can be found in literature, see for example [94]. In this case, the shifting distance must be
limited for stability reasons probably because the same coefficient is adopted for all fluid
particles.
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II.3 SPH and free surface flows

II.3.1 Surface tension

II.3.1.1 Main models

Surface tension force is a phenomenon of great importance in many engineering and
industrial applications, such as liquid atomization. Usually, this phenomenon occurs on
small space scales. Therefore, the development of a proper surface tension model can help
greatly in physically developing these applications. For calculating the surface tension
force with SPH, several models have been developed. These models can be divided into
three major categories: Inter Particle Force (IPF), Continuum Surface Force (CSF) and
Continuum Surface Stress (CSS).

II.3.1.1.1 Inter-particle force approach (IPF)

The IPF approach mimics microscopic inter molecular forces, where an attractive/repulsive
force is applied to all SPH particles, whether they are located at the surface or not [95].
The implementation of the IPF is simple, and different formulations of the particle-particle
interaction force can be found in the literature [95–97]. One example of this interaction
force is given by [95]:

Fij =

{
sij cos( π

2khrij)
~rij
rij

if rij ≤ kh
0 if rij ≤ kh

(II.36)

where sij is the strength of the force acting between particles i and j and kh is the cut-off
distance. The total force acting on particle i is obtained by:

~f surfacei =
∑
j

~Fij (II.37)

In general, the inter-particle force is repulsive for short distances and attractive for long
distances. If the particles are regularily distributed, the force vanishes in the bulk. For
boundary particles near the interface, the force is non-negligeable because of the difference
in the interaction coefficients sij . The force is pointing to the denser phase in the normal
direction. This approach presents the advantage of being straightforward and does not
require to calculate the surface curvature. Furthermore, it allows to model a variety of
wetting behaviours at the fluid-solid interface, simply by assigning different interaction co-
efficients sij . However, the main drawback of this method is that the surface tension force
needs to be calibrated with experimental results and does not converge while increasing the
resolution [98, 99]. Plus, this formulation is unable to accurately represent the Marangoni
effect [100].
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II.3.1.1.2 Continuum surface force approach (CSF)

The CSF approach is based on macroscopic model that was initially proposed by Brack-
bill et al. [101] for mesh-based applications and then extended by Morris et al. [88] to be
applied in the framework of SPH. In this model, the surface tension force is converted to
a force per unit volume and is applied only on particles close to the interface. The main
challenge here is to accurately calculate the normal vector and the local curvature for each
particle close to the interface.

A color function c is used to define the interface and evaluate the normals and local
curvatures, it is expressed as follows:

ci =

{
1 if particle i belongs to phase s
0 otherwise

(II.38)

The normal vector ~n can be expressed as the gradient of the color function:

~ni = ~∇ci (II.39)

and
n̂i =

~ni
|ni|

. (II.40)

The local curvature k for each particle is calculated as the divergence of the normalised
normal vector:

ki = ∇.n̂i (II.41)

The surface tension force by volume unit is expressed by:

~fsurfacei = −Λσikin̂iδs (II.42)

where Λ is a numerical calibration coefficient, σ is the surface tension coefficient and δs
is called the surface delta function and is used to smooth the surface tension force over a
transition band.

More work was invested in the CSF approach to provide more accurate approximation
for the normal vector and the curvature at the interface. Hu and Adams [60] extended
this method to simulate surface tension for two phases with high density and viscosity
ratios. Adami et al. [102] proposed a new method for calculating the surface curvature by
applying a divergence approximation. Furthermore, Qiang et al. [103] proposed modified
equations for normal and curvature based on the Corrective Smoothing Particle Method
(CSPM) derived by Chen [104].

II.3.1.1.3 Continuum surface stress (CSS)

The CSS approach is considered as a variant to the CSF model [60, 105]. The surface
tension force is formulated as a divergence of the stress tensor, which is calculated from
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the surface normal vectors with no need to calculate the curvature:

~fsurfacei = ∇.πi (II.43)

where the surface stress πi is expressed by:

πi = σ(I − n̂in̂i)|∇ci| (II.44)

II.3.1.1.4 Summary

A detailed comparison of the IPF and CSF approaches for calculating surface tension
for multiphase flow is presented in [99, 106, 107]. The comparison shows that even though
the implementation of the IPF model is simple and straightforward, the CSF approach can
give better results for particle distribution and pressure jump at the interface. However, a
more accurate description of the curvature is still essential for the application of the CSF
method, which is not trivial in SPH. Eventually, the choice of the suitable surface tension
representation depends highly on the physical system being simulated.

For the simulation of atomization, a very accurate representation of surface tension is
needed. For this reason, the CSF approach is chosen. More details on the application of
the CSF model to free-surface flows and the correction for the lack of the full support are
presented in the following section.

II.3.1.2 Focus on the Continuum Surface Force approach with free surface
simulations

In some cases, the surrounding fluid has a small effect on the fluid being studied and
thus it could be advantageous to simply neglect it in order to reduce the computational
time. In this case, for free surfaces, the standard SPH approximations to calculate the nor-
mal vectors and curvatures at the interface suffer from the lack of "full support". Several
review papers discussing free-surface flows in SPH have been published, see among others
[108, 109].

For the specific case of surface tension force, Sirotkin et al. [75] proposed a corrected
SPH model based on the correction matrix introduced by Bonet et al. [110] to adjust
the kernel gradient for the calculation of the density, pressure force, normal vectors and
curvatures. This kernel gradient modification increases the accuracy of the normal vec-
tors and curvatures. However, a 1.5 times bigger smoothing length is required for more
reliable results. Ordoubadi et al. [111] added imaginary particles near the free surface
with a mirroring technique in order to take into account the missing gas particles and
accurately simulate the surface tension force. Based on the examples shown in their paper,
this method significantly improves the normal vectors and gives more accurate curvatures.
Ehigiamusoe et al. [112] used a correction factor for only the curvature calculation with-
out any additional correction for the normal vectors. This method may give stable and
accurate results for simple examples, but for cases with large curvature and high surface
deformation, another correction technique needs to be used for the normal vector calcu-
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lation and curvature estimation. Russell et al. [100] applied free surface tension in order
to model the selective laser melting. They proposed a correction factor for the normal
vectors and curvatures. Their method gives acceptable results for their test case, but was
not tested on more complex geometries, where surface tension is the dominant force. More
recently, Fürstenau et al. [113] added a Dirichlet boundary condition on the pressure for
free surface problems, thus improving the stability of the system.

Another interesting approach for calculating the surface tension force is the recon-
struction of the interface with moving least squares. Subsequently, the local normal vector
and curvature are calculated from the resulting smoothed interface [114]. Barecasco et
al. [115, 116] developed a new method for detecting surface particles explicitly and used
MLS for surface reconstruction in 3D. More recently, Yang et al. [117] presented another
approach, where the surface reconstruction was done based on marching cubes method.
This approach differs from the standard CSF implementation in SPH, in a sense where the
surface properties are not calculated directly from the particles properties. Furthermore,
it was reported to be computationally more expensive than the standard SPH calculations.

The main issue when dealing with surface tension is to maintain the stability of the
system when the particle distribution is perturbed. To overcome this, a high viscosity fluid
is used in many of the presented models so that the movement of the particle, specially at
the free surface, is more organised.

The most common techniques for detecting free surface particles, calculating normal
vectors and estimating curvatures will be presented in the following section.

II.3.1.2.1 Surface particle detection

Color function

One of the most common methods to detect the interface is the color function assigned
to each phase, as presented in equation II.38. For single phase simulation, the color function
of all liquid particles is equal to c0

j = 1. The smoothing of the color function gives:

ci =
∑
j

mj

ρj
c0
jWij (II.45)

The value of the smoothed color function ci is theoretically equal to 1 for particles
in the bulk with a full kernel support. Contrary, close to the free surface the number of
neighbouring particles decreases and thus the value of ci will also decrease and be less than
1. In general, a threshold value of 0.9 is defined for detecting surface particles. Because
this method is based only on the kernel summation, it is very simple to implement and
does not have a large computational cost. It presents the advantage of detecting a surface
band instead of only surface particles by adjusting the threshold value. However, for some
special cases, low density regions may appear inside the fluid. In these regions, spurious
free surface particles can be detected due to the lack of neighbouring particles, inducing
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non physical surface tension forces.

Figure II.4: Illustration of the color function for a surface particle [left] and a bulk particle
[right].

Disk sectors

To avoid this problem, more accurate surface tracking algorithms were developed. One
method is to consider a disk around particle i, having a radius equal to the length of the
supporting domain or even more for better accuracy [118]. In general, taking twice the size
of the supporting domain is enough for good accuracy. This circular area is then split into
sectors, and each sector is checked for neighbouring fluid particles. If at least one sector
does not have any neighbouring particle, then particle i is considered as surface particle,
see figure II.5 for an illustration with 8 sectors.

Figure II.5: Illustration of the sectors around a surface particle [left] and a bulk particle [right].

Cover vector

Another accurate surface particle detection algorithm was proposed by Barecasco et al.
[115]. This method is similar to the one presented above. Each particle i is represented by
a sphere and has a cover vector defined by:

~bi =
∑
j

~rij
||~rij ||

(II.46)

For detecting surface particles, a cone of angle θi (threshold angle) is considered around
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each bi (see figure II.6). If at least one of the neighbouring particles j is inside the cone,
then particle i is not considered as a surface particle, otherwise particle i belongs to the
free surface. The value of θi plays an important role in boundary particle detection, it is
usually chosen equal to π

3 .

Figure II.6: Illustration of the cover vector for a surface particle [left] and a bulk particle [right].

II.3.1.2.2 Normal vector

As mentioned in equation II.39, the normal vector ~ni can be expressed as the gradient
of the color function: ~ni = ∇ci , with:

∇ci =
∑
j

Vj(cj − ci)∇Wij (II.47)

To overcome the problem of lacking full support for free-surface flows, the correction
matrix to adjust the kernel gradient proposed by Bonet et al. [110] can be used. Sirotkin
et al. [75] used this correction technique for the normal vector and curvature calculation,
while also increasing the support domain radius by a factor of 1.5.

For each particle i, the correction matrix is defined as:

Li =
∑
j

Vj∇Wij ⊗ ~rij (II.48)

and the corrected kernel gradient is expressed as follows:

∇W̃ij = L−1
i ∇Wij . (II.49)

Other corrections for the normal vectors were proposed in the literature, Russell et al.
[100] used the normalized SPH gradient of the color function for example and the corrected
normal vector is expressed as follows:

~ni =
∑
j

Vj

(
1

ci
+

1

cj

)
∇Wij (II.50)

Ordoubadi et al. [111] proposed another method that consists in adding imaginary
particles by mirroring particles near the free surface. These particles have the same mass
as the original particles but with a color function equal to zero. First, a transition band
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is defined near the free surface. Then, for each particle within this transition band a spe-
cial treatment is applied, whether this particle is a surface particle or not. This method
presents a more complicated work for dealing with the omitted particles specially with
cases with strong and abrupt deformations.

In fact, the direction and magnitude of the normal vectors are only accurate near the
interface. In the bulk, the normal vectors have small magnitude with erroneous directions.
This may cause a problem when calculating the curvature because in this case, the nor-
malized normal vectors are considered. To address this issue, only well defined normal
vectors are used in the surface tension force calculation by applying the following filtering
as suggested in [88]:

Ri =

{
1 If ||~ni|| > ψ

0 Otherwise
(II.51)

where the value of ψ is typically 0.01/dx and dx is the initial particle spacing.

II.3.1.2.3 Delta function

In SPH, every field function is evaluated by a smoothing function. Thus, it seems
preferable to apply the surface tension force over a few smoothing lengths or what we
define as a transition band rather than on only one layer of surface particles.

First, the transition band is usually defined by taking the neighbours of the surface
particles, i.e; particles in the support domain defined by the kernel function. However,
a more accurate definition of this transition band could be achieved by considering the
normal vectors, as in equation II.51. After defining the thickness of the transition band,
it is necessary to define an appropriate surface delta function δs to smooth the surface
tension force. The force should be maximum at the free surface or at the tip of sharp
corners and should decrease gradually while moving away from the free surface. One
possible configuration is to use the norm of the normal vector. In this case, the delta
function δs for each particle i can be approximated as:

δi = Λ||~ni|| (II.52)

where Λ is a constant calibration parameter.

II.3.1.2.4 Curvature

In a continuum approach the curvature is a surface property. For SPH, it is defined for
each particle. Thus, the local curvature for each particle is calculated as the divergence of
the normalised normal vectors, as in equation II.41. Only reliable normal vectors (Ri = 1)
are considered for the curvature calculation.

Morris [88] added a normalization factor that reflects the local number density of par-
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ticles with reliable normal vectors, so that the curvature is obtained by:

ki =

∑
jmin(Ri, Rj)Vj(n̂j − n̂i).∇Wij∑

jmin(Ri, Rj)VjWij
(II.53)

Sirotkin et al. [75] replaced the above normalization factor by the matrix correction of
the kernel gradient. The curvature is then calculated as follows:

ki =
∑
j

min(Ri, Rj)Vj(n̂j − n̂i).~∇W̃ij (II.54)

Adami et al. [102] proposed another divergence approximation for the curvature cal-
culation. It was originally developed for multi-phase flows but can be extended for free
surface flows. The curvature is expressed as:

ki = DIM

∑
jmin(Ri, Rj)Vj(n̂j − n̂i).∇Wij∑

j Vj ||~rij ||
dWij

dr

(II.55)

where DIM stands for the dimension of the simulation (1, 2 or 3). Ehigiamusoe et al.
[112] simply modified this approach by introducing a control parameter ε for ignoring the
gas phase.

Fürstenau et al. [113] found that equation II.54 overestimates the geometric curvature
by almost a factor 2 in 3D simulations. To overcome this problem, they calculated the
mean curvature based on a local coordinate system. First, the global curvature tensor is
calculated by:

Ξij =
∑
j

min(Ri, Rj)(n̂j − n̂i)⊗∇W̃ij (II.56)

Then, this global curvature tensor is rotated into the local coordinate system. After this
transformation, the new matrix is reduced to a 2D matrix and the eigenvalues are cal-
culated. The mean curvature is obtained as the average of the eigenvalues which are
considered the principal curvatures.

Once the normal vectors, local curvatures and surface delta function are correctly ob-
tained, the surface tension force should be applied for particles in the transition band
according to equation II.42. In the next chapter III, we investigate these different correc-
tion techniques and schemes for calculating the free surface tension force.

II.3.2 Density calculation for free surface

Another major problem for free surface flows relates to the density estimation for sur-
face particles. As mentioned earlier, the standard SPH approximations suffer from the
lack of full support. This mainly affects the density estimation and, consequently, leads to
potential pressure oscillations. Many techniques have been proposed in the literature to
overcome this problem.
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The first attempt to apply SPH to free surface flow was introduced by Monaghan [67]
for the simulation of wave run-up and breaking in shallow water. Monaghan used the
continuity equation to calculate the change rate of the density as a function of the velocity
gradient. He also introduced the XSPH velocity variant algorithm to improve the particle
distribution. In XSPH, the velocity of each particle is modified to take into account the
average velocity of all nearby particles. The velocity of each particle i is modified as follows:

~uXSPHi = ~ui −∆~ui (II.57)

where ∆~ui is the velocity variant defined as:

∆~ui = ε
∑
j

mj

ρ̄ij
~uijWij (II.58)

where ε is a constant (0 ≤ ε ≤ 1), commonly taken as 0.5 and ρ̄ij =
ρi+ρj

2 .

A second common approach to smooth out the pressure oscillations is to apply a den-
sity filter. Colagrossi and Landrini [89] applied a periodic re-initialization of the density
field based on the Moving Least Squares Approach (MLS) proposed by Belytschko et al.
[119] and Dilts [118]. This proposed kernel correction ensures a consistent interpolation of
the density field. However, Sibilla [120] indicated that the use of integral interpolations for
long simulations does not properly conserve the total volume of the particle system since
the hydrostatic component of the pressure is improperly filtered.

Bonet and Lok [110] proposed a simple correction of the density field by considering
a constant correction instead of a linear one or what is known as the Shepard filter. By
applying this correction, equation II.16 becomes:

ρi = mi

∑
jWij∑
j VjWij

(II.59)

These density correction methods must be applied every n time steps, where n is typ-
ically chosen between 20 and 50.

Bonet and Lok [110] also introduced another correction technique based on the modifi-
cation of the kernel gradient by a correction matrix, see equation II.48. A combination of
these two techniques, i.e. the constant kernel correction and the kernel gradient correction,
is also possible. Various schemes for applying the kernel gradient correction can be found
in the literature [121, 122].

Furthermore, Molteni and Colagrossi [123] introduced an artificial density diffusion
term to smooth out the numerical noise of the pressure field. The intensity of this numer-
ical correction is to be defined according to the problem at hand. The density evolution
equation II.17 becomes:

dρi
dt

= −ρi
∑
j

Vj

[
(~ui − ~uj) + (ki + kj)(ρi − ρj)

~rij
r2
ij

]
.∇Wij (II.60)
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More recently, Seo et al. [124] proposed to correct the density of each particles based
on shape functions adopted from the interpolation scheme of FEM.

All these procedures give good results, some of them are more suitable than the others
depending on the application. However, these corrections can be insufficient when dealing
with surface tension force. In this case, the force should be applied at each time step on
surface particles. Thus, it is important to estimate the density of these particles accurately.
For applications where the surface tension force is not the dominant force, Calderon et al.
[125] developed very recently a geometrical formulation that improves the Shepard correc-
tion coefficient. In their work, the dimensionality of the problem is reduced by defining
the kernel in such a way that the volume integral is cast into a surface integral. Despite
the promising results, this method still contains complex and computationally expensive
numerical evaluation [126].

In this present work, we propose a new density evaluation method. The idea behind
this method is to calculate analytically a coefficient that represents the weight of the miss-
ing particles from the support domain and use it to correct the density summation for
particles near the free surface. This new correction factor depends on the distance to the
surface as well as on the curvature of the particles near the free surface. A variant of
this method has originally been proposed by Herant [127] and also used by Vanhala and
Cameron [128] in order to implement boundary conditions in cases where boundaries are
only used for confinement. The details of this method will be presented in the next chapter
(chapter III) along with verification and validation examples.

II.4 Numerical objectives

The main objective of this work is to model the fragmentation process in the REP con-
figuration. The previous bibliographical study highlighted the basics of the SPH method
and the challenges relative to the simulations of free surface flows.

Based on the state-of-the-art, the overall main objective can be divided into the fol-
lowing specific objectives:

• Implementation of a proper surface tension model for simulating the beak-up of free
surface flows.
• Implementation of a proper density correction technique for an accurate evaluation

of the density of particles near the free surface.
• Definition of the proper boundary conditions, initial parameters and geometry of the

system to be simulated.
• Verification and validation of the SPH model implemented/developed in the previous

sub-objectives.
• Evaluating the effect of the operational parameters and external vibrations on the

powder size distribution, using the developed SPH model.
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In the previous chapter (II), the state of the art of the tools in SPH and the special
treatments for free surface flows were described. The aim of this chapter is to present the
specific SPH model developed in this work to simulate the REP atomizer. This model is
supported by the tools detailed in chapter II, but also requires original ones. Within this
chapter, a comparison of the different correction techniques for applying surface tension to
free surface flows in SPH is given. In the second part, a novel method for correcting the
density near the free surface is presented. Finally, the changes applied to the SPH model
in order to adapt it for the simulation of the REP atomization technique will be detailed.

III.1 Program outline

The code used is the Weakly Compressible Smoothed Particle Hydrodynamics (WC-
SPH) code of the Chair of Aerodynamics and Fluid Mechanics at Technical University
Munich written in C++. The version of the code used for this project works on CPUs.
The implemented SPH equations for force computation, wall boundary treatment and sys-
tem update are the ones proposed and detailed by Adami et al. [63] and briefly explained
in chapter II. This code is coupled with the open-source openFPM framework from the
MOSAIC Group at the Center for Systems Biology in Dresden-Germany [129]. The library
handles the domain decomposition and parallelization using openMPI. The performance of
OpenFPM is listed in [129] for a strong scaling using 216 000 particles across an increasing
number of processors from 1 to 1536 for 5000 time steps. The scaling normalised to 1 core
is presented in Table III.1.

Table III.1: Strong scaling for the OpenFPM framework [129].

#cores Absolute timing (s) Efficiency (%)
1 1010.69 100.0
4 262.55 96.2
8 143.81 89.0
16 77.1 83.6
24 52.7 81.5
48 29.7 70.9
96 15.16 69.4
192 8.07 65.2
384 4.73 55.6
768 3.15 41.8
1536 2.2 29.9

In pre-processing, the user defines the initial configuration of the numerical case using
an eXtensible Markup Language (XML) file. For post-processing, the output files can be
written into a comma-separated-values (CSV) file format or into a visualization toolkit
(VTK) file format which can be visualized using ParaView. The code was initially devel-
oped for multi-phase problems and it is not fully adapted for the type of problem studied
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here. To address this issue, several modifications were introduced. These modifications
mainly include an implementation of a proper surface tension model, an introduction of a
new coefficient for correcting the density near the free surface and an establishment of a
continuous fluid inlet flow. All these models are explained in details within the scope of
this chapter.

III.2 Surface tension

The implementation of a proper surface tension model is of fundamental importance
for describing the atomization process. The main issue when dealing with free surface flows
is to adequately correct the surface properties for a better stability without affecting the
physics involved in the fragmentation process. As mentioned in chapter II, the Continuum
Surface Force (CSF) model was chosen to represent the surface tension force. With this
approach, the surface tension force is calculated with the normal vector, the curvature of
the interface particles and the surface delta function to smooth the surface tension force
over a transition band near the free surface. In this section, the different methods for cor-
recting the SPH approximations are compared in order to find the surface tension model
that works best for the considered application.

III.2.1 Surface particle detection

The three methods (Color function, Disk sectors and Cover vectors) described in chap-
ter II for detecting surface particles were tested and compared with each other. Figure III.1
shows a comparison between these methods for a classical 2D dam break simulation. With
all methods, surface particles can be detected, even when the surface undergoes major
deformations. Each method requires an appropriate tuning of the threshold value. For the
Color function method (equation II.45), using the Spike3 kernel function with a smoothing
length of 3 dx, the suggested range of the threshold value is 0.8 ∼ 0.9. This threshold
can cover a wide range of geometries and problems, however, for complex geometries or
important deformations near the interface, the threshold value should be adjusted. For the
Disk sectors method, a disk of radius equal to the smoothing length divided into 8 sectors
was considered. This configuration gives good results in terms of accuracy in detecting the
surface particles. For the Cover vectors method, an angle of π/3 was considered. Similarly
to the other two methods, the value of the threshold angle plays an important role in the
accuracy in detecting surface particles.

Nevertheless, with the Color function method, low density zones inside the fluid can be
wrongly detected as free-surface, see figure III.1a (right side). In this case, non-physical
surface tension force will be applied to these particles. The computational load is another
important parameter that must be considered in the final choice of the appropriate method.
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(a) Color function (b) Disk sectors (c) Cover Vector

Figure III.1: Surface particles detection (red particles): comparison between the three methods
described in II.

Figure III.2 presents the computational time as a function of the number of particles
for the three methods for the dam break test case in 2D and 3D. The number of particles
and the computational time are normalized with respect to the simulation having the
smallest number of particles. Because the Disk sector and the Cover vector methods are
more time-consuming compared to the simple summation, it is interesting to combine these
two techniques. The first step consists in detecting the surface particles using the Color
function and then the Cover vector method is performed only on surface particles detected
in the first step.
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(a) 2D Dam-break simulation
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(b) 3D Dam-break simulation

Figure III.2: Computational time as a function of the number of particles in 2D and 3D.

III.2.2 Normal vector

The normal vector is required to identify the direction of the surface tension force. Its
norm is also used to calculate the surface tension force intensity for particles that are in
the transition band. The transition band where the surface tension force will be applied
will consist of the particles that are in the support domain of the surface particles and
have well defined normal vectors according to equation II.51. The different techniques to
compute the normal vectors for free surface flows described in chapter II are compared in
this section. Figure III.3 presents a comparison between the different methods for nor-
mal vectors calculation. For this comparison, a disk of radius equal to 5 mm is considered.
The particle spacing dx is equal to 0.3 mm and a total number of 865 particles is considered.
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Figure III.3: Representation of the normal vectors in the transition band.

The results show that the color gradient method, with or without the correction,
presents the most regular normal vectors (see figure III.3). The method presented by
Russell et al. [100] is only valid for the first layer of particles (see figure III.3 d). The
method presented by Ordoubadi et al. [111] gives acceptable normal vectors for regular
surfaces but, near the corners, the normal vectors seem to be slightly crooked. Based on
this comparison, the color gradient correction will be used to define the normal vectors for
the surface tension model.

III.2.3 Surface delta function

According to equation II.52, the surface delta function δs is usually taken proportional
to the norm of the normal vector. The comparison between different surface delta functions
is presented in figure III.4. In order to compare them, the normal vectors are normalized
with respective maximum value.
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Figure III.4: Comparison between the different surface delta functions.

The results show that the smoothing over the transition band, with and without cor-
rection for the kernel gradient, are completely different, despite the fact that the direction
of the normal vectors are almost the same. We can conclude, that the surface delta func-
tion profile using the kernel gradient correction presents the smoothest decrease for the
surface tension force intensity and, consequently, leads to a potentially more stable scheme.
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III.2.4 Curvature

A similar approach was adopted to compare the different methods for estimating the
curvature k of the free surface particles in SPH detailed in chapter II. A comparison between
these different methods is presented in figure III.5. They all compute the curvature as the
divergence of the normal vector. For this comparison, the same disk of radius R = 5 mm
was considered with 865 particles. In order to eliminate the effect of the normal vector
directions and correction techniques, prescribed normal vectors are used, that is to say
that the normal vector of particle i is set to be exactly:

~ni = ~ri − ~rcenter (III.1)

k i
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Thoretical (k=1/r)
Morris (equation II.53)
Sirotkin (equation II.54)
Adami (equation II.55)

Figure III.5: Estimating the curvature ki for particles located at ri near the free surface of a
2D disk.

According to the results presented in figure III.5, the three methods give acceptable
results for the curvature estimation in 2D. We are more interested in the region close to
the free surface (ri/R > 0.95) where the surface delta function is maximum. In Adami
[102] and Morris [88] models, the curvature tends to decrease slightly near the free surface
because of the lack of the full support. On the other hand, the correction matrix for the
kernel gradient compensates the missing particles near the free surface and hence gives
more accurate results. Thus, equation II.54 [75] with the kernel gradient correction will
be used to calculate the curvature for the particles inside the transition band. Note that
Ordoubadi et al. [111] used the imaginary particles to calculate the curvature based on
equation II.53.

According to Fürstenau et al. [113], equation II.54 overestimates the curvature calcula-
tion by almost a factor 2 for 3D simulations. Indeed, we observed this effect with a sphere
of radius R = 5 mm. The results are presented in figure III.6. The method presented by
Fürstenau et al. to calculate the curvature in the local basis instead of global basis gives
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good results, however it is computationally more expensive than calculating the curvature
by applying equation II.54. Thus, the idea was to check if the curvature can be simply
corrected by dividing with a constant coefficient. For this objective, different resolutions
were tested and the method presented by Fürstenau et al. was compared to the results
obtained by simply dividing the curvature by a factor 2. Table III.2 presents the results
of this comparison. The root mean square deviation (equation III.2) and the maximum
relative deviation (equation III.3) are presented.

RMSD =

√∑
(valuecase1 − valuecase2)2

n
(III.2)

MRD = max

(
|valuecase1 − valuecase2|

valuecase1

)
(III.3)
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Figure III.6: Comparison of different methods for estimating the curvature ki of particles
located at ri near the free surface of a sphere.

Table III.2: Comparison of curvature estimation between the method presented by Fürstenau
et al. and dividing the curvature of equation II.54 by a factor 2 for different particle resolutions.

RMSD MRD
dx1 10% 10 %
dx2 4% 4 %
dx3 1.2% 1.8 %
dx4 1% 0.7%

Given the results presented above, we can roughly consider that the curvature calcu-
lated by equation II.54 can be used as such in 2D and simply divided by a factor 2 to be
correct in 3D. Nonetheless, the surface tension force is linearly proportional to the curva-
ture and therefore the numerical calibration of the surface tension force should be adjusted
with the appropriate choice of the Λ coefficient in equation II.42.
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Because for special geometries, the curvature calculation can be erroneous, an addi-
tional correction was applied to the curvature calculation. The curvature was limited as a
function of the discretization of the system as follows:

|ki| = min(ki,
DIM − 1

3dx
) (III.4)

III.2.5 Surface tension model

The calculation of the surface properties and the accurate representation of the surface
tension play an important role in the numerical stability of the simulation. After the
comparison of the most common methods found in literature for representing and correcting
surface properties, the adopted surface tension model can be described as follows:

• Surface particle detection
Combination of two methods to reduce the computational cost: first, a coarse method
is used: surface particles are detected using the Color function (equation II.45). In a
second step, the Cover vector method (equation II.46), which is a refined but more
expensive method, is applied only on particles detected from the first step.

• Normal vector calculation
Gradient of the color function using the correction matrix (equation II.47)

• Curvature calculation
Divergence of the unit-normal vector using the correction matrix (equation II.54).
This curvature is divided by a factor 2 for 3D simulations. Finally, a threshold is ap-
plied to the curvature to limit its value according to the discretization of the system.

The implementation of the employed surface tension force model is detailed in the al-
gorithm below (algorithm 1).

Algorithm 1 Surface tension force.
for all particles i do
Define surface particles
if particle i is a fluid particle then
Calculate the correction matrix (equation II.48) and the corrected kernel (equation
II.49)
Calculate the normal vectors (equation II.47)
Filter the normal vectors (equation II.51)
Calculate the curvature (equation II.54)
Apply surface tension force (equation II.42)

end if
end for
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III.2.6 Verification examples

III.2.6.1 Square droplet

One common test case is the transformation of a square droplet into a circular droplet
under the effect of surface tension. Following the example in Adami et al. [102], an initial
square of L = l = 0.6 is placed in the center of a square domain (10L). The particle spacing
is equal to 0.02 and a total number of 900 particles is considered. The fluid parameters are
listed in table III.3. For all the test cases, a smoothing length of Rc = 3h is used. Figure
III.7 presents the initial and final stable shape of the droplet after t = 1.

Table III.3: Square droplet : Simulation parameters

Parameter Value
Density (ρ) 1
Dynamic viscosity (ν) 0.2
Surface tension (σ) 1

(a) t=0 (b) t=1

Figure III.7: Square droplet test case 2D: particles positions at t=0 and t=1.

The pressure profile inside the droplet at t = 1 is calculated for different spatial reso-
lutions and compared to the Laplace pressure drop given by equation III.5. Figure III.8
shows that the pressure profile is almost constant inside the droplet and is equal to the
theoretical Laplace pressure with some fluctuations near the free surface. Note, using this
verification example the calibration of Λ in equation II.42 gives Λ = 3 in 2D.

p =

 σ(π)
1
2

L DIM=2
2σ
L (4π

3 )
1
3 DIM=3

(III.5)
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Figure III.8: Pressure profile inside the droplet at t=1 for different resolutions (2D test case).

The square droplet was also tested in 3D with the same set up as for the 2D simulation.
After t = 1, a stable spherical droplet is obtained as shown in figure III.9. Additionally, the
pressure profiles inside the droplet for different spatial resolutions are presented in figure
III.10. The calculated pressure profiles agree well with the Laplace law. Here, the value
Λ = 5 is used to obtain the best fit for 3D simulations.

(a) t=0 (b) t=1

Figure III.9: Square droplet test case 3D: particles positions at t=0 and t=1.

55



Chapter III. Numerical developments

P
re

ss
ur

e

0

2

4

6

8

Distance to drop center
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35

DropletOscillation_2
DropletOscillation_3

Theoretical (Laplace)
L/dx = 15
L/dx = 30
L/dx = 40

Figure III.10: Pressure profile inside the droplet at t=1 for different resolutions (3D test case).

III.2.6.2 Droplet Oscillation

Another dynamic test case is the droplet oscillation in 2D under the effect of surface
tension. Following the example in Adami et al. [102], instead of starting from an elliptic
droplet, an initial velocity field is prescribed as follows:

ux = −u0
x

r0

(
1− y2

r0r

)
exp

(
− r

r0

)
(III.6)

uy = u0
y

r0

(
1− x2

r0r

)
exp

(
− r

r0

)
(III.7)

The circular droplet of radius R = 0.2 is placed at the center of the computational
square domain. The total number of particles is equal to 1264 with a particle spacing
equal to 0.01. The simulation parameters are listed in table III.4. The density and dynamic
viscosity are taken equal to ρ = 1 and ν = 0.05, respectively. The surface tension coefficient
is set to σ = 1. In this example, u0 and r0 were taken equal to 2 and 0.05, respectively.
Figure III.12 shows the evolution of the particles positions with time. The distance between
the top particle along the y axis and the center of the droplet is plotted over time in figure
III.12. Once again, to study the numerical convergence of this method, three simulations
were conducted with different spatial resolutions: 1264, 2230 and 5024 particles.

Table III.4: Square droplet : Simulation parameters

Parameter Value
Droplet radius (r) 0.2
Initial perturbation (u0) 10
Initial perturbation (r0) 0.05
Density (ρ) 1
Dynamic viscosity (ν) 0.05
Surface tension (σ) 1
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(a) (b)

(c) (d)

Figure III.11: Particles positions at different times.
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Figure III.12: Semi major axis as a function of time for different resolutions.

57



Chapter III. Numerical developments

According to figure III.12, the SPH period of the oscillations is ΓSPH = 0.23. This
period remains constant within 5 % for all three resolutions. A good agreement was found
by comparing the SPH period with the theoretical period of oscillations given by:

Γtheoretical = 2π

√
R3ρ

6σ
= 0.229 (III.8)

III.3 New density calculation

III.3.1 Method description

From the different density correction techniques summarized in chapter II, the Shepard
density filter is the most common one. In this case, the density is calculated using the
density evolution formula II.17. Then, the derived density is corrected every n time steps
by the Shepard summation as follows:

ρi = mi

∑
jWij∑
j VjWij

(III.9)

Note, equation III.9 can be written in the form of a corrective factor Ci, which will
depend in this work on the distance of each particle to the free surface and the local
curvature [130]:

ρi = Ci mi

∑
j

Wij (III.10)

If we consider only the geometric aspect, then the correction coefficient Ci can be
expressed as follows:

Ci ≈
VSD

VSD − Vempty
(III.11)

where VSD and Vempty are the volume of the support domain of particle i and the empty
volume represented by the missing particles at the free surface, respectively. Figure III.13
represents the support domain area and the empty volume of a particle at a distance d
from the free surface. The support domain is represented by the small circle of radius
Rc and the empty volume is represented by the hatched moon. The curvature of the free
surface is equal to k.
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Figure III.13: Representation of the empty volume (hatched moon) for a particle at a distance
d from the free surface.

In fact, the impact of missing neighbours on the density calculation depends on their
location. The impact of removing a distant neighbour is much smaller than the impact
of a closer one. Therefore, the weight of each missing particle, represented by the kernel
function, should be taken into account when expressing Ci. Equation III.11 will be then
modified to:

Ci =
1

1−

∫
Vempty

W (r)dV∫
VSD

W (r)dV

(III.12)

Because the kernel functions are normalized, the integral of W over all the support
domain should theoretically be equal to 1 (

∫
VSD

W (r)dV = 1). Using spherical coordinates,
dV can be calculated by:

dV = r2 sin(φ)dφdϕdr (III.13)

Thus, the integral over the empty volume can be expressed as:∫
V empty

W (r)dV =

∫ θ

0

∫ 2π

0

∫ Rc

d
W (r)r2 sin(φ)dφdϕdr (III.14)

where d represents the distance between particle i and the free surface and θ varies from
0 to arccos(I/r), I being the distance between the center and the intersection of the two
spheres. By solving equation III.14 we obtain:∫

V empty
W (r)dV = 2π

∫ Rc

d
W (r)r(r − I)dr (III.15)
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Figure III.14: Representation of the intersection distance I.

The intersection distance I can be calculated using the generalized Pythagorean theo-
rem as a function of r, d and k which represents the curvature of the surface particle (see
figure III.14):

(
1

k
)2 = r2 + (

1

k
− d)2 − 2 cos(θ)r(

1

k
− d) (III.16)

with cos(θ) = − cos(π − θ) = − I
r , we obtain:

I = −
r2 + ( 1

k − d)2 − ( 1
k )2

2( 1
k − d)

(III.17)

This the integral over the empty volume becomes:∫
Vempty

W (r)dV =

∫ Rc

d
W (r)2πr

[
r +

r2 + ( 1
k − d)2 − ( 1

k )2

2( 1
k − d)

]
dr (III.18)

For 3D simulations, this integral can be expressed as a function of δ = d
h and % = 1

|k|h .
The kernel function used in this case is the Spike function with Rc = 3h (see table II.1).

Two cases must be considered. For positive curvatures, we have:∫
Vempty

W (r)dV =
(δ − 3)5(−4δ2 + 3δ + 28δ%+ 42%+ 27)

20412(δ − %)
(III.19)

and for negative curvatures:∫
Vempty

W (r)dV =
(δ − 3)5(−4δ2 + 3δ − 28δ%− 42%+ 27)

20412(δ + %)
(III.20)

The same scheme can be used in 2D simulations by integrating over a surface instead
of a volume. However, the analytical solution for surface integrals is surprisingly not as
simple as for 3D cases. Thus, numerical integration is necessary in these cases. The same
problem was reported by Herant [127] although he used another kernel function for the
integration.

It should be noted that when δ tends to or is bigger than %, equation III.19 can diverge.
To avoid this problem, the correction coefficient Ci is only calculated for values of % bigger
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than the maximum value of δ defined by the radius of the support domain, which is in
this case equal to 3. For values of % below 3, the standard Shepard summation (Equation
III.9) is used for the density calculation. The implementation of this correction technique
is detailed in algorithm 2.

Algorithm 2 Density Computation.
At t=0 initial calculation of ρi with equation III.9
for all particles i do
Identify surface particles
Calculate curvature ki

end for
for all particles i do
if particle i is a surface particle then
Set δ = 1

2
Set % = 1

|ki|h
else
Find the nearest surface particle j
Compute the distance d = dij + h

2

Set δ = d
h

Set % = 1
|kj |h

end if
if % > 3 then
Compute Ci with equation III.12 and ρi with equation III.10

else
Compute ρi with equation III.9

end if
end for

III.3.2 Verification examples

III.3.2.1 Square droplet

The same set up as the square droplet test case in 3D presented in the previous section
(L/dx = 15) was considered for this test case. The spherical droplet formed after t=2 is
presented in figure III.15 for three different methods of density evaluation.
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Figure III.15: Particles positions at t=2: a) Density evolution b) Density evolution with
Shepard filter (n=30) and c) New correction based on curvature.
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Figure III.16: Pressure inside the droplet as a function of the distance to the center.

Figure III.16 presents the pressure inside the droplet as a function of the distance to the
center (all particles are considered). With the new method, the homogeneity of the density
field is strongly improved. By comparing the results of the three methods, it can be found
that the new method outperforms the existing approaches for the particle distribution at
the interface.

Table III.5 shows the percentiles of the number of particles as a function of pressure, for
a better comparison between the density calculation methods. It can be seen that with the
new method, the pressure variation is smaller, with almost all particles having a pressure
variation within 30% of the theoretical Laplace pressure.

Table III.5: Fraction in (%) of particles having a pressure within a certain range around
Laplace pressure.

Method
Pressure

p ±1% p ±10% p ±30% p ±50%

Density evolution 1.066 25 60 100
New method 20 54 99 100
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III.3.2.2 Rayleigh-Plateau instability

The Rayleigh-Plateau test case was first presented by Dai and Schmidt [131] using a
new moving mesh algorithm and then reproduced by Olejnik and Szewc [132] using SPH
with two phases. For this simulation, we consider a fully periodic cubic (L × L × L)
domain containing in its center a liquid column of length L and a radius r = L/10. An
initial perturbation is imposed by a sinusoidal velocity field applied to the liquid column
in its longitudinal direction:

ux = u0 sin(
2πx

L
) (III.21)

Since the particles are placed on a Cartesian grid and do not form a perfect cylinder, we
let the system first relax by imposing a high viscosity. Then, we switch to the real properties
of water before applying the velocity perturbation. The dimensionless numbers describing
this case are the Reynolds number Re = 18 and the Weber number We = 1.4 calculated
based on u0. The simulation parameters are listed in table ??. The dimensionless time is
defined by:

Td =
t√

ρrDIM
0
σ

. (III.22)

Table III.6: Raleigh-Plateau instability: Simulation parameters

Parameter Value
Fluid Water
Jet diameter (Djet) 3.3 µm
Initial perturbation (u0) 5.5 m/s
Density (ρ) 1000 kg/m3

Dynamic viscosity (ν) 0.001 N.s/m2

Surface tension (σ) 0.072 N/m

The simulations have been performed with a total number of fluid particles equal to
18000, which corresponds to dx = L/82. Figure III.17 shows several snapshots at differ-
ent times for the density evolution with the Shepard density filter and the new approach.
Clearly, the new method shows more stable results compared to the classic density evo-
lution with the Shepard density filter. It should be noted that the two pictures on the
last row correspond to the particles positions after the break-up. With this new density
formulation, only 0.005% of the total particle number disintegrate (as compared to 1.2%

for the standard method). Because the break-up does not occur at the same moment for
both cases, the time Td is not the same. The break-up time is defined as the time when
the ligament diameter between droplets is composed of less than two particles.

We can clearly see from figure III.17 that the break-up with the new method is much
smoother. With the classical algorithm, unstable flying particles are seen at the moment
of the break-up. This phenomenon can be explained by two reasons: the density evolu-
tion with no additional correction can accumulate errors with time, and more important,
for this specific test case with fragmentation, the density changes drastically when a bulk
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particle becomes a surface particle, thus creating instabilities.
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Figure III.17: Particles positions at different times for two density algorithms: a) Density
evolution and Shepard summation (n=30) and b) New correction based on curvature.
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The correction coefficient for the Shepard technique (1/
∑

j VjWij) was compared with
the new correction coefficient (Ci in equation III.12). Figure III.18 presents these two
correction coefficients for surface particles as a function of their position along the column
axis. The main difference is that this coefficient is slightly more dispersed in the case of
the Shepard correction compared to the new technique presented here.
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Figure III.18: Correction coefficients as a function of the position of the particles along the jet
axis.

To compare both methods, the SPH simulations have been performed at different reso-
lutions. Table III.7 presents the number of flying particles for each case. The result shows
that the new method presents stable results, even for simulations with a lower resolution.

Table III.7: Number of "flying" particles for each method as a function of the system resolution.

Method
Resolution (L/h)

55 66 82

Density evolution + Shepard summation 30 (0.6 %) 96 (1 %) 217 (1.2%)
New method 4 (0.08 %) 1 (0.01 %) 1 (0.005 %)

For a quantitative comparison, the relative disturbance size ( rmax(t)−r0
r0

) as a function
of time is presented in figure III.19 for the highest resolution. The results show that the
growth dynamics for the two methods agree well with the reference data presented by Dai
and Schmidt, even though the break-up time is not the same. Furthermore, the droplet
diameter can be estimated from the volume of the liquid within the disturbance wavelength
λ [17]:

D3
droplet = 6λR2

jet (III.23)

For both cases, the droplet diameter after the break-up agrees well with the theoretical
one, with an error around 5%.
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Figure III.19: Disturbance growth process in time: Comparing the growth rate as a function of
time with the reference data from Dai and Schmidt.

This new method proved its efficiency for simulating free surface flows undergoing
strong topological variations under the effect of surface tension force. We found the method
to work best when the interface is well resolved with smoothed shapes. In fact, the density
calculation presented above depends significantly on the curvature and the distance of each
particle from the free surface. Thus, these two parameters must be calculated with great
precision in order to have a reliable output result.

III.4 Continuous inlet flow

III.4.1 Method description

Because of the high computational cost of SPH method, the number of particles in the
domain must be limited. Without a continuous and stable flow circulations, the application
of SPH would be then restricted to short scale applications and/or small spatial domains
and could not be extended to a level relevant for industrial applications. Therefore, for
the simulation of the REP atomizer a correct and efficient method for the treatment of
inflow and outflow boundaries is required. One of the first techniques was proposed by
Lee et al. [133] for an open channel laminar flow. The idea is to apply periodic boundary
conditions, so that each particle going out of the domain on one side will be re-injected on
the opposite side. This method is straightforward and simple to implement, however it can
only be applied when the flow is driven by an external force. A more flexible framework
for modelling inlet and outlet boundaries was proposed by Lastiwka et al. [134]. It was
then modified and extended by other authors, see among others [94, 135, 136]. The idea is
to create buffer zones in which particles are created or removed. The boundary conditions
are prescribed for the particles in these inlet and outlet zones. This method is flexible
enough for imposing various analytical forms of boundary conditions. Another approach
based on mirror particle technique similar to the approach applied for solid wall boundary
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conditions is described in [137].

For this present work, we chose to adopt the buffer zones approach. The domain is
divided into two parts: the inflow zone and the fluid zone. At the outflow, open boundary
conditions are imposed: after the atomization, the fragmented particles will travel for a
short distance in the domain and then leave it. The inflow zone is taken as wide as the
kernel radius. In this zone, the particles are distributed on a Cartesian grid and move ac-
cording to an imposed velocity profile and pressure field. Once a particle leaves the inflow
zone, it becomes a fluid particle and a new inflow particle is created at the entrance of the
inflow zone. The new fluid particle will then evolve according to the SPH equations. The
sketch explaining the treatment of the inflow boundary condition and the creation of new
fluid particles is presented in figure III.20. The algorithm is explained in algorithm 3.

(a) t0 (b) t0 + dt

Figure III.20: Sketch of the process of particles creation.

Algorithm 3 Continuous inlet flow.
At t=0 create inflow particles with given pressure and velocity profile
for all particles i in the inflow zone do
if position of i > threshold position then
Create a new fluid particle at the same position having the same pressure and
velocity
Create a new inflow particle at position x = dx

2 , y and z are the same as the newly
created fluid particle
Delete particle i

end if
end for

III.4.2 Verification example

The continuous inlet flow approach was tested with the 2D Poiseuille flow between
stationary infinite plates. For this test case, the fluid density ρ and viscosity ν were taken
equal to 1 and 0.01, respectively. The channel width L is taken equal to 0.8 and the driving
force Fd is considered to be 0.1. With this configuration, the total number of fluid particles
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between the two plates is 741. The velocity profile at the steady state is given by:

ux(y) =
Fd
2ν
y(L− y) (III.24)

This velocity profile was imposed to the inlet particles. The main objective of this
test is to ensure that the steady state will be maintained for a long time and that the
inflow configuration will not affect the stability of the fluid flow or change its hydrody-
namic behaviour. The results are presented in figure III.21. The comparison shows a good
agreement between the analytical and numerical velocity profile. The root mean square
deviation (RMSD equation III.2) and the maximal relative deviation (MRD equation III.3)
of the velocity between the analytical solution and the SPH with inflow boundary condition
were calculated and found to be 5.9× 10−5 and 2.7%, respectively.

(a) Position of SPH
particles
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(b) Velocity profile: Comparison between SPH and
analytical solution at t=50

Figure III.21: Poiseuille flow simulation.

III.5 Vibrations

III.5.1 Method description

One possible way to control the fragmentation process is to apply external vertical
vibrations on the rotating rod. This technique was used by Zainoun et al. [38, 138] to
control the particle size distribution in the case of centrifugal atomization. For applying
the vibrations, two configurations can be considered. First, the vibrations can be imposed
on the fluid particles by adding an external sinusoidal acceleration as follows:

a(t) = A0(2πF )2 sin(2πFt) (III.25)

where A0 and F are the amplitude and frequency of the vibrations, respectively. The other
set-up is to apply the vibrations on the solid below the liquid film by changing its position,
according to:

zw(t) = z0 +A0 sin(2πFt) (III.26)

This set-up is used for the specific case of the REP atomizer. In order to not disturb the
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fluid inlet and avoid instabilities, the amplitude of the vibrations is progressively increased
along the rod radius. This being so, the expression of A0 as a function of r is given by

A0(r) = A0 exp
( r
R
− 1
)

(III.27)

where A0 stands for the maximum amplitude.

III.5.2 Verification example

To ensure that, for the second configuration, the vibrations are well transmitted to the
fluid particles, a simple test was conducted. Liquid particles were travelling horizontally
on a vertically vibrating solid plate according to equation III.26, see figure III.22. The
movement of the fluid particles along the z axis was compared to the movement of the
solid particles. For a given x position on the solid plate, the average position of the liquid
and wall particles along the z axis is plotted against time in figure III.23. The results
show that the liquid is vibrating with the same frequency and amplitude as the solid plate,
which means that the vibrations are well transmitted from the solid to the liquid particles.

Figure III.22: Simulation set-up; liquid travelling on a vibrating solid plate.
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Figure III.23: Position of the solid and liquid particles as a function of time.
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III.6 Case study: Application to the break-up of unidirec-
tional water jet

III.6.1 Literature review

The behaviour of a vertical jet prior to rupture can be classified into mainly four
regimes (see figure III.24) depending on the properties of the liquid jet and its outlet ve-
locity: dripping, Rayleigh, wind-induced and atomization [139]. Basically, if the fluid has
a high viscosity the break-up is delayed because the instabilities are damped by viscous
forces. In the first two regimes, the capillary forces are dominant and the break-up process
is axi-symmetrical which means that the droplet diameter can be directly related to the
orifice diameter. In fact, the Rayleigh-Plateau instability is a surface tension phenomenon
and thus, the effect of inertial and viscous forces can be ignored. Higher Reynold numbers
lead to an increase in the aerodynamic interaction with surrounding gas, which creates
additional surface instabilities. The break-up in these regimes is more chaotic and the
average droplet diameter is much more smaller than the orifice diameter.

(a) Break-up regimes [139] (b) Break-up regimes as a function of Ohnesorge
and Reynolds numbers adapted from[140]

Figure III.24: Dependence of the break-up regimes on the fluid properties and the jet velocity.

Lord Raleigh was the first to propose a theoretical model for the capillary instability
leading to the jet fragmentation in 1878 [18, 19]. Later, Weber [20] included the effect of
viscosity on the jet break-up and reported a linear approximation for the Rayleigh model.
The droplet formation mechanism is explained in chapter I section I.2.2.

III.6.2 Experimental set-up

Many experimental studies of the jet breakup have been conducted, for example [37,
141–146]. These experiments have shown that the system behaves according to the Rayleigh
Plateau instability analysis by studying the instability of a jet subjected to a harmonic
disturbance. These external disturbances can be imposed by a magnetic, acoustic or me-
chanical force.

With the same aim, we have conducted an experimental campaign to study the effect of
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external vibrations on the fragmentation of a unidirectional vertical liquid jet (water and
Bolton 117). The experimental device is formed by two major parts: the body (cylinder
+ piston) and the atomization system. The latter consists of a Swagelock reducers and
T connections. For droplet generation, a press applies a force to the piston and moves it
with a controlled speed. Photos of the jet are taken by means of a fast camera. In order to
trigger the fragmentation mechanism, vibrations were applied to the jet by using a piezo-
electric cell, positioned in such a way that vibrations are applied in the direction of the jet
flow. The scheme of the device is shown in Figure III.25. A series of experiments have been
carried out with water and liquid metal for various orifice diameters, jet outlet velocities
and position of the piezoelectric cell. For more details on the experimental results, refer
to appendix A.

Figure III.25: Schematic representation of the atomization device.

The objective here is to evaluate the chosen numerical method and compare the sim-
ulation results to experimental and theoretical results (chapter I section I.2.2). For this
purpose, the jet orifice diameter was taken equal to 150 µm with an average jet velocity
of 5.5 m/s. The average diameter for water droplets for different frequencies are listed in
table III.8.

Table III.8: Variation of the droplet mean diameter as a function of the frequency.

Frequency (kHz) 0 7 8 9 11
Dmean(µm) - 313 317 310 269
Relative standard deviation - 12 8 6 8
Photo of the jet
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III.6.3 SPH simulation set-up

Richards et al. [147] used the Volume Of Fluid (VOF) method to study the effect of
the Reynolds number on the jet break-up length and droplet size. Pan et al. [148] used the
Level Set Method (LSM) to simulate the breakup of laminar liquid jets into still air. Using
the VOF method, Delteil et al. [149] simulated the growth rate dispersion relation pre-
dicted by Rayleigh theory. More recently, Yang et al. [150] also used the VOF method to
study the effect of forced perturbation on jet breakup for low speed and high speed regimes.
Lately, Shen et al. [151] simulated the transition between different break-up regimes and
compared their numerical data with exerimental photos. Saito et al. [152] used the Lat-
tice Boltzmann Method (LBM) to study the jet breakup problem. Ménard et al. [153]
combined LSM, VOF and Ghost Fluid Method (GFM) for the simulation of jet breakup
in 3D. The above presented methods are mesh based methods that use specific interface
tracking techniques and grid reconstruction process. Therefore, a high resolution grid is
needed for capturing the interface accurately, which subsequently increases the calculation
cost. On this basis, mesh-free numerical methods seem to be an interesting approach for
simulating the jet breakup. Sirotkin et al. [75] used a corrected single phase SPH method
to study viscous jet breakup and the transition from dripping to jetting by changing the
Weber number. Takashima et al. [74] also used SPH for 3D simulation of water breakup.
Pourabdian et al. [154] used SPHysics open source code to investigate the relation between
the breakup length and the jet properties by changing Reynold and Weber numbers. Their
results agreed well with experimental data. Farrokhpanah et al. [155] used multi-phase
SPH method to study the jet breakup phenomena and the transition between jetting and
dripping regimes. More recently, Yang et al. [76] used a multi-phase SPH model based on
Riemann solvers to investigate low-speed 2D jet break-up.

In this work, the SPH model detailed in chapter II is used to study the effect of the
vibrations on the jet break-up and the particle size distribution with a comparison to
the experimental data presented above and the theoretical model. The simulations have
been performed for a water jet in the Rayleigh break-up regime. Water is issued from a
cylindrical reservoir with an orifice diameter equal to 150 µm. An initial velocity profile is
imposed on liquid particles as follows:

uz(r) = umax

(
1− r2

R2
jet

)
(III.28)

where umax and Rjet are the maximum output velocity and the orifice radius, respec-
tively. The mean velocity is equal to umean = 0.5umax. A constant flow rate is ensured
by applying the continuous inlet flow method described in the previous section. The jet is
falling vertically downwards under the force of gravity. It fragments into droplets along its
trajectory downstream from the reservoir exit. The effect of imposing vibrations on the
fragmentation process and the droplets size is studied by applying an external excitation
to the fluid particles in the form of a sinusoidal acceleration in the jet direction (vertical
direction) according to equation III.25. The simulation set-up is presented in figure III.26.
The simulation parameters and the relevant dimensionless numbers are summarized in ta-
ble III.9. According to the Re and Oh numbers, the break-up of the liquid jet follows the
Rayleigh regime.
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(a) Simulation set-up (b) Jet break-up

Figure III.26: Water jet break-up simulation.

Table III.9: Simulation parameters.

Parameter Value
Fluid Water
Jet diameter (Djet) 150 µm
Jet mean velocity (umean) 5.5 m/s
Density (ρ) 1000 kg/m3

Dynamic viscosity (ν) 0.001 N.s/m2

Surface tension (σ) 0.072 N/m
Gravitational acceleration (g) 9.81 m/s2

Rayleigh frequency (FRayleigh) 8400 Hz
Reynolds number (Re) 825
Ohnesorge number (Oh) 0.0096
Weber number (We) 63

III.6.4 Results

Figure III.27 represents snapshots of the jet break-up for different frequencies as a
function of time. It can be seen that by applying external vibrations, the break-up process
occurs in a more orderly manner and the main droplets have nearly the same size. With-
out any vibrations, the break-up process is not controlled. By increasing the frequency
the number of satellite particles tends to slightly decrease. The break-up at the Rayleigh’s
frequency (table I.2) presents the most regular pattern results.
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(a) F=0 kHz (b) F=7 kHz (c) F=8 kHz

(d) F=8.4 kHz (Rayleigh’s
frequency)

(e) F=9 kHz (f) F=11 kHz

Figure III.27: Snapshots of the jet fragmentation for different frequencies and times (∆t = 0.2
ms).

For a quantitative comparison, the average diameter of the main droplets obtained by
the SPH simulations is compared to the theoretical and experimental data. The results
are presented in table III.10 and figure III.28. The SPH results agree very well with the
theoretical droplet diameter: for the range of frequencies studied here, the mean droplet
diameter tends to decrease when the frequency increases. Furtheremore, the size of the
satellite droplets also tends to decrease with the increase of the frequency. By contrast,
for the experimental data, no satellite droplets were observed in these frequency ranges.
Yang et al. [150] also observed the formation of satellite droplets using the VOF method
to simulate the jet break-up for the same frequency range. The SPH simulations show that
some satellite droplets will merge with the main droplets on their trajectory as shown in
figure III.29: the satellite droplet merged with the main droplet within approximately two
wavelengths. This means that more satellite droplets could vanish during their trajectory.
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However, in the SPH simulations the diameter of the droplets is measured at a distance
equal to 1 cm from the nozzle orifice, that is to say at the outer limit of the computational
domain, whereas in the experimental study, the camera was placed at a distance between
10 to 15 cm from the nozzle orifice. This might partially explain the difference observed
between the experimental and SPH results regarding satellite droplets formation.

Table III.10: Theoretical, SPH and experimental mean droplet diameter as a function of the
applied frequency.

F (kHz) 0 7 8 8.4 9 11
F/FRayleigh 0 0.83 0.95 1 1.07 1.3
DTheoretical(µm) - 300 287 282 276 258
DSPH(µm) 263 281 278 275 269 240
DExperimental(µm) - 313 317 - 295 269
Standard deviation (µm)(SPH) 27 13 11.5 10.5 10 10.6
ErrorSPHvsTheoretical(%) - 7 3.3 2.6 2.5 7
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Figure III.28: Theoretical, SPH and experimental data for the variation of the mean and
satellite droplet diameter as a function of the applied frequency.
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Figure III.29: Satellite and main droplet merging.

Figure III.30 shows the break-up time of the first droplet as a function of the pertur-
bation frequency. Starting from low perturbation frequencies, the break-up time decreases
and then tends to increase after reaching a minimum value for the optimum frequency
predicted by Rayleigh’s theory. In fact, the break-up time is directly influenced by the
growth rate of the disturbance considering that the jet breaks when the disturbance ampli-
tude is equal to the jet radius. The largest growth rate is obtained for frequencies around
the Rayleigh frequency, therefore the break-up time is shortest for F/FRayleigh ' 1. For
F 6= FRayleigh, the growth rate decreases resulting in an increase in the break-up time.
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Figure III.30: Break-up time of the first droplet as a function of the frequency.

To better evaluate the effect of the vibrations on the particle size distribution, the curves
for the cumulative mass are presented in figure III.31. For the SPH results, the effect of
the satellite droplets can be seen by the slight increase of the curves for small diameters
(140 µm < D < 160 µm). These satellite droplets represent about 5 % of the total mass.
When applying vibrations, the produced droplets have a sharper size distribution than for
the case of the jet break-up without applying vibrations. The difference of about 10-15
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% observed between the experimental and SPH mean diameter can be mainly explained
by the fact that the experimental set-up was not completely controlled compared to the
simulation set-up: there is uncertainty about the exact orifice diameter, the jet velocity
and the calibration of the jet photos.
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Figure III.31: Cumulative mass distribution as a function of the frequency.

It follows from the results presented above that the SPH model can simulate the break-
up process of a liquid jet and reproduce the expected results when applying forced vibra-
tions. The numerical results agree very well with the theoretical and experimental results.

III.7 Conclusion

For the simulation of the REP, a proper surface tension model was implemented in the
WCSPH code for free surface simulations and verified with two standard test cases: the
square droplet and droplet oscillation. Moreover, to overcome the problem of the density
calculation near the free surface, a new density calculation method based on the curva-
ture and the distance of each particle from the surface was proposed here and successfully
applied to the Rayleigh-Plateau breakup. In order to simulate an industrial process and
optimize the computational cost, a continuous inlet boundary condition was implemented
and tested with the Poiseuille flow test case. Finally, the overall SPH model was applied
for the unidirectional jet break-up with vibrations. The SPH simulations gave satisfying
results that agree well with the theoretical model. After validation of the SPH numeri-
cal model, the next step is to simulate the fragmentation process in the REP configuration.
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Chapter IV. Simulation of the REP atomizer

The main objective of this work is to simulate the REP industrial atomizer for UMo
powder production. First of all, the geometry of the system to be modelled needs to
be defined in order to optimize the computational cost. Secondly, the simulations input
data are explained. Finally, the effect of the operational parameters on the fragmentation
process and on the droplet size distribution is investigated. SPH simulations results are
compared with semi-empirical models from literature and experimental data carried out
in CERCA-Framatome facilities.

IV.1 Hypothesis

Owing to the complexity of the physical processes, general assumptions/simplifications
are made in order to reduce the computational cost, while capturing the droplet breakup
phenomenon.

Experimentally, the thin liquid film on top of the rotating rod is formed due to the
melting of the latter by a laser beam. Then, the molten metal is ejected centrifugally in the
form of droplets that solidify in an inert atmosphere. These two phenomena do not occur
at the same time scale. The time τm required to melt the rod over a vertical distance equal
to a film thickness of H ≈ 5 µm can be estimated by a proportional rule. Knowing that it
takes approximately 60 s to atomize a rod of height 2.5 cm, the time τm is of the order of
10 ms. By contrast, the typical time τf between two droplets ejection is estimated around
0.06 ms at 31000 rpm. τf is much smaller than τm, so it is reasonable to model only a
stationary liquid flow and not consider the consumption of the rod. On account of this, the
thermal and fluid mechanics aspects are decoupled, and only the atomization phenomenon
is studied here. With this configuration, the representation of the total volume of the solid
rod is no longer needed, thus the total number of particles considered is smaller which
further reduces the computational cost.

This also means that for the SPH simulations, a homogenous liquid film is considered
at the top of the rotating rod. However, it is not the case experimentally, where the heating
of the consumable rotating rod is not fully controlled and thus the formation of the liquid
film is not homogenous. This is mainly due to the fact that the diameter of the laser beam
does not cover the entire top surface and the outer side surface of the rod is cooled faster
due to convection and radiation, as explained in chapter I.

Moreover, the two main input parameters for the SPH model are the rotation speed
and the film thickness. The first can be obtained directly from the experimental data.
However, the film thickness is calculated from the mass flow rate. In our case, the exper-
imental mass flow rate is calculated from experimental data, considering the mass of the
rod before and after atomization and the total time for atomization. Thus, the exact mass
flow rate in the steady state regime is unknown, but it is approximated as the total mass
flow rate.

The implementation of an accurate contact angle model between the liquid melt and
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the horizontal solid surface is currently not available in this version of the code. Only
two configurations can be studied: perfect wetting and no-wetting. Based on experimental
studies [156, 157], it was found that under controlled atmosphere with no oxidation, a
liquid metal wets well a solid surface made from the same metal, with a contact angle
θ � 90◦. Therefore, a complete wetting approach (θ = 0◦) was adopted for this study.

The Coriolis effect is not considered in this study. This force is in competition with
inertial and viscous forces. The Ekman number (Ek = 1

ω/
ρh2

µ ) defined as the ratio be-
tween viscous forces and centrifugal forces is used to characterize liquid flows in centrifugal
atomization. A large Ek number implies a small Coriolis force against viscous force. The
Rossby number (Ro = 1

ω/
R
u ) defines the ratio between inertial force and centrifugal or

Coriolis force. In general, Ro < 1 indicates a dominance of Coriolis force over inertial force
and the contrary for Ro > 1. For this specific application, Ek is in the range of 6-15 (Cori-
olis force� Viscous force) and Ro varies between 0.04-0.1 (Coriolis force� Inertial force)
at the edge of the rotating rod. Given these values, we can conclude that: Inertial force�
Coriolis force� Viscous force. Of these three, the viscous force is the most important and
the other two are negligible. Additionnaly, according to Mohammadi [158], the Coriolis
force can be neglected providing that Re2

E/ReT is less than unit. For the REP atomizer,
Re2

E/ReT is in the range of 0.002 − 0.08 at the edge of the disk. This number tends to
be even smaller towards the center of the disk. This justifies the assumption to neglect
the Coriolis effect. Besides, Myers et al. [159, 160] showed that for axisymmetric flow and
within the limits of the lubrication theory ((HL )2Re� 1) the height of the thin liquid film
at the edge of the disk is not affected by the Coriolis force.

The gas in the atomization chamber is not modelled to spare computational time. This
means that the interaction between the liquid film and the surrounding gas is also not
taken into account in the current model.

The statistical study on the particle size distribution was carried out on a limited num-
ber of droplets, ranging from 30 to 100 droplets approximately. This seems to be a fairly
acceptable number because the simulations start from a steady state regime and no change
was observed in the fragmentation process during the simulations.

IV.1.1 Model description

The system is reduced as shown in figure IV.1. Because the system is axisymmetric, the
domain can be reduced to an angular sector with periodic boundary conditions. Second,
the breakup process occurs at the edge of the rotating rod, so it seems reasonable to model
the liquid flow only at the periphery of this angular sector. Finally, for simplification rea-
sons, the edge of the angular sector is approximated to a parallelepiped. Thus, the angular
coordinates (r, θ and z) are replaced by Cartesian coordinates (x, y, and z).
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Chapter IV. Simulation of the REP atomizer

Figure IV.1: Reduced geometry.

Periodic boundary conditions are imposed in the tangential direction, as shown in figure
IV.2. Liquid metal is assumed to flow continuously on the surface of the rotating rod with
a constant flow rate. At the inlet in the transeversal direction along x, a well defined
velocity profile and pressure are imposed on SPH particles. At the boundary between the
solid and fluid particles, a no-slip condition is imposed on the velocity profile, as explained
in [90].

(a) Top view (b) Perspective view

Figure IV.2: Reduced geometry with relevant boundary conditions for the REP simulation.

IV.1.2 Results processing

According to the fuel specifications at CERCA-Framatome, the UMo fuel powder has
to meet a list of constraints regarding composition, morphology, particle size, porosity,
etc. The target droplet diameter is in the range of 40 to 125 µm. From an industrial
point of view and to study the efficiency of the REP atomizer, it is important to define
the particle size distribution as a function of the mass or volume of the produced powders.
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The normalized mass distribution ϕm is obtained by:

ϕm =
Mass of particles between (D −∆D/2) and (D + ∆D/2)

Total mass of all particles
(IV.1)

where ϕm describes the mass fraction of particles whose diameter is within an interval of
D−∆D/2 and D+ ∆D/2 with ∆D being the size of this interval (for this study ∆D = 5

µm). Because the particle mass is proportional to D3, this representation overestimates
coarse particles at the expense of fine particles. Thus, it is interesting to normalize the
mass distribution by the corresponding size class [15] or to present the results as a function
of the normalized number of particles ϕN .

ϕN =
Number of particles between (D −∆D/2) and (D + ∆D/2)

Total number of particles
(IV.2)

Another frequently used representation for the particle size analysis is the cumulative
undersize distribution that expresses the mass/number percentage of a specific particle size
or below, as shown in figure IV.3. In this work, the notation Dm,x indicates the diameter
at which x percent of the particle mass has a smaller diameter than D. Another important
characteristic diameter, the one expressed the most by the semi-empirical models, is D32

which refers to the Sauter diameter. D32 is used to describe particles having the same
volume/area ratio as the entire powder, it is defined by: D32 =

∑
iD
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Figure IV.3: Example of a particle size distribution.

In what follows, the diameter of the droplets is measured using the "Ruler" kit in
Paraview. For each droplet three measurements are taken in three directions (x, y and z)
and the final diameter is estimated according to:

Ddroplet = (Dx ×Dy ×Dz)
1/3 (IV.3)
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IV.2 Simulation parameters

IV.2.1 Analytical calculation

The main objective of this calculation is to estimate the liquid vertical velocity profile
and its thickness along the rod radius. These data will be used as input data for the SPH
numerical model of the REP atomizer.

IV.2.1.1 Melting speed

Here, the melting speed refers to the velocity at which the rod is consumed due to its
fusion by the laser beam. The enthalpy difference q (J/m3) required for the fusion of 1 m3

of UMo is equal to:

q = ρ[HLatent + Cp ∗ (Tm − T0)] (IV.4)

where HLatent is the latent heat of fusion (J/kg), Cp is the mass specific heat capacity
(J/kg.K) and T is the temperature (K). The subscript m refers to the melt. This heat q
is provided to the rotating rod by the laser power. Two illumination configurations are
studied here: Linear and Gaussian profiles.

Linear profile In this case, the laser flux density φ (W/m2) is constant along the
rod radius and thus the total laser power P (W) delivered to the rotating rod is calculated
by:

P =

∫ R

0
εφ2πrdr = εφπR2 (IV.5)

where ε is the absorption coefficient, the ratio between the delivered laser power and the
one absorbed by the material. From equations IV.4 and IV.5 and by considering steady
state with power equilibrium, the melting velocity can be calculated according to:

um(r) =
P

qπR2
(IV.6)

Gaussian profile In this case, the laser flux density can be expressed as follows:

φ = φ0 exp
−r2

2µ2
(IV.7)

where µ is the standard deviation of the Gaussian distribution. Similarly to IV.5, the total
power is equal to:

P =

∫ R

0
εφ2πrdr = 2πεφ0µ

2

(
1− exp(

−R2

2µ2
)

)
(IV.8)
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Thus, the melting velocity in this case is obtained by:

um(r) =
P

qπR2

R2

2µ2

1− exp
(
−R2

2µ2

) exp

(
−r2

2µ2

)
(IV.9)

This profile contributes actively to the formation of a crater or a depression at the rod top
surface.

IV.2.1.2 Volume flow rate

By carrying out a mass balance on a ring of radius r, width dr and height H, the
volume flow rate Q (m3/s) in the axial direction z (figure IV.4), obtained by the fusion of
the rotating rod, can be calculated based on the melting velocity: dQa(r) = (2πrdr)um(r).
The volume flow rate in the radial direction as a function of r can be calculated by applying
the conservation law: Q(r+ dr) = Q(r) + dQa(r) with Q(r) = (2πrh)ū(r),where um is the
velocity of the solid liquid interface that moves downwards and ū is the average velocity
of the liquid film that moves horizontally, towards the periphery.

Figure IV.4: Flow rate representation.

By solving the above equations and by considering that at r = R the total flow rate
Q(R) is known from experimental data (Q(R) is in the range of 1-2e−7 m3/s), we obtain
the following:

Linear profile

Hū(r) =
1

2
um(r)r +

1

r

(
Q(R)

2π
− 1

2
um(R)R2

)
(IV.10)

Gaussian profile

Hū(r) = −um(r)
µ2

r
+

1

r

(
Q(R)

2π
+ um(R)µ2

)
(IV.11)
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IV.2.1.3 Velocity profile

Based on experimental data, ReE is found to be in the range of 50 − 300, indicating
that the flow is in the laminar regime [161]. Since it is a flow over a flat plate, the pressure
gradient term in the flow direction can be neglected. By considering that the velocity
derivatives across the film are large compared to those along the film, the Navier-Stokes
equation, is simplified to:

ν
∂2u(r)

∂z2
+ rω2 = 0 (IV.12)

Equation IV.12 can be solved considering the following boundary conditions:

• at z = 0 complete adherence ⇒ u(r) = 0

• at z = H no shearing force ⇒ ∂u(r)
∂z = 0

The velocity profile in the radial direction as a function of z and the film thickness h(r)

is then obtain by:

u(r) =
ρω2r

ν

(
H(r)z − z2

2

)
(IV.13)

IV.2.1.4 Film thickness

The film thickness is obtained using the relationship Q(r) = 2πrH(r)ū(r).

Linear profile

H(r) =

[
3ν

ρω2

(
1

2
um(r) +

1

r2

(
Q(R)

2π
− 1

2
um(R)R2

))] 1
3

(IV.14)

Gaussian profile

H(r) =

[
3ν

ρω2r2

(
−um(r)µ2 +

Q(R)

2π
+ um(R)µ2

)] 1
3

(IV.15)

Figure IV.5 shows an example of the film thickness as a function of the radius for an
UMo rod of 1 cm radius rotating at 35000 rpm with a total mass flow rate of around 3 g/s.
For linear and Gaussian profiles, the film thickness is almost constant at the rod edge and
is equal to a few µm.
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Figure IV.5: Example of the film thickness along the rod (ω = 35000 rpm and Q = 3 g/s).

IV.2.2 Simulations parameters choice

The main objective of this study is to verify that the SPH model is able to reproduce
the results found in the literature and help manufacturers in defining suitable operational
parameters for their powder atomization. We can then divide this objective into the
following targets:

• Verify if the SPH model is capable of accounting for the different atomisation regimes
(mainly DDF and LD) predicted by the theory (figure I.4).

• Verify if the SPH model is able to predict the Sauter diameter of the droplets calcu-
lated by the semi-empirical correlations (equation I.9).

• Compare SPH results with experimental results on the 316L stainless steel fragmen-
tation.

• Identify the relevant operational parameters for the UMo atomization.

• Study the influence of applying vertical vibrations on the atomization process.

Previous theoretical and experimental studies [9, 15, 25] have shown that the fragmen-
tation process and the PSD depend on the material properties (ρ, σ, ν) and operational
conditions (Q, Drod, ω). The material properties used in these studies are listed in table
I.5. For the operational parameters, the rod diameter and rotation speed were defined by
the design of the REP atomizer as part of the work of B. Ravry during his doctoral thesis
[16]. The rod diameter is equal to Drod = 0.02 m and the rotation speed ω ranges between
20000 − 40000 rpm. In the framework of his experimental thesis, experiments were con-
ducted with 316L stainless steel. In this case, the mass flow rate Q observed experimentally
is roughly equal to 1 g/s. For UMo simulations, the mass flow rate was chosen so as to
compare different atomization regimes and to be able to map a region in the (ReE , ReT )
space that interests the industrial partner. Thus, the mass flow rate Q is chosen between
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3 − 20 g/s. These properties can be grouped into three non-dimensional numbers (table
I.1): ReE , ReT and Oh. Thereafter, the results will be presented as a function of these
three numbers.

The Oh number is varied by changing the melting material. Two metals were consid-
ered in this study: Steel (316L) and UMo (table I.5). The main objective of using 316L
is to compare the numerical results with the experimental data. The ReT and ReE are
varied by changing the rotation speed and the mass flow rate, respectively. Experimentally,
the mass flow rate is changed by changing the intensity of the heating laser. Table IV.1
represents the different simulations conducted for both steel and UMo. According to the
experimental data with steel, the fragmentation occurs in the DDF regime as shown in
figure IV.6a. In order to get closer to the experimental configuration, the fragmentation
using UMo is conducted mainly in the DDF regime, with some simulations in the LD
regime as represented in figure IV.6b for the purpose of studying the difference between
these two regimes. The fragmentation in the LD regime is not relevant for UMo powder
production because it was found experimentally that the particle size distribution of the
final powder is broader.

Table IV.1: List of SPH simulations for 316L and UMo.

Material # ω (krpm) Q (g/s) H (µm) Oh (10−4) ReT (105) ReE Regime

316L
316L-1 31 1.7 4 4.6 5.2 34 DDF
316L-2 40 1.3 3 4.6 6.7 25 DDF

UMo

UMo-1 20 7.2 5.5 3.6 6.1 120 DDF
UMo-2 25 7.2 4.6 3.6 7.7 120 DDF
UMo-3 31 3 3 3.6 9.5 50 DDF
UMo-4 31 7.2 4 3.6 9.5 120 DDF
UMo-5 31 17.4 5.5 3.6 9.5 290 LD
UMo-6 40 7.2 3.3 3.6 12.3 120 DDF
UMo-7 40 17.4 4.5 3.6 12.3 290 LD

R
e E
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1e+04
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1e+05 1e+06

SPH simulation_316L
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DDF 1
2
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R
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Figure IV.6: SPH simulations in the (ReT , ReE) representation.
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IV.3 REP simulation results and observations

In this section, we compare SPH simulations to experimental observations and semi-
empirical models for the Sauter Diameter. Further, the results on the effect of the vibra-
tions on the atomization process are also presented.

IV.3.1 Qualitative analysis

IV.3.1.1 Contact angle

As mentioned in the previous section, a complete wetting is considered between the
liquid melt and the solid rotating rod. In the current SPH model, a complete wetting
configuration can be achieved by taking into account the presence of the solid underneath
the fluid in detecting surface particles. In this case, the surface tension force will not be
applied on fluid particles in contact with the solid rod. The opposite situation is con-
sidered for zero wetting, the surface tension force will be applied on fluid particles as if
the solid particles did not exist. To test these two configurations, the following test case
was considered: an initially spherical liquid UMo droplet is deposited on a horizontal solid
plane. Figure IV.7 presents the positions of the fluid particles at equilibrium for the two
configurations. In the case of a complete wetting, the fluid particles spread out on the solid
plane, which corresponds to a contact angle of 0◦. For the zero wetting case, the parti-
cles form a droplet similar to the initial configuration but with a deformation due to gravity.

(a) Initial configuration

(b) Complete wetting (θ = 0◦) (c) Zero wetting (θ = 180◦)

Figure IV.7: Wetting configurations.

In a static case (droplet at rest for example), the imposed angle between the fluid and
the solid rod must be maintained. However, when the fluid is in motion, Cox-Voinov [162,
163] derived an empirical correlation between the dynamic contact angle and the capillary
number taking into account the translational velocity of the contact line, see equation
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IV.16. According to the correlation, the dynamic contact angle increases if the velocity of
the contact line increases:

θ3
d = θ3

s + 9Ca ∗ ln

(
Lc
l

)
(IV.16)

where θd and θs are the dynamic and static contact angles, respectively. For complete
wetting θs = 0◦. l represents the microscopic length scale which is defined also by the
slip length. In this case, it is considered equal to l = 5e−7 m. Lc represents the macro-
scopic capillary length scale expressed by Lc =

√
σ
ρa . Ca is the capillary number (table I.1).

Figure IV.8: Example of contact angle measurement for the # UMo-5 simulation.

For most of the UMo simulations in the DDF regime, the film is not homogeneous
near the edge. There is no formation of a homogenous film but rather the particles tend
to clump forming droplets scattered over the rod surface. This behaviour makes it very
difficult to measure the contact angle between the fluid and the solid support. For this
reason, the contact angle is only measured when a homogeneous film is formed on the rod
surface before reaching the edge. The angle formed by the liquid film and the solid rod is
measured as shown in figure IV.8. The comparison between the calculated contact angles
and the ones obtained by the SPH simulations are listed in table IV.2. Given the error due
to the angle measurements, the results are acceptable since they are of the same order of
magnitude as the angles predicted by equation IV.16.

Table IV.2: Comparison between analytical and SPH dynamic contact angles.

# Lc(µm) Ca (× 1000) θ◦Cox−V oinov θ◦SPH
316L-1 43.5 3.3 29 35
316L-2 33.7 3.1 28 30
UMo-5 29.4 12 43 48
UMo-7 22.7 13 44 45

IV.3.1.2 Atomization regime

For the UMo simulations, two atomization regimes were analysed: Direct Droplet For-
mation (DDF) and Ligament Disintegration (LD). The difference in the fragmentation
process between these two regimes can be seen in figure IV.9. For the DDF regime (figures
IV.9a and IV.9b) the droplets are directly detached from the rod edge, whereas, for the LD
regime (figures IV.9c and IV.9d), a ligament or a stripe is formed at the edge of the disk.
These ligaments are then disintegrated into droplets at their ends, indicating a LD regime
or a transition from DDF to LD. We can conclude that there is an agreement between the
qualitative observations of the fragmentation modes obtained by SPH and the (ReT , ReE)
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representation [27] based on experimental results (presented in table IV.1 and figure IV.6b).

(a) UMo-4 (DDF regime: 31 krpm , 7.2 g/s) (b) UMo-6 (DDF regime: 40 krpm, 7.2 g/s)

(c) UMo-5 (LD regime: 31 krpm, 17.4 g/s) (d) UMo-7 (LD regime: 40 krpm, 17.4 g/s)

Figure IV.9: SPH simulation for UMo atomization: Evidence of DDF regime (a and b) and LD
regime (c and d) (top view).

IV.3.2 Particle size distribution

IV.3.2.1 SPH simulations with 316L

The aim of the simulations conducted with 316L stainless steel is to compare the SPH
data with experimental data obtained in the framework of B. Ravry thesis [16]. How-
ever, taking into account the high computational cost and the time constraint, only a few
droplets (less than 10 droplets) were obtained for 316L atomization. This means that the
PSD could not be obtained. Hence, the study will be limited to the comparison of mean
values of numerical and experimental data. A more complete study will be conducted for
UMo atomization in the next section.

The main difference between 316L and UMo atomization is the centrifugal force. In
fact, the break-up occurs when the centrifugal force overcomes the viscous and surface
tension forces. Since the two alloys have similar properties, except for the density which
is almost twice as high in the case of UMo, the centrifugal force for the latter is twice as
important, which facilitates its atomization. Numerically, the atomization of UMo gives
more droplets for a shorter calculation time, which has made it possible to obtain more
particles and more robust statistical analysis.
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For the simulations with steel, the diameter Dm,50 is compared with experimental data
(table IV.3). The SPH diameters are of the same order of magnitude (± 20 %) as the
experimental ones and they both follow the same tendency. However, the SPH simulations
tend to under-estimate the droplet diameter compared with experimental values. This
point will be discussed in more detail in the next section, where the UMo results are pre-
sented and compared with semi-empirical models. It was also observed, from the small
data collected with SPH simulations, that for almost every main droplet, a smaller droplet
was formed (figure IV.10). The diameters ratio between the main and satellite droplets
is Dsatellite

Dmain
= 0.17 ∼ 0.18. Some experimental results, from B. Ravry thesis, show a bi-

modal distribution in the number-PSDs, for these cases the diameter ratio varies between
0.17− 0.25[16].

Table IV.3: D50 for experiments and SPH simulations with 316L.

# DExperimental(µm) DSPH(µm) Standard deviation (µm) Error (%) Nb of particles
316L-1 90 75 30 17 10
316L-2 70 55 22 21 7

Figure IV.10: Steel atomization (316L-1) showing a bimodal PSD.

IV.3.2.2 SPH simulations with UMo

Even for UMo simulations, the total number of droplets is limited due to the high
computational cost. This number varies between 50 and 100 droplets. Be that as it may,
the PSD and the mean diameter of the obtained droplets were compared for different op-
erational parameters and the results are presented in the next section. To get an idea of
the calculation time, table IV.4 presents the wall-clock time required to obtain the first 10
droplets for each simulation. The initial number of fluid particles refers only to the first
few layers of particles as shown in figure IV.2. The average number of particles in these
simulations is around 106 fluid particles. There is a significant difference in the wall-clock
time between UMo-1 and UMo-5 simulations even though both have the same number of
cores, time step and initial number of particles. This difference can be explained by the
fact that in the case of UMo-5 simulation the size of the droplets is smaller compared to
those for UMo-1 simulation. This means, that for UMo-5 simulation, several droplets can
be obtained simultaneously on the periphery of the disk for the same geometry.
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Table IV.4: Wall-clock time for obtaining the first 10 droplets.

# Nb of particles /
thickness

Nb of cores Time step
(10−8s)

Initial nb of
fluid prtcls

Wall-clock
time (days)

UMo-1 5 24 1 20400 12
UMo-2 4 20 1 13600 8
UMo-3 3 24 1 10200 6
UMo-4 4 24 1 13600 4.5
UMo-5 5 24 1 20400 4.5
UMo-6 7 20 0.4 103600 11
UMo-7 4 20 1 17000 6

The number and mass PSDs of the droplets obtained by the SPH simulations for differ-
ent input parameters are presented in figure IV.12. In the analysis proposed, the results are
presented for a constant ReT number (constant rotation speed) to study the effect of the
flow rate on the PSD. Similarly, a constant ReE number (constant flow rate) is considered
to study the effect of the rotation speed.

The PSDs derived from the SPH simulations showed that, for the same rotation speed,
the droplet size and the width of the PSD slightly increase with increasing liquid mass
flow rate, which is similar to previous studies [164]. This observation also agrees with the
semi-empirical models presented in chapter I. Concerning the rotation speed, when the
latter is increased, the PSD becomes narrower and a shift to finer diameters is observed.
This observation is also in line with the semi-empirical models.

The shape of the PSDs suggests a unimodal distribution, unlike the results obtained
experimentally [15, 25]. However, for the atomization in the LD regime, a small peak can
be observed in the PSD just before the main peak, indicating that satellite droplets were
produced for some of the main droplets (figure IV.11).
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(a) UMo-5 (31 krpm)

(b) UMo-7 (40 krpm)

Figure IV.11: Atomization in the LD regime (Q=17.4 g/s)
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Figure IV.12: Number-PSD (left) and Mass-PSD (right) for UMo.
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Chapter IV. Simulation of the REP atomizer

In addition, figure IV.13 shows the effect of the ReT and ReE numbers on the cumu-
lative undersize mass fraction.
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Figure IV.13: Cumulative mass fraction distribution for different ReT and ReE numbers.

The characteristic diameters obtained from the corresponding cumulative undersize
distribution, the calculated Sauter Diameter D32 and the normalized/relative standard
deviation for each simulation are summarized in table IV.5. D32 calculated by the semi-
empirical models presented in chapter I for the corresponding rotation speed and flow rate
are also presented in table IV.5. All diameters are expressed in µm.

Table IV.5: Characteristic diameters for SPH simulations and semi-empirical models.

# Dm,10 Dm,50 Dm,90 D32 Std D32 Champagne
& Angers

D32 Kim
et al.

D32 Schenk
et al.

# particles

UMo-1 56 67 80 67 0.3 99 78 105 30
UMo-2 44 49 59 49 0.2 79 62 85 64
UMo-3 32 36 39 35 0.3 58 45 62 12
UMo-4 33 39 44 39 0.1 64 51 69 68
UMo-5 31 40 46 39 0.2 71 56 76 110
UMo-6 23 27 34 28 0.2 50 39 53 45
UMo-7 27 33 37 32 0.2 55 44 59 73

The three semi-empirical models express the ratio between the Sauter diameter and the
rod diameter as a function of Re0.12

E Re−0.98
T Oh−0.86. In order to compare the mean Sauter
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diameter predicted by SPH simulations with the semi-empirical models, the dimensionless
diameter DSPH−32

Drod
is expressed as a function of Re0.12

E Re−0.98
T Oh−0.86 as follows:

DSPH−32

Drod
= βRe0.12

E Re−0.98
T Oh−0.86 (IV.17)
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Figure IV.14: Linear regression analysis of SPH diameters D32.

From the result presented in figure IV.14, it was found that the SPH simulations agree
with respect to the semi-empirical model with a proportionality constant. For this case,
the β coefficient was found equal to 0.88.

Table IV.6: Comparison between SPH and semi-empirical models for estimating the mean
Sauter diameter.

Model β

SPH 0.88
Champagne & Angers [9] 1.42

Kim et al. [30] 1.12
Schenk et al. [15] 1.52

Table IV.6 compares β coefficients of the SPH numerical model with the semi-empirical
models. The results show that the SPH model tends to under-estimate the droplet diam-
eter. By comparing the SPH mean Sauter diameter with the average of D32 obtained by
the other three models, we obtain the following:

DSPH−32

Dsemi−empirical−32
= 0.65 (IV.18)

The shift between the SPH results and the semi-empirical models can also be expressed
as follows:

DSPH−32 = Dsemi−empirical−32 − 0.44Re0.12
E Re−0.98

T Oh−0.86 (IV.19)
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Chapter IV. Simulation of the REP atomizer

There are several likely reasons to explain the unexpectedly low value for βSPH . First,
in the SPH model, the phase film thickness is considered to be independent of r or θ. How-
ever, experimentally this is not the case. Possibly because the heating is not homogeneous,
the surface of the rod after fragmentation is not smooth. There are rather scratches that
may correspond to preferential paths for the liquid metal (see figure IV.15). This means
that the local mass flow rate is more important than the average flow rate, which leads to
an increase in the diameter of the atomized droplets.

Figure IV.15: Example of partial rod atomization.

Second, the effect of the gas in the atomization chamber is not considered. In fact, there
are two competing actions of the gas in affecting the droplet size. The gas is assumed to
promote the disturbance of the liquid melt surface facilitating thus the atomization process
and leading to the production of finer particles. On the other hand, the gas could play an
important role in increasing the cooling rate of the liquid by increasing the convective heat
transfer coefficient between the melt and the atmosphere. This decrease in the temperature
is accompanied with a change in the fluid properties, mainly an increase in the viscosity
which makes the atomization process more difficult. Recently, the effect of the gas in the
atomization chamber was verified by Zhao et al. [164]. They found that when increasing
the gas flow rate experimentally in a plasma rotating electrode process, the mean powder
size increased. Furthermore, their numerical study on the atomization process showed the
competing effect of the gas blast on the mean powder size.

Finally, the stability of the liquid film close to the inlet zone can play an important role
in the dynamics of the fragmentation process. These numerical instabilities can facilitate
the fragmentation process which can explain the smaller size of the SPH droplets. To have
a better stability near the inlet zone area, solid wall particles were used on the top of the
liquid film in order to create some sort of a small control box (figure IV.16). In addition,
to ensure that the inlet flow is not disturbed by surface tension force, the surface tension
coefficient is increased linearly from 0 at the fluid inlet zone to its real value just before
the rod edge. It should be noted that this is a strong hypothesis that could have an effect
on the droplets final diameter. In general, the surface tension force enhances the stability
of the liquid film, and the atomization occurs only when the centrifugal force overcomes
the viscous and surface tension forces. This means that a decrease in the surface tension
coefficient promotes the liquid atomization process leading to finer powders. Improvement
scenarios to stabilize the liquid film near the inflow zone are proposed in the conclusions
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and perspectives chapter.

Figure IV.16: Representation of the inflow zone for the REP simulation.

The variation of Dm,10, Dm,50 and Dm,90 can be also obtained as a function of the
dimensionless numbers (see figure IV.17). With a linear regression analysis, the expression
of these characteristic diameters can be expressed as follows:

Dm,10

Drod
= 0.74Re0.12

E Re−0.98
T Oh−0.86 (IV.20)

Dm,50

Drod
= 0.89Re0.12

E Re−0.98
T Oh−0.86 (IV.21)

Dm,90

Drod
= 1.03Re0.12

E Re−0.98
T Oh−0.86 (IV.22)
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Figure IV.17: Linear regression analysis for SPH diameters: Dm,10, Dm,50 and Dm,90.

For its applications purposes, CERCA is interested in droplets having a diameter
ranging between 0-40 µm, 40-100 µm and 100-125 µm. According to the simulation re-
sults, the dimensionless numbers (ReE , ReT ) for obtaining these diameters, assuming that
Oh = 0.00036, are presented in figure IV.18.
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100



IV.3.2.3 Droplet formation frequency

Experimentally, the frequency at which the droplets are ejected can be calculated based
on the flow rate in the steady state regime, the mean particle size diameter Dm,50 and the
distance between the two ejected droplets or two ligaments d, as illustrated in figure IV.19.
By assuming that the ejection points (places where the droplet break-away from the rod
edge) are evenly distributed at the periphery of the rod, the frequency can be expressed
as:

F =
Q

π
6D

3
m,50

d+Dm,50

πDrod
(IV.23)

Figure IV.19: Schematic representation of the distance between two droplets.

From the SPH numerical results, the droplet generation frequency for each simulation
is estimated by dividing the total number of droplets ejected in one streamline by the sim-
ulation duration. This frequency is presented in figure IV.20 as a function of the rotation
speed (ReT ) and the flow rate (ReE). It can be deduced that the frequency increases with
the rotation speed and/or the flow rate.

The objective is to compare these frequencies with equation IV.23, except that the
distance between two ejected particles is obtained using SPH simulations and not from
theoretical or experimental data. This distance is measured at the rod periphery for each
simulation, see table IV.7. The results show that this distance is almost equal to the mean
Sauter diameter. Figure IV.20 shows good agreement between the measured and calcu-
lated frequencies for ReE = 120 with a difference below 14 %. For ReE = 290, calculated
and SPH frequencies have the same tendency and are of the same order of magnitude.
However, the calculated frequency is higher by almost 30% than the one measured with
the SPH simulation. The reason could be that the measured distance between two droplets
is not accurate and should be smaller than the mean diameter. Another reason may be
that the assumption of a uniform distance between the ejection points could be too crude.
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Chapter IV. Simulation of the REP atomizer

Table IV.7: Measured distance d between two particles in SPH simulations.

# d (µm) D32(µm)

UMo-1 65 67
UMo-2 52 49
UMo-4 43 39
UMo-5 37 39
UMo-6 26 27
UMo-7 28 32
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Figure IV.20: Droplet generation frequency as a function of ReT and ReE .

IV.3.3 Effect of external vibrations

As explained in chapter I and as seen in the validation example of chapter III, the
fragmentation process can be controlled by applying external vibrations to trigger the
fragmentation phenomenon. This was tested numerically on the REP by imposing the
solid below the liquid film to move vertically in a sinusoidal form according to equations
III.26 and III.27. The vibrations were applied for the fragmentation in the LD regime,
as the case considered by Zainoun et al. [138]. The input parameters of simulation #
UMo-5 (table IV.1) were considered. The maximum amplitude (A0) and frequency (F )
of the vibrations were varied between 1 to 10 µm and 10 to 40 kHz, respectively. The
droplets are detached from the rotating rod at a frequency around 20 kHz. Table IV.8
presents a list of the tested Amplitude/Frequency combinations. The acceleration due to
the vibrations is calculated by: avib = A0(2πF )2. This acceleration is compared to the
centrifugal acceleration, which is equal to 10000 g in this case. The ratio between these
two accelerations is defined as: Υ = avib

acentif
.
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Table IV.8: List of SPH simulations with vibrations.

# A0(µm) F (kHz) Relative acceleration Υ

UMo-5 0 0 0
UMo-5-a 1 10 0.04
UMo-5-b 1 20 0.16
UMo-5-c 1 40 0.63
UMo-5-d 10 20 1.6
UMo-5-e 4 20 0.63
UMo-5-f 2 28.3 0.63

For simulation # UMo-5-d, it was found that the SPH particles tend to adhere to the
peripheral rod surface instead of detaching, as it can be seen from figure IV.21. That is,
droplets were not obtained for this set of parameters. This can be explained by the fact
that the acceleration due to the vibrations is 1.6 times higher than the rotation accelera-
tion. This means that the physical mechanism at hand has changed, and the centrifugal
force is no longer the dominant one. Instead, the vertical shear stress becomes very impor-
tant and because complete wetting is considered, the adhesion phenomenon is observed in
this case. Subsequently and as part of this study, the acceleration due to vibrations was
limited to 6300 g and various combinations (Frequency/Amplitude) allowing to obtain this
acceleration were tested.

Figure IV.21: Adhesion of fluid particles on the solid rod for simulation # UMo-5-d.

No significant change was observed in the PSD, as shown in figure IV.22a, meaning
that the effect of the vibrations is not remarkable for the tested configurations. It should
be noted also that these vibrations did not affect the frequency of the droplets detachment,
which remained equal to about 20 kHz. However, the standard deviation of the droplet
diameters tends to slightly decrease by increasing the acceleration of the vibrations, as it
can be seen from figure IV.22b. Unexpectedly, this decrease is related to the acceleration
and was observed for any frequency and not only for that of droplets detachment.
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Figure IV.22: Effect of applying vibrations on the a) PSD and b) Standard deviation.

Unlike the simulations for the uni-directional jet break-up presented in the previous
chapter, the vibrations in the REP configurations seems not to have an important effect
on the mean particle diameter nor on the total PSD. This can be explained by mainly
two reasons. In the first configuration, the vibrations were applied in the direction of the
jet, contrary to the REP configuration where the vibrations were applied orthogonally to
the jet. In addition, contrary to the unidirectional jet configuration, the fluid in the REP
configuration has two degrees of freedom (the melt can move in the x and y directions).
This also explains why in this case the stress due to vibrations is not transmitted to the
liquid as effectively as in the case of a uni-directional jet.

IV.4 Conclusions

The effect of varying the operational parameters and adding external vibrations on the
UMo REP atomization process was studied. The conclusions are summarized as follows:

1. The Sauter diameter and the average frequency of droplet generation can be defined
as a function of three dimensionless numbers (ReE , ReT and Oh).

2. By increasing the rotation speed, the droplet size decreases and the PSD becomes
narrower.

3. In addition to the rotation speed, changing the mass flow rate can also affect the PSD.
Bigger droplets can be obtained for a higher mass flow rate, with a slight increase in
the width of the PSD.

4. Adding external vibrations in a direction perpendicular to the fluid flow has a very
small effect on the PSD. The droplet mean diameters are not affected by these vi-
brations. However, a small decrease in the standard deviation is observed when the
acceleration of the vibrations is important, which means that the droplets diameters
distribution is more mono-disperse. This decrease depends mainly on the accelera-
tion of the applied vibrations and not on their frequencies. It could be interesting to
test different frequencies and check if there exist a frequency range where the PSD
is slightly narrower (smaller standard deviation).
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5. The heating phenomenon plays an important role in defining the mass flow rate
and the film thickness. Besides, the heat transfer between the melt and the gas
in the atomization chamber can affect the fluid properties. Therefore, it would be
interesting to further complete the model in order to take into account the thermal
aspects.

6. With the results obtained by the SPH simulations, expressions were defined for the
characteristic diameters: Dm,10, Dm,50, Dm,90 and D32, as a function of the opera-
tional parameters represented by three dimensionless numbers: ReE , ReT and Oh.
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Conclusions and perspectives

This work focuses on the development and validation of Smoothed Particle Hydrody-
namics (SPH) formulations for the simulation of the fragmentation of thin liquid films,
with the principal aim to simulate metallic powder production with the Rotating Elec-
trode Process (REP). To achieve this objective, the numerical development was based on
the weakly compressible SPH code developed by S. Adami and his team at the Institute
of Aerodynamics and Fluid Mechanics at TUM.

After establishing the state of the art of the REP atomizer and the SPH method, the
work was focused on three main areas. First, a proper surface tension model needed to
be implemented for free surface flows. For that matter, different techniques for applying
surface tension force, all based on the CSF approach, were compared. As a result, a model
was chosen and implemented for detecting surface particles in free surface flow and apply-
ing surface tension force. The implementation was successfully tested with common test
cases found in the literature: Square droplet and Droplet oscillation.

The second line of research is the development of a new correction method to estimate
and correct the density near the free surface. The idea behind this method is to esti-
mate the empty volume of the support domain due to the missing particles as a function
of the distance to the surface and the curvature of this surface. This new method was
implemented in 3D and tested for the Cube droplet test case and the Rayleigh-Plateau
instability. By comparing this technique to the Shepard correction technique, the results
show that this new method improved significantly the stability of the simulation, the den-
sity profile near the free surface and the particle re-arrangement. It should be noted that
this method depends greatly on the curvature calculation and on the accuracy in detecting
surface particles.

Lastly, small implementations and calculations were made to adapt the SPH code to
be able to simulate the REP atomizer. Because of the high computational cost, an inflow
boundary condition needed to be implemented to simulate a small part near the edge of the
rotating rod. For that, a buffer zone was created for the fluid inlet. A prescribed pressure
and velocity profile was imposed on the particles in this buffer zone. The implementation
was verified with the Poiseuille flow test case. With the adopted geometry of the REP
simulation, it is necessary to calculate the flow velocity profile and the film thickness as
a function of the operational parameters. Thus, an analytical set of equations was de-
tailed to calculate these quantities. Combining all modifications together, the overall SPH
implementation was validated with the fragmentation of a unidirectional water jet. The
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SPH model has proven to be a suitable tool to reproduce experimental and theoretical data.

Finally, regarding the applicability of what has been developed, a simulation list was
carried out to study the effect of the operational parameters of the REP atomizer and
investigate the impact of imposing vibrations on the droplets size. Qualitatively, the SPH
model can reproduce the differences between the DDF and LD regimes. As for the droplets
size, it was found that the Sauter diameter obtained by the SPH model is smaller than
the one predicted by the semi-empirical models by a unique multiplicative constant. One
of the main reasons is the simplifications taken for simulating the REP atomizer. The
average size of the drops decreases by increasing the rotational speed and/or decreasing
the flow rate of liquid metal (correlated to the laser heating power). Expressions for D10,
D50 and D90 were obtained as a function of the dimensionless numbers: Oh, ReE and
ReT . Regarding the effect of the vibrations, the study showed that vibrations applied to
the solid rod in the direction perpendicular to the liquid film do not have a significant
effect on the particle size distribution, in the investigated REP configuration.

Nevertheless, some improvements can be proposed to achieve a better simulation of
the REP atomizer. With regards to the surface tension model, it would be interesting to
develop a proper contact angle model taking into account the wetting between the liquid
melt and the solid rod. A virtual interface method can be implemented similar to the one
proposed by Dong et al. [165]. The idea is to identify the contact point between the liquid
and solid and create a virtual interface at this point by dividing the wall particles into
two types (liquid or gas) according to the desired contact line. By applying this method
the surface tension force can work as an adjustment force that tends to equilibrate the
dynamic line into the equilibrium contact angle. As for the density correction method, a
more precise representation of the surface and a more accurate calculation of the curvature
will definitely lead to a better density correction for particles near the free surface.

Another improvement is in implementing angular periodic boundary conditions. Be-
cause of the absence of rotational periodicity, the system studied was reduced to a small
rectangle at the edge of the rotating rod. With this improvement, an angular sector of the
rotating rod could be simulated and not only its edge, and the Coriolis effect could also
be included. Another advantage is that the distance travelled by the liquid flow prior to
the break-up is larger and thus the problem of achieving a better stability for the particles
shifting from the inlet buffer zone to the fluid zone could be solved. For example, in the
actual version of the model, the surface tension force and the vibrations amplitude are
gradually imposed to fluid particles and they reach their maximum values only at the edge
of the rotating rod.

In fact, the stability of the liquid film over the rotating rod and more precisely close to
the inlet zone may play an important role in the fragmentation process. Numerical insta-
bilities can affect the force balance and subsequently affect the fragmentation process. This
is why it seems relevant to work on the improvement of the stability near the inflow zone.
One of the solutions could be the adaptation of the calculation of the curvature and the
surface tension force in this region, which will of course affect the density calculation as well.
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Ultimately, a more advanced SPH model including a coupling of heat transfer and fluid
mechanics should be foreseen to simulate more precisely the REP atomizer, which will al-
low for further experimental validation. With implementing a proper heat transfer model,
the cooling of the liquid film at the edge of the rotating rod can be studied as well as the
effect of the non-homogeneity of the liquid film. The laser could be simulated by simply
using the SPH heat conduction equation or by using a Ray tracing algorithm to track the
propagation of the laser beam [166], which is currently under development in the SPH code
used for this work. The main problem here is the high computational cost because first
the phase change and the liquid break-up do not occur at the same time scales and second
a finer discretization is needed to model the phase change from solid to liquid.
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Appendix A
Experimental study: Influence of

vibrations on the break-up of
unidirectional liquid jets

The experimental set-up is described in chapter III. The images taken by the fast cam-
era are analyzed using Matlab. Two fluids have been tested: water and Bolton 117 alloy
with a melting temperature of 47 ◦C. For the metal jet to be fragmented, it is necessary to
create an inert atmosphere and avoid oxidation. For this, a casing was designed to control
the atmosphere at the exit of the jet (figure A.1).

Figure A.1: Photos of the casing for metal fragmentation.

Experiments with water

First, the influence of the direction of the vibrations compared to that of the jet was
studied. Two orientations of the piezo-electric cell were tested (figure A.2):

• Vertical: in the direction of the jet

• Horizontal: perpendicular to the direction of the jet
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Appendix A. Experimental study: Influence of vibrations on the break-up of
unidirectional liquid jets

Figure A.2: Orientation of the piezo-electric cell: a) Vertical and b) Horizontal.

For both cases, a disk with an orifice diameter of around 52 µm was used, with a jet
speed equal to 11.2 m/s. In these conditions the Rayleigh frequency is equal to 49.5 kHz.
The frequency of the vibrations was varied manually by scanning the interval between 0
and 100 kHz. By viewing the jet at the output, whenever a change in the diameter of
the droplets is observed, the frequency is recorded and pictures of the droplets are taken.
There are possibly optimal frequencies that have not been detected.

Table A.1: Droplets mean diameter as a function of the frequency for different orientations of
the piezo-electric cell.

Vertical orientation
Frequency (kHz) 0 15.4 28 49.55 55.4 79.7
Dmean(µm) 85 123 99 76 69 77
Standard deviation (µm) 24.8 6.2 6.3 9.4 17.5 25.5
Photo of the jet

Horizontal orientation
Frequency (kHz) 0 20.8 28.7 33
Dmean(µm) 85 110 95 84
Standard deviation (µm) 24.8 14.9 24.2 11.8
Photo of the jet

Table A.1 shows the average diameter and its standard deviation as a function of the
frequency, for the two piezo-electric cell orientations. Between 3000 and 4000 droplets were
considered for the statistical study. From these results, it appears that the vibrations are
transmitted to the jet in both configurations. However, with the vertical orientation, the
jet is more regular and thus the vibrations effect is more important. It confirms that the
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orientation of the piezo-electric cell has an effect on the jet fragmentation.

In the series of experiments presented above, a drilled disk glued to the atomization
system was used to generate droplets. The problem with this configuration is that after a
certain number of cycles, the disk detaches from the system. In most cases, while trying
to glue it again, the hole get obstructed by some impurities and so another disk should be
used. Its potientially different diameter makes the reproducibility study more difficult. To
avoid this problem and in order to have a tight system for better vibration transmission,
the glued disk was replaced by a machined and laser drilled Swagelok tip. In this second
configuration, a series of experiments was conducted with an orifice of diameter around
150 µm, with different output velocities:

• u1 = 5.5 m/s ⇒ FRayleigh = 8.7 kHz

• u2 = 8.7 m/s ⇒ FRayleigh = 12.7 kHz

• u3 = 12.2 m/s ⇒ FRayleigh = 17.8 kHz

Table A.2 presents the results of this study. There exists a frequency range in which
the size distribution of droplets is controlled. This frequency depends on the jet speed:

• u1 = 5.5 m/s ⇒ Frequency range = [7-11] kHz

• u2 = 8.7 m/s ⇒ Frequency range = [9-22] kHz

• u3 = 12.2 m/s ⇒ Frequency range = [11-23] kHz

Table A.2: Droplets mean diameter as a function of the frequency for different jet speed.

Velocity (m/s) 5.5 8.7 12.2
Frequency (kHz) 8 9 11 11 14 21 11 17 22
Dmean(µm) 317 295 269 313 297 233 337 276 296
Standard deviation (µm) 24.2 18.6 21.5 12.5 7.7 15 18.2 13.2 9.7
Photo of the jet

Experiments with liquid metal (Bolton 117)

For the metal experiments, the casing was filled with nitrogen in order to reduce the
concentration of oxygen in the range of 35 to 50 ppm. To compare the results between
water and Bolton 117, the same machined part (Swagelock) with a diameter of around 150
µm was used with a jet speed of u1 = 5.5 m/s. The Rayleigh frequency is also 8.7 kHz
since it does not depend on the material used (FRayleigh = 0.222 u

Djet
). The results are

presented in table A.3.
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Appendix A. Experimental study: Influence of vibrations on the break-up of
unidirectional liquid jets

Table A.3: Droplets mean diameter as a function of the frequency for metal break-up.

Frequency (kHz) 3 4 5 6 7
Dmean(µm) 302 288 247 211 202
Standard deviation (µm) 21 15.8 27 31.6 30
Photo of the jet

These results show almost the same behavior as with water: there is an optimal fre-
quency range where the particle size distribution is regular and the average diameter tends
to decrease by increasing the frequency of the vibrations. However, this optimal frequency
range is 3-7 kHz compared with 7-11 kHz in the case of water for the same experimental
conditions. In addition, for the same frequency, the water droplets are larger than metal
droplets (figure A.3). According to the formulas found in the literature and for small val-
ues of Oh number (Oh = 0.01), the Rayleigh frequency and the droplet diameter do not
depend on the material used (table I.2). The difference between water and metal droplet
sizes and optimal frequencies could be caused by the differences between the two devices:

• Presence of the casing for controlling the atmosphere. This casing is in contact with
the Swagelok for the jet orifice and so can alter the vibrations.

• Mass difference between the two systems leading to a different inertial damping.
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Figure A.3: Mean droplet diameter as a function of the frequency for a jet diameter of 150 µm
and a jet velocity of 5.5 m/s.
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Appendix B
Convergence study

A numerical model is convergent if the solution approaches a fixed value with an in-
crease in the domain refinement or a decrease in the time step. In the case in hand, three
convergence studies were conducted: the sensitivity of the numerical model was tested to
the space and time step and to the chosen geometry (size of the system).

Based on the analytical calculation presented in chapter IV, the thickness of the liquid
film varies between 2 to 6 µm. Given the size of the support domain of the chosen kernel
function, at least three SPH particles must be considered to represent the fluid phase. The
objective here is to chose the suitable space discretization that gives accurate results while
minimizing the computational cost. That is, 3 to 6 layers of fluid particles are considered
in the film thickness. To test the convergence of the SPH model, the PSD from two
simulations were compared. The first reference simulation having a space discretization
of dx with 4 SPH particles in the fluid thickness and the second simulation with dividing
by 2 the distance between the particles (0.5dx or 8 SPH particles in the fluid thickness).
Similarly, to study the convergence to the time step, two simulations were considered: the
reference test case with a time step dt and the second simulation with a time step equal to
0.5dt. Finally, the sensitivity of the model to the size L (see figure IV.1) of the system was
studied. For that, a simulation was performed with twice the width 2L and compared with
the reference configuration. The results are presented in table B.1. The mean diameter
and the standard deviation for each simulation are compared with the reference test case
(dx, dt, L).

Table B.1: Convergence study of the numerical model.

D32(µm) Std (µm) Number of droplets
Reference (UMo-5) dx dt L 38.9 8.7 110
Space convergence 0.5 dx dt L 33.7 13.5 5
Time convergence dx 0.5 dt L 38.1 9 48
System size convergence dx dt 2L 38.5 9 39

By analysing the obtained values, it is noticed that the change in the Sauter mean
diameter D32 is insensitive to the space and time resolution and to the system size. For a
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Appendix B. Convergence study

more qualitative comparison, the normalized cumulative undersized mass fraction for each
simulation is represented in figure B.1. The presented PSD for the different simulations are
almost the same. The difference observed for the space convergence simulation (0.5 dx) is
attributed to poor statistical representation where only 5 particles are considered due to
time constratints. Therefore, it can be considered that the numerical convergence of the
SPH model is achieved. In fact, this model is very sensitive to the curvature and thus, if we
increase further the space discretization (decrease in dx), the error in the curvature calcula-
tion becomes more important and thus the stability of the numerical model will be affected.
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