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Abstract

The previous research shows that the Computational Fluid Dynamics (CFD) sim-
ulation is able to acquire the accurate solutions of the physics field. However, the
traditional discrete methods used in the numerical simulation are expensive and
in some practical problems, they still remain great challenges. In this decade, ma-
chine learning has developed rapidly. From the initial computer vision field where
so much research has been conducted, machine learning, especially the deep learn-
ing approach, has been applied to many scientific research fields, among which the
physics prediction is an attractive choice.

This cumulative dissertation is devoted to predicting the physics field solutions
in liquid rocket engines, where both fundamental scientific and practical engineering
problems are involved, using the Convolutional Neural Networks (CNN) method.
In particular, a data-driven CNN approach is developed for the characterization of
film cooling in a combustor, a physics-driven method is proposed for field solution
prediction such as steady-state heat conduction and fluid mechanics, a combined
data-driven and physics-driven method is proposed using both reference samples
and physics law in loss, a generative adversarial networks with physical evaluators
framework is designed to simulate the instantaneous spray of a pintle injector.

The first part of this thesis contributes to introducing one convolutional neural
networks architecture to directly predict the mixing characteristics between coolant
and hot gas in a rocket combustion chamber. Based on a reference experiment, nu-
merical solutions are obtained from a Reynolds-Averaged Navier–Stokes simulation
campaign. And then the numerical results on finite volumes are interpolated on
a rectangular finer grid for CNN. A U-net architecture is modified to encode and
decode features of the mixing flow field. The influence of training data size and
learning time with both normal and re-convolutional loss functions is illustrated. By
conducting numerical experiments about test cases, the modified architecture and
related learning settings are demonstrated with global errors less than 0.55%.

The second part of this thesis chooses the heat conduction problem as an exam-
ple and compared the data- and physics-driven learning process with deep CNN.
It shows that the convergence of the error towards a ground truth solution and the
residual of the heat conduction equation exhibits remarkable differences. Based on
this observation, a combined data- and physics-driven method for learning accel-
eration and more accurate solutions is proposed. With a weighted loss function,
reference data and the physical equation are able to simultaneously drive the learn-
ing. Several numerical experiments are conducted to investigate the effectiveness of
the combined method. For the data-driven based method, the introduction of the
physical equation not only is able to speed up the convergence but also produces
physically more consistent solutions. For the physics-driven based method, it is ob-
served that the combined method is able to speed up the convergence up to about
50% even the target values are not very precise, which allows to incorporate data
uncertainty matters.

The third part of this thesis targets the physics-driven learning of complex flow
field solutions with high resolutions, especially to reduce the dependency on large
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amounts of pre-computed training data. The use of CNN with a U-net architec-
ture is able to efficiently represent and reconstruct the input and output fields, re-
spectively. By introducing Navier-Stokes equations and boundary conditions into
loss functions, the physics-driven CNN is designed to predict corresponding steady
flow fields directly. In particular, this prevents many of the difficulties associated
with approaches employing fully connected neural networks. Several numerical ex-
periments are conducted to investigate the behavior of the CNN approach, and the
results indicate that a first-order accuracy has been achieved. Specifically for the
case of the flow around a cylinder, different flow regimes can be learned and the ad-
hered “twin-vortices" are predicted correctly. The numerical results also show that
the training for multiple cases is accelerated significantly, especially for the difficult
cases at low Reynolds numbers, when limited reference solutions are used as sup-
plementary learning targets.

The fourth part of this thesis aims at a pintle injector with adjustable geometry
in liquid rocket engines. A novel deep learning approach used to simulate instan-
taneous spray fields under continuous operating conditions is explored. Based on
one specific type of neural networks and the idea of physics constraint, a Generative
Adversarial Networks with Physics Evaluators (GAN-PE) framework is proposed.
The geometry design and mass flux information are embedded as inputs. After the
adversarial training between the generator and discriminator, the generated field
solutions are fed into the two physics evaluators. In this framework, a mass conver-
sation evaluator is designed to improve the training robustness and convergence.
And the spray angle evaluator, which is composed of a down-sampling CNN and a
theoretical model, compares the generated spray angle with the reliable one accord-
ing to injection conditions. The characteristics of the simulated spray, including the
spray morphology, droplet distribution, and spray angle, are well predicted. The
work suggests the great potential for prior physics knowledge employment in the
simulation of instantaneous flow fields.
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Chapter 1

Introduction

1.1 Traditional methods for physics field prediction

Future generations of space transportation systems require flexible launch capabili-
ties and reusability. For the foreseeable future, they will rely on chemical propulsion
systems as primary engines, as this type of propulsion offers the best compromise
between development and efficiency. Particularly, civilian launchers and spacecraft
rely on liquid-propellant engines. In terms of cost, efficiency, reliability, and environ-
mental compatibility, this type of engine needs more technological improvement to
reach the highest payload while keeping aerodynamic and thermal loads at reason-
able levels [1]. As a precondition for novel technical solutions, extensive basic study
of the enormous thermal and mechanical loads of liquid engines are necessary.

There are two key technological challenges in the development of liquid rocket
engines: film cooling and injection spray, as illustrated in Figure 1.1. They are es-
sential for launcher systems to operate efficiently and safely. The former is a thermal
protection technique that can be used in combustion chambers by introducing a por-
tion of fuel along the wall [2]. This introduction in the combustion chamber not only
protects the wall from high thermal loads, but also from chemical impact. The lat-
ter is the injection spray. Because transient start-up is one of the most challenging
operations for a rocket engine, and the combustion performance of the propellant
combination is strongly reliant on the injection and mixing procedures, it is critical
to comprehend the spray phenomena involved.

Film cooling area

Injection spray area

Velocity Field

Temperature Field

Chamber Throat NozzleFaceplate

(A) Engine configuration and physics field

Fuel & oxidizer injector

2.7
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1.5
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1.1
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Film injector

(B) Injector face plate

FIGURE 1.1: Film cooling and injection spray in a liquid rocket thrust chamber (adapted
from Ref. [3]).
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For the aforementioned practical engineering tasks, obtaining the physics field
is an important aspect in order to obtain dominating parameters. These parameters
and other obtained characteristics are crucial for engine design such as a blowing ra-
tio, injector distribution, and nozzle geometry, etc. The physics field is traditionally
obtained by solving a sequence of governing equations on a computational mesh
with proper boundary conditions. One of the approaches is known as Computa-
tional Fluid Dynamics (CFD) simulation. It bases on the fact that physical phenomena
can be described by partial differential equations, such as the Laplace equation and
Navier-Stokes (N-S) equations, which can usually be solved analytically or approxi-
mated within small domains of space and time [4]. With the development of the CFD
methods and high-performance computing resources, the accuracy of the numerical
simulation has been greatly improved. From the early studies which are mainly car-
ried out with experimental techniques [5, 6, 7], the numerical investigations were
widely conducted for almost all engine components nowadays.

However, despite the impressive advances in the field of High-Performance Com-
puting (HPC), the computational resources needed for complicated full-resolution
applications requiring many iterations of physics solutions, such as aerodynamic
optimization, are still out of reach. The physical field solving is computationally ex-
pensive in many circumstances, slowing down the entire design process. As a result,
a method that is both economical and precise is necessary [8].

Besides the discrete methods, there are several dimensionality-reduction strate-
gies for difficult prediction tasks, such as Proper Orthogonal Decomposition (POD) or
Dynamic Mode Decomposition (DMD). By which, the low-rank modes and subspaces
that characterize spatial-temporal flow data are computed and interpreted [9, 10].
POD and DMD are based on the singular value decomposition which is widely
used in the dimensionality reduction of physical systems. These reduction meth-
ods constitute the mathematical foundation of reduced-order modeling and realize
the computation of high-dimensional discretizations of complicated processes [11].
However, the employment of the reduced-order modeling to compress and recon-
struct the physics field not only is complicated but also may introduce additional
errors from the projection onto reduced space [12, 13, 14].

Since the development of computational tools, researchers have employed CFD
approaches extensively for rocket engine design and analysis. As a result, the amount
of data gathered from numerical simulations has increased dramatically. Conse-
quently, new methods for processing and analyzing these data are needed. On the
other hand, data science has grown significantly in recent years, resulting in the dra-
matic blossom of Machine Learning (ML) techniques for big data. As a result of the
advancement of effective ML algorithms, data-driven modeling has arisen as a new
modeling pattern for physics prediction.

1.2 Machine learning

Over the last decade, machine learning-based approaches have become increasingly
popular and affect a wide range of industries, including autonomous driving, health
care, banking, manufacturing, and more. Like computers and information technol-
ogy at the turn of the century, machine learning is frequently recognized as one of
the most cutting-edge technologies of our era. Machine learning’s overall goal is
to find patterns in data that can be used to guide how problems are solved. In an
autonomous car, for example, massive amount of data from sensors must be turned
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into judgments on how to manage the car in a very intricate environment. The in-
side machine should has learned to recognize danger and make decision. Major
advances in the aforementioned range, such as the objective recognition, have em-
phasized machine learning’s recent success.

In particular, deep learning technology, to a significant extent, has recently al-
lowed machines to access applications that were previously unavailable. AlphaGo’s
demonstration of deep reinforcement learning, for example, has had a substantial
impact on the perception that the whole Artificial Intelligence (AI) field is moving
closer to what was expected. Among the advanced methods, machine learning, deep
learning, and neural networks are examples of artificial intelligence subfields. Deep
learning, on the other hand, is a branch of machine learning, and neural networks is
a branch of deep learning.

Artificial Neural Networks (ANN) or simply Neural Networks (NN), are a core sub-
set of the current machine learning methods. The name and structure are inspired
by the human brain, and they function similarly to biological neurons in terms of
communication.

In the middle 1980s, neural networks were extremely popular due to their paral-
lel and distributed processing capabilities. However, the lack of availability of back-
propagation training, which is often used to alter the parameters, has hampered
advancement in this field. At that time, neural networks have been progressively
replaced by Support Vector Machines (SVM) [15] and other simple models that can be
easily trained to address convex optimization problems. Over the past decade, along
with the increased computational capabilities, such as Graphics Processing Unit (GPU)
and Massively Parallel Processing (MPP), the use of neural networks has a resurgence.
Meanwhile, the proposal of ResNet [16] helps deep neural networks gaining a lot of
success in supervised learning and the networks with hundreds of layers have been
developed to replace the shallow neural networks. When it comes to speech and im-
age recognition, deep learning performs as well as, or even better than, the human
being. Also, when utilized for unsupervised learning tasks like feature extraction,
deep neural networks have more powerful capability to extract information from
raw audio or images with considerably little interaction. In recent years, some novel
and better training procedures such as unsupervised pre-training and automated
machine learning have sparked new interest in neural networks.

As Figure 1.2 shows, NN is comprised of some node layers, containing an input
layer, one or more hidden layers, and an output layer. In the numerous deep learning
tasks, the output layer defines the task form. For example, when the output layer is a
categorical variable, the neural network is a way to address classification problems.
When the output layer is a continuous variable, the network can be used to conduct
regression tasks. When the output layer is the same as the input layer, the network
can be used to extract intrinsic features. Each node, or artificial neuron, is connected
to the others and has a weight and threshold linked. If a node’s output exceeds a
certain threshold value, the node is activated, and data is sent to the next layer of the
network. Otherwise, no data is sent. Because data is transmitted from one layer to
the next, this neural network is referred to as a feedforward network.

The layers are made of nodes that are illustrated in Figure 1.3. A node is a com-
putational unit modeling a neuron in the human brain that will activate when it gets
enough stimuli. A node combines data input with a set of coefficients, or weights,
that either amplify or dampen that input, providing relevance to inputs for the al-
gorithm’s learning purpose. Larger weights indicate that some variables are more
critical to the choice or result. The inputs are then multiplied by their corresponding
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output layermultiple hidden layersinput layer

FIGURE 1.2: A neural network consists of three parts: input layer, hidden layers, and
output layer. The number of hidden layers defines the model complexity and modeling
capacity.

weights before being added together. The sum is then passed to the activation func-
tion of a node, which determines whether and how far the signal should go across
the network to accomplish the desired goal. The node activates when the sum ex-
ceeds a specified threshold, transferring data to the next layer of the network. One
node’s output becomes the input of the next node. The model would generate differ-
ent results if the weights or the threshold were altered. As a result, a neural network
might make increasingly sophisticated judgments depending on the output of pre-
vious layers.

input weight summation activation

function

output

FIGURE 1.3: Diagram of a node in layers. Each individual node has its own regression
model, composed of the input data, weights, a bias, a activation function, and an output.

1.3 Machine learning for physics prediction

Parallel to the rise of machine learning techniques in industrial applications, scien-
tists, notable physicists, have become more interested in machine learning’s poten-
tial in fundamental research. This is unsurprising to some extent, considering that
ML and physics both utilize comparable methods and have similar goals. Both pro-
fessions are interested in gathering and interpreting data in order to develop models
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that can predict how complex systems will behave. Though the core goals are ful-
filled, the ways are noticeably different. On the one hand, physicists strive to under-
stand nature’s systems and employ their own knowledge, intelligence, and intuition
into the models. Machine learning, on the other hand, does the inverse: models are
agnostic, and the machine draws “intelligence” from data. The obtained models are
opaque to humans’ understanding. But in certain contexts, they provide remarkably
good results [17].

With abundant training methods and high-performance computing resources,
machine learning has been applied for many scientific research fields, including
computational physics where modeling [18, 19], optimization [20, 21], control [22]
and other critical tasks [23] have been carried out. A specific application of machine
learning is to predict the physics field for reducing or avoiding the large compu-
tational cost of the traditional discrete, finite volume/element/difference, methods
which solve Partial Differential Equations (PDEs) numerically.

Machine learning methods for physics field prediction can be classified into two
distinct types: data-driven relying on training data and physics-driven using physics
law. In previous research, usually, a large amount of labeled training data are used
to train the model, which is called the data-driven method. The modern data-driven
methods can be roughly identified as the direct way using neural networks and the
indirect way using closure models. In fact, in order to reduce the restriction of train-
ing data, the physics law presented as PDEs, which is unknown in the data-driven
learning methods, could be explicitly employed in the machine learning process [24,
25]. Raissi introduced this decades-old idea into actual machine learning algorithms
and named it as Physics Informed Neural Networks (PINN), which were presented
as two distinct types. For solving high-dimensional inverse problems, scatted and
noisy training data were utilized to train the PINN and eventually acquire accurate
coefficients of PDE [26]. This type of PINN is actually still a kind of data-driven
method. By substitution of training data values into the integer-order PDEs, the
neural networks are able to obtain the physics information. Similar works were
shown in Ref. [27, 28]. In the other type, by constraining nonlinear PDEs into the
loss function, PINN is able to obtain the solution corresponding with the initial and
boundary training samples. The effectiveness of the PDE-driving-learning frame-
work was demonstrated through a collection of physical solutions [26, 29, 30]. This
kind of physics-constrained, data-free learning method appeared only recently and
I name this machine learning approach as the physics-driven method.

Machine learning has presented good characteristics to be an alternative to carry
out the physics field prediction compared with traditional discrete methods [31].
Because of the relatively long-term development, the data-driven method has been
applied in some practical physics field inference. However, in some difficult cases,
though a large number of training samples are input, data-driven methods still have
difficulties to obtain solutions which accurately obey the underlying physical laws.
Choosing the work in Ref. [32] as an example, though the number of training sam-
ples is 12k, the errors still manifest themselves in the inferred shapes of the flow
structure behind the airfoil, and the outputs cannot fully reproduce the real fluid
field because of lacking new information which the model extracts from the existing
training data set. A similar phenomenon also happens in Ref. [33]. It requires more
research to eliminate this lack rather than simply utilizing an even larger training
data set. For the physics-driven method, it is a new machine learning approach to
conduct the physics field prediction work without any training data, which has a
broad prospect but still lacks research about the learning process and performance.
Meanwhile, although the machine learning practice presented above has shown the
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capability to capture the characteristics of the basic fluid mechanics, the application
of the machine learning methods in practical fluid dynamical problems is rare, espe-
cially for liquid rocket engines.

1.4 Aims and objectives

The main objective of the present thesis is to explore and validate the potential of the
Convolutional Neural Networks (CNN) method for physics field prediction in liquid
rocket engines. In practical liquid rocket design work, film cooling is an effective
cooling approach for wall protection, and the spray pattern of an injector signifi-
cantly influences the combustion efficiency. In addition, heat conduction and fluid
mechanics are the two key fundamental scientific problems involved. As shown in
Figure 1.4, for the two technical challenges and two scientific problems, the thesis
aims to propose a systematic framework which consists of the four parts listed be-
low.

Physics Field Prediction 

using CNN

Film 

cooling

Injection 

spray

Heat 

conduction

Fluid 

mechanics

Data-driven Combined method Physics-driven Physical evaluator 

Technical challenge

Scientific problems

Technical challenge

T
a
sk

s
M
e
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o
d
s

Paper I Paper II Paper III Paper IV

Innovation & Complexity

P
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FIGURE 1.4: The framework of this cumulative dissertation.

Concerning the simulation of fluid dynamics in a rocket combustor, in particular
the mixing characteristics between coolant film and hot gas, a data-driven frame-
work for flow field prediction based on U-net CNN is presented. The key idea
is to modify a U-net architecture that encodes and decodes features of the mixing
flow field. In the proposed method, given the inlet flow conditions, the flow field
in the subscale gaseous methane/oxygen combustion chamber can be directly pre-
dicted. The influence of training data size and learning time with both normal and
re-convolutional loss functions is also explored. The proposed method is expected
to verify the capability of CNN to capture the characteristics in the practical fluid
dynamical problems in liquid rocket engines. This work is detailed in Paper I [34],
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• H. Ma, Y. X Zhang, O. J. Haidn, N. Thuerey, X. Y Hu, Supervised learning mix-
ing characteristics of film cooling in a rocket combustor using convolutional
neural networks. Acta Astronautica. 175, 11-18, 2020,

which has been attached in Appendix A.1.
The work in Paper I [34] presents the capability of CNN with a data-driven ap-

proach. However, in some difficult cases, the data-driven method may still not be
able to obtain sufficiently accurate solutions from a large number of training sam-
ples. There is a physics-driven method that employing PDEs as the loss function.
In order to remedy the shortcomings of the two aforementioned methods, we pro-
pose an idea that combines the data- and physics-driven perspectives. Choosing
the heat conduction problem which is common in rocket engine analysis work as an
example, we first realize the original methods based on a deep CNN respectively
and compare their learning progresses for a single case training. A weighted loss
function combining the effects of reference target and physics law (given as Laplace
equation) is proposed for training the CNN to predict temperature fields. This work
is detailed in Paper II [35],

• H. Ma, X. Y. Hu, Y. X. Zhang, N. Thuerey, O. J. Haidn, A combined data-driven
and physics-driven method for steady heat conduction prediction using deep
convolutional neural networks. arXiv preprint arXiv:2005.08119. 2020,

which has been attached in Appendix A.2.
In the physics field, PDEs are usually applied to describe the physical phenom-

ena and predict local quantities such as temperature, pressure, and velocities. In
physics-driven NNs, it is postulated that the optical relationship between the lo-
cal quantities is dominating. However, the previous research on physics-driven
method usually focuses on solving simple physics problems using Multilayer Per-
ceptron (MLP) which takes a vector as input [36]. Based on the idea of physics con-
straints and a specific CNN architecture, a Physics-driven Convolutional Neural Net-
works (PD-CNN) method is proposed. In addition, in the physics-driven learning
process, the weights of CNN are adapted only to minimize the residuals of PDEs, the
solution itself is not constrained, which means there is no target being offered for ref-
erence. In order to accelerate the convergence and eventually improve the training
performance, besides the physical laws, additional reference targets are provided for
constraining the network. This work is detailed in Paper III [37],

• H. Ma, Y. X. Zhang, N. Thuerey, X. Y. Hu, O. J. Haidn, Physics-driven learning
of the steady Navier-Stokes equations using deep convolutional neural net-
works. arXiv preprint arXiv:2106.09301. 2021,

which has been attached in Appendix A.3.
After the physics-informed methods research on fundamental scientific prob-

lems in Paper II [35] and Paper III [37], the last objective of the thesis is the ap-
plication of physics-informed CNN on practical engineering problems. Due to the
adjustable geometry, pintle injectors are especially suitable for liquid rocket engines
which require a wide throttleable range. However, applying the conventional com-
putational fluid dynamics approaches to simulate the complex spray phenomena in
the whole range still remains a great challenge. In this work, a novel deep learning
approach used to simulate instantaneous spray fields under continuous operating
conditions is explored. In this framework, GAN is used to generate the instanta-
neous spray field. A mass conversation evaluator is designed to improve the train-
ing robustness and convergence. And a spray angle evaluator guides the networks
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generating the spray solutions that is more consistent with the injecting conditions.
This work is detailed in Paper IV [38],

• H. Ma, B. T. Zhang, C. Zhang, O. J. Haidn, Generative adversarial networks
with physical evaluators for spray simulation of pintle injector. AIP Advances.
11, 075007, 2021,

which has been attached in Appendix A.4.

1.5 Outline

The following is the structure of the remainder of the present thesis. Chapter 2 pro-
vides an introduction to the methodology used, including the governing equations
and data acquisition, the universal theory and fundamentals of CNN, the specific
methods for the two practical technical challenges and two fundamental scientific
problems. Particularly, as listed in Chapter 3: data-driven CNN is applied to charac-
terize film cooling flow in a rocket combustor. A combined data- and physics-driven
method is proposed for heat conduction prediction. A physics-driven approach is
developed and discussed for fluid mechanics problems which obey N-S equations.
The Generative Adversarial Networks with physical evaluators (GAN-PE) is proposed to
explore the potential for prior physics knowledge employment in the instantaneous
flow simulation. Finally, Chapter 4 discusses the existing literature and gives recom-
mendations for future work.
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Chapter 2

Methodology

The aim of this chapter is to introduce the methodology used for solving the two
technical challenges and two scientific problems. Emphasis is placed on the ap-
proaches which are used to obtain the results shown in Appendix A.1 - A.4. There
are two parts in this chapter: the first contains two sections describing the universal
methods this destination involves, including the governing equations, training data
acquisition approach, and the CNN’s fundamentals. The second one includes four
sections introducing the specific methods for the different physics field prediction
tasks.

2.1 Governing equations and data acquisition

2.1.1 Governing equations

This subsection is aiming to introduce the basic governing equations used to numer-
ically describe heat conduction, fluid motion, and turbulent flows. These governing
equations, represented as the partial differential equations, are employed for the
training samples generation in the data-driven approach, or as the loss function in
the physics-driven approach.

Laplace equation

Based on the law of conservation of energy and Fourier’s law of heat conduction,
the partial differential equation of heat conduction in three-dimensional Cartesian
coordinates can be obtained as

ρc
∂T
∂τ

=
∂

∂x
(λ

∂T
∂x

) +
∂

∂y
(λ

∂T
∂y

) +
∂

∂z
(λ

∂T
∂z

) + Φ̇. (2.1)

In cases of constant properties, without an inner thermal source, the steady heat con-
duction governing equation could be written as a two-dimensional Laplace equation

∂2T
∂x2 +

∂2T
∂y2 = 0, (2.2)

which is a typical second-order partial differential equation whose solution is im-
portant in many branches of physics.

Navier–Stokes equations

In flow field prediction work, the PDEs which describe the motion of viscous
fluid substances are Navier-Stokes (N-S) equations. In our study, the steady and
incompressible form of N-S equations is chosen as follows:

∇ ·U = 0, (2.3)
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U · ∇U +∇P− µ∇2U = 0, (2.4)

where U ≡ U(u, v), P, µ are velocity, pressure and viscosity respectively. Equation
(2.3) is the continuity equation, which imposes the incompressibilities of the fluid.
Equation (2.4) is the momentum conservation equation, in which the first term rep-
resents the momentum convection, ∇P the pressure gradient and µ∇U the viscous
dissipation.

The 2-dimensional form of momentum Equations is




∂u
∂x + ∂v

∂y = 0

u ∂u
∂x + v ∂u

∂y + ∂p
∂x − µ

(
∂2u
∂x2 +

∂2u
∂y2

)
= 0

u ∂v
∂x + v ∂v

∂y +
∂p
∂y − µ

(
∂2v
∂x2 +

∂2v
∂y2

)
= 0

(2.5)

Reynolds-averaged Navier–Stokes equations

For the flows of constant-property Newtonian fluids, the instantaneous momen-
tum equation can be written as

Du
Dt

= −1
ρ
∇p + ν∇2u− ρ

ρ0
gk. (2.6)

Since the other terms are linear in u and p, the mean of the 3-D momentum equation
is

∂ui

∂t
+

∂
(
uiuj

)

∂xj
= − 1

ρ0

∂p
∂xi

+
∂

∂xj

(
ν

∂ui

∂xj
− u′iu

′
j

)
−
[
1− β(T − T0)

]
gδi3. (2.7)

The Reynolds equations and the Navier-Stokes equations are the same, except for
the term in the Reynolds stresses which are defined as

τ′ij = −ρ0u′iu
′
j. (2.8)

According to the turbulent-viscosity hypothesis, the Reynolds stresses are given by

−ρ0u′iu
′
j = −

2
3

ρδijk + ρνt(
∂ui

∂xj
+

∂uj

∂xi
), (2.9)

where νt is turbulent viscosity.
Given the turbulent viscosity field, Eq. 2.9 provides a most convenient closure to

the Reynolds equations. The k− ε model belongs to the class of two-equation mod-
els, in which model transport equations are solved for two turbulence quantities.
The specification of the turbulent viscosity as

νt = Cµ
k2

ε
. (2.10)

The k− ε model is the most widely used complete turbulence model, and it is incor-
porated in most commercial CFD codes [39]. Just like other turbulence models, the
concepts and details of this model evolved over time. Jones and Launder developed
the standard k− ε model [40]. The model transport equation for k is

∂k
∂t

+ ui
∂k
∂xi

=
∂

∂xi

[(
Ck

k2

ε
+ ν

)
∂K
∂xi

]
+ P− ε, (2.11)



2.1. Governing equations and data acquisition 11

where Ck = 0.09 ∼ 0.11. And P is the production term and can be obtained by

P = νt(
∂ui

∂xk
+

∂uk

∂xi
)

∂ui

∂xk
. (2.12)

The model transport equation for ε is

∂ε

∂t
+ ui

∂ε

∂xi
=

∂

∂xi

[(
Cε

k2

ε
+ ν

)
∂ε

∂xi

]
+ Cε1

ε

k
P− Cε2

ε2

k
, (2.13)

where Cε = 0.07 ∼ 0.09, Cε1 = 1.41 ∼ 1.45,Cε2 = 1.91 ∼ 1.92.

2.1.2 Data acquisition

The machine learning approach for physics field prediction is a combination of data-
driven and physics-driven methods. The former usually requires a large number of
samples as training targets. For physics prediction tasks involving fluids mechanics,
the training targets are usually from two sources: a traditional numerical simula-
tion and experimental results. These approaches are also employed in the flow field
prediction tasks in liquid rocket engines. Here, these two distinct data acquisition
approaches for the film cooling flow and injection spray are introduced respectively.

Numerical simulation for film cooling flow

The training data used for the deep learning task in Paper I [34] are extracted
from the numerical simulation results of the film cooling in a rocket combustor [41].
For the numerical simulation campaign, the mass fluxes of mainstream and coolant
film are generated as random values which are beneficial for the following training
work. And the temperatures of the coolant are evenly distributed as six values in
the range between 200 K and 300 K; the temperature of the mainstream is 3326.54 K,
and the amount of simulation cases is 1176.

As the performance of the film cooling far downstream is not as remarkable as
that in the vicinity of the applicator, the forepart of the simulation domain was cho-
sen as the learning domain for machine learning work; the length of the learning
region is 150 mm, while the width is 6 mm, which is the half of the chamber height.
Deep learning research in the machine vision field usually uses square-resolution
images to adapt to the convolutional neural network architectures. In order to in-
dicate the characteristics of mixing in both dimensions, the learning domain is re-
sampled onto a rectangular 64× 256 grid to obtain a data set including inputs and
targets. The three input channels, including mass fluxes of main flow and coolant
and coolant temperature, are rearranged as three initial fields, meanwhile, the simu-
lation results of each case are interpolated into a set of Cartesian grids with the same
size of 64× 256. The values in every row of the input initial fields describe the mass
fluxes and temperature. In order to precisely describe the geometry characteristic,
there is an assumed boundary row in the input grid whose values indicate the in-
terface between the main flow and the coolant film. By this calculation, the values
in the mixing shear layer are accurately obtained and the geometry characteristic of
the film injecting slot is precisely defined in the grid.

Nondimensionalization is a normal data processing method in the numerical
calculation of fluid mechanics by which the features with different properties can
be compared. The involved quantities are usually normalized with respect to the
magnitude of the flow, i.e., make them dimensionless. For convenience, the corre-
sponding characteristic quantity of inlet flow is used to represent this magnitude.
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Thus, the maximum film velocity is chosen to be the characteristic quantity |vi|. So,
the dimensionless velocities can be calculated by ũ0 = u0/|vi| and ṽ0 = v0/|vi|.
According to the energy equation, the nondimensionalization of pressure could be
p̃0 = p0/(|vi|)2 in order to remove the quadratic scaling of the values from the tar-
get data. The input coolant temperature is dimensionless by T̃c = Tc/Tm, where
Tm = 3326.54 K denotes the temperature of the main flow.

In addition, directly using the pressure as a target is an improper choice. It is the
pressure gradient rather than the pressure which is involved in the Reynolds-averaged
Navier–Stokes (RANS) calculation. If the pressure is used as one of the targets directly,
the CNN will map the relationship between inputs and the pressure which is less
correlated. Thus, mean pressure is subtracted from pressure solution and defined as
p̂0 = p̃0 − pmean , where pmean denotes the mean pressure of all individual pressure
samples. With this removal of mean pressure, the learning performance increase by
a factor of ca. 4 according to the previous research [42]. Lastly, the values of the
quantities in each channel are normalized to the [-1,1] range in order to minimize
errors in the training phase. The maximum absolute values of each quantity are
found throughout the entire training set, and then the quantities are divided by these
maximum values respectively. Before the quotients are transferred into CNN, both
inputs and targets are processed in this way. This pre-processing method can flatten
the data space and simplify the training task of the deep neural network, eventually
accelerating the convergence.

Experiments for injection spray

The training data used for the deep learning task in Paper IV [38] are extracted
from the spray experimental results of a pintle injector. As detailed in Appendix A.4,
the non-reactive cold experiments were conducted at atmospheric pressure. Dry air
is used for axial flows and filtered water for radial flows. A back-lighting photog-
raphy technique is used for instantaneous spray image visualization. The image ac-
quisition system consists of an Light-emitting Diode (LED) light source, a high-speed
camera, and a computer. The exposure time is 10 µs and the frame rate is 50k fps.

The resolution of the images is 640 × 480. The raw monochrome pictures are
processed as 8-bit gray images in which every pixel has a gray value and the range
is 0 ∼ 255. So, the images are regarded as the 2-D matrices whose dimensions are
640× 480. Eventually, 35k raw images were captured and 29k of them were used for
training and the others for validation.

The spray angles of the time-averaged spray images are manually measured.
Since the raw images are all captured in the steady injection stage and have no tem-
poral fluctuations, the measured angle value is unique per operating condition. Note
that, the average images and the corresponding manually measured angles are only
used to train the spray angle estimator, i.e., the down-sampling CNN in the spray
angle evaluator. The raw images are used in the training of GAN-PE.

The resolutions of the instantaneous spray image are 640× 480. In order to re-
duce the training cost, the images are interpolated to the images with a resolution
of 128× 128. While the measured angle values, which represented the nature of the
spray phenomenon, are fixed in spite of the image scaling.

Uncertainty

The data set obtained above is for training for the two technical challenges. The
uncertainty associated with the numerical simulation or experiments will influence
the accuracy of the learning models which are based on the training samples. Here,
the uncertainty from the settings and measurements are discussed.
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In numerical simulations for rocket engines, a common approach is to use the
temperature field at one certain moment as the boundary condition. Paper I [34]
utilizes the in-house tool “Roq̇FITT” to calculate the continuous temperature and
heat flux field [43]. The data used for the calculation is from the separated temper-
ature data measured by thermocouples arranged in the chamber wall. The errors in
this process are introduced by the accuracy of the thermocouples. Due to the large
thermal gradients in the vicinity of the mainstream boundary, even the small tem-
perature error will be amplified and resulting in a large uncertainty for the heat flux
calculation. Besides, the placement of the thermocouples which are influenced by
the heat contact will also result in a systematic error [44].

In the spray experiments, there are different error sources. One is the mass flow
metering in the experimental operations. The mass flow rates listed in Table I in Pa-
per IV [38] are the typical values. Despite the mass flows of the liquid and gaseous
propellants being measured in the steady injection stage, they still have slight varia-
tions along with the time promotion. In addition, the measurement of the spray an-
gle will also introduce the error. In order to alleviate this, the spray images obtained
in the experiment are post-processed to clarify the spray boundary. By calculating
the mean gray value, the average of 10 raw images with the same time interval is
used to measure the spray angle manually. Every operation condition has 1k raw
images, so, the 100th, 200th, ..., 900th and 1000th images are averaged.

2.2 Theory and fundamentals of CNN

Artificial intelligence is aiming to make considerable strides towards bridging the
gap between human and computer capabilities. To realize this ambitious goal, re-
searchers focus on a number of themes in this discipline. Computer Vision (CV) is
one of the numerous research fields in this category. The goal of this field is to en-
able machines to see and understand the world in the same way that humans do,
and to use this learned knowledge for tasks like image and video recognition, image
analysis and classification, and so on. Deep learning breakthroughs in CV have been
built and developed throughout time, mostly using one method – the convolutional
neural networks. To some extent, the solving physics field task can be regarded as
the media generation/reconstruction work which is one of the important sub-fields
of CV. Hence, employing CNN for physics field generation tasks became attractive.
Some general expressions about the CNN method in this section are adapted from
the widely circulated books, lectures, and reviews that are cited in the text.

2.2.1 Convolution and motivation

In its most general form, convolution is an operation on two functions of a real-
valued argument. There is an example of a new function s providing a smoothed
estimate of the position in Ref. [45]:

s(t) =
∫

x(a)w(t− a)da, (2.14)

where x(a) denotes a position function which has a single output, w(t − a) is a
weighted function, and a is the age of a measurement. This operation is called con-
volution and the convolution operation is typically denoted with an asterisk:

s(t) = (x ∗ w)(t). (2.15)
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If the x and w are defined only on integer t, the discrete convolution can be de-
fined as:

s(t) = (x ∗ w)(t) =
∞

∑
a=−∞

x(a)w(t− a). (2.16)

Here the two-dimensional matrix I is the input and a two-dimensional kernel K
is assumed:

S(i, j) = (I ∗ K)(i, j) = ∑
m

∑
n

I(m, n)K(i−m, j− n), (2.17)

where i, j, m, and n are coordinates. Convolution is commutative and Equation (2.17)
could be rewritten as

S(i, j) = (K ∗ I)(i, j) = ∑
m

∑
n

I(i−m, j− n)K(m, n). (2.18)

There is an example of convolution applied to a 2-D tensor in Figure2.1.

FIGURE 2.1: An example of 2-D convolution. The boxes with arrows indicate how
the upper-left element of the output tensor is formed by applying the kernel to the
corresponding upper-left region of the input tensor (adapted from Ref. [45]).

CNN’s architectures mimic the visual cortex’s organization and are similar to
the connecting pattern of neurons in the human brain. Individual neurons can only
respond to stimuli in the receptive field, a small portion of the visual field. To span
the entire visual field, a number of similar fields can be stacked on the top of another.
Based on the shared-weight kernels that slide along the whole input fields, CNNs
are able to provide translation equivalent responses called feature maps.

Convolutional neural networks are MLP’s variations. By utilizing the significant
spatially local correlation found in natural images, CNNs minimize the constraints
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brought by the MLP design. Compared with MLPs, CNNs have the following char-
acteristics:

3-D volumes of neurons: The neurons in the layers of a CNN are arranged in
three dimensions: width, height, and depth [46]. A convolutional layer’s receptive
field is a region of the layer where each neuron is only coupled to a limited por-
tion of the layer before it. To build a CNN architecture, several layers are stacked,
both locally and globally connected, which not only benefits the spatial connection
between the positions but also achieves the correlation in the dimension of channel
and depth easier.

Local connectivity: Similar to how receptive fields work, CNNs take use of spa-
tial locality by generating a local connection pattern between neurons in nearby
layers [47]. The learned filters produce the strongest sensitivity to a spatially con-
strained input pattern. By stacking many of these layers, non-linear filters become
progressively global, allowing the network to first build representations of small
parts of the input, then assemble representations of larger areas from them.

In contrast, MLP architecture by itself does not take into account the spatial struc-
ture of data. The data points in the learning domain are treated the same way irre-
spective of their distance and as such their correlation is omitted [48]. For purposes
like image reconstruction, which are dominated by spatially input patterns, the com-
plete connection of neurons is thus wasteful. In addition, the quantities of different
positions in the physics field, represented as the pixel values in images, have a strong
correlation with the adjacent position, while the fully connected neural networks are
not able to represent that.

Shared weights: Each filter in a CNN is duplicated throughout the whole visual
field. These units with constant values build a feature map with the same parameter-
ization (weights and bias). This means that within their specific response area, all of
the neurons in a convolutional layer react to the same feature [49]. In MLP models,
the full connection between nodes produces the curse of dimensionality, and higher
resolution images become computationally intractable.

For example, in CIFAR-10 data set [50], the size of images are only 32× 32× 3
(32 wide, 32 high, 3 color channels), so a single fully connected neuron in the first
hidden layer of a regular neural network would have 32× 32× 3 = 3, 072 weights. A
200× 200 image, however, would lead to neurons that have 200× 200× 3 = 120, 000
weights. A 1000× 1000-pixel image with RGB color channels has 3 million weights,
which is too high to feasibly process efficiently at scale with full connectivity.

LeNet [51] and the other early CNN architectures exploited the underlying basis
of the image that the neighboring pixels are correlated to each other and feature
motifs are distributed across the entire image [52]. As a result, convolution with
learnable parameters is a powerful tool for extracting similar features from several
locations with a small number of parameters.

Also, CNN represents a specialized and well-established type of NN to tackle
the challenges existing in the conventional physics prediction filed. CNNs have pre-
sented a good performance to predict high-fidelity physics solutions. E.g., without
an extra reduced-order modeling step, the CNN can directly compress and recon-
struct high-fidelity flow fields with a series of convolutional calculations [42]. CNNs
succeeded in solving simple physics problems which obey a single PDE, such as
Laplace equation [53] and Darcy’s law [54], achieving high computational efficiency
in capturing multi-scale features of the physics fields. Meanwhile, CNNs also show
the capacity to learn spatial connections between the adjacent data points [35], or the
long-term control of fluids with physical losses [55].
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2.2.2 Basic CNN components

Convolutional layer

When it comes to the two-dimensional tensors that consist of different channels
in the multi-layer convolutional neural networks, the convolution operation can be
expressed as follows:

sk
l (p, q) = ∑

c
∑
x,y

ic(x, y) · ek
l (m, n). (2.19)

The mathematical symbols used are defined in Table 2.1.

TABLE 2.1: Convolution symbols.

Symbol Description

x xth coordinate under consideration of a tensor
y yth coordinate under consideration of a tensor
m mth row under consideration
n nth column under consideration
c channel index
sk

l (p, q) (p, q) element of feature matrix
ic(x, y) (x, y) element of cth channel of a tensor
ek

l (m, n) (m, n) element of kth kernel of lth

l layer number

A CNN’s main building component is the convolutional layer. The parameters
of the layer are made up of a series of learnable convolutional kernels with a nar-
row receptive field. But the receptive fields span along with the depth. Each filter
is convolved across the width and height of the input volume during the forward
pass, computing the dot product between the filter and the input to produce a 2-
dimensional feature map of that filter. As a consequence, when the network detects
a particular sort of feature at a particular spatial location in the input, it will activate
the kernel [56].

The whole output volume of the convolution layer is produced by stacking the
activation maps for all filters along the depth dimension. Every matrix in the output
3-D tensor can thus be regarded as the output of a neuron that examines a small part
of the input and shares parameters with other neurons in the same input. The extent
of this connectivity between the kernels and inputs is called the receptive field. The
connections are local in space (along width and height) but always extend along
with the entire depth of the input volume.

Three hyperparameters control the size of the output volume of the convolu-
tional layer: the depth, stride, and padding size. The depth of the output volume
controls the number of neurons in a layer that connects to the same region of the in-
put tensors. Stride determines how depth columns are distributed around the width
and height. A larger stride means fewer receptive field overlaps and lower spatial
dimensions of output volume [57]. Padding allows modifying the spatial size of
the output volume. In particular, it is occasionally advantageous to keep the input
volume’s spatial size exactly the same, which is referred to as "same" padding. In
the CNN architecture used in this dissertation, there is no padding operation and
the kernels are able to consider the boundary conditions embedded in the input vol-
umes without noise.
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Fully connected layer

A fully connected layer is mostly used at the end of the network for classification,
for example, the spray angle estimation in Paper IV [38]. Unlike pooling and con-
volution, it is a global operation that collects data from the feature extraction stages
and analyzes the output of all the layers [58]. As a result, it creates a non-linear
combination of selected features that are used to classify data [59].

Pooling layer

In a CNN’s pooling layers, feature maps are divided into rectangular sub-regions,
and the features in each rectangle are down-sampled to a single value, usually by
taking the average or maximum value. In addition to reducing the size of feature
maps, the pooling method provides local translational invariance to the features
contained, allowing the CNN to be more resilient to changes in their placements
[60].

Pooling can be defined as follows:

Zk
l = gp(Fk

l ), (2.20)

where the pooling operation in which Zk
l represents the pooled feature-map of lth

layer for kth input feature-map Fk
l , whereas gp defines the type of pooling operation.

The use of pooling operation helps to extract a combination of features, which
are invariant to translational shifts and small distortions [61, 62]. Feature motifs,
which appear as a result of the convolution technique, can appear in the image at
various positions. Once features have been extracted, their precise location becomes
less crucial as long as their relative position to others is kept. Pooling is a fascinating
local activity and it gathers similar data in the immediate vicinity of the receptive
field and produces the dominant response in this area [63].

Decreasing the size of the feature map to an invariant feature set not only regu-
lates the network’s complexity but also aids generalization by reducing overfitting.
In CNN, several pooling formulations are employed, such as max, average, L2, over-
lapping, and spatial pyramid pooling [64, 65].

Activation function

An activation function is a unit that determines which information should be
transferred to the next neuron, which is similar to the function of the neuron model
of the human brain. Each neuron in the neural network takes the previous layer’s
output value as input and processes it before passing it on to the next layer. This
operation exists between the two layers in a multi-layer neural network and is called
the activation function [66].

If no activation function is used or a linear function is utilized, each layer’s input
will be a linear function of the previous layer’s output. In that case, no matter how
many layers the neural network has, the output is always a linear combination of
the input, indicating that hidden layers have no influence [67]. The primordial per-
ceptron, in Ref. [68], is like this condition and has limited learning capabilities. Non-
linear functions are introduced as activation functions to solve this problem. Deep
neural networks with nonlinear activation functions can theoretically approximate
any function, considerably improving neural networks’ capacity to fit data.

An activation function is defined as

Tk
l = ga(Fk

l ), (2.21)
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where Fk
l is an output of a convolution, which is assigned to activation function ga

that adds non-linearity and returns a transformed output Fk
l for lth layer.
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FIGURE 2.2: Four typical activation functions.

In this dissertation, four frequently-used activation functions are mainly focused
on. To begin, the sigmoid function, which has an overall S-shape, is one of the most
common non-linear activation functions (see Figure 2.2(A)). With the x value ap-
proaching 0, the gradient becomes steeper. In some tasks, the output value needs to
be transformed from a real number to (0, 1), and sigmoid is a good way to implement
for binary classification problems. Different from sigmoid, tanh function (see Figure
2.2(B)), can map a real number to (-1, 1) [69]. Since the mean value of the output of
tanh is 0, it can achieve a kind of normalization, which makes the next layer easier
to learn.

In addition, Rectified Linear Unit (ReLU) (see Figure 2.2(C)) is another effective
activation function [70]. The function value for x less than 0 is 0; the function value
is x itself for x higher than or equal to 0. A notable advantage of employing the ReLU
function over the sigmoid and tanh functions is that it can speed up learning. When
computing derivatives, sigmoid and tanh use exponential operations that require
division, but ReLU’s derivative is a constant. Furthermore, if the value of x is too
large or too little in the sigmoid and tanh functions, the gradient of the function is
relatively tiny, causing the function to converge slowly. Since the derivative of ReLU
is 0 when x is less than 0, and 1 when x is greater than 0, it can achieve an ideal
convergence effect [71]. However, the ReLU gradient is 0 when x is less than 0. Then
the back-propagated error will be multiplied by 0 and no error will be transferred to
the preceding layer. The neurons will be considered inactive in this case. As a result,
certain enhanced versions are proposed. Leaky ReLU (see Figure 2.2(D)) can reduce
neuron inactivation. When x is less than 0, the output of Leaky ReLU is x/a. Instead
of zero, a is a fixed parameter in the range (1,+∞) [66].

Batch normalization
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Batch normalization is used to address the issues related to the internal covari-
ance shift within feature-maps. Batch normalization for a transformed feature-map
Fk

l is shown as

Nk
l =

Fk
l − µB√
σ2

B + ε
. (2.22)

In Eq. 2.22, Nk
l represents the normalized feature-map, Fk

l is the input feature-map,
µB and σ2

B depict mean and variance of a feature-map for the batch, respectively. In
order to avoid division by zero, ε is added for numerical stability. By adjusting the
distribution of feature-map values to zero mean and unit variance, batch normaliza-
tion unifies the distribution [72]. It also works as a regulatory factor, smoothing the
gradient flow and assisting with network generalization.

Dropout

Dropout introduces regularization to the network, which enhances generaliza-
tion by ignoring randomly some units or connections with a specific probability. In
NNs, the non-linear relation is learned by multiple connections that are occasionally
co-adapted, it may results in the overfitting problem [73]. The random dropping of
some connections or units brings some thinning network topologies, from which the
network with minimal parameters is chosen. This chosen design is then used as a
rough approximation for the proposed networks [74].

Loss function

The loss function, also known as the cost function, is used to calculate the differ-
ence between the predicted and actual values. The loss function is commonly used
as a learning criterion for the optimization problems [66]. The loss function can be
used with convolutional neural networks to solve problems like image generation,
with the goal of minimizing the difference between generations and training sam-
ples. Common loss functions include Mean Absolute Error (MAE, also known as L1
Loss), Mean Square Error (MSE, also known as L2 loss), cross entropy, etc.

When dealing with regression tasks in convolutional neural networks, researchers
are likely to employ MAE or MSE. The mean of the absolute error between the pre-
dicted and actual values is calculated by MAE, whereas the mean of square error is
calculated by MSE. For many training cases, researchers prefer using L2 loss instead
of L1 since the convergence of the former is faster. But when the training samples
contain a number of outliers, L2 error will be much larger compared to L1. In those
cases, the difference between an incorrectly predicted target value and original tar-
get value will be quite large and squaring it will make it even larger. As a result, L1
loss function is more robust and is generally not affected by outliers. On the contrary
L2 loss function will try to adjust the model according to these outlier values, even
at the expense of other samples. Hence, L2 loss function is more sensitive to outliers
in the dataset [75].

When it comes to classification jobs, convolutional neural networks have a lot of
loss functions to deal with. Cross-entropy loss is the most common one to compare
the predicting probability distribution with the real one. This function calculates the
error depending on the difference between the predicted probability and the real
value in each class. Because the error is logarithmic, the function gives minor dif-
ferences a lower score and larger differences a higher score. Softmax loss is another
name for cross-entropy loss, and is usually utilized in networks representing a “soft-
max” layer.
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Optimizer

In the training process, the algorithm of CNN is usually required to optimize
a non-convex loss function. So, optimizers are employed to reduce the loss and
achieve the best network parameters in a reasonable amount of time.

There are three kinds of gradient descent approaches to train CNN models: Batch
Gradient Descent (BGD), Stochastic Gradient Descent (SGD), and Mini-Batch Gradient
Descent (MBGD). The BGD signifies that an entire batch of data must be calculated
to provide a gradient for each update, ensuring convergence to the convex plane’s
global optimum and the non-convex plane’s local optimum. However, using BGD
takes a long time because the average gradient of the entire or full batch of samples
must be calculated. It can also be difficult with the data that isn’t suitable for in-
memory calculations. As a result, BGD is rarely used in practice to train CNN-based
models. SGD, on the other hand, just uses one sample for every update. Because just
one sample’s gradient needs to be calculated, SGD takes significantly less time for
each update than BGD. SGD is appropriate for online learning in some scenarios. It
is updated quickly and with a lot of variation, causing the objective function to oscil-
late a lot. On the one hand, oscillation can lead the gradient calculation to jump out
of the local optimum and eventually find a better position; on the other hand, due to
endless oscillation, SGD may never converge. Based on BGD and SGD, MBGD was
proposed, which combines the advantages of both. For each update, MBGD uses
a small batch of samples, allowing it to not only execute a more efficient gradient
descent than BGD but also to reduce variance, resulting in more stable convergence.
The most popular of these three approaches is MBGD. Lots of classic CNN models
use it to train their networks in original papers. Note that in the algorithms using
open-source machine learning libraries, the batch size usually refers to the number
of samples in a mini-batch [66].

On the basis of MBGD, a series of effective algorithms for optimization are pro-
posed to accelerate the model training process. Momentum, RMSprop, Adam, and
other optimization techniques are typical. Qian et al. proposed the Momentum
algorithm [76]. It simulates physical momentum by updating weights with an ex-
ponentially weighted average of the gradient. However, the learning process will
become unbalanced if the gradient in one dimension is substantially larger than the
gradient in another dimension. Another frequently-used optimizer is Adaptive Mo-
ment Estimation (Adam) [77]. It is essentially an algorithm formed by combining the
Momentum and the RMSProp [78]. The Adam method has been proven to function
effectively in a variety of situations and convolutional neural network architectures
[79, 80].

At the last of this section, the parameters and hyperparameters used in different
CNN components are summarized in Table 2.2.

2.2.3 Architectures of CNN

Since the proposal of LeNet in 1994, researchers have invented a variety of CNN
architectures to make CNN realizable to large, complex, and multi-class problems.
Innovations include different aspects such as modification of processing units, de-
sign patterns, and connectivity of layers, etc. The work presented in this cumulative
dissertation is based on U-Net. Here, U-Net and the earlier dependent architecture
are presented and discussed.

LeNet
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TABLE 2.2: Parameters and hyperparameters in the components of convolutional neu-
ral networks. A parameter is the variable that is automatically optimized during the
training process and a hyperparameter is the variable that needs to be set beforehand
[81].

Components Parameters Hyperparameters

convolutional layer kernels kernel size, number of kernels, stride,
padding, activation function

pooling layer none pooling method, filter size, stride,
padding

fully connected layer weights number of weights, activation function
others model architecture, optimizer, learn-

ing rate, loss function, batch size,
epochs, regularization, weight initializa-
tion, dataset splitting

LeNet is one of the first convolutional neural networks which was proposed in
1994. After some revisions, LeCun et al. introduced LeNet-5, a groundbreaking
architecture based on gradient back-propagation [69]. The goal of LeNet-5 is to
automatically identify hand-written digits on bank checks on a wide scale, with a
recognition accuracy of 99.2% on Modified National Institute of Standards and Technol-
ogy Database (MNIST).

FIGURE 2.3: Architecture of LeNet-5. Each plane is a feature map [69].

As shown in Figure 2.3, two convolutional layers, three fully-connected layers,
and two pooling layers make up LeNet-5. Because LeNet-5 combines local receptive
fields, shared weights, and spatial and temporal subsampling, it can assure shift,
scale, and distortion invariance to some extent. LeNets are regarded as the founda-
tion of modern CNN architecture. However, it still does not exceed the traditional
Support Vector Machine (SVM) and boosting algorithms [66].

AlexNet

Krizhevsky expands on LeCun’s theories by applying the LeNet-5 core princi-
ples to a wider and deeper architecture [46]. Meantime, for the first time, AlexNet
successfully uses the ReLU activation function, dropout, and local response nor-
malization. During the time of LeNet-5, hardware limited deep CNN architectures
to tiny sizes and restricted the learning capacity. However, AlexNet was trained in
parallel on two NVIDIA GTX 580 GPUs to make use of deep CNNs’ representational
capacity.

As shown in Figure 2.4, AlexNet has eight layers. The depth increase compared
with LeNet enhances generalization for varied image resolutions and makes CNN
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FIGURE 2.4: Architecture of AlexNet, explicitly showing the delineation of responsibili-
ties between the two GPUs. One GPU runs the layer-parts at the top of the figure while
the other runs the layer-parts at the bottom. The GPUs communicate only at certain
layers [46].

suitable for a broader range of image categories. However, it will be accompanied by
overfitting. To overcome this limitation and learn more robust features, AlexNet em-
ploys dropout to randomly discard some neurons during training. Following that,
dropout is commonly employed in the final few fully-connected layers [82]. Fur-
thermore, AlexNet employs ReLU [83] as the activation function, which mitigates
the issue of gradient vanishing problem in deep networks and so improves the con-
vergence speed to some extent. In comparison to previously proposed networks,
AlexNet’s efficient learning technique is critical in the development of CNNs, and it
has ushered CNN architecture into a new era of development.

Skip Connection

Deep networks naturally combine low/mid/high-level features and classifiers in
an end-to-end multi-layer fashion, with the number of stacked layers enhancing the
depth of features. To solve the degradation problem from deep structure, He et al.
proposed Residual Neural Network (ResNet) [16]. As shown in 2.5, the building block

identity

weight layer

weight layer

relu

relu
F(x) + x

x

F(x)
x

FIGURE 2.5: Building block in ResNet. Compared with MLP, ResNet has an additional
shortcut connection between the input layer and the output layer, shown by the curve,
circumventing all the hidden layers. In other words, ResNet consists of a fully con-
nected neural network and a shortcut connection [16].

adopts identity mapping by shortcuts to every few stacked layers. It is formally
defined as:

y = F (x, {Wi}) + x, (2.23)

where x and y are the input and output vectors of the layers considered. The function
F (x, {Wi}) represents the residual mapping to be learned. For the example in Fig.
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2.5, if the biases are omitted for simplifying notations, the residual mapping could
be written as F = W2σ(W1x) in which σ denotes activation function ReLU. The
operation F + x is performed by element-wise addition. There are no additional
parameters introduced by this shortcut connection since it is a simple addition, the
increase in processing complexity is insignificant.

Although the notations above are about the fully-connected layers for simplic-
ity in Ref. [16], they are also applicable to convolutional layers. The element-wise
addition is done channel by channel on two feature maps, i.e., the output of convo-
lutional blocks.

(A) without skip connections (B) with skip connections

FIGURE 2.6: The loss surfaces of ResNet-56 with/without skip connections [84].

It is observed in Figure 2.6 that skip connections promote a flat loss surface and
prevent the transition to chaotic behavior, which helps explain why skip connections
are necessary for training extremely deep networks.

ResNet realizes skip connection via addition, while in general, there are other
ways that use skip connections through different non-sequential layers: concatena-
tion in densely connected architectures. For this, the most famous architecture is
DenseNet [85]. To enable maximal information to flow across layers in the network,
as opposed to ResNets, this architecture connects all layers directly with each other
via concatenation. This results in a) a massive number of feature channels on the
network’s last layers, b) more compact models, and c) extraordinary feature reuse
[86].

U-net

For skip connections, there actually are two kinds of setups: a) short skip con-
nections, b) long skip connections. Short skip connections are typically employed
in consecutive convolutional layers that do not modify the input dimension (see
ResNet), whereas long skip connections are more common in encoder-decoder lay-
outs.

Long skip connections often exist in architectures that are symmetrical, where
the spatial dimensionality is reduced in the encoder part and is gradually increased
in the decoder part as illustrated in Figure 2.7. In the decoder part, the dimensional-
ity of a feature map is increased via transpose convolutional layers. This transposed
convolution process creates the same connectivity as the standard convolution, but
in reverse. By introducing skip connections in the encoder-decoder architecture,
fine-grained details can be recovered in the prediction. Symmetrical long skip con-
nections work incredibly effectively in dense prediction tasks [87], such as image
segmentation or the field solution generation.
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As the pioneering architecture that utilizes long skip connection, U-net is a widely-
used architecture of CNN which is originally designed for biomedical image seg-
mentation [88] and has previously been used for flow field reconstruction with data-
driven learning [42].
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FIGURE 2.7: Architecture of U-Net, example for 32x32 pixels in the lowest resolution.
Each blue box corresponds to a multi-channel feature map. The number of channels is
denoted on top of the box. The x-y-size is provided at the lower-left edge of the box.
White boxes represent copied feature maps. The arrows denote the different operations
[88].

One important modification in the architecture is that the up-sampling part has
also a large number of feature channels, which allow the network to propagate con-
text information to higher resolution layers. As a consequence, the expansive path
is more or less symmetric to the contracting path and yields a U-shaped architecture
[89]. The network does not have any fully connected layers and only uses convolu-
tion so it belongs to the class of fully convolutional neural networks.

In our work, including the input and output layers, the U-net architecture con-
sists of multiple layers and corresponding convolutional blocks. The input layer
consists of a number of channels that contain the input conditions. In Paper III [37],
for example, two of them, u0 and v0, are inflow velocities in x and y directions,
which are uniform non-dimensional values in the whole learning domain. The ge-
ometry channel G describes the shape of the object in the flow fields. When there is
an object in the flow, all values inside it be marked as 1 and the other as 0. In this
way, the geometry is embedded into the network and it is also used for evaluating
the physics-based loss function. The output layer consists of a number of channels
that contain the obtained physics quantities. For example, the velocities in both x
and y directions and pressure respectively. These outputs are also non-dimensional
values.

The core target of this dissertation is to generate physics fields constrained by
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given physics laws or training data. For steady problems, the PDEs, i.e. the mathe-
matical expressions of underlying physical laws, represent the spatial relationships
of adjacent positions. Similarly, the convolutional kernels extract the spacial feature
of the receptive field consisting of a group of adjacent pixels. In the U-net architec-
ture used, the encoding part is responsible for recognizing the geometry and initial
conditions of the physics field, in order to extract the necessary features representing
the physics of the inputs using convolution operation layer by layer. These features
are the basis for the subsequent decoding part. Here, the layers of the decoding pro-
cess at different depths store the physical feature maps and the spacial relationship
are recovered by the inverse convolutional calculation. Eventually, the decoding
part is able to reconstruct the proper flow field under the constraints of PDEs or
training data. In addition, there are the concatenations of the feature channels be-
tween encoding and decoding as the gray arrows denoted in Figure 2.7. Duplicating
the feature channels from the encoding blocks to the corresponding decoding ones,
the “skip connections” effectively double the number of feature channels in each de-
coding layer and enable the network to consider the information from the encoding
layers, which are extracted from the geometry and initial conditions.

The architecture used in this dissertation is symmetrical, which means the en-
coding and decoding processes have the same depth, meanwhile, the amounts and
dimensions of corresponding blocks are the same. However, the depths of the two
processes are both adjustable. In some practical tasks, a coarse input compressed
by fewer encoding layers is also able to generate a high-resolution solution recon-
structed by more decoding layers. More details of the U-net architecture and convo-
lutional block can be found in Appendices.

2.3 CNN for film cooling flow

This section mainly describes the data-driven method for film cooling process pre-
diction in a rocket combustor. Emphasis is on the basic CNN architecture for physics
field solution prediction with data-driven methods.

As the initial temperature field defined in Subsection 2.1.2 shows, the bottom
three rows present the height of the film part of the inlet flow. Using this method,
flow conditions of mainstream and coolant are encoded in a 64 × 256 × 3 grid of
values; the first two channels contain the mass flux of mainstream and coolant film
while the last of the channels contain the temperature of the film. The targets, ex-
tracted from the RANS solution calculated by ANSYS Fluent, include 16 items: both
x and y components of velocity, temperature, pressure, and concentrations of the 12
gaseous species from both hot gas mixture and coolant film. So, the data sets for
supervised training have the same size with inputs but different channel numbers.
The first four channels contain the flow field information including x and y velocity
components, pressure, and temperature sequentially. The next twelve channels con-
tain the concentration of every species. From the simulation domain with more than
20K cells, each target is interpolated into one 64× 256 matrix, eventually obtaining
a 64× 256× 16 targets data grid.

The algorithms are based on the PyTorch platform [90]. The U-net CNN archi-
tecture is illustrated in Figure 2.8. In the beginning, the main-flow mass flux, coolant
mass flux, and coolant temperature are introduced into the architecture as three rect-
angular matrices. After two convolutional calculation layers utilized with rectangu-
lar kernels, the original rectangular matrices are transferred into square matrices.
Then the square kernels are utilized until the single-value vectors are obtained. In
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FIGURE 2.8: U-net architecture for film cooling flow filed prediction.

this encoding process, the matrices of mass fluxes and temperatures are progres-
sively down-sampled by convolutional calculations. With the number of feature
channels increasing, abstract and large-scale information is extracted by the convo-
lutional neural networks. Then the decoding part, an inverse convolutional process,
mirrors the behavior of the encoding part. The solutions are reconstructed in the up-
sampling layers along with the increase of spatial resolution. Eventually, rectangular
matrices with 16 channels can be obtained, which express the flow field information
and concentration information of the gaseous species. It is noteworthy that there are
concatenation operations between two different channels, which represents a “skip
connection” function introduced in Subsection 2.2.3.

The U-net architecture for film cooling prediction consists of 17 layers and each
layer has a number of convolutional blocks. Each convolutional block has a sim-
ilar structure: batch normalization, activation function, convolutional calculation,
and dropout. Convolutional blocks (represented by C) are usually parametrized by
channel factor c, convolutional kernel size k, and stride s. cX shortly denotes c = X,
the channel number is the product of c and a basic multiplier 32. kXY shortly de-
notes k =(X, Y) in two dimensions. In addition, r in the block shown below indicates
activated by ReLU, and l indicates activated by a leaky ReLU. Batch normalization
is indicated by b. In order to improve accuracy, up-sampling (up []) is used to sub-
stitute converse convolutional calculation which is widely used in the research of
super-resolution. And “conc ()” denotes concatenation operation.

So, the convolutional blocks in the decoder can be summarized as

l0 → C(k41, s21)→ l1
l1 → C(c1, k41, s21)→ l2

l2 → C(c1, k44, s22, l, b)→ l3
l3 → C(c2, k44, s22, l, b)→ l4
l4 → C(c2, k44, s22, l, b)→ l5
l5 → C(c4, k22, s11, l, b)→ l6
l6 → C(c8, k22, s11, l, b)→ l7
l7 → C(c8, k22, s11, l, b)→ l8.

(2.24)
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The convolutional blocks in the encoder can be summarized as

l8 → up [C(c8, k22, s11, r, b)]→ l9
conc(l9, l7)→ up [C(c16, k22, s11, r, b)]→ l10

conc(l10, l6)→ up [C(c16, k22, s11, r, b)]→ l11

conc(l11, l5)→ up [C(c8, k44, s22, r, b)]→ l12

conc(l12, l4)→ up [C(c4, k44, s22, r, b)]→ l13

conc(l13, l3)→ up [C(c4, k44, s22, r, b)]→ l14

conc(l14, l3)→ up [C(c2, k41, s21, r, b)]→ l15

conc(l15, l2)→ up [C(c2, k41, s21, r)]→ l16.

(2.25)

In the prediction of mixing shear layer between coolant and hot gas, the gen-
erated field solutions are then introduced into the loss function that compares the
difference between outputs and targets obtained from RANS simulations. And the
loss is utilized to update the CNN’s parameters. After a number of epochs, the CNN
model is able to generate the accurate filed solutions eventually.

The modified U-net CNN described here is the basic network architecture for the
methodologies in all the four journal publications accumulated in this dissertation,
see Appendix A.1 - A.4. In these papers, the CNN are modified to fit the specific
tasks. The CNN output after the upsampling process is subsequently introduced to
the different loss functions or evaluators.

2.4 Physics-driven method

Similar to the presented approach in Section 2.3, the previous research on flow field
prediction using CNN is mainly focused on data-driven methods. However, for
complex practical engineering problems, the training samples employed in the loss
function may be hard to obtain. In the contrast, the physics-driven method trains
the model to obtain the solution of the physics field without labeled data. In Paper
II [35] and Paper III [37], two fundamental scientific problems were chosen to study
the physics-driven method.

Heat conduction

In Paper II [35], choosing the heat conduction problem as an example, the two-
dimensional Laplace equation is used to drive the learning process by the loss func-
tion

LLaplace =
∂2T
∂x2 +

∂2T
∂y2 = e1. (2.26)

The boundaries are constrained by Dirichlet boundary conditions by which the tem-
peratures of the outer and inner boundaries are kept a constant. The boundary con-
ditions are implemented differently for the outer and inner boundaries. While the
temperatures at the outer boundaries are assigned as constants, their values at the
inner boundary as well as the inside void region are constrained by a loss function
as

LBC,in = T − TBC,in = e2. (2.27)

Note that, for the physics-driven method, the second input channel of the U-net
CNN not only describes the geometry but also functions as a mask, by which the
Laplace equation is not effective in the void region.
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Fluid mechanics

FIGURE 2.9: Physics-driven learning for solving the N-S equations. The U-net CNN
generates the solution. The backpropagation computes the gradient of the loss func-
tion and updates the weights of the CNN to satisfy the discretized N-S equations and
boundary conditions.

In Paper III [37], for flow around a cylinder problem, once the preliminary flow
field is obtained from the U-net CNN generator, the physical constraints are applied
to this field as shown in Figure 2.9. The learning domain is separated as inner do-
main and boundaries, which are represented by Ω and Γ respectively. In the inner
domain Ω, the left-hand sides of N-S Equations are employed as parts of the loss
function and 3 residuals can be obtained as





∂u
∂x + ∂v

∂y = e1

u ∂u
∂x + v ∂u

∂y + ∂p
∂x − µ

(
∂2u
∂x2 +

∂2u
∂y2

)
= e2

u ∂v
∂x + v ∂v

∂y +
∂p
∂y − µ

(
∂2v
∂x2 +

∂2v
∂y2

)
= e3

(2.28)

So the residuals of the N-S equations in Ω can be represented as EΩ = [e1, e2, e3]T.
In order to obtain a differentiable formulation of the physics in the loss func-

tion, suitable convolutional filters are designed to compute the N-S equations via
finite differences. Similar approaches have been proposed previously for simple
PDEs [53], and the partial differential operators for two different dimensions are
constructed separately [91, 92]. The construction via convolutions has the advantage
that the backpropagation of a deep learning framework can be used, and the finite
difference kernels yield well-controlled accuracies for the derivative calculations.
Choosing the x direction as an example, the weights of the filters are represented as

W ∂
∂x
=




0 −0.5 0
0 0 0
0 0.5 0


, W ∂2

∂x2
=




0 1 0
0 −2 0
0 1 0


. (2.29)

After the rotating and moving operation through the matrix obtained from the last
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layer, the first- or second-order partial derivatives of local quantities are calculated.
Choosing u as an example, this procedure can be written as:

gi,j =
2

∑
m=0

2

∑
n=0

ui+m−1,j+n−1 · fm,n, (2.30)

where fm,n is the convolutional filter and the gi,j is the central difference of u in each
data point.

On the boundary Γ, including inflow and outflow side and walls, the Dirichlet
and Neumann boundary conditions are considered as shown in Figure 2.9. The
residuals of u, v and p are represented as EΓ = [eu, ev, ep]T. Combining both as
E = [EΓ, EΩ]

T, the whole residual of the physics-driven method is obtained.
To reduce the residuals, the CNN is trained in an iterative manner using a stochas-

tic gradient descent variant (here Adam [77] is employed). After the CNN generator,
the preliminary flow fields are introduced in the loss function, and then the residu-
als E are obtained. Once the backpropagation is applied, the weights and biases of
CNN are adapted to minimize these physics-based residuals. Eventually, the high-
resolution flow fields which obey physical laws and corresponding boundary con-
ditions will be obtained.

2.5 Combined data-driven and physics-driven method

Machine learning methods can be classified into two distinct types: data-driven
methods presented in Section 2.3 and physics-driven methods presented in Section
2.4.

In Paper II [35], the learning processes of these data- and physics-driven methods
with deep CNN were compared. The results show that the convergence of the error
towards a ground truth solution and the residual of heat conduction equation exhibit
remarkable differences. For data-driven learning, the loss function only considers

(A) Data-driven method (B) Physics-driven method

FIGURE 2.10: Training history of LR and E (steps = 0∼ 500). The convergence behaviors
of two learning methods exhibit significant differences.

the Error (E) between output and target rather than the Residual of Laplace equation
(LR), so I call E the loss term or explicit error and LR the non-loss term or implicit
error. Similarly in physics-driven learning, LR is the explicit error, while E represents
the implicit error.
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As shown in Figure 2.10, for both data-driven and physics-driven learning, E
and LR drop dramatically in the beginning. However, after approximately 10 itera-
tive steps, when the explicit errors have gradually approached an adequately small
value, the implicit errors are still large. Finally, after a much larger number of itera-
tion steps, both errors decrease to sufficiently small values, i.e. both the solution and
its local structure are obtained.

Heat conduction

Based on the above observations, Paper II [35] proposed a novel combined data-
driven and physics-driven method to improve the physical consistency and increase
the convergence speed by combining both E and LR into the loss terms as explicit
errors. It is observed that the scale of LR is significantly larger than E. Utilizing a
simple summation of these two errors as the total loss leads to a skewed optimiza-
tion [93] with a dominance of the Laplace residual. In order to remedy this issue, I
employ a weighted loss function that has been widely used in object detection [94]
and audio detection [95]. The weighted loss function considering both target data
and Laplace equation is written as

Lheat = Ldata + Rheat ∗ LLaplace, (2.31)

where Rheat is a constant hyperparameter, and the value of which can be speculated
by the prior numerical experiments and manually-tuned to adapt the scales. With
this weighted loss function, the different loss terms can be easily scaled to an equiv-
alent magnitude. The combined method actually has two types: data-driven based
and physics-driven based. The former one is aiming to improve the original data-
driven method. For the data-driven based method, the loss function is Equation
(2.31) and employed during the whole learning process. The latter is aiming to im-
prove the performance of the original physics-driven method. The loss function is
modified as

Lheat =

{
Lheat,ref + Rheat ∗ LLaplace Lheat ≥ Lthr

LLaplace Lheat < Lthr
, (2.32)

where Lheat,ref is the error term with a given reference target depending on the differ-
ent practical consideration. Lthr is the threshold value of the loss indicating that once
the loss is less than the threshold, the loss function will only consist of the Laplace
term.

Fluid mechanics

For the flow around a cylinder problem in Paper III [37], the weights of physics-
driven CNN are adapted only to minimize the residuals of PDEs, the solution itself
is not constrained, which means there is no target being offered for reference. In or-
der to accelerate the convergence and eventually improve the training performance,
besides the physical laws, additional reference targets are provided for constraining
the network.

Similar to data-driven methods, there is a reference loss term comparing the dif-
ference between output and target, which is defined as

Lfluid,ref =
I
∑
i=1

N
∑
n=1
|Xout −Xtar| . (2.33)
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The subscript “ref” here denotes reference targets. Generally, Xout and Xtar are out-
put quantities and corresponding targets, respectively, I = targets amount, mean-
while N = batch size denotes the amount of training data in one batch operation.
The total loss considering both reference targets and physics laws can be represented
as

Lfluid = Lfluid,ref + Rfluid ∗ LNS, (2.34)

where LNS is the physical loss term considering the N-S equations and boundary
conditions. Similar with Equation (2.31), Rfluid is a constant hyperparameter which
is tuned to adapt the scales.

In the physics-driven training, a certain amount of randomly picked Reynolds
numbers are input as one batch in each iterative step. In contrast, in the accelerating
approach with reference targets, I also use some constant Reynolds numbers beside
the variable ones. So, the new batch includes two groups as shown in Figure 2.11.
The cases in the random group vary in every iterative step and are trained with

FIGURE 2.11: Acceleration with reference targets. One batch consists of the physics and
reference groups. The outputs of physics group are introduced to physical loss function,
while the outputs of reference group are introduced to the reference loss function.

the physical loss LNS. While the ones in the constant group are fixed in the whole
iterative process and are trained with reference loss Lfluid,ref.

In the numerical experiments of PD-CNN which are accelerated with reference
targets, there are 18 cases in each batch. The first half batch consists of 9 random
Re varied with epoch number, while the other half batch consists of 9 constant Re
fixed in the whole training process. As discussed in Appendix A.3, the cases whose
Reynolds numbers are near 1 are much more difficult to train. So, the manually
defined 9 constant Reynolds numbers are 1.0, 1.5, 2.0, 3.0, 4.0, 6.0, 8.0, 12.0 and 18.0.
In the whole training process, the numerical solutions obtained by FVM of these
9 constant Reynolds numbers are input as nine targets and the CNN is trained to
minimize Equation (2.33).

In this way, the reference targets restrain the results generated by the physics-
driven method to approximate real solutions faster. Since the targets only include
a limiting number of cases and are used through the whole training process, this
approach reduces the expensive data generation cost of the traditional data-driven
methods. In practical engineering applications, the reference targets can be easily
picked from the existing data, e.g., experimental and numerical results.
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2.6 GAN with physical evaluators

In the state-of-the-art neural networks methods, Generative Adversarial Networks (GANs)
proposed by Goodfellow et al. [96], are efficient to generate the instantaneous flow
fields [97, 98]. In spite of the impressive performance for unsupervised learning
tasks, the quality of generated solutions by GANs is still limited for some realistic
tasks [99]. In Paper IV [38], based on the CNN architecture presented in previous
sections, a novel GAN is explored to simulate instantaneous spray fields under con-
tinuous operating conditions.

Evaluator-MC

Real/Fake

Parameters Updated

Parameters Updated

Generator

Discriminator

Evaluator-SA

Spray Angle Model

Inputs Outputs

TargetsInputs

FIGURE 2.12: Schematic of the proposed networks framework. With the operating con-
ditions, the U-net generator outputs a field solution of the spray. Then the outputs will
be transferred to the discriminator, mass conservation evaluator, and spray angle eval-
uator. With the input-target pair and input-output pair, the discriminator is trained to
distinguish the real and fake images. The mass conservation evaluator calculates the
ring error between output and the corresponding average target. The spray angle esti-
mator judges the angle value from the output and then compares it with the theoretical
one. Eventually, the discriminator, mass conservation, and spray angle losses are uti-
lized to update the generator by backpropagation.

The Generative Adversarial Networks with Physical Evaluators (GAN-PE) framework
is shown in Figure 2.12, The GAN-PE is composed of 4 parts, Generator (G), Discrim-
inator (D) and two physical evaluators.

The field solutions are generated by G, and the other three parts are employed
to guarantee the outputs catch the spray morphology and obey the operating condi-
tions. A GAN is the base of the proposed networks framework, the G captures the
real spray data distribution which is corresponding to the operation conditions, and
the D estimates the probability that a condition-sample pair came from the training
data rather than G. There are also two evaluators designed to improve the perfor-
mance of GANs. The first, Mass Conservation Evaluator (EMC), is used to improve
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the generation robustness by calculating the ring error between output and the cor-
responding average target. The second, Spray Angle Evaluator (ESA), is used to im-
prove the predicting accuracy in the specific operating conditions. Fed with the out-
puts from G, the losses of D, EMC and ESA are calculated respectively. After that, the
backpropagation is applied to adjust the U-net CNN of G to generate a new spray
field that more satisfies the conditions and prior physics knowledge. After enough
iterations, the network will be able to generate a reliable spray field solution.

2.6.1 GAN

From inputs to outputs, the network of G consists of two parts: encoding and de-
coding [88]. In the encoding process, the operating conditions Lopen, Tgs, mg and
ml are resized as four feature channels of the input tensor for convolutional down-
sampling with corresponding kernels [66, 52]. After that, the matrices with a size
of 128× 128 are progressively reduced into 512 single-value vectors. Each layer of
the network consists of a convolution operation, batch normalization, and a non-
linear activation function. By the convolutional calculation, along with the number
of feature channels increasing, the matrices size is down-sampled by a factor of 2.
In this way, the information of operating conditions is translated into the extracted
features in the next layer. In addition, skip-concatenations from input to output fea-
ture channels are introduced to ensure operating conditions information is available
in the following up-sampling process for inferring the solution. Then the decoding
part works in an opposite way, which can be regarded as an inverse convolutional
process mirroring the behavior of the encoding part. Along with the increase in spa-
tial resolution, the spray fields are reconstructed based on the single-value vectors
by up-sampling operations.

The weighted loss function considering the following discriminator and evalua-
tors is written as

L(D, EMC, ESA) = LD + αLEMC + βLESA , (2.35)

where LD, LEMC and LESA are the loss terms calculated by D, EMC and ESA respec-
tively. Also, α and β are the constant hyperparameters that are manually tuned
before training to adapt the scales of these loss terms. After proper training, both
generator and discriminator losses keep stable and the generator is able to map a
spray sample from a random distribution to the desired one which obeys the physi-
cal knowledge and conditions.

The discriminator in a GAN is simply a classifier. It tries to distinguish real sam-
ples from the data created by the generator, i.e., fake data. The discriminator’s train-
ing data comes from two sources. One consists of the real data instances, here are
the real experimental images. D uses these instances as positive examples during
training. The other is the fake data instances created by the generator. The discrim-
inator uses these instances as negative examples during training. Then D is used
to feed the possibility that samples come from the targets rather than generation
distribution back to G. The settings of Least Squares Generative Adversarial Networks
(LSGANs) are utilized to train the D and the G simultaneously [100]. This special
type of GANs helps to remedy the gradients vanishing by using the least square loss
function instead of the sigmoid cross-entropy loss function [101].

Here, D is modified by the encoder of the G, which means the generated solu-
tions from G are down-sampled by the re-convolutional calculation so that the spray
field information is transferred into the linear 1-D tensor. And then this 1-D tensor
will be used to be trained to maximize the probability of assigning the correct label,
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real or fake, to both training targets and generated solutions. Similar to the work in
Ref. [102], I use the input-output and input-target pairs to feed D instead of only
output and target in the random image generation tasks. The operating conditions
and the outputs/targets are concatenated as the different feature channels in a 4-D
data tensor. In this way, the D not only discriminates between real and fake values
but also helps to judge whether the outputs match the corresponding conditions.

The loss functions for LSGANs are defined as

min
D

VGAN(D) =
1
2

Ex∼pdata(x)[(D(x)− b)2] +
1
2

Ez∼pz(z)[(D(G(z))− a)2]

min
G

VGAN(G) =
1
2

Ez∼pz(z)[(D(G(z))− c)2],
(2.36)

where x is the training data and z is the input variables. Also, a and b are the labels
for fake data and real data respectively, and c denotes the value that G wants D to
believe for the generated solutions. Here, I apply a = 0 and b = c = 1. So, LD is
equal to the second part of Eq. (2.36).

2.6.2 Physical evaluators

Mass conservation evaluator

Originated from the idea that the spray phenomenon obeys the mass conserva-
tion law, a mass conservation evaluator is designed. As shown in Figure 2.13, there
are a few spherical volumes with different diameters that are tangent at the middle
point of the upper boundary in both generating images and the average images. The
mass fluxes of droplets through one specific ring in every instantaneous frame are
equivalent. The spray field generation is indeed a 2-D image reconstruction task.
Following the definition of “L1loss” which is widely used in the machine learning
community, a mass conservation loss is defined here. The difference is that the for-
mer measures the sum of absolute error between each element in the generation and
target [90], but mine is calculating first a gray value summation of every element
in one concerning ring, then comparing absolute error between the corresponding
rings in the generation and target, and finally the summation of the errors.

(A) Generated image (B) Average target

FIGURE 2.13: Mass Conservation. The resolution of the images is 128× 128. The rings
remain tangent at the central point of the top edge.
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The mass conservation error, i.e. the loss term from EMC, is defined as

LEMC =





m

∑
k=1

∣∣∣∣∣
n

∑
i=1

xi −
n

∑
j=1

yj

∣∣∣∣∣
k

E ≥ Ethr

0 E < Ethr

, (2.37)

where x and y are the gray values in generated images and average targets respec-
tively. Also, m is the number of the concerning rings and n is the number of data
points in one concerning ring in the matrix. E is the error between the output and
average matrix and is defined as

E =
N

∑
i=1
|xi − yi| , (2.38)

where N is the number of all the data points in the matrix. To improve the generation
randomness and in view of the error caused by light transmission and reflection, loss
threshold Ethr is introduced herein. Once the loss is less than the threshold, this loss
term will be ignored.

Spray angle evaluator

The present evaluator is composed of two parts, one is the theoretical model of
spray angle, and the other is a CNN encoder to estimate the spray angles from the
generated field solutions. The schematic diagram of the theoretical model of spray
angle is shown in Figure 2.14. Before carrying out the theoretical analysis, several
basic hypotheses are declared (see Appendix A.1).

Propellant 2

FIGURE 2.14: Schematic of the considering volume in the spray angle model. Lopen and
W is the length and width of the radical rectangular section, respectively. H is the axial
height of the liquid element.
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Following the definition in Ref. [103] and Newton’s second law, the aerodynamic
drag Fd of the liquid element in x-direction is

1
2

Cdρg
(
vg − vlcosϕ

)2 WH = ρlWLopenH
dvx

dt
, (2.39)

where Cd is drag coefficient. vg and vl are gas velocity and initial liquid element
velocity, respectively. ml and a are the mass and acceleration of liquid element, re-
spectively. vx is the x-component of the liquid element velocity. After the formula
derivation which is detailed in Appendix A.4, the x-coordinate of the element’s tra-
jectory is expressed in terms of the momentum ratio CTMR as follows

x =

[
Cd

4CTMRsin2ϕ

(
1− vlcosϕ

vg

)2

+
cosϕ

sinϕ

]
y. (2.40)

The theoretical model assumes that the liquid jet does not deform, but in reality, it
will deform under aerodynamic forces, which results in a reduction of the effective
momentum of the liquid jet. Consequently, the liquid jet deformation factor γ, which
is obtained through the experimental results, is introduced to modify the spray angle
theoretical model. In this way, the slope of the liquid jet θ is obtained as

θ = γ

{
90◦ − arctan

[
Cd

4CTMRsin2ϕ

(
1− vlcosϕ

vg

)2

+
cosϕ

sinϕ

]}
. (2.41)

It is noteworthy that when there is no central propellant deflection and ϕ = 90◦,
Eq. (2.41) could be simplified as θ = γ [90◦ − arctan(Cd/4CTMR)], which formally
matches the experimental fitting model θ = C1arctan(C2CTMR) of liquid-liquid pin-
tle injector in Ref. [104], where C1 and C2 are the fitting parameters.

Similar with the automated scoliosis assessment method in Ref. [105, 106, 107].
A well-trained spray angle estimator is trained to output the angle values from the
predictive images in ESA. The architecture of this down-sampling CNN is like D,
except added one fully-connected layer in the end to output the estimated spray
angle θ′. By this way, the loss term from ESA is calculated as

LESA =
∣∣θ′ − θ

∣∣ . (2.42)

2.7 Summary

In this chapter, aiming at the two rocket engine’s technical challenges and two key
fundamental scientific problems, the governing equations involved are first intro-
duced. In addition, the data set acquisition approaches for the two technical chal-
lenges are described. Then, the universal fundamentals and theories of CNN were
presented. Finally, for the four different tasks, the corresponding methods were in-
troduced respectively, including a) the basic data-driven method for film cooling
field generation, b) the physics-driven method using PDEs as loss function, c) the
combined data-driven and physics-driven method with a limited number reference
targets, d) the GAN with physical evaluators for spray prediction.
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Chapter 3

Summaries of publications

In this chapter, the relevant publications of this thesis are briefly summarized.

3.1 Supervised learning mixing characteristics of film cool-
ing in a rocket combustor using convolutional neural net-
works

H. Ma, Y. X. Zhang, O. J. Haidn, N. Thuerey and X. Y. Hu

3.1.1 Summary of the publication

For liquid rocket engines, there is a need to protect the solid surfaces exposed in
a high-temperature environment [2]. In common thermal protection methods, film
cooling is a technique that can be used in both combustion chambers and nozzles
by introducing a portion of fuel along the wall. For film cooling, early studies are
mainly carried out with experimental techniques, such as the empirical effective-
ness modeling [5], simple discrete layer theory founding [6] and effectiveness data
correlations [7]. With the development of the CFD methods and high-performance
computing resources, numerical investigations about film cooling were conducted.
The results of these practices show that CFD simulation is able to acquire the accu-
rate characteristics of the film cooling flow field. However, the traditional discrete
methods used in the numerical simulation are expensive. One complete process to
simulate film cooling in rocket engines, considering details, usually costs much time,
especially during the meshing and iterative solving phases [108].

The machine learning approach has been applied previously to physical prob-
lems such as complex fluid flows. This work presents a method of using convolu-
tional neural networks to directly predict the mixing characteristics between coolant
film and combusted gas in a rocket combustion chamber. Based on a reference exper-
iment, numerical solutions are obtained from the Reynolds-Averaged Navier–Stokes
simulation campaign and then interpolated into the rectangular grids. A U-net archi-
tecture is modified to encode and decode features of the mixing flow field. The influ-
ence of training data size and learning time with both normal and re-convolutional
loss functions is illustrated. It is noteworthy that when the training set size is small,
the re-convolutional method performs much more accurately. To conclude, the re-
convolutional methods can decrease iteration steps when aiming for a certain error
limitation, and can further get a less time cost when conducting a training task. Also,
it can be said that the re-convolutional method is a good choice compared with the
normal CNN method to markedly improve the accuracy when it is difficult to ob-
tain a large training data set. By conducting numerical experiments on test cases, the
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modified architecture and related learning settings are demonstrated with global er-
rors that are less than 0.55%. The results show that the U-net architecture CNN has
a very good capability to predict the film cooling flow field accurately.

(A) u

(B) Temperature

(C) Concentratration of CH4

FIGURE 3.1: Comparisons between RANS results and learning results of the baseline
case, taking x-component of velocity, temperature, and concentration of CH4 as exam-
ples. The predictions made by trained neural networks are almost the same as RANS re-
sults. Though the prediction in the vicinity of the film applicator has a relatively bigger
difference, the U-net CNN is able to primely predict the overall quantity distribution.

Figure 3.1 shows one of typical learning results.

3.1.2 Individual contributions of the candidate

This article [34] was published in the international peer-reviewed journal Acta As-
tronautica. My contribution to this work was the development of the method and
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the corresponding computer code for its implementation. I have conducted simula-
tions and numerical experiments, analyzed the results, and written the manuscript
for publication.
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3.2 A Combined Data-driven and Physics-driven Method for
Steady Heat Conduction Prediction using Deep Convolu-
tional Neural Networks

H. Ma, X. Y. Hu, Y. X. Zhang, N. Thuerey and O. J. Haidn

3.2.1 Summary of the publication

With abundant training methods and high-performance computing resources, ma-
chine learning has been applied to many scientific research fields, including pre-
dicting physics field for reducing or avoiding the large computational cost of the
traditional numerical (finite volume/element/difference) methods, such as compu-
tational fluid dynamics [108]. In machine learning approaches, data-driven methods
were widely used to train the model with a large amount of labeled training data.
However, since the training data sets are still generated from traditional numeri-
cal solutions [42, 109, 110], it does not truly solve the issue of expansive numerical
computation. In addition, in some difficult cases, though a large number of training
samples are used, the data-driven method may still not be able to obtain sufficiently
accurate solutions. In fact, the unknown physical laws in data-driven methods can
be explicitly employed in the learning process [24, 25]. By introducing PDEs into the
loss function, a PINN is able to predict the solution that satisfies physics law [26].
The inferred solution is trained to obey the corresponding PDE and boundary con-
ditions. However, the training cost of the physics-driven method is typically more
expensive than that of the data-driven method.

In order to remedy the above-mentioned shortcomings, we propose an idea that
combines the data- and physics-driven perspectives. Choosing the steady solution
of heat conduction as an example, we first consider the original data-driven and
physics-driven methods based on a deep CNN respectively and compare their learn-
ing progresses for a single case training. It shows that the convergence of the error
towards a ground truth solution and the residual of the heat conduction equation ex-
hibit remarkable differences. Based on this observation, we propose a weighted loss
function combining the effects of reference target and Laplace equation for training
the CNN to predict temperature fields. With this, reference data and physical law
are able to simultaneously drive the learning. Then, several numerical experiments
are conducted and analyzed to study the improvements achieved by the combined
method. For the data-driven based method, the introduction of the physical equa-
tion not only is able to speed up the convergence but also produces more physically
consistent solutions. From the zoomed-views, the temperature contours obtained
from the combined method are much smoother, which suggests the solution is more
consistent with physics law. For the physics-driven based method, it is observed that
the combined method is able to speed up the convergence up to 49.0% by using a
coarse reference. Compared with the original physics-driven method, it is observed
that the combined method with all the reference targets, except for zero profiles,
is able to obtain a more accurate result by eliminating the large error spot quickly.
These results suggest that the requirement for appropriate reference targets is not
very restrictive in practical applications.

Figure 3.2 shows one of typical learning results.
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FIGURE 3.2: Enhancements for data-driven method in multiple cases training: outputs
of CNN. There are two typical cases from test set with different geometries. The colors
in first column represent Tboundary = 0/0.5/1. The last three columns show part of the
output which marked with the red dot line in the second column. In contrast to the
original data-driven method, the temperature contours obtained by combined method
are smoother.

3.2.2 Individual contributions of the candidate

This article [35] is under review in the international peer-reviewed journal Journal of
Computational Physics. My contribution to this work was the proposal of the method
and the corresponding computer code for its implementation. I have performed
numerical experiments, analyzed the results, and written the manuscript for publi-
cation.
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3.3 Physics-driven Learning of the Steady Navier-Stokes Equa-
tions using Deep Convolutional Neural Networks

H. Ma, Y. X. Zhang, N. Thuerey, X. Y. Hu and O. J. Haidn

3.3.1 Summary of the publication

In contrast to classical computational methods, machine learning approaches, and
especially the field of deep learning that employs Neural Networks (NN), have demon-
strated their capabilities to predict flow fields rapidly and accurately [31, 111, 42]. In
the multiple machine learning approaches, the physics-driven NN is able to directly
obtain the field solution with much less or even no training data. Based on MLP
[112], Raissi et al. designed PINN. Due to the constraint of loss function employing
partial differential equations, the outputs gradually approach the ones obeying the
physics laws [113, 26, 30]. However, due to the full connectivity between the neu-
rons, MLP suffers from extensive memory requirements and statistical inefficiencies
[45]. On the contrary, CNN represents a specialized and well-established type of NN
to tackle the aforementioned challenges [46].

In this work, we target the physics-driven learning of complex flow fields with
high resolutions. We propose the use of convolutional neural networks based on
the U-net architecture to efficiently represent and reconstruct the input and output
fields, respectively. By introducing Navier-Stokes equations and boundary condi-
tions into loss functions, the physics-driven CNN is designed to predict correspond-
ing steady flow fields directly. In particular, this prevents many of the difficulties
associated with approaches employing fully connected neural networks. Several nu-
merical experiments are conducted to investigate the behavior of the CNN approach,
and the results indicate that a first-order accuracy has been achieved. Specifically for
the case of a flow around a cylinder, different flow regimes can be learned and the
adhered “twin-vortices" are predicted correctly. For multiple cases training about
flow around a cylinder, the CNN is trained with the variation of Reynolds number
while the U-net architecture and inflow conditions are fixed. All the results inside
the learning domain are in good agreement with the Finite Volume Method (FVM)
results. But the values have an “even bias". Compared with the ground truth, all
values are closer to the mean value in the whole domain. The numerical results also
show that the training for multiple cases is accelerated significantly, especially for
the difficult cases at low Reynolds numbers, when limited reference solutions are
used as supplementary learning targets.

Figure 3.3 shows one of typical learning results.

3.3.2 Individual contributions of the candidate

This article [37] is under review in the international peer-reviewed journal Communi-
cations in Computational Physics. My contribution to this work was the development
of the method and the corresponding computer code for its implementation. I have
performed numerical experiments, analyzed the results, and written the manuscript
for publication.
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(A) Re = 1, p (B) Re = 1, u (C) Re = 1, v

(D) Re = 20, p (E) Re = 20, u (F) Re = 20, v

FIGURE 3.3: Single case when Re = 1 and Re = 20. Black contour lines are FVM results,
colorful contour flooding is PD-CNN results. The learning results agree reference quite
well.
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3.4 Generative Adversarial Networks with Physical Evalua-
tors for Spray Simulation of Pintle Injector

H. Ma, B. T. Zhang, C. Zhang and O. J. Haidn

3.4.1 Summary of the publication

Due to a wider throttling range and greater combustion stability, pintle injectors
are especially suitable for the liquid rocket engines that require deep, fast, and safe
throttling [114, 115, 116]. In the practical throttleable engine applications, the pintle
is movable to alter the injection area so that the mass flow rate of the injected propel-
lants can be varied continuously according to the economical and safe thrust curve
in a given situation [117]. However, using conventional computational fluid dynam-
ics approaches, numerical simulations have to be conducted repeatedly to vary the
operating conditions and the computational cost becomes prohibitively expensive
[118]. In the previous research, the changes were only considered under discrete
condition combinations over a limited number of select operating points [119, 120,
121]. Simulating the complex spray phenomena in the whole range still remains to
be a great challenge.

In this work, a novel deep learning approach used to simulate instantaneous
spray fields under continuous operating conditions is explored. Based on one spe-
cific type of neural networks and the idea of physics constraint, a generative ad-
versarial networks with physical evaluators framework is proposed. The geometry
design and mass flux information are embedded as inputs. After the adversarial
training between the generator and discriminator, the generated field solutions are
fed into the two physics evaluators. In this framework, a mass conversation eval-
uator is designed to improve the training robustness and convergence. And the
spray angle evaluator, which is composed of a down-sampling CNN and theoretical
model, guides the networks generating the spray solutions more closely according
to the injection conditions. According to the comparison between the simulated and
experimental spray morphology under different operating conditions, the generated
spray is fairly comparable with the experimental results, meanwhile, the hollow-
cone-shaped profiles with a specific spray angle are well reproduced. The typical
spray morphology, i.e. liquid column formation, breakup of the column, lateral ex-
pansion of the spray, can be clearly noted. The generated spray field shows that the
droplets experience a size reduction before approaching a uniform tiny size distribu-
tion because of the impingement and collision. The curves of the spray angle versus
momentum ratio at different throttling levels also suggest that the GAN-PE results
coincide with the experimental results well in a wide momentum ratio range. The
work suggests the great potential for prior physics knowledge employment in the
simulation of instantaneous flow fields.

Figure 3.4 shows one of typical learning results.

3.4.2 Individual contributions of the candidate

This article [38] was published in the international peer-reviewed journal AIP Ad-
vances. My contribution to this work was the proposal of the method and the cor-
responding computer code for its implementation. I have performed numerical ex-
periments, analyzed the results, and written the manuscript for publication.
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FIGURE 3.4: The comparison of spray angle between GAN-PE and experiments. The
red circles show the cases which are out of the learning domain. It can be observed that
the GAN-PE results coincide with the experimental results well in a wide momentum
ratio range. The simulated solutions also represent the experimental conclusion that the
spray angle is mainly determined by the momentum ratio.
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Chapter 4

Discussions and outlooks

In this thesis, four variants of the deep learning method have been proposed to
predict the field solution of film cooling in a combustion chamber, heat conduc-
tion of square plates, flow around a cylinder, and injection spray of a pintle injec-
tor using convolutional neural networks. Aiming at the practical technical chal-
lenges in rocket engines and involving fundamental scientific problems, a data-
driven encoder-decoder, a physics-driven method with PDE loss, a combined data-
driven and physics-driven method, and a generative adversarial network with phys-
ical evaluators are proposed and developed. The objectives have been accomplished
successfully and demonstrated in the Paper I - Paper IV. Here, the related literature
and the concluding remarks are discussed. And several possibilities of the potential
applications and future research are presented.

4.1 Discussions

Neural networks have been used to evaluate physics fields for over three decades
from the early convective heat transfer evaluation using experimentally based co-
efficients [122]. Modern neural networks have shown an excellent promise and ca-
pability to capture physics characteristics. Based on the generative adversarial net-
works, Farimani directly predicted the transport phenomena of steady-state heat
conduction and incompressible fluid flow [33]. Wu proposed a deep generative
Markov state model learning framework for inference of metastable dynamical sys-
tems, and the model demonstrated can generate valid distributions for molecular
dynamics [123]. Bhatnagar trained an approximation model based on convolutional
neural networks which can be used to predict the velocity and pressure field when
given the pixelated shape of the object [124]. Utilizing the closure models trained
by labeled data to predict the effects of various single and combined physical phe-
nomena has become an attractive research topic. Ling proposed a neural network
architecture with a tensor basis embedded by Galilean invariance to model turbu-
lence. The predictions show a significant improvement over the feed-forward MLP.
Wang utilized a data-driven machine learning approach for reconstructing discrep-
ancies in RANS modeled Reynolds stresses and excellent predictive performance
was observed [125]. Wu presented an extension of Wang which enables the machine
learning model to yield improved predictions of Reynolds stresses and mean veloci-
ties [126]. The data-driven approaches described above were meant to be an efficient
alternative to replace the expensive processes of numerical computation [127, 128].
However, the training data sets for physics field prediction are usually obtained by
traditional numerical solutions [36, 42, 109, 110] or even more costly experimental
results [122, 129, 130], which seems like an embarrassing loop that does not truly
solve the demand.
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Based on MLP [112], Raissi et al. designed physics-informed neural networks in
2019 [26]. After that, similar physics-informed/based/constrained methods without
training data have been further studied. Sun incorporated the governing PDEs to the
loss function and eventually obtained the solution of the flow field without training
data. Since the input of the deep NN is only a one-dimensional array, a specific prior
ansatz has to be devised to enforce the initial and boundary conditions [131]. Similar
work are presented in Ref. [26, 30, 113, 132]. However, due to the full connectivity
between the neurons, MLP suffers from extensive memory requirements and statis-
tical inefficiencies [45]. Therefore, it is difficult to handle well the multi-dimensional
learning space with high-resolution physics fields containing much more details. In
addition, MLP architecture by itself does not take into account the spatial structure
of data. The data points in the learning domain irrespective of their distance are
treated in the same way [48]. However, the physics laws represented with PDEs are
based on the localities of data points, which suggests that the capability of NN to re-
flect this spatial relationship can be very important, especially for the physics-driven
methods which are constrained only by PDEs.

In contrast, CNNs have shown the ability to directly transform the learning do-
main by employing square or cubic kernels. There is some data-driven learning
research using CNN. Sharma applied a weak-supervising paradigm to the physi-
cal system governed by non-linear differential equations. The convolutional kernels
used to form PDE were beforehand set or trained by a small-size data set [53]. Zhu
employed a convolutional encoder-decoder neural network approach for solving
PDEs and constructing a surrogate model without labeled data which yielded re-
sponses similar to those of data-driven models [54]. Geneva proposed a novel auto-
regressive dense encoder-decoder CNN to model and solve non-linear dynamical
systems, which potentially decreased the computational cost [133].

Based on the physics-constraint idea and CNN fundamentals, Paper II [35] and
Paper III [37] proposed a physics-driven deep learning framework using CNN to
predict the physical field solutions. By introducing the discretized Laplace/Navier-
Stokes equation(s) and boundary conditions as the loss function, the CNN is able to
directly predict steady-state heat conduction/laminar flow fields. Compared with
the MLP used in previous research, the CNN is able to embed the objective geometry
and flow structure into the latent space, and then decode them to reconstruct the
corresponding flow fields with physics consistency. The PD-CNN is able to obtain
accurate solutions for both single case and multiple cases.

Also, to remedy the shortcomings of the original methods, we proposed a com-
bined data- and physics-driven method based on the PD-CNN to directly predict
the field solution of physics problems. The combined method simultaneously uti-
lizes training data and physics law to drive the learning process. For the data-driven
based method, besides accelerated convergence, the obtained local structure of the
solution achieves a better physics consistency. For the physics-driven based method,
the learning process can be accelerated considerably even with not very restrictive
choices of reference targets, which is useful for practical application when accurate
references are not available. Note that the related CNN architecture and the chosen
scientific problems are generic and the combined method is potentially suitable for
other physical laws as long as they can be expressed as PDEs.

Besides the fundamental scientific problems, research is also carried out for pre-
dicting complex flow fields in practical liquid rocket engines with the existing and
proposed methods. In Paper I [34], CNN is used to study the mixing characteristics
of the film cooling in a rocket combustor. By modifying the U-net CNN architecture
and forming a re-convolutional loss function, the trained model is able to predict
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the solution of the flow field in a straightforward way. The work presented in this
paper proved the capability of CNN to solve the multiple flows mixing problem by
the means of supervised learning with a small sample set. While the work presented
is based on the RANS solutions, the modified neural network architecture and the
re-convolutional loss function forming method are generic and can be applied to a
wide range of partial differential equation problems in a rectangular Cartesian coor-
dinate system.

Similarly with the film cooling, applying the conventional CFD approach to sim-
ulate the complex spray phenomena of pintle injectors in a widely throttleable range
is a great challenge. Paper IV [38] proposed a novel deep learning framework con-
strained by physical evaluators to directly predict spray solutions based on genera-
tive adversarial networks. The normal discriminator and the mass conservation and
spray angle evaluators are used to constrain the CNN to generate the spray solu-
tion, including macroscopical morphology and spray angle. The former evaluator
is able to improve the training convergence and the latter one helps to obtain more
accurate spray angles that are consistent with the operating conditions. It is note-
worthy that the related network architecture and spray problem are generic and the
proposed framework is potentially suitable for other fluid field simulations which
have proper prior physics knowledge.

4.2 Outlooks

The present work can be further improved in several directions that are related to
both scientific modeling and practical engineering. Some possibilities for future
work are:

• In this thesis, the well-trained CNN models, both data- and physics-driven,
are actually surrogate models which can be used to easily obtain the key pa-
rameters given operating conditions. Therefore, it is of great benefit to employ
them for optimization tasks. For example, the thermal topology with heat con-
duction model and blade shape design with fluid mechanics model.

• The proposed physics-driven CNN was implemented for modeling heat con-
duction and fluid simulation. It would be interesting that the present method
may be extended to simulate the multi-species flow considering chemical re-
actions, and furthermore employed for solving the practical combustion prob-
lems in liquid rocket engines straightforwardly.

• The proposed physics-driven CNN now is only used to simulate the steady-
state physics field solutions. The instantaneous spray prediction task also sug-
gests the potential of CNN to consider temporal effects. Future efforts may be
done to combine CNN with sequential deep learning methods, such as Long-
Short Term Memory (LSTM) and transformer, in order to obtain dynamic solu-
tions.

• The present generalized combined data-driven and physics-driven method
suggests the potential for practical engineering problems. Furthermore, it is of
great benefit to understand whether the present idea that using prior knowl-
edge can be extended to realize other machine learning tasks, such as the Arti-
ficial Intelligence for IT Operations (AIOps).
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A B S T R A C T

Machine learning approach has been applied previously to physical problem such as complex fluid flows. This
paper presents a method of using convolutional neural networks to directly predict the mixing characteristics
between coolant film and combusted gas in a rocket combustion chamber. Based on a reference experiment,
numerical solutions are obtained from Reynolds-Averaged Navier–Stokes simulation campaign and then inter-
polated into the rectangular target grids. A U-net architecture is modified to encode and decode features of the
mixing flow field. The influence of training data size and learning time with both normal and re-convolutional
loss function is illustrated. By conducting numerical experiments about test cases, the modified architecture and
related learning settings are demonstrated with global errors less than 0.55%.

1. Introduction

At the booster and upper stage in reusable launcher systems, hy-
drocarbon propellants are commendable alternatives because of their
lower prices and operational costs [1]. Among the hydrocarbon pro-
pellant combinations, methane/oxygen has an overall good perfor-
mance [2]. Higher impulse, lower probability in carbon deposition,
simple extractability from natural gas: all of these make methane an
exceptional choice for future reusable launcher engines such as BE-4
and Raptor [3]. However, unlike the other propellant combinations,
methane/oxygen still needs to be studied [4,5].

For liquid rocket engines, there is a need to protect the solid surfaces
exposed in a high-temperature environment [6]. In common thermal
protection methods, film cooling is a technique which can be used in
both combustion chambers and nozzles by introducing a portion of fuel
along the wall. This introduction in the combustion chamber not only
protects the wall from high thermal loads, but also from chemical im-
pact. For film cooling, early studies are mainly carried out with ex-
perimental techniques, such as the empirical effectiveness modeling
[7], simple discrete layer theory founding [8] and effectiveness data
correlations [9]. With the development of the Computational Fluid Dy-
namics (CFD) methods and high-performance computing resources,
numerical investigations about film cooling were conducted in the ap-
plicator design [10], blowing ratio [11,12], incident angle [13], etc.

The results of these practices show that CFD simulation is able to ac-
quire the accurate characteristics of film cooling flow field. However,
the traditional discrete methods used in numerical simulation are ex-
pensive. One complete process to simulate film cooling in rocket en-
gines, considering details, usually costs much time, especially during
the meshing and iterative solving phases [14].

In this decade, machine learning has developed rapidly. From the
initial machine vision field where so much research has been con-
ducted, machine learning, especially the deep learning approach, has
been applied to many scientific research fields, among which fluid
mechanics problem is a worthy choice [15–20]. Raissi et al. utilize
Gaussian processes and deep fully connected layers to learn a class of
physics phenomena including fluid motion [21–23]. Ling et al. propose
a tensor basis neural network embedded by Galilean invariance to
model turbulence and the predictions show a significant improvement
compared with the commonly used CFD methods [24]. Based on the
work of Ling, Milani utilizes a random forest method to predict the
turbulent diffusivity in the film cooling flows of gas turbine blades
[25,26]. The machine learning work presented above is to train the
turbulence model firstly, and then still use the traditional discrete
methods to do simulation work. In fact, there is a more straight-forward
way. For example, Farimani et al. directly generate solutions for steady
state heat conduction by forming a conditional generative adversarial
network [27]. Also, Thuerey et al. use Convolutional Neural Networks
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(CNN) to infer the solution of airfoil flows when given certain boundary
conditions [28]. However, although machine learning practice dis-
cussed above has shown the capability to capture the characteristics of
the basic fluid mechanics, the application of the machine learning
methods in the practical fluid dynamical problems is rare, especially for
the liquid rocket engines with a methane/oxygen combination.

In this paper, a deep learning approach using modified CNN and loss
function forming method is applied to study the mixing characteristics
of film cooling in rocket engines. Given the inlet flow conditions, the
flow field in the subscale gaseous methane/oxygen combustion
chamber can be directly predicted. The paper is organized as follows.
After the introduction, the process of data set generation from RANS
simulation is described in Section 2. The machine learning methods,
especially the U-net CNN architecture, are introduced in Section 3. The
comparison between the different loss functions and the results of the
numerical experiments are presented and analyzed in Section 4. Finally,
conclusion is drawn in Section 5.

2. Data set from simulation

2.1. Reference experiment

In the context of the national research program SFB 40
“Fundamental Technologies for the Development of Future Space-
Transport-System Components under High Thermal and Mechanical
Loads”, research activities, including experiments and simulations, are
conducted in order to get a broader data base for methane operating
propulsion systems and a deeper understanding of the key phenomena
of methane/oxygen combustion and heat transfer. For this purpose, a
subscale multi-element gaseous methane () and gaseous oxygen (GOX)
combustion chamber using methane as coolant is designed and tested.
The reference experiment, which has a pressure level of 2 MPa, aims to
expand the knowledge of film cooling systems in methane/oxygen en-
gines for upper stage/orbital applications. More details of the reference
experimental facility can be found in Ref. [29].

The multi-injector chamber with film applicator is depicted in
Fig. 1, and the main dimensions of the chamber are shown in Table 1.

2.2. Simulation setup

Based on the previous research shown in Ref. [30], a two-dimen-
sional planar model was taken, the chamber being symmetric with re-
spect to the vertical middle plane, and half the chamber was modelled
in the simulation.

The coaxial injection of the experiment is not modelled in order to
reduce the computational costs of the simulation procedure. Assuming
that the mixing and reaction process of fuel and oxidizer only happened
in the first segment of the chamber, a homogenous combusted gas
mixture is fed into the entrance of the second segment instead.
Meantime the coolant film is also assumed to be injected from the be-
ginning of the second segment. It means the computational domain only
contains the second segment of the chamber.

The components and heat transfer properties of the combusted gas
mixture are obtained from NASA's “Chemical Equilibrium with
Applications” program (short CEA) which is a common tool utilized in
one-dimensional combustion gas representation along the combustion
chamber axis. Based on the minimization of free energy and mass-
balance constraints, CEA is able to determine the equilibrium compo-
sitions for thermodynamic states specified by an assigned temperature
and pressure [31]. The 11 species of the combusted gas mixture are O2,
O, H, HO2, OH, H2, H O2 2, H O2 , CO2, CO, HCO, while coolant gas used as
film is CH4. Also, the chemical reaction is not considered in the RANS
simulation.

For steady state simulations, a common approach is to use the
temperature filed at one certain moment as the boundary condition.
This paper utilizes the in-house tool “RoqFITT” to calculate the con-
tinuous temperature and heat flux field instead of the separated tem-
perature data measured by thermocouples arranged in the chamber
wall [32,33].

As for boundary conditions, both of the inlet mainstream and film
are constrained with mass flux, the chamber is defined as no slip walls,
the outlet pressure is 1.024 bar which accords with the experimental
environment. Table 2 lists more details about the settings about the
simulation. By the investigation of heat flux and pressure profiles from
simulation and experiments in the previous research [30], the numer-
ical modeling described in this section is properly proven. Eventually
the simplification reaches a balance between the computational costs

Nomenclature

jm mass flux of mainstream, kg/(m ·s)2

jc mass flux of coolant, kg/(m ·s)2

Tm temperature of mainstream, K
Tc temperature of coolant, K
u x component of velocity, m/s
v y component of velocity, m/s
p pressure, Pa

h height, m
RBR the proportion of the film in the boundary row

Subscripts

f film injecting slot
cc combustion chamber
BR boundary row

Fig. 1. Combustion chamber of the reference experiment.
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and accurate mixing characterization.

2.3. Simulation campaign

The blowing ratio, which describes the impulse ratio between the
mainstream and coolant film, is a crucial parameter when designing the
film cooling system in rocket engines [34]. It influences the perfor-
mance of film cooling significantly [11,12]. When the geometry of the
film applicator remains fixed, usually in one actual rocket engine, the
blowing ratio varies by injecting coolants with different mass flow
rates. In this paper, the chamber and the film applicator keep a unique
design, which means the areas to where the hot gas mixture and coolant
are injected are fixed, and the initial thickness of the film remains
constant as well. So, the variety of mainstream mass flux and coolant
mass flux can be used to convey the change of the blowing ratio. It is
worthwhile to state that in one actual rocket engine with one certain
nozzle design, the variety of the mass flow, especially the mainstream
one, usually influences the pressure level of the chamber, eventually
changing the performance of the whole engine. In this simulation
campaign, aiming to establish a broad data base of the small upper
stage engines whose chamber pressure is 2 MPa, the design of nozzle
could be regarded as varying to keep the pressure level constant.

The mass fluxes of mainstream and coolant film are generated as
random values which are beneficial for the following training work,
shown in Table 3, where j denotes mass flux and the subscripts m,
denote mainstream, coolant respectively. And the temperatures of the
coolant are evenly distributed as six values in the range between 200 K
and 300 K; the temperature of the mainstream is 3326.54 K, calculated
by CEA. So, the amount of simulation cases is 1176.

2.4. Data set acquisition

As the performance of the film cooling far downstream is not as
remarkable as that in the vicinity of the applicator, the forepart of si-
mulation domain was chosen as the learning domain for machine
learning work; the length of the learning region is 150 mm, while the
width is 6 mm, which is the half of the chamber height. The deep
learning research in machine vision field usually uses the square-re-
solution images to adapt to the convolutional neural network archi-
tectures. In order to indicate the characteristics of mixing in both di-
mensions, the learning domain is resampled onto a regular ×64 256

grid to obtain a data set including inputs and targets.
The three input channels, including mass fluxes of main flow and

coolant and coolant temperature, are rearranged as three initial fields,
meanwhile, the simulation results of each case are interpolated into a
set of Cartesian grids with a same size of ×64 256.

The value in every row of the input initial fields describes the mass
fluxes and temperature. In order to precisely describe the geometry
characteristic, we assuming there is a boundary row in the input grid
whose values indicate the interface between the mainstream and
coolant film. Using =T 300 Kc as an example, the value of coolant
temperature in the boundary row is calculated by

=

=

=

=

( )
( )

( )
( )

T T R

T N N
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· · int ·

300· 64· int 64·
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h
h

h
h

c, BR c BR

c

2.5 e 4
6 e 3

2.5 e 4
6 e 3

f
cc

f
cc

(1)

where RBR denotes the proportion of the film in boundary row. N de-
notes the number of the total rows and =N 64 in this paper. hf and hcc
denote the height of the film injecting slot and the half height of the
combustion chamber respectively. By this calculation, the values in the
mainstream-film boundary are accurately obtained and the geometry
characteristic of the film injecting slot is precisely defined in the grid.
As the temperature initial field illustrated in Fig. 2 shows, the bottom
three rows present the height of film part of inlet flow in the tem-
perature initial field. Using this method, flow conditions of mainstream
and coolant are encoded in a × ×64 256 3 grid of values; the first two
channels contain mass flux of mainstream and coolant film while the
last of the channels contain the temperature of film.

The targets, extracted from the Reynolds-averaged Navier–Stokes
simulation (RANS) solution calculated by ANSYS Fluent, include 16
items: both x and y components of velocity, temperature, pressure, and
concentrations of the 12 gaseous species from both hot gas mixture and
coolant film. So, the data sets for supervised training have the same size
with inputs but different channel numbers. The first four channels
contain the flow field information including x and y velocity compo-
nents, pressure, and temperature sequentially. The next twelve chan-
nels contain the concentration of every species. From the simulation
domain with more than 20 k cells, each target is interpolated into one

×64 256 matrix, eventually obtaining a × ×64 256 16 targets data grid.

3. Deep learning method

3.1. Pre-processing

Nondimensionalization is a normal data processing method in nu-
merical calculation of fluid mechanics by which the features with dif-
ferent properties can be compared. The involved quantities are usually
normalized with respect to the magnitude of the flow, i.e., make them
dimensionless. For convenience, we use the corresponding character-
istic quantity of inlet flow to represent this magnitude. Thus, the
maximum film velocity is chosen to be the characteristic quantity vi .
So, the dimensionless velocities can be calculated by =u u˜ / vi0 0 and

=v v˜ / vi0 0 . According to the energy equation, the nondimensionaliza-
tion of pressure could be =p p˜ / vi0 0

2 in order to remove the quadratic
scaling of the values from the target data. The input coolant

Table 1
Geometric characteristics of the reference experimental hardware.

Geometric characteristics Value Unit

Chamber length 277 [mm]
Chamber width 48 [mm]
Chamber height 12 [mm]
Throat width 4.8 [mm]
Throat height 48 [mm]
Contraction ratio 2.5 []
Film applicator height 0.25 [mm]
Film applicator width 47 [mm]

Table 2
Simulation settings.

Simulation domain 2-D, half height

Mixture ratio (O/F) 3.0
Inlet mainstream Mass flux (combusted gas mixture, temperature fixed)
Inlet film Mass flux (methane)
Wall temperature Temperature profile from “RoqFITT”
Turbulence model standard k
Boundary model Enhanced wall treatment
Chemical mechanism No reaction

Table 3
Simulation campaign.

Variables Unit Range Amount Values

jm kg/(m ·s)2 140–400 196 random
jc kg/(m ·s)2 550–1200
Tc K 200–300 6 200,220,240,260,280,300
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temperature is dimensionless by =T T T˜ /c c m, where =T 3326.54 Km de-
notes the temperature of the mainstream.

In addition, directly using the pressure as targets is an improper
choice. It is the pressure gradient rather than the pressure which is
involved in the RANS calculation. If we use the pressure directly as one
of the targets, the CNN will map the relationship between inputs and
pressure which is less correlated. Thus, mean pressure is subtracted
from pressure solution and defined as =p p pˆ ˜0 0 mean, where
pmeandenotes the mean pressure of all individual pressure samples. With
this removal of mean pressure, the learning performance increase by a
factor of ca. 4 according to our previous research [28].

Lastly, the values of the quantities in each channel are normalized to
the [-1,1] range in order to minimize errors in the training phase. The
maximum absolute values of each quantities are found throughout the
entire training set, and then the quantities are divided by these max-
imum values respectively. Before the quotients are transferred into
CNN, both inputs and targets are processed in this way. This pre-pro-
cessing method can flatten the data space and simplify the training task
of the deep neural network, eventually accelerate the convergence.

3.2. Neural network architecture

The CNN in this paper has a U-net architecture, which is widely

used in the field of machine vision. The algorithms are based on the
PyTorch platform [35]. By means of convolutional calculation, the
features are extracted from the original data set.

At the beginning of the CNN architecture illustrated in Fig. 3,
mainstream mass flux, coolant film mass flux, and coolant temperature
from the data set are introduced into the architecture as three rectan-
gular matrices whose size is ×64 256. After two convolutional calcu-
lation layers, the original rectangular matrices are transferred into
square matrices whose size is ×64 64 with 32 channels. Then the square
filters are utilized until the matrices with only one pixel are obtained. In
this encoding process, the matrices of mass fluxes and temperature are
progressively down-sampled by convolutional calculations. With the
amount of feature channels increasing, abstract and large-scale in-
formation is extracted by the neural networks. Then the decoding part,
which can be regarded as an inverse convolutional process, mirrors the
behavior of the encoding part. The solutions are reconstructed in the
up-sampling layers along with the increase of spatial resolution.
Eventually rectangular matrices with 16 channels can be obtained,
which express the flow field information and concentration information
of the gaseous species. It is noteworthy that there are concatenation
operations between two different channels as the orange arrows illus-
trate in Fig. 3, which is actually a “skip connection” process. Con-
catenating the feature channels from the encoding branch to the

Fig. 2. Initial field, coolant temperature as example.

Fig. 3. Schematic of U-net architecture.
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corresponding decoding branch, the skip connections effectively double
the amount of feature channels in every decoding block and enable the
neural networks to consider the information from the encoding layers.

Including the inputs layer and outputs layer, the U-net architecture
consists of 17 layers and corresponding convolutional blocks. Each
convolutional block has a similar structure: batch normalization, active
function, convolutional calculation, and dropout. Convolutional blocks
(represented by C) are usually parametrized by channel factor c, con-
volutional kernel size k, and stride s. cX shortly denotes =c X , the
channel number is the product of c and a basic multiplier 32. kXY
shortly denotes k = (X, Y) in two dimensions. In addition, r in the block
shown below indicates activated by ReLU and l indicates activated by a
leaky ReLU [36]. Batch normalization is indicated by b.

So, the convolutional blocks in the down-sampling process can be
summarized as

l C k s l
l C c k s l
l C c k s l b l
l C c k s l b l
l C c k s l b l
l C c k s l b l
l C c k s l b l
l C c k s l b l

( 41, 21)
( 1, 41, 21)
( 1, 44, 22, , )
( 2, 44, 22, , )
( 2, 44, 22, , )
( 4, 22, 11, , )
( 8, 22, 11, , )
( 8, 22, 11, , ) .

0 1

1 2

2 3

3 4

4 5

5 6

6 7

7 8

The convolutional blocks in the up-sampling process can be sum-
marized as

l C c k s r b l
l l C c k s r b l
l l C c k s r b l
l l C c k s r b l
l l C c k s r b l
l l C c k s r b l
l l C c k s r b l
l l C c k s r l

up[ ( 8, 22, 11, , )]
conc( , ) up[ ( 16, 22, 11, , )]
conc( , ) up[ ( 16, 22, 11, , )]
conc( , ) up[ ( 8, 44, 22, , )]
conc( , ) up[ ( 4, 44, 22, , )]
conc( , ) up[ ( 4, 44, 22, , )]
conc( , ) up[ ( 2, 41, 21, , )]
conc( , ) up[ ( 2, 41, 21, , )] .

8 9

9 7 10

10 6 11

11 5 12

12 4 13

13 3 14

14 3 15

15 2 16

In order to improve accuracy, up-sampling (up []) is used to substitute
converse convolutional calculation which is widely used in the research of
super-resolution. And “conc ()” denotes concatenation operation. More
details of the U-net architecture and CNN can be found in Refs. [28].

3.3. Loss function

In the training process, the weights of every convolutional blocks
are updated with Adam optimizer [37] by the means of back-
propagation, which need one loss function to calculate the difference
between results and ground truth. For supervised training, a basic loss
function can be defined as

=
= =

L X X
i

I

n

N

1 1
out tar

(2)

where X denotes the quantities which exist in both outputs and targets.
=I targets amount ; meanwhile =N batch size denotes the number of

cases input into the CNN architecture in one batch operation.
Besides that, we modified the basic loss function by adding a re-

convolutional term, so the new loss function is defined as

Fig. 4. Loss function in re-convolutional approach.

Fig. 5. Comparison of the loss functions.
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where =X X filterout,RC out , =X X filtertar,RC tar , meaning do a con-
volutional calculation for both outputs and targets with a filter. In this
way, the loss is able to directly penalizing gradient differences between
the output of CNN and the targets. Different from the second-order
central-difference version of the gradient difference loss function pro-
posed in Ref. [38], the re-convolutional method is more accord with the
architecture of CNN and easily to be conducted since the grid actually
represent the computational domain of film cooling problems. The in-
fluence of utilizing such a re-convolutional method to form the loss
function on the learning performance will be discussed below. This
approach is illustrated in Fig. 4.

4. Learning results

The data set is split into the training set and the test set randomly by
a ratio of 4/1. We use the samples in training set to train CNN model
and then use the boundary conditions from test set to validate the
trained model. The cases whose results are analyzed below are all from
the test data set if there is no specific declaration. The baseline case
discussed in Section 4.2 is one typical case in the test set.

In order to estimate the performance of the learning methods, it is
necessary to define a quantitative comparison between learning results
and target data. A sum of the errors in every cell for all the output
matrices, containing both flow field and concentration information, is a
good alternative. The global deviation metric is defined as

=Deviation
x x

x
,out tar

tar (4)

where x denotes the value in every pixel. It is noteworthy that the
different random training data may yield to the nondeterminacy of
solution. Besides, due to the quite non-linearity of the neural networks
method, the different runs with same training samples may also obtain
slightly different trained models. Instead of a single run, multiple runs
are conducted to check the overall performance. The deviations shown
in the next section are the mean of five runs with identical architecture
settings apart from the random training data set in order to avoid the
effect of non-deterministic calculations.

4.1. Comparison of the loss functions

In order to compare the training performances between two different
loss function forming methods, normal CNN method and re-convolutional
CNN method, the training time or training set size varies in the training
phase. Firstly, fixing the training set size, the accuracy is tested versus the
iteration steps. Fig. 5 (a) shows the comparison of learning results between
the two methods. With an increase of iteration steps, both deviations of
CNN and re-convolutional CNN methods decrease rapidly until they trend
towards stability. Improvement can be achieved by utilizing the re-con-
volutional methods when the iteration steps are few, while the difference
between two methods becomes smaller when the iteration steps increase.
The decreasing trend of deviations with training set size increasing is similar
(shown in Fig. 5 (b)). With the increase of training set size, the deviations
eventually tend to be uniform. It is noteworthy that when the training set
size is small, the re-convolutional method performs much more accurately.
To conclude, the re-convolutional methods can decrease iteration steps
when aiming for a certain error limitation, and further can get a less time
cost when conducting a training task. Also, it can be said that the re-con-
volutional method is a good choice compared with the normal CNN method
to markedly improve the accuracy when it is difficult to obtain a large
training data set.

Although the existing machine learning methods which have been
applied in practical engineering problems are still relying on the large
amount of training data, there are more advanced algorithms

attempting to obtain authentic results by a moderate amount of labeled
training data [39,40]. This advantageous attempt of re-convolutional
CNN methods can help to improve the learning performance with
limited training samples in future work.

5. Results and analysis

The baseline case ( = = =j j T240 kg/(m ·s), 800 kg/(m ·s), 260 Km
2

c
2 c ) de-

scribes one typical film cooling design for small upper stage engines. This
case is a typical one in the test set and appropriate to estimate the pre-
dictive performance of the trained neural networks model. The learning
results are calculated from the fixed trained model which is obtained by the
validated CNN-RC method. Taking x-component of velocity, temperature

Fig. 6. Comparison between simulation results and learning results of domain.
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and concentration of CH4 as examples, the comparisons between RANS
results and learning results of the baseline case are shown in Fig. 6. The
predictions made by trained neural networks are almost the same with
RANS results. Though the prediction in the vicinity of film applicator has a
relatively bigger difference, the overall trend about the concentration of
each species can be primely predicted.

We also picked up three key detection lines in the flow field of
baseline case to compare the targets from RANS solution and the
learning results from our deep learning algorithm. The inflow, center
and outflow shown in Fig. 7 denote the first, the 128th and the last
column of the learning domain respectively. The learning results fit
targets quite well especially in the central area. The results show that
the U-net architecture CNN has a very good capability to predict the
film cooling flow field accurately.

In addition, in order to describe the degree that outputs satisfy the
real solution, we defined the global error which is the absolute mean
value of errors in all elements between the CNN outputs and target. The
deviations between prediction and simulation results of the test cases
are shown in Fig. 8. All the deviations are under ×5.5 10 3. The data
points with different colors show that the coolant temperature has little
influence on the learning accuracy. However, along with the increase of
blowing ratio F (defined as = =F u u j jc c

m m c
m) [34], the deviations

firstly decrease then increase. By means of statistics, the reason for this
trend might be the distribution of the training data. The most amount of
training data is in the vicinity of 2 and 3, where the deviations reaches
minimum values. Along with the decrease of training data amount, the
deviations get bigger.

The potential factors causing this may deduced by Fig. 9. The in-
sufficiency of the training data results in the higher deviation. Despite
the enhancement from the re-convolutional loss function, the CNN are
difficult to acquire new information from the limited training data set. In
addition, the regions with high gradient presents a greater deviation
compared with the smooth regions. So, in the future research of reducing
prediction error, these singular regions or cases should be considered
emphatically when generate and utilize a larger training data set.

6. Conclusions

In this paper, we used CNN to study the mixing characteristics of the
film cooling in a rocket combustor. By modifying the U-net CNN ar-
chitecture and forming a re-convolutional loss function, the trained
model is able to predict the solution of the flow field in a straight-
forward way.

Facing the small upper stage engines, a subscale film cooled CH /O4 2
combustion chamber is chosen as a reference experiment. The simplified
two-dimensional simulation campaign is conducted to generate the training
data set. With the varieties of inlet flow conditions, the simulation results
are obtained with standard k RANS method and then interpolated into
the rectangular matrices which are suitable for neural networks.

After the pre-processing work, the training data set is introduced
into the modified CNN which has a 17 layers’ U-Net architecture. One
new CNN-RC method to form the loss function is put forward to update
the model. The influence of training data size and integrative steps on
the accuracy of solutions, with both normal and new methods, is illu-
strated, and it shows the new loss function has a better performance
when the data size is small. The trained CNN model is implied into the
baseline and test film cooling cases to predict the solution of film
cooling flow field and the results can reach the accuracy with global
errors less than ×5.5 10 3.

The work presented in this paper proved the capability of CNN to
solve the multiple flows mixing problem by the means of supervised
learning with small sample set. While the work presented is based on
the RANS solutions, the modified neural network architecture and the
re-convolutional loss function forming method are generic, and can be
applied to a wide range of partial differential equation problems in
rectangular cartesian coordinate system.

Fig. 7. Comparison between simulation results and learning results of detection
lines.
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Abstract

With several advantages and as an alternative to predict physics field, machine

learning methods can be classified into two distinct types: data-driven relying

on training data and physics-driven using physics law. Choosing heat conduc-

tion problem as an example, we compared the data- and physics-driven learning

process with deep Convolutional Neural Networks (CNN). It shows that the

convergences of the error to ground truth solution and the residual of heat con-

duction equation exhibit remarkable differences. Based on this observation, we

propose a combined-driven method for learning acceleration and more accurate

solutions. With a weighted loss function, reference data and physical equation

are able to simultaneously drive the learning. Several numerical experiments

are conducted to investigate the effectiveness of the combined method. For the

data-driven based method, the introduction of physical equation not only is able

to speed up the convergence, but also produces physically more consistent so-

lutions. For the physics-driven based method, it is observed that the combined

method is able to speed up the convergence up to 49.0% by using a not very
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1. Introduction

With abundant training methods and high-performance computing resources,

machine learning has been applied for many scientific research fields, including

computational physics for modeling[1, 2], optimization[3, 4], control[5] and other

critical tasks[6, 7]. A specific application is to predict physics field for reduc-

ing or avoiding the large computational cost of the traditional numerical (finite

volume/element/difference) methods, such as Computational Fluid Dynamics

(CFD) which solve Partial Differential Equations(PDEs)[8].

In machine learning approaches, data-driven methods were widely used to

train the model with a large amount of labeled training data. For physics field

prediction, the data-driven methods can be roughly identified as indirect to

train closure models[9, 10] and direct to obtain the solutions[11, 12]. While

the indirect method has achieved great successes in recent[13, 14], the direct

data-driven method has also exhibited the capability to capture physics char-

acteristics and to provide accurate estimates without resorting to expensive

numerical computations[15, 16, 17, 18]. However, since the training data sets

are still generated from traditional numerical solutions[19, 20, 21], it leads to

an embarrassing loop that it does not truly solve the issue of expansive numer-

ical computation. In addition, in some difficult cases, though a large number

of training samples are used, the data-driven method may still not be able to

obtain sufficiently accurate solutions. Choosing the work in Ref.[19] as an exam-

ple, independent of the number of training samples, considerable errors always

manifest themselves in the inferred flow field just behind the airfoil. Similar

phenomenon also happens in Ref.[12]. It requires another novel approach to

eliminate this shortcoming other than simply utilizing an even larger training

data set.

In fact, the physics law which is unknown in data-driven methods could be

explicitly employed in the learning process[22, 23]. Raissi et al. introduced this

idea into machine learning algorithms and named it as Physics Informed Neural

Networks (PINN)[24]. By introducing PDEs into the loss function, PINN is
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able to predict the solution that satisfies physics law. The inferred solution is

trained to obey the corresponding PDE and boundary conditions. The effective-

ness of this physics-driven method has been demonstrated through a collection

of physics problems[25, 26, 27, 29]. Compared with data-driven methods, it

extricate machine learning from the dependence of training data, remarkably

decrease the cost of data set generation[28, 30, 31]. However, as shown in a

single case training later, the cost of physics-driven method is typically more

expensive than that of the data-driven method.

In order to remedy the above mentioned shortcomings, we propose an idea

that combining data- and physics-drivens together. To our knowledge, this is

the first attempt that simultaneously utilizes training data and physics law to

drive machine learning for physics field prediction. Choosing the steady solution

of heat conduction as an example, we first consider the original data-driven and

physics-driven methods based on a deep CNN respectively and compare their

learning progresses for a single case training. Then, based on the comparisons,

we propose a weighted loss function combining the effects of reference target

and physics law (given as Laplace equation) for training the CNN to predict

temperature fields. After this, several numerical experiments are conducted

and analyzed to study the improvements achieved by the combined method.

2. Preliminaries

We choose the steady solution of heat conduction whose physics law can be

expressed with a second-order PDE, i.e. Laplace equation as an example. Focus

on this problem, we first describe the CNN architecture used and the original

data- and physics-driven methods, especially their distinct loss functions.

2.1. U-net Architecture for CNN

The CNN used here is based on a U-net architecture, which is firstly pro-

posed for machine vision[32]. Including the input and output layer, the U-net

architecture consists of 17 layers and corresponding convolutional blocks. Each
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convolutional block has a similar structure: batch normalization, active func-

tion, convolutional calculation, and dropout[33].

Figure 1: Schematic of U-net architecture. In the input layer, the color red and blue represent

value 1 and 0 respectively. Each green box corresponds to a multi-channel feature matrix.

Black corner arrows denote the down-sampling or up-sampling operation using convolutional

calculation. Orange arrows denote the concatenation of the feature channels between encoding

and decoding.

As shown in Figure 1, geometry and boundary conditions are input into

the architecture as square matrices with a size of 128 × 128. Then the cor-

responding square filters are utilized to conduct the convolutional calculation

layer by layer until the matrices with only one data point are obtained. In this

encoding process, the values of input matrices are progressively down-sampled

by convolutional calculations. With the amount of feature channels increasing,

large-scale information is extracted. Then the decoding process which can be

regarded as a series of inverse convolutional operations mirrors the behavior of

encoding. The solutions are reconstructed in the up-sampling layers along with

the increase of spatial resolution and the decrease of feature channel amounts.

Eventually the output only has one channel giving the temperature field. It is

noteworthy that there are concatenation operations between corresponding en-
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coding and decoding blocks as shown in Figure 1. These connections effectively

double the amount of feature channels in every decoding block and enable the

neural networks to consider the information from the encoding layers.

The CNNs are trained using stochastic gradient descent optimization, which

requires a loss function to calculate the model error. Except for different loss

functions, the U-nets and other training settings are kept same in the following

description on the original data- and physics-driven methods. By means of

backpropagation, the weights and other parameters of the entire networks are

adjusted by Adam optimizer[34] and eventually the loss is minimized and the

CNN are able to reconstruct the solution of heat conduction problems. More

details of the U-net architecture and CNN can be found in Ref. [19].

2.2. Original Data- and Physics-driven Methods

In the data-driven method, the loss function compares the difference between

training target and output result as

Ldata = |Tout − Ttar| . (1)

The subscript “data” here denotes data-driven. Tout and Ttar are output and

target temperature distributions respectively.

Based on Fouriers law, when thermal conductivity is considered as constant

and there is no inner heat source, the physics law of heat conduction can be

described as two-dimensional Laplace equation

∂2T

∂x2
+

∂2T

∂y2
= 0, (2)

which is a typical PDE whose solution is important in many branches of physics.

In the physics-driven method, this physics law is used to drive the learning

process by the loss function

Lphy =
∂2T

∂x2
+

∂2T

∂y2
= e1. (3)

The boundaries are constrained with Dirichlet boundary conditions by which

the temperatures of the outer and inner boundaries are kept as a constant.
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The boundary conditions are implemented differently for the outer and inner

boundaries. While the temperatures at the outer boundaries are assigned as

constants, their values at the inner boundary as well as the inside void region

are constrained by a loss function as

LBC,in = T − TBC,in = e2. (4)

A schematic of the physics-driven method is shown in Figure 2. Note that, for

Figure 2: Schematic of the physics-driven method. U-net CNN generates the solution. The

backpropagation computes the gradient of the loss function and update the weights of the

multilayer CNN to satisfy the Laplace equation and boundary conditions.

the physics-driven method, the second inputting channel of the U-net CNN not

only describes the geometry but also functions as a mask, by which the Laplace

equation is not effective in the void region.

3. Observations on Learning Processes and Combined Method

In the following, we describe the observations on the learning processes of

the original data- and physics-driven methods, which motivates the combined

method, for a single case training.

3.1. Single Case Training

In general, machine learning methods are able to train multiple cases simul-

taneously. Here, the single case which is defined by a specific geometry and
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boundary condition combination is considered and the CNN are trained to out-

put the corresponding field solution. By this way, 4 training tasks as shown

in Figure 3 are carried out. The learning algorithms are based on PyTorch

framework[33] and the trainings are conducted on a single NVIDIA GeForce

RTX 2080 Ti Card. The training samples for data-driven method are obtained

by Finite Volume Method (FVM)[35] and every numerical solution is interpo-

lated into a 128× 128 grid to suit the learning domain with a same resolution.

Taking Task 1 as an example, it takes data-driven learning about 3k iterative

steps (110 s) and physics-driven learning about 23k iterative steps (750 s) ,

respectively, to reach the errors less than 0.2%.

3.2. Comparison of Learning Processes

As shown in Figure 4, in the data-driven learning process of Task 1, af-

ter a few iterative steps, a brief form of the global temperature profile (global

structure) starts to appear, all local values approach those of target solution.

The temperature contours are rough at first and smoothed successively with

the global structure itself unchanged. However, in the physics-driven learning

process, the contours become smooth after a few iterative steps. Then a large

error spot (denoted as a valley) appears, which also happens in the other train-

ing tasks. The global structure is very different from that of the true solution.

After the gradual disappearance of the valley, the still existing residuals near

the boundaries make the subsequent learning process similar to a typical numer-

ical solution process of an unsteady heat conduction problem with a Dirichlet

boundary condition, as shown in the last two sub-figures of Figure 4b.

In order to study the convergence process, we defined the overall error E

and the Laplace residual LR. The former is defined as

E =
1

n× n

n×n∑

i=1

|Tout − Ttar| , (5)

where n× n is the resolution of learning domain. It is an estimation the degree

that the outputs satisfy the solution. While the Laplace residual LR is defined
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(a) Task 1

(b) Task 2

(c) Task 3

(d) Task 4

Figure 3: Single case training with different geometries and boundary conditions. The geom-

etry of first two tasks is a simple square plate. Task 1: the temperature of left boundary is 1,

the other three are 0. Task 2: the temperatures of left and bottom boundaries are 1, the other

two are 0. The geometry of last two tasks is a square plate with a central hole. The boundary

conditions of Tasks 3 and 4 are the same with Tasks 1 and 2 respectively, except that the

temperature of inner hole is 0. Left to right: the results obtained by finite volume (FVM),

data-driven (DDM) and physics-driven (PDM) methods respectively. The learned results are

almost identical with numerical simulation references.
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(a) Data-driven learning

(b) Physics-driven learning

Figure 4: Comparison of learning process of Task 1. The numbers below the contours are

iterative steps. For data-driven learning, contours transform from rough to smooth while the

global structure keeps unchanged. For physics-driven learning, the contours become smooth

at the early training stage and then remedy “valley” gradually.

as

LR =
1

n× n

n×n∑

i=1

∣∣∣∣
∂2T

∂x2
+

∂2T

∂y2

∣∣∣∣ . (6)

It represents the degree that the outputs satisfy Laplace equation, i.e., the

local structure of solution. For data-driven learning, the loss function only

considers the error between output and target rather than the residual of Laplace

equation, so we call E loss term or explicit error and LR non-loss term or implicit

error. Similarly in physics-driven learning, LR is explicit error and E implicit

error.

As shown in Figure 5, for both data-driven and physics-driven learning,

E and LR drop dramatically in the beginning. However, after approximate 10

iterative steps, the convergence behaviors of the two terms, as explicit or implicit

error, exhibits significant differences. When the explicit errors have gradually

approached an adequately small value, the implicit errors are still large. Finally,

after much large number of iteration steps, both errors decrease to sufficiently

small values, i.e. both the solution and its local structure are obtained.
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(a) Data-driven method (b) Physics-driven method

Figure 5: Training history of LR and E (steps = 0 ∼ 500). The convergence behaviors of two

learning methods have significant differences.

For data-driven learning, as shown in Figure 4a the temperature contour

keeps rough for a long period. And there are even small isolated islands in the

neighboring temperature levels. The reason why this phenomenon happens is

that the error of each data point approach to zero locally and separately. There

is no corresponding explicit relation between these adjacent data points to re-

strict the local structures, which is given as Laplace equation in this case. For

physics-driven learning, the relation of adjacent data points or local structure

is constrained by Laplace equation explicitly and the values varies smoothly.

However, due to the lack of explicit restriction to target solution or the global

structure, the implicit error E decreases slowly and the convergence of the so-

lution is much slower than that of the data-driven learning.

3.3. Combined Method

Based on the above observations, we propose to improve physics consistency

and increase the convergence speed by combining both E and LR being into

the loss terms.

It is observed that the scale of LR is significantly larger than E as shown

in Figure 5. Utilizing a simple summation of these two errors as the total loss
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leads a skewed optimization[37] with a dominance of the Laplace residual. In

order to remedy this issue, we employ a weighted loss function which has been

widely used in object detection[38] and audio detection[39]. The weighted loss

function considering both target data and Laplace equation is written as

L = Ldata + R ∗ Lphy, (7)

where R is a constant hyperparameter which is tuned to adapt the scales. With

this weighted loss function, the different loss terms can be easily scaled to an

equivalent magnitude. The combined method actually has two types: data-

driven based and physics-driven based. For the data-driven based method, the

loss function is Equation (7) and employed during the whole learning process.

For the physics-driven based method, the loss function is modified as

L =




Ldata,ref + R ∗ Lphy L ≥ Lthr

Lphy L < Lthr

, (8)

where Ldata,ref is the error term with some reference targets depending on dif-

ferent practical considerations. Lthr is the threshold value of the loss indicating

that once the loss is less than the threshold, the loss function will only consist

of the Laplace term.

4. Numerical Experiments

4.1. Data-driven Based Training

The data-driven based training uses two distinct data sets: one has only a

single sample and the another consists of multiple samples.

Single Case Training

As shown in Figure 6, unlike the original method, LR and E of combined

method exhibit a similar convergence behavior. After the dramatic drop in the

beginning period, they change to the relatively slow decrease and then the steady

decline together. LR has obtained a considerable acceleration of convergence.

To check the overall performance, instead of a single run, 5 independent runs
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are conducted with the original and combined methods. It is observed that the

averaged iterative steps when E reaches the criteria of convergence (0.005) are

684 and 267 respectively. This result gives that the combined method remark-

ably accelerates the learning with a rate of 60.9%. In addition, the combined

Figure 6: Enhancements for data-driven method in single case training: LR and E. The

convergence speed of LR has a notable improvement.

method also leads to a notable improvement on obtaining the physics-consistent

solution, even though the overall errors have a same level (Figure 7). This is

due to that the Laplace residuals are much smaller, i.e. the local structure of

solution has a better physics consistency.

Multiple Cases Training

For multiple cases training, the data set is obtained with the variation of

boundary temperature (Tboundary = 0/0.5/1), hole shape (square/round) and

position (9 different positions). There are 4,374 samples split randomly into

training/test sets with an 80/20 ratio.

As shown in Figure 8, the decrease trend of E are almost same for the

original and combined methods. When the training reaches 1000 epochs, both of

them are sufficiently small. However, LR of them exhibit different convergence

behaviors. The LR of combined method, as loss term, decreases much faster.

For the temperature profile, the enhancement obtained by combined method is
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Figure 7: Enhancements for data-driven method in single case training: CNN outputs and

local Laplace residuals. E of the two methods are both 0.05. Compared with the data-driven

method, the contour of combined method is smoother and the local Laplace residuals in data

points are much smaller.

(a) Data-driven method (b) Combined method

Figure 8: Enhancements for data-driven method in multiple cases training): LR and E. The

histories of E of the two methods are almost same, while the LR of combined method decreases

much faster.

similar to that in the single case training. From the zoomed-views (as shown in

Figure 9), the temperature contours obtained from combined method are much

smoother, which suggests the solution is more consistent with physics law.

4.2. Physics-driven Based Training

In this section, single case is considered for physics-driven based training.

According to Equation (8), a reference target is required beforehand. Here,

as shown in Figure 10, 5 reference targets are chosen. Among these targets,
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Figure 9: Enhancements for data-driven method in multiple cases training: outputs of CNN.

There are two typical cases from test set with different geometries. The colors in first column

represent Tboundary = 0/0.5/1. The last three columns show part of the output which marked

with the red dot line in the second column. In contrast to the original data-driven method,

the temperature contours obtained by combined method are smoother.

the true and zero profiles represent the true or false limits, while the 3 coarse

temperature profiles mimic the practical application where the accurate solution

is not available.

(a) Ttrue (b) Tzero (c) Tcoarse (d) Tsystematic (e) Trandom

Figure 10: Reference targets. Ttrue and Tzero are true and zero temperature profile respec-

tively. Tcoarse is down-sampled from the true temperature profile, which could be a result

of numerical simulation with a coarse mesh. Tsystematic is the coarse profile with a different

boundary temperature and represents the experimental results with systematic errors. It may

also estimate whether a reference target can be applied for training other cases. Trandom is

the coarse temperature profile with random errors which represents an experimental result

with measurement uncertainties.

Due to the introduction of E as one loss-term, the convergence speeds with
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the true and coarse targets are improved a lot. As shown in Figure 11, compared

with the steady decline in the physics-driven learning, E of combined method

drops more dramatically in the beginning. We set the threshold Lthr in Equation

8 as 0.1. After Lthr reached, only LR is the loss term. So E changes to steady

descent immediately while LR still goes on rapid decline. For Ttar = Tzero, LR

and E have the similar trend at the very beginning. However, the overall error

E never reaches the threshold as the optimizer cannot find a way to reduce the

gradient because of the incorrect reference target.

(a) Physics-driven Method (b) Ttar = Ttrue (c) Ttar = Tzero

(d) Ttar = Tcoarse (e) Ttar = Tsystemaitc (f) Ttar = Trandom

Figure 11: Enhancements for physics-driven method: LR and E (threshold = 0.1). Except

for Tzero, all the reference targets are able to accelerate the learning notably.

Compared with the original physics-driven method, it is observed that the

combined method with all the reference targets, except for zero profiles, are able

to obtain a more accurate result by eliminating the large error spot quickly (as

shown in Figure 12). These results suggest that the requirement for appropriate

reference targets are not very restrictive in practical applications.
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(a) Physics-driven Method (b) Ttar = Ttrue (c) Ttar = Tzero

(d) Ttar = Tcoarse (e) Ttar = Tsystemaitc (f) Ttar = Trandom

Figure 12: Enhancements for physics-driven method: outputs of CNN (threshold = 0.1,

iterative step = 1000). Tzero is not able to obtain the right solution. The other four reference

targets are able to remedy the “valley” faster.

To study the influence of the threshold Lthr, the mean costs of 5 indepen-

dent trainings with different reference targets are summarized in Table 1. It is

observed that the combined method improves physics-driven learning consider-

ably. Compared with the true reference target, the other three coarse targets

have a only slightly slower convergence speed. With decreasing Lthr =0.15, 0.1

and 0.05, the acceleration obtained by using the true coarse target over the orig-

inal physics-driven method are 22.7%, 34.4% and 49.0% respectively. Similar

behaviors have been obtained for the other two coarse references. It is con-

cluded that the smaller thresholds result in the bigger improvements. While in

a real application, a too small threshold may result in the non-convergence as

suggested by the zero profile reference. So one may choose a moderate threshold

for safety.
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Table 1: Costs of different methods. The cost is represented as the number of iteration steps

when E reaches Lthr and the convergence absolute criteria C (0.01).

Methods

Lthr = 0.15 Lthr = 0.1 Lthr = 0.05

Lthr C Lthr C Lthr C

Physics-driven 1322 13494 2542 13494 6334 13494

Ttrue 51 9875 112 8904 138 6758

Tcoarse 57 10428 109 8853 145 6876

Tsystematic 48 10091 116 9025 140 6894

Trandom 53 9917 105 8963 139 7054

5. Conclusion

In this paper, we proposed a combined data-driven and physics-driven method

to directly predict field solution of physics problems using deep CNN. The com-

bined method simultaneously utilizes training data and physics law to drive

the learning process. For the data-driven based method, besides accelerated

convergence, the obtained local structure of solution achieves a better physics

consistency. For the physics-driven based method, learning process can be ac-

celerated considerably even with not very restrictive choices of reference targets,

which is useful for practical application when a accurate reference is not avail-

able. It is noteworthy that the related CNN architecture and heat conduction

problem are generic and the combined method suits for other physics laws which

can be expressed as PDEs. Further research will be carried out for predicting

complex flow field with the present method.data
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Abstract

Recently, physics-driven deep learning methods have shown particular promise

for the prediction of physical fields, especially to reduce the dependency on large

amounts of pre-computed training data. In this work, we target the physics-

driven learning of complex flow fields with high resolutions. We propose the

use of Convolutional neural networks (CNN) based U-net architectures to effi-

ciently represent and reconstruct the input and output fields, respectively. By

introducing Navier-Stokes equations and boundary conditions into loss func-

tions, the physics-driven CNN is designed to predict corresponding steady flow

fields directly. In particular, this prevents many of the difficulties associated

with approaches employing fully connected neural networks. Several numerical

experiments are conducted to investigate the behavior of the CNN approach,

and the results indicate that a first-order accuracy has been achieved. Specif-

ically for the case of a flow around a cylinder, different flow regimes can be

learned and the adhered “twin-vortices” are predicted correctly. The numerical

results also show that the training for multiple cases is accelerated significantly,

especially for the difficult cases at low Reynolds numbers, and when limited
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reference solutions are used as supplementary learning targets.

Keywords: Deep learning, Physics-driven method, Convolutional neural

networks, Navier–Stokes equations
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1. Introduction

In some practical fluid mechanics problems such as real-time or frequent

query analysis, a large number of solutions for different initial/boundary con-

dition combinations are to be considered [1, 2, 3]. For the traditional discrete

analysis, numerical simulations have to be conducted repeatedly and the com-

putational cost quickly becomes overly expensive [4]. In contrast to classical

computational methods, machine learning approaches, and especially the field

of deep learning that employs Neural Networks (NN), have demonstrated their

capabilities to predict flow fields rapidly and accurately [5, 6, 7].

The previous research on flow field prediction using NN is mainly focused

on data-driven methods. Besides the indirect way using closure model [8, 9],

the field solution can also be directly obtained from the network trained with

a large number of samples [10, 11]. However, for complex flows in practical

engineering problems, the training samples very often require extraction, pre-

processing and may be hard to obtain [12]. Some data-driven learning work

utilizes Computational Fluid Dynamics (CFD) approach to generate the data

sets [13, 14, 15], and it does not really solve the demand of avoiding the big

computational cost of discrete methods.

In order to remedy the above-mentioned shortcomings, physics-driven meth-

ods are a relatively new development. By providing physics information, NN

are able to directly obtain the field solution with much less or even no training

data. Based on Multi-layer Perceptron (MLP) [16], Raissi et al. designed a

Physics Informed Neural Networks(PINN). Due to the constraint of loss func-

tion employing Partial Differential Equations (PDEs), the outputs gradually

approach the ones obeying the physics laws [17, 18, 19]. Also, Sun et al. used

MLP to predict fluid flows, in which a specific prior ansatz was devised to force

the network satisfying the geometric boundary of a flow [20]. However, due to

the full connectivity between the neurons, MLP suffer from extensive memory

requirements and statistical inefficiencies [21]. Therefore, it is difficult to han-

dle well the multi-dimensional learning space with high-resolution physics fields
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containing much more details. Taking the highest resolution solution in Ref.

[22] as an example, the MLP with one single temperature channel has over 1

million weights. Considering more complex fluid dynamics problems requiring

multiple feature channels, the weight count would increase even further. One

avenue for alleviating this problem is to employ the reduced-order modeling

to compress and reconstruct the flow fields apart from training the network

[10, 23]. However, this operation not only is complicated but also may intro-

duce additional errors from the projection onto reduced space [24]. In addition,

MLP architecture by itself does not take into account the spatial structure of

data. The data points in the learning domain irrespective of their distance are

treated in a same way [25]. However, the physics laws represented with PDEs

are based on the localities of data points, which suggests that the capability of

NN to reflect this spatial relationship can be very important, especially for the

physics-driven methods which are constrained only by PDEs.

On the other hand, Convolutional Neural Networks(CNN) represent a spe-

cialized and well-established type of NN to tackle the aforementioned challenges

[26]. In previous research using data-driven methods, CNNs have presented a

good performance to predict high-fidelity physics solutions. E.g., without an

extra reduced-order modeling step, the CNN can directly compress and recon-

struct high-fidelity flow fields with a series of convolutional calculations [7]. In

physics-driven methods, CNNs succeeded in solving simple physics problems

which obey a single PDE, such as Laplace equation [22] and Darcy’s law [27],

achieving high computational efficiency in capturing multi-scale features of the

physics fields. Meanwhile, CNNs also show the capacity to learn spatial connec-

tions between the adjacent data points [28], or the long-term control of fluids

with physical losses [29].

In this paper, based on the idea of physics constraints and a specific CNN

architecture, we propose a Physics-driven Convolutional Neural Networks (PD-

CNN) method. With this method, Navier-Stokes (N-S) equations and boundary

conditions are introduced as a loss function that is discretized on the compu-

tational mesh in a controlled manner. The geometry of the object and other
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flow conditions are additionally embedded in the input layer. To our knowledge,

this is the first attempt that using complex, discrete PDE formulations to drive

CNNs for predicting physics fields.

2. Methodology

In this section, the CNN architecture used to compress input and to recon-

struct the output are described. Then the physics-driven learning framework for

N-S equations is introduced, while an accelerating approach employing reference

targets is presented at last.

2.1. U-net architecture of CNN

The U-net is a widely-used architecture of CNN which is first designed for

biomedical image segmentation [30] and has previously been used for flow field

reconstruction with data-driven learning [7]. In this paper, we modify it to suit

physics-driven learning approaches.

As Figure 1 shows, including the input and output layers, the U-net archi-

tecture consists of 17 layers and corresponding convolutional blocks. The input

layer consists of four channels. The first two, u0 and v0, are inflow velocities

in both x and y directions, which are uniform non-dimensional values in the

whole learning domain. The geometry channel G describes the shape of the

object in the flow fields. When there is an object in the flow, all values inside

it be marked as 1 and the other as 0. In this way, the geometry is embedded

into the network and it is also used for evaluating physics loss as shown in later

discussion. To study the capability of the proposed method in characterizing

the different patterns of flow, the Reynolds number is introduced as the fourth

channel with the definition

Re =
ρvL

µ
(1)

where ρ is density, v inflow velocity, L characteristic length, and µ the dynamic

viscosity. Since the ρ, v, L are all unit values in this paper, Re is only depends on

µ. The output layer consists of three channels u, v, and p, which are velocities
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in both x and y directions and pressure respectively. These outputs are also

non-dimensional values.

Figure 1: Schematic of U-net architecture. Each blue box corresponds to a multi-channel

feature map generated by a convolutional layer. The resulting size are denoted in the box.

Black corner arrows denote the down-sampling or up-sampling operation through convolu-

tional layers. cX, kX, sX shortly denotes channel factor c = X, convolutional kernel size

k = (X,X), stride s = X respectively. And the channel number is the product of c and a ba-

sic multiplier 64. The activation functions Rectified Linear Unit (ReLU) is used to introduce

the non-linearity. Orange arrows denote “skip-connections” via concatenation.

From inputs towards outputs, the network consists of two processes: encod-

ing and decoding. In the encoding process, the input fields are progressively

down-sampled by convolutional calculations with corresponding kernels. In this

way, the matrices with a size of 128×128 are reduced to a 512 component vector.

The decoding part works in an opposite manner, using an inverse convolutional

process mirroring the behavior of the encoding part. Along with the increase of

spatial resolution, the flow fields are reconstructed by up-sampling operations

and convolutions.

The core target of this work is to generate a flow field constrained by given

physics laws. For steady problems, the PDEs, i.e. the mathematical expres-

sions of underlying physics laws, represent the spatial relationships of adjacent

positions. Similarly, the convolutional kernels extract the spacial feature of the
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receptive field consisting of a group of adjacent pixels. In the U-net architecture

we used for our CNN, the encoding part is responsible for recognizing the ge-

ometry and inflow conditions of the flow field, in order to extract the necessary

features representing the physics of the inputs using convolution operation layer

by layer. These features are the basis for the subsequent decoding part. Here,

the layers of the decoding process at different depths store the physical feature

maps and the spacial relationship are recovered by the inverse convolutional

calculation. Eventually, the decoding part is able to reconstruct the proper flow

field under the constrain of PDEs. In addition, there are the concatenations

of the feature channels between encoding and decoding as the orange arrows

denoted in Figure 1. Duplicating the feature channels from the encoding blocks

to the corresponding decoding ones, the “skip connections” effectively double

the number of feature channels in each decoding layer and enable the network

to consider the information from the encoding layers, which extracted from the

geometry and inflow conditions.

The architecture used in this paper is symmetrical, which means the encod-

ing and decoding processes have the same depth, meanwhile, the amounts and

dimensions of corresponding blocks are the same. However, the depths of the

two processes are both adjustable. A coarse input compressed by fewer encod-

ing layers is also able to generate a high-resolution solution reconstructed by

more decoding layers. More details of the U-net architecture and convolutional

block, including activation function, pooling, and dropout, can be found in Ref.

[7] and [31].

2.2. Physics-driven learning

The PDEs controlling the behavior of Newtonian fluid are Navier-Stokes

(N-S) Equations. In our study, the steady and incompressible form of N-S

Equations is chosen as follows:

∇ ·U = 0, (2)
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U · ∇U +∇P− µ∇2U = 0, (3)

where U ≡ U (u, v), P, µ are velocity, pressure and viscosity respectively. Equa-

tion (2) is the continuity equation, which imposes the incompressibilities of the

fluid. Equation (3) is the momentum conservation equation, in which the first

term represents the momentum convection, ∇P the pressure gradient and µ∇U
the viscous dissipation. As shown in Figure 2, once the preliminary flow field

Figure 2: Physics-driven learning for solving the N-S equations. The U-net CNN generates

the solution. The backpropagation computes the gradient of the loss function and updates

the weights of the CNN to satisfy the discretized N-S equations and boundary conditions.

is obtained from the U-net CNN generator, we apply the physical constraint to

this field. The learning domain is separated as inner domain and boundaries,

which are represented by Ω and Γ respectively. In the inner domain Ω, the left

hand sides of N-S Equations are employed as loss function and 3 residuals can

be obtained as




∂u
∂x + ∂v

∂y = e1

u∂u
∂x + v ∂u

∂y + ∂p
∂x − µ

(
∂2u
∂x2 + ∂2u

∂y2

)
= e2

u ∂v
∂x + v ∂v

∂y + ∂p
∂y − µ

(
∂2v
∂x2 + ∂2v

∂y2

)
= e3

(4)
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So the residuals of the N-S equations in Ω can be represented as EΩ = [e1, e2, e3]T.

In order to obtain differentiable formulation of the physics in the loss, we

construct suitable convolutional filters to compute the N-S equations via fi-

nite differences. Similar approaches have been proposed previously for simple

PDEs [22], and the partial differential operators for two different dimensions

are constructed separately [32, 33]. The construction via convolutions has the

advantage that the backpropagation of a deep learning framework can be used,

and the finite difference kernels yield well controlled accuracies for the derivative

calculations. Choosing the x direction as an example, the weights of the filters

are represented as

W ∂
∂x

=




0 −0.5 0

0 0 0

0 0.5 0


,W ∂2

∂x2
=




0 1 0

0 −2 0

0 1 0


. (5)

After the rotating and moving operation through the matrix obtained from the

last layer, the first- or second-order partial derivatives of local quantities are

calculated. Choosing u as an example, this procedure can be written as:

gi,j =

2∑

m=0

2∑

n=0

ui+m−1,j+n−1 · fm,n, (6)

where fm,n is the convolutional filter and the gi,j is the central difference of u

in each data point.

On the boundary Γ, including inflow and outflow side and walls, the Dirichlet

and Neumann boundary conditions are considered as shown in 2. The residuals

of u, v and p are represented as EΓ = [eu, ev, ep]T. Combining both as E =

[EΓ, EΩ]T, the whole residual of the physics-driven method is obtained.

To reduce the residuals, the CNN is trained in an iterative manner using a

stochastic gradient descent variant (we employ Adam [34]). After the CNN gen-

erator, the preliminary flow fields are introduced in the loss function, and then

the residuals E are obtained. Once the backpropagation is applied, the weights

and bias of CNN are adapted to minimize these physics residuals. Eventually,

the high-resolution flow fields which obey N-S Equations and corresponding
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boundary conditions can be obtained.

2.3. Acceleration with reference targets

In the process of the physics-driven learning, the weights of CNN are adapted

only to minimize the residuals of PDEs, the solution itself is not constrained,

which means there is no target being offered for reference. In order to acceler-

ate the convergence and eventually improve the training performance, besides

the physical laws, we provide additional reference targets for constraining the

network.

Similar to data-driven methods, there is a reference loss term comparing the

difference between output and target, which is defined as

Lref =

I∑

i=1

N∑

n=1

|Xout −Xtar| . (7)

The subscript “ref” here denotes reference targets. Generally, Xout and Xtar are

output quantities and corresponding targets, respectively, I = targets amount,

meanwhile N = batch size denotes the amount of training data in one batch

operation. The total loss considering both reference targets and physics laws

can be represented as

L = Lref + R ∗ Lphy, (8)

where Lphy is the physics loss term considering the N-S equations and boundary

conditions. R is a constant hyperparameter which is tuned to adapt the scales.

With this weighted loss function, the different loss terms can be easily scaled to

an equivalent magnitude.

In the physics-driven training, a certain amount of randomly picked Reynolds

numbers are input as one batch in each iterative step. In contrast, in the ac-

celerating approach with reference targets, we also use some constant Reynolds

numbers besides the variable ones. So, the new batch includes two groups as

shown in Figure 3. The cases in the random group vary in every iterative step

and are trained with physics loss Lphy. While the ones in constant group are

fixed in the whole iterative process and are trained with reference loss Lref .
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Figure 3: Acceleration with reference targets. One batch consists of the physics and reference

groups. The outputs of physics group are introduced to physics loss function, while the outputs

of reference group are introduced to the reference loss function.

This accelerating approach using reference targets is merely an enhancement

of the original physics-driven method, which means the PD-CNN without ref-

erences is sufficient to predict the final solution of the flow field. In order to

clearly represent this property, section 3 only presents the physics-driven-alone

results while the enhancement of this reference acceleration will be discussed in

section 4.

3. Results

3.1. Overview

In this section, several numerical experiments are conducted to estimate the

capability of the proposed PD-CNN framework to predict steady laminar flow

fields. The experiments follow two distinct patterns, single case and multiple

cases.

Single case means the PD-CNN only predicts the solution of one specific

flow field. Given one specific combination of boundary conditions and fluid

properties, the network is trained and then fixed to generate the unique corre-

sponding solution. This pattern is similar to a traditional CFD simulation or a
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normal PINN training, and it is used to estimate the capacity of PD-CNN as

an alternative to solve a specific problem.

Multiple cases mean the PD-CNN is used to obtain the solutions of multi-

ple cases with a unique network. The input inflow conditions are varied in a

moderate range in the training stage. After that, given any of parameter combi-

nations inside the span, the fixed network is able to generate the corresponding

flow field. We use this pattern to estimate the capability of the PD-CNN learn-

ing different physics and whether these physics can coexist within one unique

network. Compared with CFD simulation, this capability allows the trained

network to directly generate the solutions under different conditions with tiny

computational cost, which makes the real-time or many-query analysis feasible.

In the study of single case, we choose several different 2D cases, such as

Couette flow, Poiseuille flow, and flow around a cylinder. While for multiple

cases, there are only cases of flow around cylinder. All of them are steady-

state flows with low Reynolds numbers. For the Couette and Poiseuille flow,

analytical solutions are used as references. For flow around cylinder cases, the

numerical results calculated by the mature Finite Volume Method (FVM) are

used as references [35]. The mesh for simulations is generated by Gmesh [36]

and an unstructured grid. Then the numerical solutions are interpolated into a

Cartesian grid to compare with the PD-CNN results.

3.2. Single case

3.2.1. Couette flow

Couette flow is the flow of a viscous fluid in the space between two surfaces

moving relatively, which is frequently used in engineering courses to illustrate

shear-driven fluid motion. In our case, the top surface is moving along the

positive direction of x-axis with a constant speed, and the bottom surface keeps

still as shown in Figure 4a. The results on the detecting line l : x = 0 and the

entire domain are shown in 4b and 4c respectively.

The Couette flow is a tangential velocity-driven flow. The interference from p

and v are relatively low. The only term that actually affects the flow is ∂2u/∂y2,

12



(a) Schematic

(b) learning results on l (c) learning results in the whole domain

Figure 4: Couette Flow.The learning domain is x ∈ [−1, 1] and y ∈ [−1, 1]. The speed of

top surface is u = 1. And the viscosity coefficient µ = 1. For detecting line l : x = 0, the

angle between velocity profile line and horizontal axis is almost exactly 45◦, which is the

same as theoretical value. For the whole domain, u along x-axis is isotropic which match the

zero-gradient condition of p. Furthermore, there is no discontinuity on the boundary.

which is the linear term of N-S Equations. Thus, this case tests the ability of

PD-CNN to learn linear processes. It also means that a Laplace-like equation

can be learned by the PD-CNN.

13



3.2.2. Poiseuille flow

A pressure-driven incompressible flow between two surfaces is calculated in

this section. The boundary conditions are shown in Figure 5a. In the entire

field, a gradient of pressure is imposed, which is the driven force of the move-

ment of flow. For Poiseuille flow, the flow fields with different µ are the same,

which is presented very well as shown in Figure 5b. This property indicates the

rationality that designing multiple cases by altering µ in sub-section 3.3.

Although Poiseuille flow is also a linear flow, the flow is induced by the

pressure gradient. The properties of all three variables, u, v, and p, are well

represented. And the obtained flow field is swirl-free and symmetric. This proves

that our treatment of the physics field is isotropic, and the error is effectively

controlled.

3.2.3. Flow around cylinder

In this section, the network is trained to solve a flow field around a cylin-

der(as shown in Figure 6). Flow around a cylinder is a classic problem in fluid

mechanics and its flow field exhibits different physical phenomena under dif-

ferent Reynolds numbers. Here, we consider solving the steady incompressible

flows with Reynolds number from 1 to 20. According to Ref. [37], this range cov-

ers the two different regimes which are designated as creeping laminar state (L1)

and laminar flow with steady separation (L2). In general, when the Reynolds

number is smaller than approximately 5, the flow field will be the creeping lam-

inar flow. Once the Reynolds number is larger than approximately 5, the flow

field will transfer to a steady flow with a pair of symmetric trapped vortexes

behind the cylinder. These two types of flow regimes are very different.

Figure 7 and Figure 8 show the flow fields predicted by PD-CNN with Re = 1

and Re = 20 respectively. The learning results agree the numerical results

obtained by FVM well.
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(a) Schematic

(b) learning results on l (c) learning results in the whole domain. µ = 1.

Figure 5: Poiseuille Flow. The learning domain is x ∈ [−1, 1] and y ∈ [−1, 1]. Both top

and bottom wall are stationary walls. For detecting line l : y = 0, for all different µ, the

angle between velocity profile line and horizontal axis are almost exactly 135◦, which is the

same as theoretical values. For the whole domain, p along y-axis is isotropic and there is no

discontinuity on the boundary.

3.3. Multiple cases

For multiple cases training about flow around a cylinder, the CNN is trained

with the variation of Reynolds number while the U-net architecture and inflow

conditions are fixed. The Reynolds numbers, which are represented as the re-

ciprocal of dynamic viscosity, are randomly picked between 0.8 and 20.2 in the
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Figure 6: Schematic of flow around cylinder. The computing domain is x ∈ [−1, 1] and

y ∈ [−1, 1] and diameter of the central cylinder is 0.3. There are two detecting lines l1 and l2

for later discussion.

(a) p (b) u (c) v

Figure 7: Single case when Re = 1. Black contour lines are FVM results, colorful contour

flooding is PD-CNN results. For velocities, the learning results agree reference quite well.

While for pressure, especially in the region behind the cylinder, the learning results have a

slight deviation.

whole training process. It is similar to the generation of a large training set in

data-driven methods. The random variation of the Reynolds number provides

the PD-CNN inexhaustible training cases and forces the networks to consider

the whole span.

Figure 9 shows the capability of PD-CNN to reconstruct the two flow regimes

L1 and L2. After the L1 regime, the flow separates on the cylinder surface and

the wake behind started to form the contra-rotating vortices. In the whole range
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(a) p (b) u (c) v

Figure 8: Single case when Re = 20. Black contour lines are FVM results, colorful contour

flooding is PD-CNN results. For all velocities and pressure, the learning results agree reference

quite well.

of L2, the pair of symmetric vortices, adhere stably behind the cylinder. For

the relatively small value of the Reynolds number, the closed wake region which

contains the “twin-vortices” is presented clearly in the rear of the cylinder. And

with the Reynolds number increasing, this pair of vortices grows and becomes

more and more elongated in the flow direction. The results talked above show

a unique network obtained by PD-CNN is able to learn the different physical

properties and predict the distinct flow fields according to input parameters.

The contra-rotating vortices can be noticed from the stream trace pictures

of Re = 8 but not Re = 7. But it can not be concluded that the critical

Reynolds number at which the pair of symmetric contra-rotating vortices begin

to form is between 7 and 8. Because in the neighborhood of the critical Reynolds

number, the dimension of the contra-rotating vortices is very small and can not

be directly observed in the stream trace pictures. By employing the method

proposed by Taneda [38], the critical Reynolds number can be estimated. As

shown in Figure 10, the sizes of the twin-vortices are measured against the

Reynolds numbers. It can be observed that as the Reynolds number increases,

the length of twin-vortices grows. Hence, from the linear curve fit the critical

Reynolds number can be deduced. So the pair of the contra-rotating vortices

begin to form in the rear of the cylinder at Re = 6.63, which is close with the

FVM result, Re = 6.1 [39].
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(a) Re = 1 (b) Re = 5

(c) Re = 10 (d) Re = 20

Figure 9: Stream Traces with different Re. The results discriminate two different flow regimes

and represent the evolution of the vortices along with the growing of Re. After the creeping

flow regime, (a) and (b), a pair of symmetric contra-rotating vortices appears in the rear of

the cylinder, (c) and (d).

When Re < 20.2, reasonably good agreements are observed between the

learning results and the numerical solutions for the size of the closed wake. We

also evaluate the extrapolation capabilities of the network with the Reynolds

numbers between 20.2 and 25. However, as the comparison shows, the pre-

dicted length of the twin-vortices has bigger deviations and the extrapolated

flow fields don’t represent reliable references. It can be concluded that for the

PD-CNN it is hard to accurately recover the neighboring flow fields which are
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Figure 10: Size of the vortices pair against Re. By linear fitting, the critical Reynolds number

at which the vortices pair begin to form in the rear of a cylinder is obtained.

completely missing at the learning stage. This phenomenon reflects the funda-

mentally interpretive characteristic of NN modeling and the model is merely well

approximated in the training span [5]. If the objective field is relatively complex

and the trainable parameters of NN are extensive, the network deteriorates the

extrapolation accuracy badly.

Figure 11 shows the comparison between the learning results and the numer-

ical solutions. All the learning results of these four cases are in good agreement

with the FVM results. But the values have an “even-bias”. Compared with the

ground truth, all values are closer to the mean value in the whole domain. For p,

the mean value is in the vicinity of 0. For u, it is 0.7, and v is 0. That means the

generator has a trend to predict all the flow fields in the whole parameter space

more evenly. In addition, the predictive flow fields which have lower Reynolds

number have bigger deviations. Choosing p as an example, the flow fields with

relatively big Reynolds number have better accuracy, while the case of Re = 1

has a bigger deviation. In the generation of the training cases, the Reynolds

numbers are chosen randomly between 0.8 and 20.2, which means the distribu-

tion of training cases is even. However, for the case with Re = 1, the flow field

is more distinctive and requires more training effort. So, when designing the
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(a) p

(b) u (c) v

Figure 11: Comparison between PD-CNN and FVM. The pressure is about l1 : x = 0.5 and

the velocities are about l2 : y = 0. The results of lower Re have relatively larger deviations.

training space, more training cases should be distributed near these exceptional

parameter combinations.

4. Discussion

4.1. Accuracy

The drag and lift coefficient of a cylinder can be expressed as follows [40]

Cd =
2FD

ρU2A
, Cl =

2FL

ρU2A
, (9)
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where A represents the frontal area. FD and FL denote the drag and lift force

respectively. When the mean physical residual E of 1k epochs is lower than

0.4%, the training stops and the coefficients are calculated. These two coeffi-

cients obtained by PD-CNN are shown in Table 2. For Cd, PD-CNN with the

resolution 384× 384 predicts achieve a relative error less than 2.9%. The value

of Cl is very small and the learning results are in the same magnitude compared

with FVM references. At the same time, it can be clearly seen that with the

resolution increasing, both the drag and lift coefficients gradually approach the

numerical solutions, which proves that the field solutions obtained by PD-CNN

are convergent.

In addition, we define the order of convergence as

Order = | log(ei/ej)

log(hi/hj)
|, (10)

where e is the error of drag or lift coefficient under different resolutions, and

h is the resolution size. Based on this definition the PD-CNN can achieve

approximate first-order accuracy.

Table 1: Accuracy of PD-CNN with different resolutions

Coefficient Resolution
Re = 1 Re = 20

Result Error Order Result Error Order

Cd

FVM 44.3 - - 5.96 - -

128× 128 39.7 -4.6 - 5.52 -0.44 -

256× 256 42.3 -2.0 1.21 5.71 -0.25 0.82

384× 384 43.0 -1.3 1.08 5.89 -0.07 3.09

Cl

FVM 0.0028 - - 0.0097 - -

128× 128 -0.059 -0.0618 - -0.044 -0.0537 -

256× 256 -0.015 -0.0178 1.79 -0.013 -0.0227 1.24

384× 384 -0.0059 -0.0087 1.76 0.0028 -0.0069 2.94
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4.2. Acceleration

In the numerical experiments of PD-CNN which are accelerated with refer-

ence targets, there are 18 cases in each batch. The first half batch consists of 9

random Re varied with epoch number, while the other half batch consists of 9

constant Re fixed in the whole training process. According to Equation (8), a

moderate number of constant Re for the reference targets requires being defined

beforehand. As discussed in section 3.3, the cases whose Reynolds numbers are

near to 1 are much more difficult to train. So, the manually defined 9 constant

Reynolds numbers are 1.0, 1.5, 2.0, 3.0, 4.0, 6.0, 8.0, 12.0 and 18.0. In the whole

training process, the numerical solutions obtained by FVM of these 9 constant

Reynolds numbers are input as nine targets and the CNN is trained to minimize

Equation (7).

(a) FVM (b) PD-CNN (c) PD-CNN with references

Figure 12: Comparison of pressure field of different methods when Re = 1 (epoch=10k). For

this typical case with reference, the training with targets is able to obtain accurate solution

faster.

In this way, the reference targets restrain the results generated by the physics-

driven method to approximate real solutions faster (as shown in Figure 12 and

Figure 13). Since the targets only include a limiting number of cases and are

used through the whole training process, this approach reduces the expensive

data generation cost of the traditional data-driven methods. In practical engi-

neering applications, the reference targets can be easily picked from the existing

data, e.g., experimental and numerical results.
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(a) FVM (b) PD-CNN (c) PD-CNN with references

Figure 13: Comparison of pressure field of different methods when Re = 1.2 (epoch=10k). For

this typical case without reference, the training with targets is also able to obtain accurate

solution faster.

5. Conclusion

In this paper, we proposed a physics-driven method based on a CNN with

a U-net structure. By introducing the discretized Navier-Stokes equations and

boundary conditions as the loss function, the CNN is able to directly predict

steady-state laminar flow fields. Compared with the MLP used in previous re-

search, the CNN is able to embed the objective geometry and flow structure

into the latent space, and then decode them to reconstruct the corresponding

flow fields with physics consistency. The PD-CNN is able to obtain accurate so-

lutions for both single case and multiple cases. In the multiple cases prediction

of flow around cylinder, PD-CNN is capable of describing the transformation of

the “twin-vortices” and obtaining the critical Reynolds number between creep-

ing laminar state and laminar flow with separation. By constraining with a

small number of reference targets, the network training was accelerated, espe-

cially for the difficult cases. Further research will be carried out for predicting

complex flow fields in practical engineering problems with the present method.
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ABSTRACT

Due to the adjustable geometry, pintle injectors are especially suitable for liquid rocket engines, which require a widely throttleable range.
However, applying the conventional computational fluid dynamics approaches to simulate the complex spray phenomenon in the whole range
still remains a great challenge. In this paper, a novel deep learning approach used to simulate instantaneous spray fields under continuous
operating conditions is explored. Based on one specific type of neural network and the idea of physics constraint, a Generative Adversarial
Networks with Physics Evaluators framework is proposed. The geometry design and mass flux information are embedded as inputs. After
the adversarial training between the generator and discriminator, the generated field solutions are fed into two physics evaluators. In this
framework, a mass conversation evaluator is designed to improve the training robustness and convergence. A spray angle evaluator, which
is composed of a down-sampling Convolutional Neural Network and theoretical model, guides the networks to generate the spray solutions
more closely according to the injection conditions. The characterization of the simulated spray, including the spray morphology, droplet
distribution, and spray angle, is well predicted. This work suggests great potential for prior physics knowledge employment in the simulation
of instantaneous flow fields.
© 2021 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0056549

I. INTRODUCTION

Due to their wider throttling range and greater combustion sta-
bility, pintle injectors are especially suitable for liquid rocket engines
that require deep, fast, and safe throttling,1–3 such as the descent
propulsion system in the Apollo program4 and the reusable Merlin
engine of SpaceX.5

In practical throttleable engine applications, the pintle is mov-
able to alter the injection area so that the mass flow rate of the
injected propellants can be varied continuously according to the
economical and safe thrust curve in a given situation.6 However,
in the previous spray simulations of pintle injectors, the changes
were only considered under discrete condition combinations over
a limited number of select operating points.7–9 For the tradi-
tional discrete methods they used, simulations have to be con-
ducted repeatedly to vary the operating conditions and the com-
putational cost becomes prohibitively expensive.10 Innovations for

the spray simulation of the pintle injector are needed to address this
issue.

Contrarily, the machine learning approach, especially the Neu-
ral Network (NN), has demonstrated its efficiency to predict the flow
fields under different conditions with a single surrogate model.11,12

Previous research studies on flow field prediction using the NN are
mainly focused on the data-driven method. In addition to the indi-
rect way using the closure model,13,14 the field solution can also be
directly obtained from the network model, which is trained with
a large number of samples.15–18 However, some predictive results
obtained by data-driven methods may still exhibit considerable
errors against physics laws or operating conditions.19–21 In addi-
tion, in some sparse data regimes, some machine learning techniques
lack robustness and fail to provide guarantees of convergence.22

For the purpose of remedying the above-mentioned shortcomings
of data-driven methods, the physics-driven/informed methods are
proposed recently.23,24 By providing physics information, NNs are
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FIG. 1. Schematic of the experimental facilities. The test bench is composed of
a gas–liquid pintle injector, a propellant feed system, and a control system. The
spray visualization system includes a LED lamp and a high-speed camera.

able to directly obtain field solutions that obey physical laws and
operating conditions.25 In these works, Partial Differential Equations
(PDEs) were employed in the loss function to explicitly constrain the
network training.26,27

In the state-of-the-art neural network methods, Generative
Adversarial Networks (GANs) proposed by Goodfellow et al.28 are
efficient to generate the instantaneous flow fields.29,30 Despite the
impressive performance for unsupervised learning tasks, the qual-
ity of generated solutions by GANs is still limited for some realistic
tasks.31 In addition, as shown in the training results later, the tran-
sient nature of the spray injection and liquid sheet break results in
the extreme difficulty of usual networks to qualify the place and
intensity of dominating characterizations.

In this paper, based on one specific type of GAN and the
idea of physics constraint, a novel Generative Adversarial Net-
works with Physical Evaluators (GAN-PE) framework is proposed.
By introducing mass conversation and spray angle models as the
two evaluators, this framework has a better training convergence
and predictive accuracy. The trained model is able to simulate

the macroscopic morphology and characterization of the instanta-
neous flow fields under different conditions. This paper is orga-
nized as follows: We first introduce the experimental settings and
dataset acquisition. Second, the architecture of GAN-PE and the
detailed parts are described. Then, the learning results of numeri-
cal experiments are presented for validation. Finally, conclusions are
drawn.

II. DATASET FROM EXPERIMENTS

Our training data are extracted from the spray experimental
results of the pintle injectors.

A. Experimental facilities
The non-reactive cold experiments were conducted at atmo-

spheric pressure. The dry air is used for axial flows and filtered water
for radial flows. The schematic of experimental facilities is shown
in Fig. 1. A back-lighting photography technique is used for instan-
taneous spray image visualization. The image acquisition system
consists of a light-emitting diode (LED) light source, a high-speed
camera, and a computer. The exposure time is 10 μs, and the frame
rate is 50k fps.

The detailed gas–liquid pintle injector is shown in Fig. 2. In
order to study the influence of the momentum ratio on the spray
angle, the experimental device is designed to use the replaceable
parts. In the experiment, the height of the radial liquid jet outlet Lopen
and the thickness of the axial gas sheet Tgs are adjusted by chang-
ing the height of the sleeve and the axial gap distance, respectively.
When the liquid propellant is injected radially from the two sides of
the pintle end through the manifold, the liquid columns are formed.
These columns are broken by the axial gas propellant injection from
the gap cling to the pintle. Finally, due to impingement and colli-
sion, the liquid columns break and form a plane conical spray like
a hollow-cone atomizer. This design induces vigorous mixing of
the gaseous and liquid propellants, which yields a high combustion
efficiency.32

B. Dataset acquisition
The spray experiments are carried out with the throttling level

Lt of 40%–80%. Lt is varied by the linear adjustment of the height
of the radial liquid jet outlet and the thickness of the axial gas sheet.
The radial liquid jet outlet heights at throttling levels of 40%, 60%,

FIG. 2. Gas–liquid pintle injector. (a) Pin-
tle injector within manifolds. The exper-
imental injector consists of a gas man-
ifold, a replaceable liquid manifold, a
replaceable axial gas sheet adjustment
annular, a central cylinder, and a sleeve.
(b) Schematic of the replaceable parts in
the red square of (a). In order to facilitate
the optical observation about the spray
angle, two symmetrical radial liquid jet
orifices are designed on the replaceable
central cylinder. Lopen and Tgs are the
injector opening distance and gas sheet
thickness, respectively.
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TABLE I. Experimental operating conditions. mg and ml are the mass flow rate of
gaseous and liquid propellants, respectively. CTMR is the momentum ratio of the two
propellants.

Lt (%) Lopen (mm) Tgs (mm) mg (g/s) ml (g/s) CTMR

80 4.0 4.0 22.17 18.55–40.54 1.01–4.92
60 3.0 3.0 15.70 14.85–30.46 1.22–5.14
40 2.0 2.0 9.85 8.85–20.45 0.98–5.21

and 80% are 2, 3, and 4, respectively. When Lt is fixed, the height of
the radial liquid jet outlet is fixed and equal to the thickness of the
axial gas sheet. Table I shows the operating conditions of the exper-
imental campaign and the corresponding key specifications of the
pintle injector. The temperature of the liquid and gas is 298.15 K.
The mass flow rate ml is determined by the variation of liquid pres-
sure upstream. Eventually, 35k raw images were captured and 29k of
them were used for training and the others for validation.

As shown in Fig. 3, to measure the spray angle, the spray images
obtained in the experiment are post-processed to clarify the spray
boundary. The average of ten images with the same time interval is
used to measure the spray angle manually. Every operation condi-
tion has 1k raw images, so the 100th, 200th, . . ., 900th, and 1000th
images are averaged. Then, the spray angles of the time-averaged
spray images, defined as θ = 1

2(θ1 + θ2), are manually measured.
Since the raw images are all captured in the steady injection stage
and no temporal fluctuations, the measured angle value is unique
per operating condition. Note that the average images and the corre-
sponding manually measured angles are only used to train the spray
angle estimator, i.e., the down-sampling CNN in the spray angle
evaluator. The raw images are used in the training of GAN-PE.

The resolutions of the instantaneous spray image are 640 × 480.
In order to reduce the training cost, the images are interpolated to
the images with a resolution of 128 × 128. While the measured angle

values, which represented the nature of the spray phenomenon, are
fixed despite the image scaling.

III. METHODOLOGY
A. Overview

Here, a Generative Adversarial Networks with Physical Evalu-
ators (GAN-PE) framework is proposed. As shown in Fig. 4, the
GAN-PE is composed of four parts: generator (G), discriminator
(D), and two physical evaluators. The field solutions are generated
by G, and the other three parts are employed to guarantee that the
outputs catch the spray morphology and obey the operating con-
ditions. The GAN is the base of the proposed network framework;
the G captures the real spray data distribution, which corresponds
to the operation conditions; and the D estimates the probability that
a condition–sample pair came from the training data rather than G.
There are also two evaluators designed to improve the performance
of GANs. The first evaluator, Mass Conservation Evaluator (EMC),
is used to improve the generation robustness by calculating the ring
error between output and the corresponding average target. The sec-
ond evaluator, spray angle evaluator (ESA), is used to improve the
predictive accuracy in the specific operating conditions by compar-
ing the output angle with the theoretical one. Fed with the outputs
from G, the losses of D, EMC, and ESA are calculated, respectively.
After that, backpropagation is applied to adjust the U-net Convo-
lutional Neural Network (CNN) of G to generate a new spray field
that more satisfies the conditions and prior physics knowledge. After
enough iterations, the network will be able to generate a “correct”
spray field.

B. GAN
1. Generator

From inputs toward outputs, the network of G consists of
two parts: encoding and decoding.33 In the encoding process, the

FIG. 3. Data acquisition. The resolution of the images is 640 × 480. The raw monochrome pictures are processed as 8-bit gray images in which every pixel has a gray value
and the range is 0–255. The average is obtained by calculating the mean gray value of raw images. The images are regarded as the 2D matrices whose dimensions are
640 × 480.
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FIG. 4. Schematic of the proposed network framework. Fed with the operating conditions, the U-net generator outputs a field solution of the spray. The discriminator, mass
conservation, and spray angle losses are utilized to update the generator by backpropagation.

operating conditions Lopen, Tgs, mg, and ml are resized as four fea-
ture channels of the input tensor for convolutional down-sampling
with corresponding kernels.34,35 After that, the matrices with a size
of 128 × 128 are progressively reduced to 512 single-value vectors.
Each layer of the network consists of a convolution operation, batch
normalization, and a non-linear activation function. By the convo-
lutional calculation, along with the increasing number of feature
channels, the matrix size is down-sampled by a factor of 2. In this
way, the information of operating conditions is translated into the
extracted features in the next layer. In addition, skip-concatenations
from input to output feature channels are introduced to ensure
that operating condition information is available in the following
up-sampling process for inferring the solution. Then, the decod-
ing part works in an opposite way, which can be regarded as an
inverse convolutional process mirroring the behavior of the encod-
ing part. Along with the increase in spatial resolution, the spray fields
are reconstructed based on the single-value vectors by up-sampling
operations. For more details of the U-net architecture and convo-
lutional block, including active function, pooling, and dropout, see
Ref. 27.

The weighted loss function considering the following discrimi-
nator and evaluators is written as

ℒ (D, EMC, ESA) =ℒ D + αℒ EMC + βℒ ESA , (1)

where ℒ D, ℒ EMC , and ℒ ESA are the loss terms that are calculated by
D, EMC, and ESA, respectively. In addition, α and β are the constant

hyperparameters that are manually tuned before training to adapt
the scales of these loss terms. Here, the orders of magnitude of α and
β are 2 and 1, respectively. After proper training, both generator and
discriminator losses remain stable and the generator is able to map
a spray sample from a random distribution to the desired one that
obeys the physical knowledge and conditions.

2. Discriminator
The discriminator in a GAN is simply a classifier. It tries to dis-

tinguish real samples from the data created by the generator, i.e.,
fake data. The discriminator’s training data come from two sources.
One consists of the real data instances, here are the real experi-
mental images. D uses these instances as positive examples during
training. The other are the fake data instances created by the gen-
erator. The discriminator uses these instances as negative examples
during training. Then, D is used to feed the possibility that samples
come from the targets rather than generation distribution back to G.
We use Least Squares Generative Adversarial Networks (LSGANs)
settings to train the D and the G simultaneously.36 This special
type of GAN helps to remedy the gradient vanishing by using the
least squares loss function instead of the sigmoid cross entropy loss
function.37

Here, D is modified by the encoder of the G, which means
that the generating solutions from G are down-sampled by the re-
convolutional calculation so that the spray field information is con-
cluded into the linear 1D tensor. Then, this 1D tensor will be used to
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be trained to maximize the probability of assigning the correct label,
real or fake, to both training targets and generating solutions. Simi-
lar to the work in Ref. 38, we use the input–output and input–target
pairs to feed D instead of only output and target in the random image
generation tasks. The operating conditions and the outputs/targets
are concatenated as the different feature channels in a 4D data ten-
sor. In this way, D not only discriminates between the real and
fake but also helps to judge whether the outputs accord with the
corresponding conditions.

The loss functions for LSGANs are defined as

min
D

VGAN(D) = 1
2
Ex∼pdata(x)[(D(x) − b)2]
+ 1

2
Ez∼pz(z)[(D(G(z)) − a)2], (2)

min
G

VGAN(G) = 1
2
Ez∼pz(z)[(D(G(z)) − c)2],

where x is the training data and z is the input variables. In addition,
a and b are the labels for fake data and real data, respectively; and c
denotes the value that G wants D to believe for the generated solu-
tions. Here, we apply a = 0 and b = c = 1. Therefore, ℒ D is equal to
the second part of Eq. (2).

C. Evaluators
1. Mass conservation evaluator

As shown in Fig. 5, we assume that there are a few spherical vol-
umes with different diameters that are tangent at the middle point
of the upper boundary in both generating images and the average
images. The idea originates from that the spray phenomenon obeys
the mass conservation law. Because the propellants are injected from
the two flanks of the central pintle and the width of the image’s

normal direction is fixed, the 3D effect is ignored and the spheres are
simplified to the 2D rings. The mass fluxes of droplets through one
specific ring in every instantaneous frame are equivalent. The spray
field generation is indeed a 2D image reconstruction task. There-
fore, the “mass” here is a broader concept, which also involves the
background shadow, i.e., the quasi-mass in one position is repre-
sented by the gray value of the corresponding pixel. Following the
definition of “L1loss” that is widely used in the machine learning
community, we define a mass conservation loss here. The differ-
ence is that the former measures the sum of absolute errors between
each element in the generation and target,39 but ours first calcu-
lates a gray value summation of every element in one concerning
ring and then compares absolute error between the corresponding
rings in the generation and target and, at last, the summation of the
errors.

The mass conservation error, i.e., the loss term from EMC, is
defined as

ℒ EMC =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

m∑
k=1

RRRRRRRRRRR
n∑

i=1
xi − n∑

j=1
yj

RRRRRRRRRRRk, E ≥ Ethr,

0, E < Ethr,
(3)

where x and y are the gray values in generated images and aver-
age targets, respectively. In addition, m is the number of concerning
rings and n is the number of data points in one concerning ring in
the matrix. E is the error between the output and average matrix and
defined as

E = N∑
i=1
∣xi − yi∣, (4)

where N is the number of all the data points in the matrix. To
improve the generation randomness and in view of the error caused

FIG. 5. Mass conservation. The resolution of the images is 128 × 128. The rings remain tangent at the central point of the top edge.
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by light transmission and reflection, the loss threshold Ethr is intro-
duced herein. Once the loss is less than the threshold, this loss term
will be ignored.

2. Spray angle evaluator
The present evaluator is composed of two parts: one is the the-

oretical model of the spray angle and the other is a CNN encoder to
estimate the spray angles from the generated field solutions.

The schematic diagram of the theoretical model of the spray
angle is shown in Fig. 6. Several basic hypotheses must be declared
before carrying out the theoretical analysis: (a) An element of fluid
emerging from the jet exit is assumed to have the constant length
and width equal to the jet exit length Lopen and width W, as it moves
along the trajectory; (b) liquid jet deformation, evaporation, and
droplet dispersion are ignored; (c) the fluid element has a constant
y-component velocity and an initial angle equal to the central pro-
pellant deflection angle φ; (d) the spray angle is assumed to be equal
to the slope of the liquid jet at the position where it passes through
the gas film; and (e) surface tension, gravity, friction, heat transfer,
and phase change are ignored.

Following the definition in Ref. 40, the aerodynamic drag Fd of
the liquid element in the x-direction is

Fd = 1
2

Cdρg(vg − vl cos φ)2WH, (5)

where Cd is the drag coefficient. vg and vl are the gas velocity and
initial liquid element velocity, respectively. According to Newton’s
second law in the x-direction, there is

1
2

Cdρg(vg − vl cos φ)2WH = mla = ρlWLopenH
dvx

dt
, (6)

where ml and a are the mass and acceleration of the liquid element,
respectively. vx is the x-component of the liquid element velocity. It

FIG. 6. Schematic of the spray angle model. Lopen and W are the length and width
of the radical rectangular section, respectively. H is the axial height of the liquid
element.

can be rewritten as

dvx

dt
= Cd

2
ρg

ρl

(vg − vl cos φ)2

Lopen
. (7)

Then, the integration of Eq. (7) with respect to time is

∫ t

0

dvx

dt
dt = ∫ t

0

Cd

2
ρg

ρl

(vg − vl cos φ)2

Lopen
dt, (8)

and then,

vx∣t0 = Cd

2
ρg

ρl

(vg − vl cos φ)2

Lopen
t. (9)

Since vx(0) = vlcosφ, there is

vx = Cd

2
ρg

ρl

(vg − vl cos φ)2

Lopen
t + vl cos φ. (10)

As vx = dx/dt, the integration with respect to time is

x = Cd

4
ρg

ρl

(vg − vl cos φ)2

Lopen
t2 + vl cos φt, (11)

where x is the x-coordinate of the element’s trajectory. Since the
y-component velocity remains constant and vy = vlsinφ = y/t, where
y is the y-coordinate, the mathematical expression of the element
trajectory is derived as

x = Cd

4
ρg

ρl

(vg − vl cos φ)2

Lopen
( y

vl sin φ
)2 + vl cos φy

vl sin φ
. (12)

For the collision between the gas sheet and the rectangular liquid jet,
the momentum ratio is

CTMR = ṁlvl

ṁgvg
= ρlv2

l Al

ρgv2
gAg
= ρlv2

l WLopen

ρgv2
gWH

= ρlv2
l Lopen

ρgv2
gH

. (13)

Therefore, Eq. (12) is expressed in terms of the momentum ratio
CTMR as follows:

x = Cd

4CTMRHsin2φ
(1 − vl cos φ

vg
)2

y2 + cos φ
sin φ

y. (14)

At the position of penetrating through the gas sheet where y = H, the
trajectory expression is modified to

x = ⎡⎢⎢⎢⎢⎣
Cd

4CTMRsin2φ
(1 − vl cos φ

vg
)2 + cos φ

sin φ

⎤⎥⎥⎥⎥⎦y, (15)

and the slope of the liquid jet θ is obtained as

θ = 90○ − arctan
⎡⎢⎢⎢⎢⎣

Cd

4CTMRsin2φ
(1 − vl cos φ

vg
)2 + cos φ

sin φ

⎤⎥⎥⎥⎥⎦. (16)

The theoretical model assumes that the liquid jet does not
deform, but in reality, it will deform under aerodynamic forces,
which results in a reduction of the effective momentum of the

AIP Advances 11, 075007 (2021); doi: 10.1063/5.0056549 11, 075007-6

© Author(s) 2021



AIP Advances ARTICLE scitation.org/journal/adv

FIG. 7. Comparison of the CNN gen-
erator and original GAN. The operat-
ing condition is Lopen = Tgs = 4 mm,
ml = 35.81 g/s, and mg = 22.17 g/s.

FIG. 8. The comparison between the
results of with or without EMC. Compared
with the results without EMC, GAN with
EMC has a clearer and more regularizing
reconstruction of the spray field.

TABLE II. Spray angle estimation by the manual measurement and CNN.

Lt = 80% Lt = 60% Lt = 40%

CTMR MM CNN Error (%) MM CNN Error (%) MM CNN Error (%)

0.52–0.56 31.27 29.70 5.0 29.31 28.04 4.3 26.05 27.57 5.8
0.79–0.86 36.32 35.10 3.4 33.12 34.54 4.3 31.59 32.61 3.2
0.98–1.22 40.67 41.98 3.2 34.89 35.60 2.0 34.67 35.15 1.4
1.29–1.34 41.98 40.37 −3.8 39.21 39.34 0.3 36.36 37.0 1.75
1.50–1.70 44.37 45.99 3.7 42.87 43.37 1.2 39.43 38.08 −3.4
1.98–2.04 45.28 47.45 4.8 43.43 44.62 2.7 41.01 41.47 1.1
2.56–2.69 49.88 49.43 −0.9 47.34 45.46 −4.0 44.64 44.39 −0.6
2.90–3.22 50.36 50.02 −0.7 48.13 47.07 −2.2 44.98 45.64 1.5
3.33–3.39 51.32 52.92 3.1 48.12 48.75 1.3 46.01 46.64 1.4
3.83–4.12 52.18 52.55 0.7 48.84 51.09 4.6 47.64 48.98 2.8
4.50–4.88 54.39 53.92 −0.9 49.34 50.57 2.5 48.80 49.60 1.7
5.12 54.55 55.96 2.6 49.41 50.75 2.7 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅
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liquid jet. Consequently, the liquid jet deformation factor γ, which
is obtained through the experimental results, is introduced to mod-
ify the spray angle theoretical model. In this way, Eq. (16) is modified
to

θ = γ
⎧⎪⎪⎨⎪⎪⎩90○ − arctan

⎡⎢⎢⎢⎢⎣
Cd

4CTMRsin2φ
(1 − vl cos φ

vg
)2 + cos φ

sin φ

⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭. (17)

Note that the spray angle model derived above has been demon-
strated by the experimental results. In fact, when there is no central
propellant deflection and φ = 90○, Eq. (17) could be simplified as θ= γ[90○ − arctan(Cd/4CTMR)]. It formally corresponds to the exper-
imental fitting model θ = C1 arctan(C2CTMR) of the liquid–liquid
pintle injector in Ref. 41, where C1 and C2 are the fitting parameters.

In the field of medical image analysis, the machine learning
approach, especially the deep neural networks, has been employed
for automated scoliosis assessment.42–44 In these publications, the
x-ray images are fed into the neural network estimator and the spinal
Cobb angles are obtained. Similarly, inside the ESA, there is a well-
trained spray angle estimator to output the angle values from the
predictive images. The architecture of this down-sampling CNN is
like D, except the addition of one fully connected layer in the end to
output the estimated spray angle θ′.

The loss term from ESA is calculated as

ℒ ESA = ∣θ′ − θ∣. (18)

IV. RESULTS
A. Model validation

Figure 7 shows the generated results in one typical operating
condition of the CNN generator and original GAN, which consist of
only G and D. The L1 loss used by the CNN generator compares
the difference between the generations and targets. This absolute
error loss performs very well in some steady or mean state field
prediction tasks, such as the work in Refs. 21 and 27. However,
when the training cases have a multi-modal distribution, this loss
will fail. In our spray field prediction task, although the morphol-
ogy under one specific operating condition is similar, the detailed
droplets are distinguishable. Therefore, the instantaneous spray field
solution has many possibilities, which are like the various frames
at different times. However, the L1 loss averages all the possibili-
ties and produces a very blurry average image instead. However, the
discriminator in GANs, which can be regarded as the loss of gener-
ator, is not an explicit loss function. Instead of the pixel-wise loss, D
is an approximation loss, which discriminates between the real and
fake data distributions and guides the spray generation with detailed
morphology.

However, in the training process of GANs, the generator and
discriminator have to be balanced trained and the convergence is
often an unstable state. The discriminator and generator are always
in a seesaw battle to undercut each other. Similar to the work in
Ref. 45, we maintain a dynamic ratio between the number of gradi-
ent descent iterations on the discriminator and the generator using
Exponential Moving Average (EMA).

For the spray simulation task, the discriminator has difficul-
ties capturing the detailed feature of the small droplets. The ℒ D

has a possibility of becoming less meaningful through the train-
ing process. G will update itself based on the random feedback
and the quality of generation may collapse. The G outputs low-
quality images through many epochs, and some of them show faint
spray patterns in the background but are easily identified as fake.
It will be very easy for the discriminator to distinguish the tar-
gets and generation so the values of the loss from D drop to zero
rapidly.

The comparison of generated spray images from different
frameworks demonstrates the superior performance of the mass
conservation evaluator as shown in Fig. 8. In some generated images,

FIG. 9. Comparison of the predicted spray angle between the model with and with-
out ESA. The red lines indicate the experimental results. The blue point markers
indicate the angle values predicted by the model with ESA. The magenta circle
markers indicate the ones predicted by the model without ESA.
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the background does not agree with the real target; the introduction
of ℒ EMC helps G identify the position and intensity of the droplet as
well as the background shadow.

In the machine learning field, the parallel training usually is
conducted with a batch form. Inputting a certain number of samples
to the neural networks in a batch, the solutions are parallel gener-
ated and compared to the targets and an error is calculated. In our
framework, when obtaining the predicted spray field, all the out-
puts, ten generated images, in one training batch will be averaged to
one image. Then, this average image will be used to feed the down-
sampling CNN to obtain the spray angle of this batch. To validate
the spray angle estimator, we use the average images from exper-
iments as test samples to output the angle values. Table II shows
the comparison of spray angles obtained by Manual Measurements
(MM) and CNN estimator. With the increase of CTMR, the deviations
between the two tend to be smaller. The error of all the test cases is
less than 5.8%.

After this CNN estimator is trained, it only takes some mil-
liseconds to output an angle value, which is according to the operat-
ing conditions of this batch. Then, the estimated value is employed
in ℒ ESA to update G. Due to the quick decrease at the beginning
of the training, this error no longer affects G, only except for the
abnormal generated solutions with angles diverged awfully from the
theoretical model.

As shown in Fig. 9, the results predicted by the model with-
out ESA have large value ranges. The difference between maxi-
mum and minimum angles in a small momentum ratio level, CTMR∈ [0.78, 0.80], even approach 12○. Meantime, the predicted angles
have an “even-bias.” Compared with the experimental measure-
ments, all values are closer to the mean value of the whole domain.
For small momentum ratios, as shown in Fig. 9(a), most of the pre-
dicted angle values are larger than the experimental results. For large
momentum ratios, as shown in Fig. 9(b), most of the values are
smaller than the experimental results. With the help of ESA, this phe-
nomenon is reduced and all three groups with different momentum
ratios have the predicted angles closer to the experimental results. In
addition, the predicted values of spray angles have narrower ranges.

B. Predictions
The literature showed that the macroscopic morphology study

is important to characterize a spray.46,47 Here, the simulated spray
morphology is analyzed and compared with the experimental
results.

Figure 10 compares the simulated and experimental spray mor-
phology under different operating conditions. The typical spray
morphology, i.e., liquid column formation, breakup of the col-
umn, and lateral expansion of the spray, can be clearly noted. The

FIG. 10. Simulated and experimental
spray morphology under different throt-
tling levels and momentum ratios. The
left half part is the simulated spray
obtained by GAN-PE, and the right half
part is the corresponding experimental
high-speed image with the same size
scale.
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FIG. 11. The comparison of the spray angle between GAN-PE and experiments.
The red circles show the cases that are out of the learning domain.

generated spray field shows that the droplets experience a size reduc-
tion before approaching a uniform tiny size distribution because of
the impingement and collision. As shown in Fig. 10, the generated
spray is fairly comparable with the experimental results; meanwhile,
the hollow-cone-shaped profiles with a specific spray angle are well
reproduced. For those cases that are out of the training domain, the
last column in the figure, the generation also presents a similar good
quality compared with those insides. Imperfectly, the background
still represents grainy and the values of adjacent data points are not
as continuous as those in the real images. However, all in all, the
simulation succeeds to report the macroscopical morphology of the
spray.

Figure 11 shows the curves of the spray angle vs momentum
ratio at different throttling levels; it can be observed that the GAN-
PE results coincide with the experimental results well in a wide
momentum ratio range. According to theoretical analysis that has
been explained in Sec. III C, the spray angle is mainly determined by
the momentum ratio, and the simulated solutions also represent this.
Due to the difficulties of ESA to estimate the small angles, the predic-
tions of the cases with small momentum ratios have relatively large
errors. The values of different throttling levels are close to each other.
For the test cases that are not in the learning domain, the results have
a small deviation and all the predicted angle values are less than the
manually measured ones. It is because these test cases are not con-
strained by the targets so the prediction has a trend to approach the
mean value of the adjacent operating points, which is happened to
be larger.

V. CONCLUSION

In this paper, we proposed a novel deep learning framework
constrained by physical evaluators to directly predict spray solutions
based on generative adversarial networks. The normal discriminator
and the mass conservation and spray angle evaluators are used to
constrain the CNN to generate the spray solution, including macro-
scopical morphology and spray angle. The former evaluator is able
to improve the training convergence and the latter one helps to

obtain more accurate spray angles that are consistent with the oper-
ating conditions. It is noteworthy that the related network architec-
ture and spray problem are generic and the proposed framework is
potentially suitable for other fluid field simulations that have proper
prior physics knowledge. Further research will be carried out for
spray droplet size analysis and prediction with the present network
framework.
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