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Kurzfassung

Energiegewinnung durch die Fusion leichter Atomkerne hat das Potenzial den Energiesek-
tor zu revolutionieren. Die Realisierbarkeit soll in den kommenden Jahren durch den ak-
tuell im Bau befindlichen Reaktor ITER demonstriert werden. Um den Erfolg dieses Pro-
jekts sicherzustellen, gilt es die Erzeugung relativistischer Runaway-Elektronen als Kon-
sequenz makroskopischer Plasmainstabilitäten, Disruptionen genannt, zu verhindern und
Materialschaden der Reaktorwand vorzubeugen. Hierzu könnten große Mengen zusät-
zlichen Gases in den Reaktor eingespeist werden. Ob dieses Konzept tatsächlich geeignet
ist, wird derzeit in mehreren experimentellen Reaktoren untersucht, wozu ferner theo-
retische und rechnergestützte Studien durchgeführt werden.

In der vorgelegten Arbeit wird eine Software basierend auf den 1.5D Transport-
Codes ASTRA und STRAHL vorgestellt, welche selbstkonsistente Simulationen von
Hauptplasma, eingespeistem Material und Runaway-Elektronen in Fusionsreaktoren
ermöglicht. Die fortwährende Beschleunigung thermischer Elektronen hin zu rela-
tivistischen Energien, Runaway-Effekt genannt, wird in diesem Zusammenhang durch
simple analytische Modelle und modernste Fluidmodelle beschrieben. Letztere berück-
sichtigen dabei die Wechselwirkungen der Runaway-Elektronen mit der Elektronenhülle
eingespeister Gasatome. Die Dichteverteilung einzelner Ionisationsstufen wird mittels
Ratengleichungen atomarer Prozesse berechnet. Ferner transportieren neoklassische und
magnetohydrodynamische Prozesse das eingespeiste Gas in das Kernplasma hinein.

Der beschriebene Ansatz konnte mittels selbstkonsistenter Simulationen des Tokamaks
ASDEX Upgrade erfolgreich validiert werden. Die zeitliche Entwicklung relevanter
Größen, wie Elektronendichte und Plasmastrom, wird durch die eingesetzte Software
übereinstimmend mit experimentellen Beobachtungen berechnet. Insbesondere kann die
Erzeugung des Runaway-Elektronen-Stroms nur unter Verwendung modernster Fluid-
modelle akkurat beschrieben werden. Unter Vernachlässigung der Wechselwirkungen
zwischen Runaway-Elektronen und Gasionen können einfachere analytische Modelle rel-
evante Aspekte nur unzureichend wiedergeben. Folglich kommt jenen Wechselwirkungen
besondere Relevanz bei der Erzeugung von Runaway-Elektronen zu, sodass diese Effekte
im Rahmen selbstkonsistenter Simulationen nicht vernachlässigt werden dürfen.

Die Erzeugung eines signifikanten Runaway-Elektronen-Stroms zum Ende einer Dis-
ruption in Reaktoren mittlerer Größe ist hauptsächlich auf die lawinenartige Vervielfäl-
tigung einer geringen Initialpopulation zurückzuführen. Deren exakte Größe wirkt sich
dabei lediglich geringfügig auf die Stärke des Runaway-Elektronen-Stroms am Ende der
Disruption aus. Die durchgeführten Simulationen deuten ferner darauf hin, dass ein sub-
stanzieller Anteil der Initialpopulation in einem frühen Stadium der Disruption verloren
geht. In zukünftigen Hochtemperaturfusionsreaktoren könnte dieser Effekt möglicher-
weise die von Runaway-Elektronen ausgehende Gefahr mindern.
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Abstract

Nuclear fusion of light atomic nuclei has the potential of revolutionizing commercial
energy production. The feasibility of this approach is to be demonstrated by the ITER
reactor, currently under construction. However, to ensure its successful operation, gener-
ating a dangerously large population of relativistic runaway electrons during macroscopic
plasma instabilities, referred to as disruptions, must be avoided and potential damage to
plasma facing components mitigated. Through injection of massive amounts of mate-
rial into the plasma vessel, this threat could be brought under control. The suitability of
this scheme is being investigated across various experimental reactors, complemented by
theoretical and computational studies.

In this work, a toolkit based on the coupled 1.5D transport codes ASTRA and STRAHL
is presented, thus allowing self-consistent simulations of background plasma, material
injected and runaway electron generation in fusion devices. The process of electron run-
away due to rapid plasma cooling, momentum space diffusion and knock-on collisions
is described by state-of-the-art reduced kinetic models under consideration of high-Z in-
teractions, as well as by simple analytical models neglecting these effects. The impurity
ionization stages of the material introduced are evolved following electron-impact atomic
processes. Propagation into the core plasma can be attributed to neoclassical phenomena
and magnetohydrodynamic effects.

Applying ASTRA-STRAHL in self-consistent simulations of the tokamak ASDEX Up-
grade, the toolkit is demonstrated to reproduce the temporal evolution of key experimental
observations successfully, such as the free electron density, the plasma current, as well as
the runaway electron current. Importantly, characteristics of the evolution of the runaway
electron current can only be reproduced under application of state-of-the-art reduced ki-
netic models describing electron runaway in the presence of partially ionized material.
Simpler models neglecting these effects fail to capture the overall current evolution, thus
highlighting the impact of interactions between non-fully ionized material and runaway
electrons.

The formation of a postdisruption runaway electron current in midsize fusion devices is
furthermore shown to be dominated by avalanche multiplication in simulations of ASDEX
Upgrade. The exact strength of the runaway seed population is found to be only of sec-
ondary importance in determining the postdisruption runaway electron current. Simul-
taneously, these simulations suggest the presence of seed loss mechanisms, which could
potentially alleviate the runaway electron threat in future high-temperature fusion de-
vices.
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Nomenclature

The following quantities are used repeatedly throughout this work. Quantities are evalu-
ated in SI units or SI derived units unless stated otherwise.

a midplane minor radius
B magnetic field
c speed of light: 299 792 458 m s−1

D diffusion coefficient
e elementary charge: 1.602 177 × 10−19 C
E electric field
f particle distribution function
j current density
I current
K adaptive upwinding parameter
kB Boltzmann constant: 1.380 649 × 10−23 J K−1

m particle mass
poloidal mode number

n particle density
toroidal mode number

p momentum
q safety factor
r radial coordinate
R tokamak major radius
S source
t time
T temperature (given in units of eV throughout this work)
U voltage
v velocity
V volume
x position space vector
Z electric charge in multiples of e
α fine-structure constant: 1/137.035 999
γ Lorentz factor
Γ (particle) flux

runaway electron generation rate
δ triangularity of a flux surface
∆ Shafranov shift of a flux surface
ε = r/R inverse aspect ratio
ε0 vacuum permittivity: 8.854 188 × 10−12 F m−1

θ poloidal angle
κ elongation of a flux surface
λ length scale



xi

ln Λ Coulomb logarithm
µ0 vacuum permeability: 4π × 10−7 H m−1

ν collision frequency
Ψ poloidal magnetic flux
ρ flux coordinate
σ plasma electrical conductivity
τ (normalized) time scale
φ toroidal angle
Φ toroidal magnetic flux
χ heat diffusion coefficient

Acronyms
CQ current quench
LCFS last closed flux surface
MHD magnetohydrodynamics
RE runaway electron
TQ thermal quench

Subscript abbreviations
add additional
av avalanche
bnd bound
Br Bremsstrahlung
c critical
d deflection
D Dreicer
dec decay
e electron
eff effective
ext external
fin final
hot hot-tail
i ion
inj injection
p plasma
rad radiation
rel relativistic
s slowing-down
syn synchrotron
th thermal
tot total
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1Introduction

Stand beneath the open sky
In due time, the Sun will rise

Longing for its stellar wisdom
We embrace the soothing light

Dearest Sun, She brings Us warmth
Dispels the void’s bleak grip

Cradle, Earth, filled with breath
Her sons and daughters onward

But far from this just patron
The thirst cannot be quenched

Could We dig a well one day
And bring Our Sun to Earth?



2 Introduction

1.1 Nuclear fusion – a stellar idea

The mechanism powering the Sun, and all other stars, is nuclear fusion of light atomic
nuclei into heavier elements [1]. In the process, energy is released as a result of competing
attractive nuclear and repulsive Coulomb forces. An energetic minimum is eventually
reached for iron and nickel isotopes [2]. Along the way, a myriad of nuclear reactions are
possible. Similarly in the Sun, several chains of reactions are at play for creating heavier
nuclei [3]. However, they all start, one way or another, with nuclear fusion of two protons
(p) into deuterium (D),

p + p −→ D+ e+ + νe + 1.44 MeV. (1.1)

The cross section σ for this process is minuscule and as such cannot be measured in
the laboratory [4]. Yet, theoretical estimates put the reactivity 〈σv〉 at temperatures of
1.55 × 107 K (1.34 keV) as prevailing in the Sun’s center in the order of 10−49 m3 s−1.
The dependence of the fusion reactivity on temperature is shown in figure 1.1 for this
process, p(p, e+νe)D, and other stellar fusion reactions involving hydrogen and helium
(He) isotopes. A common feature of these processes is their small reactivity. However,
given the high (number) density of these nuclei in the Sun’s core [5], as well as its size,
the Sun releases tremendous amounts of energy each second.

Contemplating the possibility of recreating the Sun’s fusion processes on Earth for the
production of energy, the high proton densities necessary seem to put a quick stop to this
endeavor as these conditions are for practical purposes impossible to achieve artificially.
However, by selecting a more suitable fusion reaction and increasing the temperature
of the nuclei involved, artificial nuclear fusion can be achieved much easier. Promising
alternatives to stellar fusion reactions involve heavier hydrogen isotopes, i.e. [6]

D + D −→ T + p + 4.03 MeV,

D + D −→ 3He + n + 3.27 MeV,

D + T −→ 4He + n + 17.6 MeV,

D + 3He −→ 4He + p + 18.3 MeV.

(1.2)

The reactivities of these fusion processes are several orders of magnitude larger than
the ones of stellar reactions (see figure 1.1). Out of the processes introduced, fusion
of deuterium and tritium (T) nuclei is the easiest to achieve. The corresponding reactivity
reaches its maximum value for temperatures in the range of 70 keV (8 × 108 K), being
around 50 times hotter than the center of the Sun. Given the largest reactivity of all nu-
clear fusion processes throughout a broad temperature range, nuclear fusion of deuterium
and tritium is being considered as mechanism for energy production in first generation
fusion reactors [7, 8]. For a discussion of the drawbacks of utilizing DT-fusion, see e.g.
references 7, 8. In the majority of present-day experiments, however, only deuterium is
used for the study of fundamental processes.
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Figure 1.1: Reactivities of nuclear fusion processes involving hydrogen and helium iso-
topes as a function of temperature in a range relevant for stellar [4] and terrestrial [6, 9]
fusion. Reactions occurring in the Sun’s core are illustrated in blue. For reference, the
Sun’s core temperature T� is marked with a vertical line. Nuclear fusion is easier to
achieve for processes with a large reactivity at low temperatures (upper, left region of the
figure). In the case of proton-proton fusion (see equation (1.1)), p(p, e+νe)D, the reactivity
is generally minuscule.
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1.2 Magnetic confinement fusion

Following fundamental research on the nature of nuclear fusion in the 1920s to 1930s (see
e.g. references 1–3) and early experiments during the 1940s [10], research on controlled
nuclear fusion picked up pace in the 1950s with the emergence of different designs for
fusion devices, most importantly in the US and the Soviet Union [10,11]. The central idea
shared by these approaches consists of confining ionized material, referred to as a plasma,
inside a magnetic field and heating it up to temperatures sufficient for nuclear fusion to
take place.

One particularly promising design is the Russian conceived tokamak; a transliteration
of the Russian acronym for toroidal chamber with axial magnetic field. As such, the
term tokamak already provides a description of the fundamental design idea behind the
device. An axial, i.e. toroidal, magnetic field required for plasma confinement is created
by external planar coils [12] (see figure 1.2 for a schematic). To compensate the outward
drift of the plasma in the resulting curved toroidal magnetic field, a helical magnetic
field is necessary. The missing poloidal field component is created by driving a strong
plasma current in the MA range along the toroidal direction. The current is generated
by utilizing the plasma as secondary winding of a transformer circuit with an additional
set of coils located in the torus center, the central solenoid, acting as primary winding.
The operation of tokamak devices is thus by design restricted to a non-continuous, pulsed
mode. It should be noted that since the tokamak’s conception in the 1950s, methods for

plasma current
helical magnetic field

toroidal magnetic field

poloidal magnetic field

toroidal field coils

central solenoid

Figure 1.2: Schematic of a tokamak type fusion device. The hot plasma is confined inside
a helical magnetic field, the toroidal component of which is created by toroidal field coils.
The poloidal magnetic field component is generated by a plasma current, which in turn
is induced by the changing magnetic flux of the central solenoid. CC Image courtesy of
EUROfusion.

https://www.euro-fusion.org/
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non-inductive current drive have been developed to overcome the tokamak’s limitations
(see e.g. reference 13).

By now, the tokamak type fusion reactor constitutes the most advanced approach to
magnetic confinement fusion, given decades of research and development. Major con-
tributions to this line of devices have been made by the German tokamak ASDEX Up-
grade [15, 16] at the Max Planck Insitute for Plasma Physics in Garching near Munich.
Still, despite decades of research, the ultimate goal of net power production has yet to
be achieved. To path the way to commercial fusion energy, the world’s largest toka-
mak is currently being built in the south of France, named appropriately ITER (latin: the
way) [17]. Expected to go into first operation in December 2025, the demonstration of net
power generation, with tenfold amplification of the power input, is envisioned for 2035.

A challenger approach in the field of magnetic confinement fusion is the stellarator
concept, proposed in the 1950s in the US [10, 18]. The plasma confining helical field is
generated completely by external coils, thus intrinsically allowing steady-state operation
in contrast to tokamak devices. However, confinement properties of stellarators histori-
cally fell behind the tokamak’s capabilities [10, 19]. With the advancement of computing
resources since the 1980s, optimization of the 3D magnetic geometry for plasma con-
finement has significantly improved stellarator performance [14, 19]. The most advanced
stellarator Wendelstein 7-X (see figure 1.3 for a schematic), operated by the Max Planck
Institute for Plasma Physics in Greifswald, is even expected to surpass tokamak devices in
certain confinement properties [14]. Although in the current European roadmap to com-
mercial fusion power, a tokamak DEMOnstration power plant is envisioned, following
first commercial plants could be of the stellarator line [20–22].

helical magnetic field
non-planar field coils

planar correction
coils

Figure 1.3: Schematic of Wendelstein 7-X, a stellarator type fusion device. The plasma
confining helical magnetic field is created completely by non-planar field coils. Addi-
tional planar coils are used for magnetic field correction and plasma position control. CC
Image from reference 14.
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Besides by means of magnetic confinement, another approach to controlled nuclear
fusion is inertial confinement fusion, where compression of the nuclear fuel creates fusion
relevant conditions [23]. However, as the path to commercial fusion power following this
approach is nebulous, it is mentioned only for completeness.

In the work presented in this thesis, questions relevant for the successful operation
of tokamak-type fusion devices within the field of magnetic confinement fusion are ad-
dressed by simulations using experimental results from the ASDEX Upgrade tokamak.
The material discussed in the following is thus applicable predominantly to tokamaks.

1.3 Plasma disruptions & their mitigation

A key challenge on the way to commercial tokamak type nuclear fusion devices is ensur-
ing magnetohydrodynamic (MHD) stability of the fusion plasma while achieving a large
fusion power output. To assist with generating reactor relevant amounts of fusion power,
a high plasma pressure is necessary. By increasing the plasma temperature, individual nu-
clei are more likely to undergo a fusion reaction as the DT fusion reactivity increases up to
temperatures of around 100 keV (see figure 1.1). With higher plasma density and as such
more available nuclei, the overall fusion reaction rate increases quadratically. Addition-
ally, confinement of the fusion plasma inside its magnetic cage is improved by driving a
larger plasma current [24]. As such, applying a larger plasma pressure and current seems
to path the way towards commercial nuclear fusion. However, above a critical level, pres-
sure and current can drive the plasma MHD unstable, potentially leading to the abrupt
loss of the plasma confinement [7, 12]. Such events are referred to as disruptions.

In a commercial fusion reactor, the occurrence of plasma terminating disruptions has
to be avoided. Not only would disruptions halt power generation, they would also, and
more importantly, subject the plasma vessel to large heat loads and mechanical stress,
potentially damaging the reactor [12]. Even in the upcoming experimental reactor ITER
with plasma currents up to 15 MA [25], major disruptive events must occur less than once
every 1000 pulses for ITER to achieve its mission [26, 27]. In the case of present-day
tokamaks, which are typically (much) smaller than ITER, the threat of disruptions is less
severe, as these devices are operated at a much lower plasma current of hundreds of kA
to a few MA. Additionally, their ratio of plasma stored thermal energy to vessel surface
area is much more favorable. As opposed to tokamaks, the absence of a plasma current in
stellarators significantly reduces the chance of triggering a disruption in these devices [7].

The physical mechanisms causing plasma disruptions are numerous [28]. However,
typically these events are preceded by the occurrence of MHD modes with poloidal mode
number = 2. Expressing the displacement of the plasma by such a perturbation in Fourier
components ei(mθ−nφ) [29], a mode is characterized by poloidal and toroidal mode num-
bers m and n, respectively. The quantities θ and φ denote the poloidal and toroidal angle.
An MHD unstable current density profile can drive such modes. As a result, the mag-
netic equilibrium may suddenly undergo relaxation, flattening the current density profile
and drastically degrading confinement in the process. Under these conditions, the plasma
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stored energy is rapidly lost on time scales between 100 µs and 1 ms [29], and deposited
onto the reactor wall. The subsequent decay of the residual plasma current at rates exceed-
ing 100 MA s−1 [12] induces currents in the plasma vessel, which can exert large mechan-
ical forces on the vessel. At the same time, beams of relativistic runaway electrons (REs)
can be generated in the plasma [28], as the strong electric fields induced during the decay
of the plasma current accelerate parts of the electron population to energies in the range of
tens of MeV. Upon impact on the reactor wall, severe localized melting of wall material
may occur [30]. Further details on runaway electrons are discussed in section 1.4. As the
reactor may be damaged in the process by the three mechanisms described, disruptions in
tokamaks must be avoided or at least mitigated.

The guiding principle for the operation of fusion devices is to keep the plasma state
at safe distance from known operational limits [29, 32]. In the case of off-normal events
moving the plasma state towards these limits, the device’s control system would steer the
plasma state back to a safe operational point. If recovery towards a safe plasma state
is not possible, the plasma would be shut down in a controlled manner. Under certain
conditions, such as e.g. fast transient events, a controlled shut-down may not be possible
to achieve. The unavoidable disruption must be mitigated. This operational philosophy
can be thought of as driving a car down a road. On seeing an obstacle in front, one can
use the steering wheel to drive around it. But if the obstacle is too close, one will have to
quickly use the brake. And if this is not enough, the airbag will weaken the impact.

Despite this clear principle of fusion device operation, disruption mitigation and avoid-
ance remains an open issue for future devices, as e.g. identified by the ITER Organiza-

Figure 1.4: Application of massive gas injection in present-day devices for the study of
runaway electron generation. Large amounts of impurities are injected from a gas valve
into the healthy plasma and cool it down through impurity radiation, thus artificially in-
ducing a disruption. In the cold plasma, the strong electric fields arising facilitate electron
runaway. Beams of deconfined runaway electrons can damage plasma facing components
(see e.g. figure 2 of reference 31).
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tion [17,28,29] or described by the Office of Fusion Energy Sciences of the U.S. Depart-
ment of Energy [33]. In particular, the design of an effective disruption mitigation system
proves to be challenging. Any mitigation scheme for the dissipation of heat and electro-
magnetic loads must act sufficiently fast to dissipate a large fraction of the heat prior to the
disruption while ensuring a decay of the plasma current within a predefined time range,
being 50 to 150 ms in ITER [32]. Simultaneously, the generation of runaway electrons
has to be suppressed. The method considered for future devices is massive material in-
jection, far in excess of the plasma’s particle content, into the plasma vessel to radiatively
dissipate the plasma stored energy. Hydrogen or inert gases, such as neon (Ne) or argon
(Ar), could be used for this purpose [29].

The material is envisioned to be delivered into the confined plasma by means of shat-
tered pellet injection [17, 34]. A cryogenic pellet of material, roughly the size of a wine
cork [26], is accelerated outside the reactor vessel to velocities of up to 800 m s−1 [26]
and shattered into submillimeter fragments by a guiding tube. The spray of pellet shards
is then fed into the vessel, where individual shards quickly ablate, offering sufficient heat
dissipation and suppression of runaway electron formation. This scheme is currently in-
vestigated across several major tokamaks, such as DIII-D [35, 36], JET [37] and ASDEX
Upgrade from 2021 [38] onward. Historically, injection of single "killer" pellets has also
been investigated [39–42]. However, this scheme was rejected because it leads to strong
runaway electron generation in the vicinity of the ablating pellet [29, 32].

A far simpler method of material delivery is massive gas injection through a valve in
the vicinity of the plasma boundary [29] (see figure 1.4 for a schematic). From a high-
pressure gas reservoir, particles propagate with room temperature sound speed (ranging
from ∼300 m s−1 for Ar up to ∼1000 m s−1 for D2) into the vacuum vessel. This approach
has been studied across several devices, such as e.g. at ASDEX Upgrade [43–47], DIII-
D [48, 49], JT-60U [50], TCV [51] or TEXTOR [52]. Applying this method, the entire
plasma stored energy can be dissipated radiatively in small machines [48]. However, it is
questionable if this method of delivery is sufficiently fast for application in larger, future
fusion devices [29,53]. In present-day devices, massive gas injection is often used for the
study of runaway electron generation and dissipation in artificially induced disruptions.

1.4 Electron runaway

The application of massive material injection for the mitigation of tokamak disruptions
is expected to fulfill the ITER requirements for heat and electromagnetic load dissipation
[17]. The efficacy of this scheme regarding runaway electron suppression, however, still
has to be assessed and suitable material injection parameters identified. The importance of
this effort becomes apparent extrapolating runaway electron damage observed in present-
day devices to ITER conditions. At JET, a runaway current of 0.9 MA caused melting
of 12 mm2 of the inner wall beryllium limiter [30]. Damage due to deconfined runaway
electrons has also been reported on Alcator C-Mod [31]. Importantly, the kinetic energy
carried by runaway electrons increases with the runaway electron current. Consequently,
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potential damage in ITER disruptions with up to 10 MA of runaway current [32] could be
significantly worse, especially in the case of substantial conversion of magnetic to kinetic
runaway energy [56]. As such, runaway electrons might cause severe damage to the ITER
plasma vessel, necessitating extensive repair in such cases [32]. Suppression of runaway
electron generation is therefore imperative to ensure the success of ITER. For the design
of an effective disruption mitigation system, it is vital to understand runaway electron
generation during the injection of massive amounts of material.

The process of electron runaway generally occurs in plasmas in the presence of a suf-
ficiently strong electric field E [57]. For electrons with momenta p above a critical mo-
mentum pc, the acceleration by the electric field outweighs the collisional drag, which
decreases for larger momenta (see figure 1.5). As a result, these electrons experience net
acceleration and run away to relativistic energies. Therefore, these electrons are referred
to as runaway electrons. This phenomenon appears not only in fusion plasmas [54], but
also in atmospheric discharges [58] (lightning) and astrophysical discharges [59] (solar
flares). At relativistic energies, the acceleration by the electric field is eventually balanced
by synchrotron radiation and Bremsstrahlung in the presence of atomic nuclei, resulting in
the formation of a bump on the tail of the electron momentum distribution function [60].
In the presence of particularly large electric fields countering the collisional drag at ther-
mal momenta, the entire electron population experiences runaway. This phenomenon is
referred to as slide-away [61].

thermal lower critical upper critical

eEc
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eEc

runaway region
radiation losses

dominate
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Figure 1.5: Schematic of decelerating collisional and radiative forces (black) acting on
plasma electrons compared to the force of an applied electric field E (blue) as a function
of the electrons’ momenta. For a sufficiently strong electric field E above the critical field
Ec (lower dotted line), the electric force exceeds the slowing-down in the region bounded
by lower and upper critical momentum. At electric fields exceeding Ec 110 keV/Te (upper
dotted line), the entire population slides away to relativistic energies. Figure adapted from
references 54 and 55.
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From the balance between electric field acceleration and slowing-down by collisional
drag and radiative effects, the critical (or minimum) electric field Ec required for runaway
to occur can be determined. Neglecting radiative effects, the electric field necessary to
balance the collisional drag experienced by electrons traveling at the speed of light c is
obtained in a fully ionized plasma as [62]

Ec =
mecνe(c)

e
=

nee
3 ln Λ

4πε20mec2
. (1.3)

The quantities νe, me and ne describe the electron collision frequency, electron mass
and electron density. The elementary charge and vacuum permittivity are denoted by e

and ε0, respectively. The Coulomb logarithm ln Λ describes the logarithmic ratio of the
plasma shielding length scale to the impact parameter for a collisional process scattering
by an angle of 90◦ [12]. For electron-electron collisions of thermal particles, the Coulomb
logarithm is ln Λ = 14.9 − 0.5 ln (ne/10

20 m−3) + ln (Te/keV) [12], with Te being the
electron temperature. In fusion plasmas, the Coulomb logarithm amounts to ln Λ ≈ 17.
The process of slide-away occurs for electric fields above 0.215 Ecmec

2/Te [63].
Importantly, as follows from the description of the critical electric field, a large electron

density hinders runaway. This observation motives the approach of injecting massive
amounts of additional material to suppress runaway generation [32]. For ITER relevant
densities of ne = 1020 m−3 and temperatures of Te = 20 keV during flat-top operation
[25], the critical field corresponds to around 0.1 V m−1. Simultaneously, the electric field
induced to drive the Ohmic current is more than 100 times smaller [64]. As such, electron
runaway in ITER is not expected to occur during flat-top operation, but during disruptions.
However, in devices smaller than ITER, dedicated experiments are performed with low
electron densities in the order of a few 1019 m−3 to facilitate and study electron runaway
during flat-top, e.g. at TEXTOR [65], DIII-D [66], FTU [67] or TCV [68].

1.4.1 Generation mechanisms

Individual runaway electrons can be generated by various processes [54], each transfer-
ring electrons into the runaway region of momentum space for subsequent acceleration to
relativistic energies. In analogy of the critical electric field of equation (1.3), the critical
momentum for runaway to occur in the presence of an applied electric field E is obtained
from the electron force balance. In the non-relativistic, pitch-angle independent case, the
critical momentum in a fully ionized plasma can be expressed as

p2c =
nemee

3 ln Λ

4πε20E
. (1.4)

The flux of electrons across this separatrix pc into the runaway region then defines the
runaway generation rate. The earliest theoretical works on this subject describe the pro-
cess of momentum space diffusion across the separatrix by long-range Coulomb colli-
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sions [69, 70], being referred to as Dreicer generation. However, in future devices, this
mechanism is assumed to contribute only marginally to runaway generation [71].

A generation mechanism of more relevance for tokamak disruptions is hot-tail gen-
eration [72, 73], initially referred to as burst generation. Under conditions of rapidly
decaying plasma temperature on time scales faster than the collision frequency at the crit-
ical velocity [74], high-momentum electrons equilibrate slower than the thermal bulk,
retaining higher momenta for a prolonged period. Simultaneously, the critical momen-
tum (see equation (1.4)) shifts to lower momenta, due to a rise of the electric field in
tokamak plasmas and a decrease of the Coulomb logarithm with electron temperature.
As such, parts of the high-energy tail of the electron distribution can be transferred into
the runaway region through a momentum space shift of the separatrix. In disruptions of
high-temperature fusion plasmas, hot-tail generation is expected to provide a substantial
population of runaway electrons [71, 74].

In (future) fusion devices studying DT-fusion, such as ITER, runaway electrons can
also be created in processes following the decay of atomic nuclei. One such source is
Compton scattering of electrons by gamma rays originating from wall material activated
due to neutron irradiation [71]. Furthermore, as tritium nuclei undergo β−-decay with a
half-life of 12.3 years, electrons with energies of up to 18.6 keV are generated at a rate
of around 1011 m−3 s−1 in ITER [71]. Depending on the disruption parameters, these
electrons may reside in parts within the runaway region. However, as this work focuses
on runaway generation in deuterium plasmas of ASDEX Upgrade, these nuclear runaway
generation mechanisms are not considered in the studies presented.

Existing high-energy runaway electrons can themselves generate secondary runaway
electrons through short-range, knock-on collisions with thermal electrons [75,76]. In this
avalanche-like process, the number of runaway electrons increases exponentially. During
disruptions in future, high current devices, this mechanism is calculated to be capable
of generating dangerous amounts of up to several MA of runaway electrons, even from a
minuscule seed population [27,77]. Consequently, the process of avalanche multiplication
is considered a major issue for electron runaway in future, high current devices.

Importantly, runaway electrons generated following above definition of the runaway
generation rate do not necessarily have relativistic energies to begin with, as is most ob-
viously the case for runaway electrons generated in the process of tritium decay. Instead,
newly generated runaway electrons require a finite amount of time for acceleration by the
applied electric field up to relativistic energies.

1.4.2 Runaway modeling

Owing to the complexity of the problem of electron runaway during tokamak disruptions,
the most complete tools available for the study of electron runaway are experimental
devices. But unfortunately, these are challenging to diagnose, revealing their mysteries
only hesitantly. Modeling efforts can additionally and complementary provide valuable
insights into the process of electron runaway.
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In a theoretical framework, the temporal evolution of a distribution fe(t,x,p) of elec-
trons in position space x and momentum space p can be described by the Boltzmann
equation dfe(t,x,p)/dt = C, where C denotes the collision operator. The most sophis-
ticated tools for runaway electron modeling available, such as CODE [78] or NORSE [63],
describe the dynamics of the electron population in this framework, albeit being restricted
to phase space evolution under the assumption of a homogeneous plasma. The process
of electron runaway during disruptions is, however, a more complex phenomenon, not
only limited to the electron momentum space evolution, but requiring the simultaneous
evaluation of the particle distributions of multiple species, such as main plasma ions and
impurities injected, as well as electromagnetic fields inside a 3D geometry. Evaluating
these additional quantities is challenging inside kinetic tools [79].

The self-consistent evolution of a tokamak plasma species’ densities and temperatures
inside an evolving magnetic geometry can be treated in the framework of one-dimensional
transport modeling, using tools such as ASTRA [47, 80] or GO [81, 82]. The spatio-
temporal evolution of the conserved quantities is obtained through evaluation of coupled
continuity equations. As the tokamak magnetic geometry consists of nested magnetic
surfaces of constant flux [12], the dimensionality of the problem can be reduced to one
radial coordinate. The computational requirements are thus greatly reduced. In these
frameworks, runaway electron generation is calculated using a fluid treatment*, as a fully
kinetic description of electron runaway is impractical due to the associated computational
costs of additionally resolving two momentum space dimensions of the electron popula-
tion [83]. Suitable fluid models, also referred to as reduced kinetic models, are available
for all runaway generation mechanisms discussed in section 1.4.1. Their applicability
has been benchmarked extensively against kinetic simulations [77, 84]. As such, trans-
port codes allow for efficient calculation of the self-consistent evolution of background
plasma, material injected and runaway electron dynamics.

An improved description of the spatio-temporal evolution of the magnetic field, but
also of the background plasma and impurity fluid quantities in a fully 3D geometry is
achieved in the framework of non-linear MHD. Tools, such as JOREK [85–87], have been
shown capable of modeling material injection [88, 89], runaway electron generation [90]
and beam termination [91] (in the absence of impurity species). These tools generally
require supercomputing resources to perform simulations. Therefore, the description of
electron runaway in an MHD framework is restricted to a fluid treatment.

The three approaches to modeling electron runaway all have strengths and weaknesses.
Each framework focuses on different aspects of the runaway electron problem and re-
quires different computational resources. Consequently, simulations in each framework
are complementary rather then competing, offering valuable insights to the runaway elec-
tron problem. In this work, runaway electron generation during artificially induced dis-
ruptions is studied using the coupled transport codes ASTRA-STRAHL [47, 80, 92, 93].

* In this context, fluid treatment refers to the evolution of quantities integrated over momentum space, e.g.
ne(t,x) =

∫
fe(t,x,p) dp.
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1.5 Structure and scope of this thesis

In this work, a 1.5D transport framework is presented for self-consistent simulations of
the spatio-temporal evolution of background plasma, impurities injected and electron run-
away population in tokamak disruptions induced by massive gas injection. The toolkit’s
capabilities are demonstrated in simulations of argon massive gas injection in an ASDEX
Upgrade discharge representable of runaway electron experiments performed at ASDEX
Upgrade. In this context, state-of-the-art reduced kinetic models for electron runaway
are validated against experimental observations and dominating mechanisms for impu-
rity transport are identified. In subsequent simulations of runaway electron experiments,
the relevant contributions of runaway generation mechanisms to the postdisruption cur-
rent are assessed. Consequences for future high temperature discharges are investigated
through simulations of discharges with varying temperature in comparison with a database
of ASDEX Upgrade discharges. These findings have been reported in two peer-reviewed
publications, authored in charge by the author of this work, O. Linder. Both publications
are appended at the end of this thesis. Paper #1 on Self-consistent modeling of runaway
electron generation in massive gas injection scenarios in ASDEX Upgrade [47] is found
on page 103, whereas paper #2 on Electron runaway in ASDEX Upgrade experiments of
varying core temperature [93] is found on page 121.

The remainder of this work is organized as follows. In chapter 2, the methods applied
are presented. A description of runaway electron generation by the three mechanisms
discussed is provided in section 2.1. A radial coordinate to describe the tokamak mag-
netic geometry is introduced in section 2.2. Furthermore, the ASDEX Upgrade discharge
investigated in this work is described in section 2.3. The macroscopic transport equation,
as well as the toolkit ASTRA-STRAHL solving it are introduced in sections 2.4 to 2.6.
Technical details of the simulations performed are discussed in section 2.7. In the chap-
ter 3 following, a one-page summary for each of the two publications [47,93] is provided.
The findings of this work and its contributions to the understanding of electron runaway
in tokamak disruptions are discussed in chapter 4. For this purpose, relevant studies in
this field are reviewed in the same chapter. Finally, a summary and conclusion of the work
presented in this dissertation is provided in chapter 5.

Contributions by the author, O. Linder, to the work presented in this thesis are empha-
sized by describing these achievements in first person.
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Understanding runaway electron generation during tokamak disruptions is a key re-
quirement for designing an effective disruption mitigation system for ITER and beyond.
To complement experimental studies of runaway electron mitigation in present-day de-
vices, computational tools of varying complexity are used. In this work, a toolkit based
on the coupled transport codes ASTRA-STRAHL is presented to self-consistently model
background tokamak plasma, material injected and electron runaway. Details on runaway
electron generation models, the experimental scenario investigated and the tool ASTRA-
STRAHL are described in this chapter.

2.1 Generation of runaway electrons

The process of electron runaway can be described in a fluid framework. Models de-
scribing relevant generation mechanisms in the presence of sufficiently strong electric
fields are presented in this section. I implemented the models introduced in a stan-
dalone Fortran module runawayelectrongeneration, which is publicly available
at https://github.com/o-linder/runawayelectrongeneration. The module allows application
of the included models, e.g. in transport codes such as ASTRA-STRAHL.

2.1.1 The critical electric field

In the presence of a sufficiently strong electric field, parts of a plasma’s electron popula-
tion can experience net acceleration up to relativistic energies. The critical electric field
required is obtained from the force balance of an electron traveling with the speed of light
c under consideration of only collisions with thermal electrons as

Ec =
nee

3 ln Λ

4πε20mec2
. (2.5)

Importantly, this expression is valid only in fully ionized plasmas and when neglecting
radiative effects. However, following the injection of massive amounts of material, impu-
rities may not necessarily be fully ionized, particularly when injecting material with a high
atomic charge, such as argon, or during the runaway beam phase. To take the increased
collisional drag under these conditions into account, half the bound electron density may
be added to the free electron density [76], i.e. ne → nfree

e + 1
2
nbnd
e . However, recent

work suggests, that the net effect of non-fully ionized impurities can be described more
adequately by including bound electrons using a weighing factor of 1 − 2 instead [94].
Using the lower bound, the critical electric field including the total density of electrons is

Etot
c =

nfree
e + nbnd

e

nfree
e

Ec. (2.6)

Consequently, the minimum electric field necessary for electron runaway to occur is in-
creased in the presence of additional, bound electrons.

https://github.com/o-linder/runawayelectrongeneration
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The critical electric field is further increased by Bremsstrahlung and sychrotron losses
[94]. Considering collisions with partially ionized impurities, the effective critical electric
field Eeff

c can be obtained from the momentum-dependent force balance [94]. In the limit
of high critical momenta, pc(Eeff

c ) � 1, an analytical solution is found from [94]

Eeff
c

Ec

≈ ν̄s0 + ν̄s1

[
1 +

ν̄d1
ν̄d0

]
ln

ν̄d0
ν̄s1

+

+

√
2ν̄d0

[
ν̄D0τ−1

syn

Eeff
c /Ec

+ φBr0 + φBr1 ln
ν̄d0
2ν̄s1

]
+ ν̄2

s1.

(2.7)

The quantities ν̄si and ν̄di denote, respectively, expansion coefficients of the general-
ized slowing-down and deflection frequencies, which are discussed further below in sec-
tion 2.1.2 and in detail in references 94 and 95. The Bremsstrahlung contributions φBri

can be expressed as φBr0 = 0.35 αν̄d1 and φBr1 = 0.20 αν̄d1, with α being the fine-
structure constant. The inverse synchrotron radiation-damping time scale τ−1

syn normal-
ized to the relativistic collision time τrel = 4πε20m

2
ec

3/nee
4 ln Λrel is expressed as τ−1

syn =

2ε0B
2/3mene ln Λrel, where B denotes the magnetic field. The relativistic Coulomb log-

arithm ln Λrel = lnΛ + 1
2
ln(mec

2/Te) treats collisions between relativistic and thermal
electrons [95].

Importantly, the effective critical electric field in the presence of weakly ionized im-
purities is larger than the critical electric field considering the total density of electrons,
i.e. Eeff

c & Etot
c � Ec, as shown in figure 2.6. In the presence of a magnetic field, syn-

chrotron radiation further increases the effective critical electric field. As such, electron
runaway under these conditions is hindered.

The description of the effective critical electric field Eeff
c of equation (2.7) is imple-

mented in the module runawayelectrongeneration, where it is used in calcula-
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c
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Figure 2.6: Effective critical electric field Eeff
c (blue; see equation (2.7)) and critical elec-

tric field including the total electron density Etot
c (black; see equation (2.6)) normalized

to the critical electric field Ec (see equation (2.5)) in a plasma consisting of H and Ar4+

ions of varying ratio. The electron density and temperature are chosen as ne = 1020 m−3

and Te = 10 eV, respectively. The effective critical electric field is shown in the absence
of a magnetic field and for B = 2.5 T.
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tions of runaway electron generation rates. Noticeably, expression (2.7) has to be evalu-
ated iteratively, starting with Eeff

c = Etot
c [94]. Alternatively, in this work, equation (2.7)

is rewritten as a cubic equation,
∑3

i=0Ai

(
Eeff

c /Ec

)i
= 0, where the coefficients Ai are

given by, with A3 = 1,

A2 = −2

[
ν̄s0 + ν̄s1

{
1 +

ν̄d1
ν̄d0

}
ln

(
ν̄d0
2ν̄s1

)]
, (2.8a)

A1 =

(
A2

2

)2

−
[
ν̄2
s1 + 2ν̄d0

{
φBr0 + φBr1 ln

(
ν̄d0
2ν̄s1

)}]
, (2.8b)

A0 = −2ν̄2
d0τ

−1
syn. (2.8c)

Writing the general cubic equation as a depressed cubic equation, i.e. Y3+3PY+2Q = 0

with P = [3A1−A2
2]/9 and Q = [2A3

2−9A2A1+27A0]/54, the effective critical electric
field is obtained in the module runawayelectrongeneration through Cardano’s
formula (see e.g. reference 96) from

Eeff
c

Ec

=
3

√
−Q+

√
Q2 + P3 +

3

√
−Q−

√
Q2 + P3 − A2

3
. (2.9)

A real solution exists for all values of the discriminant Q2 + P3. Importantly, evaluation
of Cardano’s formula in Fortran requires complex variables.

The Fortran implementation was verified against a Matlab implementation by Hesslow
et al [94]*. The verification was carried out calculating the effective critical electric field
iteratively with two iteration steps, as is done in the Matlab version, across all input pa-
rameters. The Fortran implementation was later changed to obtain the effective critical
electric field as the solution of a cubic equation through Cardano’s formula.

2.1.2 Impact of partially ionized impurities on runaway

As discussed in the previous section, the critical electric field is increased in the pres-
ence of non-fully ionized impurities when taking the impact of partial screening into
account. Correspondingly, the deflection frequency νd and the slowing-down frequency
νs are increased under these conditions, resulting in enhanced collisional drag. As both
frequencies are required for the calculation of the effective critical electric field (see equa-
tion (2.7)), they are introduced in this section. The expressions presented are implemented
in the module runawayelectrongeneration.

For application in the calculation of the effective critical electric field, both the de-
flection and slowing-down frequency for an electron with momentum p are normalized
to the relativistic collision time τrel and generalized as ν̄d = νdp

3/γ and ν̄s = νsp
3/γ2,

where γ =
√

1 + p2 is the Lorentz factor. To calculate these quantities, expressions for
the Coulomb logarithms ln Λee and ln Λei for electron collisions with electrons and ions,

* The Matlab implementation of expression (2.7) is provided by Hesslow et al [94] at
https://github.com/hesslow/Eceff.

https://github.com/hesslow/Eceff
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respectively, are needed, which are given over the thermal and suprathermal momentum
range through [95]

ln Λee = lnΛ +
1

ζ
ln

(
1 +

(
mec

2

Te

(γ − 1)

)ζ/2
)
, (2.10a)

ln Λei = lnΛ +
1

ζ
ln

(
1 +

(
2
mec

2

Te

p2
)ζ/2

)
. (2.10b)

In the thermal limit of low momenta, p � 1, the thermal Coulomb logarithm ln Λ is ob-
tained. A smooth transition to the suprathermal expression for large momenta is achieved
using a parameter ζ = 5.

As such, the generalized deflection frequency ν̄d in the presence of species k with
density nk, atomic number Z0,k and net electric charge Zk (in multiples of the elementary
charge e) is calculated from [94, 95]

ν̄d =
lnΛee

ln Λrel

+ Zeff
ln Λei

ln Λrel

+
2

3

∑
k

nk

ne

Ne,k

ln Λrel

×

[
{Z0,k + Zk} ln

(
1 +

(
pλ̄k

)3/2)− Ne,k

(
pλ̄k

)3/2
1 +

(
pλ̄k

)3/2
]
.

(2.11)

Here, the quantity Zeff denotes the effective ion charge through Zeff =
∑

k Z
2
knk/ne.

The number of electrons bound to a nucleus is denoted by Ne,k = Z0,k − Zk. In above
expression, the first term describes contributions by free electrons to the deflection fre-
quency, whereas the second term considers ion contributions in the completely screened
limit. The remaining terms describe the effect of partial screening on the deflection fre-
quency. The quantity λ̄ = 2λ/αa0 is the effective ion length scale λ normalized to the
fine-structure constant α and the Bohr radius a0 = e2/4πε0α

2c2me of a ground state hy-
drogen atom. Values for λ̄ obtained from quantum mechanical modeling are provided by
Hesslow et al [94, 95], being typically in the order of 10 to 100 for almost fully ionized
and non-ionized atoms respectively.

The generalized slowing-down frequency is calculated similarly from [94, 95]

ν̄s =
lnΛee

ln Λrel

+
∑
k

nk

ne

Ne,k

ln Λrel

[
1

ζ
ln

(
1 +

(
p
√
γ − 1

Wk

)ζ
)

− p2

1 + p2

]
, (2.12)

where Wk denotes the mean excitation energy of species k normalized to the electron rest
mass energy mec

2. Values for W are again given by Hesslow et al [94, 95]. However,
Linnea Hesslow kindly provided higher precision values for both the mean excitation
energy W and for the effective length scale λ̄ for commonly used elements, which are
used in this work.

For the calculation of the effective critical electric field according to expression (2.7),
both the generalized deflection frequency and slowing-down frequency of equations (2.11)
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and (2.12) can be evaluated in the relativistic limit through an expansion in ln p, writing
ν̄d ≈ ν̄d0 + ν̄d1 ln p and ν̄s ≈ ν̄s0 + ν̄s1 ln p. Recalling the momentum dependence of the
Coulomb logarithms ln Λee and ln Λei (see equation (2.10)), the series coefficients for the
generalized deflection frequency are obtained as [94]

ν̄d0 = 1 + Zeff +
1

lnΛrel

∑
k

nk

ne

Ne,k

[
{Z0,k + Zk} ln λ̄k −

2

3
Ne,k

]
, (2.13a)

ν̄d1 =
1

lnΛrel

∑
k

nk

ne

Z2
0,k. (2.13b)

Correspondingly, the coefficients for the generalized slowing-down frequency are [94]

ν̄s0 = 1− 1

lnΛrel

∑
k

nk

ne

Ne,k [lnWk + 1] , (2.14a)

ν̄s1 =
1

2

1

lnΛrel

[
1 + 3

∑
k

nk

ne

Ne,k

]
. (2.14b)

Using these expressions for the factors ν̄di and ν̄si of the expansion of generalized de-
flection and slowing-down frequencies, the effective critical electric field Eeff

c can be cal-
culated according to equation (2.7). The implementation of these factors in the module
runawayelectrongeneration was verified indirectly against the Matlab version
by Hesslow et al [94] during verification of the implementation of the effective critical
electric field.

2.1.3 Dreicer generation

In the presence of a sufficiently strong electric field above the critical electric field, ther-
mal electrons can cross the separatrix of the runaway region through momentum space
diffusion by long-range Coulomb collisions with the collective thermal electron popula-
tion. As a result, a continuous flux of electrons into the runaway region is obtained. This
process has first been described by Dreicer [69,70] as depletion of a Maxwellian, thermal
electron distribution into an empty runaway region. As such, generation of runaway elec-
trons due to momentum space diffusion is commonly referred to as Dreicer generation.
A characteristic electric field in this context is the Dreicer electric field [69],

ED =
nee

3 ln Λ

4πε20Te

, (2.15)

which formally describes electron runaway at thermal velocities [97] and is as such related
to the critical electric field through ED = Ecmec

2/Te (cf. equation (2.5)).
The treatment of momentum space diffusion has been improved in subsequent work by

Gurevich [98], Lebedev [99] and Kruskal & Bernstein [100] in the 1960s by considering
a non-Maxwellian distribution in the vicinity of the separatrix, dividing momentum space
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into five separate regions and matching the solutions between these regions. By addi-
tionally considering relativistic effects for high critical momenta, Connor & Hastie [62]
derived the most complete analytical description of Dreicer generation to date. As such,
the Dreicer runaway growth rate is obtained as

ΓD = CDneνe

(
E‖

ED

)−F1

exp

(
−F2

ED

E‖
−F3

√
ED

E‖

)
. (2.16)

The unknown constant CD is of order unity and set to CD = 0.35 by Connor & Hastie [62].
In recent work [84], CD = 1 was identified and is as such applied throughout this work
and in the module runawayelectrongeneration. The frequency νe of collisions
between thermal electrons is given by

νe =
nee

4 ln Λ

4πε20
√

meT 3
e

. (2.17)

The remaining numerical factors of equation (2.16) are obtained as, setting ε ≡ E‖/Ec,

F1 =
Zeff + 1

16

[
1 + 2

ε− 2

ε− 1

√
ε

ε− 1

]
+

1

2

1

ε− 1
, (2.18a)

F2 = 2ε

[
ε− 1

2
−

√
ε {ε− 1}

]
, (2.18b)

F3 =
ε

2

√
Zeff + 1

ε− 1

[
π

2
− arcsin

(
1− 2

ε

)]
. (2.18c)

As the processes responsible for Dreicer generation involve momentum space diffusion
of plasma electrons, the presence of impurity-bound electrons does not increase the den-
sity of target electrons. As such, the free plasma electron density nfree

e is to be used in
above expressions. For electric fields approaching the critical field, i.e. E‖/Ec → 1+, the
Dreicer growth rate vanishes, expressed by F1 → −∞ and F3 → ∞ under these con-
ditions. For electric fields below the critical field, expression (2.16) becomes complex,
requiring setting ΓD = 0 in this case.

In tokamak disruptions, the Dreicer mechanism generates a significant population of
runaway electrons only in the presence of applied electric fields exceeding around 3% of
the Dreicer electric field (see figure 2.7). For typical tokamak parameters, the Dreicer run-
away current generation rate exceeds 1 MA m−2 ms−1 under these conditions (assuming
runaway propagation with the speed of light), which is required to replace Ohmic current
density in the order of MA m−2 on sub-ms time scales.

The expression introduced by Connor & Hastie [62] is valid only in the presence of
fully ionized plasma species. As such, this model cannot be applied easily in tokamak
disruptions following the injection of massive amounts of material. As has been shown
using the full-f Fokker-Planck solver CODE [78], the steady-state flux of electrons into
the runaway region is noticeably reduced under these conditions for E‖/ED ≤ 0.1 [95].
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However, generalization of the model by Connor & Hastie [62] to conditions with large
densities of partially ionized impurities is not straightforward, due to the complicated
energy dependence of collision frequencies at near-thermal energies [84]. To still take the
impact of non-fully ionized impurities on Dreicer runaway generation into account in the
framework of fluid modeling, a neural network of CODE has been trained by Hesslow et
al [84] for this purpose.

The training of the CODE neural network has been carried out with argon and neon
impurities, but using eight generalized input parameters x to allow for application of the
neural network to other impurities as well [84]. As this work studies the injection of
argon in ASDEX Upgrade discharges, the CODE neural network is applied to calculate
the Dreicer runaway generation rate in the presence of partially ionized impurities. The
growth rate is obtained through evaluation of

Γnn
D = neνe exp(b5 +W5 tanh(b4 +W4 tanh(b3 +W3 tanh(

b2 +W2 tanh(b1 +W1x))))).
(2.19)

Details on the biases bi, weights Wi and input parameters x are described by Hesslow
et al [84]. I implemented the neural network version of CODE in the Fortran module
runawayelectrongeneration, based on the implementation by Hesslow et al for
Matlab*, which includes the numerical values of the weights and biases. The Fortran im-
plementation was verified against the Matlab version and against figures of reference 84.

The presence of partially ionized impurities impacts Dreicer runaway electron gener-
ation already at low densities. For example, in an almost pure hydrogen plasma with a
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Figure 2.7: Surfaces of constant Dreicer runaway current generation rate ΓD according to
equation (2.16) in a hydrogen plasma with a small admixture of argon, nAr4+ = 0.01 nH,
inside the parameter region (ne, Te) relevant for tokamak disruptions. Runaway electrons
are assumed to propagate with the speed of light. Significant Dreicer generation at rates
of around 1 MA m−2 ms−1 requires electric fields E‖ in the range of 3% to 5% of the
Dreicer field ED.

* An implementation of the CODE neural network for Matlab is provided by Hesslow et al [84] at
https://github.com/unnerfelt/dreicer-nn.

https://github.com/unnerfelt/dreicer-nn
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low content of additional Ar4+, being e.g. nAr4+ = 0.01 nH , the parallel electric field
required for significant Dreicer generation of 1 MA m−2 ms−1 is increased to around
6% ED (see figure 2.8). Correspondingly, the Dreicer growth rate is already reduced by
a few orders of magnitude in this example when taking the impact of partially ionized
impurities into account. In applications of massive material injection where the amount
of impurities introduced (far) exceeds the tokamak vessel’s deuterium content, the Dre-
icer mechanism is thus expected to provide a negligible contribution to the total runaway
electron population [101]. However, during the initial phase of a tokamak disruption,
favorable conditions for Dreicer runaway cannot be ruled out. As such, both models in-
troduced to described Dreicer runaway electron generation are included in the module
runawayelectrongeneration and considered in this work.

2.1.4 Hot-tail generation

In rapidly cooling plasmas during a tokamak disruption, the high-momentum tail of the
electron distribution equilibrates slower than the thermal bulk and may as such be sud-
denly located inside the runaway region of momentum space, as an increasing electric
field shifts the separatrix to lower momenta [72, 73]. This process, commonly referred
to as hot-tail generation, occurs when the time scale of plasma cooling is faster than the
collision time of high-energy electrons.

Suitable fluid models describing electron runaway in rapidly cooling plasmas were
introduced by Smith & Verwichte [74] and Féher et al [64]. However, the effect of the
electric field on the electron distribution is not taken into account by these models [54,
102]. Although these models were thus found to underestimate hot-tail runaway electron
generation by up to an order of magnitude in studies with the kinetic solver CODE [78],
recent work with the Fokker-Planck solver CQL3D suggests that the model by Smith &
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Figure 2.8: Surfaces of constant Dreicer runaway current generation rate for the same
values of ΓD as in figure 2.7, but calculated by the CODE neural network of expres-
sion (2.19). Considering the impact of even small amounts of non-fully ionized impu-
rities, nAr4+ = 0.01 nH, significant Dreicer generation at rates of around 1 MA m−2 ms−1

requires larger electric fields E‖ exceeding 6% of the Dreicer field ED.
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Verwichte [74] can be improved to better agree with kinetic calculations by introducing
a Zeff dependent factor of order unity in the definition of the critical momentum [103].
Simultaneously, improved fluid models are currently being developed [104] and validated
against CODE simulations. However, even though promising models have been identified
and shown to agree with kinetic calculations in cases of either low or high effective plasma
charge, a single model suitable over a large range of Zeff is not available yet for practical
applications. As such, the original model by Smith & Verwichte [74] is applied in this
work.

Contrary to the models introduced for Dreicer generation, the model by Smith & Ver-
wichte [74] yields the density of hot-tail runaway electrons nhot

RE at time t, instead of the
instantaneous generation rate of runaway electrons. The hot-tail population is as such ob-
tained as velocity space integral of an initially Maxwellian electron distribution function
across the runaway region [74]

nhot
RE(t) =

4ne,0√
πv3th,0

∫ ∞

vc

[
v2 − v2c

]
exp

−

((
v

vth,0

)3

+ 3τ

)2/3
 dv. (2.20)

The quantities vth and vc denote respectively the thermal velocity, v2th = 2Te/me, and the
critical velocity for runaway, v2c = nee

3 ln Λ/4πε20meE‖ (cf. equation (1.4)). A subscript
of "0" denotes quantities at the onset of the disruption. The delayed equilibration of the
high-energy tail is described through the evolution of the parameter τ , being a normalized
time according to

τ(t) = νe,0

∫ t

t0

ne(t̃)

ne,0

dt̃. (2.21)

In their work, Smith & Verwichte [74] assumed an instantaneous drop of the initial elec-
tron temperature Te,0 down to a final temperature Te,fin. However, in the presence of
radiative cooling, the electron temperature measured experimentally decays in good ap-
proximation exponentially on time scales τdec,

Te(t) = [Te,0 − Te,fin] exp

(
−t− t0

τdec

)
+ Te,fin. (2.22)

In this case, an improved description of the hot-tail runaway density can be obtained
by modifying the parameter τ . For this purpose, Smith & Verwichte [74] performed
numerical calculations of τ(t) through integration of a high velocity moment of a two-
component electron distribution function. Considering also an exponential increase of the
electron density on identical time scales τdec, the parameter τ at times t − t0 > 3 τdec is
well described by

τ(t) = νe,0
ne,fin

ne,0

[t− t0 − τdec] Θ (t− t0 − τdec) . (2.23)
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However, based on the numerical calculations presented by Smith & Verwichte [74],
the parameter τ can be described more accurately in the early phase of the disruption.
As such, the following, alternative expression is applied throughout this work instead of
expression (2.24) [105]:

τ(t) = νe,0
ne,fin

ne,0

{
(t−t0)2

4 τdec
, t− t0 < 2 τdec

[t− t0 − τdec] , t− t0 ≥ 2 τdec
. (2.24)

Using this expression inside equation (2.20), the hot-tail density is obtained. Following
this approach, a closed form cannot be provided, requiring numerical integration across
the runaway region of velocity space. In the module runawayelectrongeneration,
numerical integration is achieved using Kepler’s rule. As the integrand of equation (2.20)
falls off sufficiently fast for v → ∞, the upper integration boundary is set to the value of
v, where the exponential function falls below a threshold value of 10−100.

During tokamak disruptions, the hot-tail mechanism can provide a substantial popula-
tion of seed runaway electrons. Hot-tail formation is facilitated in low density plasmas
with high temperature. The deposition of additional material throughout the disruption
impedes hot-tail runaway. In cases where the plasma cools down from predisruption tem-
peratures of several keV down to a few eV on sub-ms time scales, a significant current
density in the order of 1 MA m−2 can be generated (see figure 2.9). As such, this mech-
anism is expected to contribute noticeably to electron runaway in simulations of ASDEX
Upgrade discharges.

1 2 3 4 5 6 7 8 9100.5 1 2 3 4 5

0.01

0.1

1

ne,fin (1019 m−3) Te,0 (keV)

τ d
ec

(m
s)

jhotRE = 1 MA
m2

jhotRE = 10−3 MA
m2

Figure 2.9: Surfaces of constant hot-tail current density jhotRE calculated with the model by
Smith & Verwichte [74] for an exponentially changing electron density and temperature
on time scales τdec inside the parameter region (ne,fin, Te,0) relevant for tokamak disrup-
tions. Initial electron density and final temperature are taken as ne,0 = 1019 m−3 and
Te,fin = 10 eV, respectively. The electric field is assumed to evolve as E‖(t) = j0/σ(t),
with an initial current density of j0 = 1 MA m−2 and σ being the thermal conductiv-
ity. Significant hot-tail generation with current densities of around 1 MA m−2 requires a
change of plasma parameters on sub-ms time scales.
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Importantly for the evaluation of the hot-tail runaway electron population during the
loss of plasma stored energy, the hot-tail density nhot

RE has to be assumed to increase mono-
tonically with time, demanding d

dt
nhot
RE(t) ≥ 0. As argued above, the effect of the electric

field on the electron distribution is not taken into account in the model by Smith & Ver-
wichte [74]. As such, acceleration of electrons located inside the runaway region is not
considered. Instead, high-energy electrons eventually equilibriate, as described by the
parameter τ(t). Consequently, the density of hot-tail runaway electrons at the end of
the disruption would vanish, i.e. nhot

RE(tfin) = 0, thus being in contrast to expectations.
As such, inside the module runawayelectrongeneration, the hot-tail density at
time tj is evaluated as the maximum value of current j and previous time step j − 1, i.e.
nhot
RE(tj) = max

(
nhot
RE(tj), n

hot
RE(tj−1)

)
.

The postdisruption hot-tail density

The non-monotonic evolution of the hot-tail density requires evaluation of the density
throughout the entire disruption. Calculating nhot

RE only at an arbitrary time is not possible.
However, an estimate of the hot-tail density at the end of the disruption can be obtained, as
I will derive in the following. For this purpose, expression (2.20) has to be simplified first
to allow for analytical integration over velocity space. This can be achieved by noting, that
velocities near the critical velocity contribute most to the integral. As such, the exponent
can be expanded around v/vc(t) ≈ 1, yielding

−

((
v

vth,0

)3

+ 3τ(t)

)2/3

≈

(
v

vc(t)

)2 (
vc(t)
vth,0

)3
+ 3τ(t)

3

√(
v

vth,0

)3
+ 3τ(t)

. (2.25)

Integration of equation (2.20) using this exponent gives, introducing for clarity the quan-
tity γ̃3 ≡ (vc/vth,0)

3 + 3τ ,

nhot
RE(t)

ne,0

=
2√
π
γ̃e−γ̃2

+
√

γ̃
v
3/2
c

v
3/2
th,0

e−
3τ
γ̃

[
γ̃
v3th,0
v3c

− 2

][
1− erf

(
1√
γ̃

v
3/2
c

v
3/2
th,0

)]
.

(2.26)

The second term in this expression approaches zero in the limiting cases of t → t0 or
t → ∞, where either the factor [1−erf(. . . )] or exp(−3τ/γ̃) vanishes. While at the onset
of the disruption vc/vth,0 � 1 and τ = 0, at a later stage τ � 1 and vc/vth,0 → 1. As
such, the hot-tail density can be approximated as

nhot
RE(t) =

2√
π
ne,0

3

√(
vc(t)

vth,0

)3

+ 3τ(t) exp

−

((
vc(t)

vth,0

)3

+ 3τ(t)

)2/3
 .

(2.27)
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The same expression is obtained by Smith & Verwichte [74] by neglecting the direction
of the electric field. The hot-tail runaway electron density at the end of the disruption can
then be derived from above expression by finding its global maximum, occurring at the
minimum value of the exponent. To evaluate the evolution of the critical velocity vc(t),
the evolution of the electric field has to be assessed. Under the assumption of negligible
feedback of the hot-tail runaway population on electric field diffusion and a negligible
postdisruption electron temperature Te,fin � Te,0, such that Te(t) ≈ Te,0 exp(−t/τdec),
the electric field evolves as (used also in figure 2.9 for the calculation of the hot-tail
density)

E‖(t) =
j0
σ(t)

=
e2
√
me ln Λ

8
√
2πε20T

3/2
e

j0 = E‖,0 exp

(
3

2

t

τdec

)
. (2.28)

The quantity σ denotes the plasma conductivity. As expected, the electric field increases
strongly as the plasma is cooled down. With this relation, the ratio of critical to initial
thermal velocity is found as

vc(t)

vth,0
=

√
ene,0

j0

√
2Te,0

me

exp

(
−3

4

t

τdec

)
=

vc,0
vth,0

exp

(
−3

4

t

τdec

)
. (2.29)

Using the approximation τ(t) = νe,0[t− τdec]ne,fin/ne,0 introduced by Smith & Verwichte
[74] (see equation (2.23)), the minimum of the exponent (and as such the maximum of
the hot-tail density) is found at time

tmax =
4

9
τdec ln

(
3

4

ne,0

ne,fin

ν−1
e,0

τdec

(
vc,0
vth,0

)3
)
. (2.30)

Reintroducing the quantity γ̃3 ≡ (vc/vth,0)
3 + 3τ , as well as using ν̃ and ṽ to collect

all physical constants in the expressions νe,0ne,fin/ne,0 ≡ ν̃ne,fin/T
3/2
e,0 and vc,0/vth,0 ≡

ṽ 4
√
Te,0

√
ne,0/j0, the value of γ̃ at time tmax is found as

γ̃(tmax) =
3
√
ne,finτdec√

Te,0

3

√√√√4

3
ν̃

[
ln

(
3

4

ṽ3

ν̃τdec

n
3/2
e,0

ne,fin

T
9/4
e,0

j
3/2
0

)
− 5

4

]
︸ ︷︷ ︸

≡F

(2.31)

Importantly, a variation of γ̃ stems predominantly from the factors in front of F due
to the logarithmic dependence of these factors inside F . As such, the factor F can be
set constant when studying the variation of the hot-tail density for changing disruption
parameters, e.g. the radial variation of a specific experiment. A simplified expression for
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the hot-tail density at the end of the disruption is thus found as

nhot
RE(τfin) =

2√
π
ne,0

3
√
ne,fintdec√

Te,0

F exp

−

(
3
√
ne,finτdec√

Te,0

F

)2
 . (2.32)

From this relation, the most important physical quantities determining the hot-tail run-
away density in the model by Smith & Verwichte [74] are identified as the predisruption
temperature Te,0, the time scale of exponential change τdec and the postdisruption elec-
tron density ne,fin. Correspondingly, the strong variation of the hot-tail density with these
quantities is shown in figure 2.9, already discussed above. Importantly, the variation of
nhot
RE in figure 2.9 follows the exponential dependence of the relevant quantities. As such,

the prime dependencies can be described by

nhot
RE(tfin) =

2√
π
ne,0 G exp

(
−
n
2/3
e,finτ

2/3
dec

Te,0

)
, (2.33)

where non-exponential factors are collected in the quantity G. Using this relation, the
radial variation of the hot-tail density inside ASDEX Upgrade disruptions is described
sufficiently accurate.

Generalization of the parameter τ

In the work by Smith & Verwichte [74], the parameter τ(t) is given as the temporal
integral over the density evolution (see equation (2.21)) in the case of an instantaneous
loss of the plasma stored thermal energy. However, describing the realistic evolution of
the plasma temperature requires numerical calculation of the parameter τ(t). Assuming
an exponential change of electron density and temperature on identical time scales τdec,
the numerical solution for τ converges for t > 3 τdec to τ(t) = νe,0[t− τdec]ne,fin/ne,0 (see
equation (2.23)). Yet, the full numerical solution presented by Smith & Verwichte [74]
can conveniently be described by

τ(t) = νe,0
ne,fin

ne,0

[
t− τdec

{
1− exp

(
− t

τdec

)}]
. (2.34)

The representations of equations (2.23) and (2.24) are obtained by noting that the expo-
nential function can be expressed through exp (−t/τdec) = lim

n→∞
(1− t/τdecn)

n and using
n = 1 and n = 2, respectively.

As the numerical solution of τ(t) is provided by Smith & Verwichte [74] for different
ratios of final to initial electron density ne,fin/ne,0, the contributions by each change of
electron density and temperature can be identified. In the representation introduced by
Smith & Verwichte [74], y(t) = νe,0tne,fin/ne,0 − τ(t), the solution y(t) for the case
of a doubled electron density, ne,fin = 2ne,0, is exactly twice as large as the solution in
the case of a constant electron density, i.e. y(ne,fin = 2ne,0) = 2y(ne,fin = ne,0). As
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such, the contributions by electron density and temperature are additive, while the density
contribution considers the ratio of density increase to initial density, i.e. ∆ne = ne,fin −
ne,0. Introducing different time scales of exponential change for density and temperature,
the parameter τ(t) is obtained as

τ(t)

νe,0
=

∆ne

ne,0

[
t− τdec,n

{
1− e

− t
τdec,n

}]
+
[
t− τdec,T

{
1− e

− t
τdec,T

}]
. (2.35)

In the case of the density contribution, the integral relation of equation (2.21), τ(t) =

νe,0
∫ t

t0
ne(t̃) dt̃/ne,0, allows direct evaluation of τ for an exponential change of the

density. However, following this approach, the density contribution identified in equa-
tion (2.35) cannot be obtained. Instead, the expression for τ(t) derived from numerical
calculations implies a different relation,

τ(t) = νe,0

∫ t

t0

[
ne(t̃)

ne,0

− 1

]
dt̃. (2.36)

A similar expression is obtained for the contribution of an exponentially changing tem-
perature. In total, the parameter τ(t) in the case of arbitrary evolution of electron density
and temperature can be expressed as

τ(t) = νe,0

∫ t

t0

[
ne(t̃)

ne,0

− Te(t̃)

Te,0

]
dt̃. (2.37)

Noticeably, in the case of an instantaneous drop of the temperature, above expression
simplifies to equation (2.21). Intriguingly, equation (2.21) implies τ(t) =

∫ t

t0
νe(t̃) dt̃ (see

equation (2.17) for the definition of νe). Yet, this relation appears not to hold in the case
of exponentially changing density and temperature.

The validity of expression (2.37) in the case of an arbitrary temperature evolution still
has to be determined. Only in the case of an exponential change of density and tempera-
ture on identical time scales τdec, the evolution of τ(t) obtained in numerical calculations
is reproduced. In other cases, additional numerical calculations are required for valida-
tion. However, since a validation of expression (2.37) is outside the scope of this work,
further numerical calculations are left for future work.

For applications of the model for hot-tail runaway electron generation by Smith &
Verwichte [74], an integral expression for the parameter τ(t) for arbitrary evolution of
electron density and temperature would be particularly useful. With the current approx-
imation of τ(t), the time scale τdec of exponential change has to be determined before
evaluating the hot-tail density. Applied in integrated simulations of background plasma,
material injection and runaway electron generation, this restriction requires performing
simulations twice. In a first simulation, the time scale τdec is determined, whereas the hot-
tail density is calculated in a second simulation. The availability of an integral relation
for the parameter τ(t) as in equation (2.37) would accelerate simulations of this kind.
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2.1.5 Avalanche generation

In a close-range collision between an existing runaway and a thermal electron, the en-
ergy exchanged can be sufficient to transfer the thermal electron into the runaway region
of momentum space, thus creating a secondary runaway electron in the process. Upon
further acceleration in an applied electric field, the secondary runaway electron can in
turn transfer parts of its energy to thermal electrons and as such create new runaway elec-
trons itself. Throughout this avalanche like process, the number of runaway electrons
increases exponentially. Experimental evidence of runaway electron multiplication was
e.g. observed at the TEXTOR tokamak [65].

A suitable theoretical description of avalanche generation was obtained by Rosenbluth
& Putvinski [76] from the gyrokinetic relativistic Fokker-Planck equation as

Γav = nRE
e

mec ln Λrel

√
π

3

√
γ

Zeff + 5

[
E‖ − Ec

]
/√√√√1− Ec

E‖
+

4π

3γ

(Zeff + 1)2

Zeff + 5

(
E2

‖

E2
c

+
4

γ2
− 1

)−1

,

(2.38a)

γ =
(
1 + 1.46

√
ε+ 1.72 ε

)−1
. (2.38b)

Here, the quantity ε = r/R describes the inverse aspect ratio of the tokamak with mi-
nor radius r and major radius R. In the limit of large electric fields E‖ > Ec, the last
factor of equation (2.38), i.e. the large square root, approaches unity. As such, the
avalanche growth rate close to the magnetic axis at r = 0 is simplified to the expression
Γav = nREeE‖/mec ln Λrel

√
Zeff + 5 and thus increases linearly with runaway density

nRE and applied field E‖. For constant plasma parameters, the runaway electron density
therefore increases exponentially on the avalanche multiplication time scale nRE/Γav. In
the limit of high electric fields, a doubling of the runaway population on sub-ms time
scales relevant for disruptions requires fields in excess of 100 V m−1 (see figure 2.10(a)).
Suitable conditions for significant runaway multiplication to occur therefore exist only
following the loss of thermal energy in the cold plasma with temperatures well below
10 eV (assuming E‖ = j0/σ; cf. equation (2.28)). Prior to the loss of thermal energy, the
electric fields necessary would (far) exceed the Dreicer electric field (see equation (2.15)),
resulting in electron slide-away instead of avalanche multiplication.

The model by Rosenbluth & Putvinski [76] has been used extensively in fluid modeling
of runaway electron formation (see e.g. references 64, 81, 97) and is therefore considered
in this work and included in the module runawayelectrongeneration. However,
interactions between runaway electrons and partially ionized impurities are not properly
taken into account by this model. In their presence, Rosenbluth & Putvinski [76] sug-
gested to use the critical electric field including the total density of electrons, i.e. Etot

c .
Yet, in the high-field limit, the impact of non-fully ionized impurities on avalanche gen-
eration vanishes.
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In recent work by Hesslow et al [77], the presence of non-fully ionized impurities
was observed to noticeably increase avalanche multiplication in contrast to predictions by
Rosenbluth & Putvinski [76]. Although collision frequencies are greatly enhanced under
these conditions [94], the simultaneous increase of available target electrons by additional
bound electrons results in a significant net increase of the avalanche generation rate [77],
the effect of which is described by

Γav = nRE
e

mec ln Λrel

ntot
e

ne

E‖ − Eeff
c√

ν̄d(peffc )ν̄s(peffc ) + 4
. (2.39)

This expressions simplifies to the expression by Rosenbluth & Putvinski [76] (see equa-
tion (2.38)) in a fully ionized plasma in the high-field limit, where ν̄dν̄s = 1 + Zeff . Re-
call, that momentum-dependent expressions for the generalized deflection and slowing-
down frequencies, ν̄d and ν̄s respectively, are given in equations (2.11) and (2.12) in sec-
tion 2.1.2. Importantly, the effective critical momentum peffc both frequencies depend upon
is in turn a function of these frequencies through peffc = 4

√
ν̄d(peffc )ν̄s(peffc )/

√
E‖/Ec, thus

requiring iterative calculation starting with peffc = 1.
Considering the impact of partially ionized impurities on electron runaway through the

model by Hesslow et al [77], the avalanche generation rate is significantly increased in the
presence of additional non-fully ionized impurities. As such, significant multiplication on
sub-ms time scales is achieved at much lower electric fields than predicted by Rosen-
bluth & Putvinski [76] (see figure 2.10(a)). In the case of impurities with high atomic
charge, such as argon, impurity amounts well below the hydrogen content are already
sufficient to significantly enhance runaway multiplication (see figure 2.10(b)). Therefore,
consideration of these effects is expected to be important in self-consistent simulations of
background plasma evolution, material injection and runaway electron generation.
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Figure 2.10: Avalanche runaway electron growth rate Γav/nRE considering the impact of
partially ionized impurities on electron runaway (blue; see equation (2.39)) and neglecting
their impact (black; see equation (2.38)) in a plasma consisting of H and Ar4+ ions for (a) a
variation of the applied electric field E‖ and (b) a variation of the plasma ion composition.
The remaining plasma parameters are chosen as ne = 1020 m−3, Te = 10 eV and B = 0
(as in the previous figures). In (a), an equal content of hydrogen and argon ions is used.
In (b), the electric field is set to E‖ = 100 V m−1.
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Throughout this work, the process of avalanche runaway generation is described
using the model by Hesslow et al [77]. The model by Rosenbluth & Putvinski [76]
is applied to assess the impact of partially ionized impurities on runaway multiplica-
tion in transport simulations. As such, I implemented expression (2.39) in the module
runawayelectrongeneration. Here, the effective critical momentum peffc is cal-
culated iteratively with an accuracy of 10−8, starting at peffc = 1. The implementation was
verified against a Matlab implementation by Hesslow et al [84], which they kindly pro-
vided. In the process, the implementation of the generalized deflection and slowing-down
frequencies of equations (2.11) and (2.12) was also verified.

2.2 From magnetic flux surfaces to a radial coordinate

To describe electron runaway at different locations in a tokamak, a coordinate system for
the plasma has to be defined. As the tokamak magnetic geometry has in good approxima-
tion the shape of a torus, each point can be described through a set of coordinates (r, φ, θ)
and a parameter R, which are linked to Cartesian coordinates (x, y, z) through

x(r, φ, θ) = [R + r cos θ] cosφ, (2.40a)

y(r, φ, θ) = [R + r cos θ] sinφ, (2.40b)

z(r, θ) = r sin θ. (2.40c)

Here, R is a parameter describing the major radius of the tokamak. The coordinates
(r, φ, θ) denote respectively minor radius, toroidal angle and poloidal angle. The dimen-
sionality of the description can be reduced by making use of symmetries of the magnetic
equilibrium. In a tokamak plasma, the equilibrium consists of nested surfaces of constant
magnetic flux [12]. Using this property, a normalized coordinate can be defined to de-
scribe the radial dimension of the plasma in this work, required in the framework of 1.5D
transport modeling. Furthermore, the properties of the magnetic equilibrium can be used
to construct a quantity related to the stability of the plasma.

Inside magnetic confinement fusion devices, a magnetic equilibrium is achieved, when
the plasma pressure p is balanced by magnetic forces,

j×B = ∇p, (2.41)

with current density j and magnetic field B. From this relation, it follows by dotting with
B that B · ∇p = 0 – the magnetic field lines are located on surfaces of constant pressure.
As such, the magnetic equilibrium is described by a set of closed, nested, toroidal surfaces
(see figure 2.11). The magnetic flux within each surface is similarly constant on surfaces
of constant pressure. Thus, these surfaces are referred to in the following as flux surfaces.
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Individual flux surfaces can be labeled by a flux coordinate. A natural choice for this
purpose is the poloidal magnetic flux across a surface Sθ in the poloidal direction θ,

Ψ =

∫
Sθ

B dSθ =

∫
Sθ

B · n̂Sθ
dSθ =

∫
Sθ

B · êθ dSθ. (2.42)

The toroidal magnetic flux across a surface in the toroidal direction is defined similarly,

Φ =

∫
Sφ

B · êφ dSφ. (2.43)

Using either flux quantity, a normalized flux coordinate ρ is constructed by requiring ρ

to vanish on the magnetic axis and to take the value ρ = 1 at the last closed flux surface
(LCFS). As such, the normalized poloidal magnetic flux ρθ and the normalized toroidal
magnetic flux ρφ are obtained as

ρθ =

√
Ψ−Ψaxis

ΨLCFS −Ψaxis

, ρφ =

√
Φ− Φaxis

ΦLCFS − Φaxis

. (2.44)

Both quantities are used regularly as a flux coordinate. The poloidal flux coordinate is
calculated most accurately by equilibrium reconstruction tools in the edge region, where-
fore ρθ is often chosen as a coordinate in edge plasma applications. Inside the central,
confined plasma, reconstruction of Ψ often is inaccurate. Therefore, the toroidal flux co-
ordinate ρφ is typically used in core physics studies. In this work, the spatio-temporal
evolution of the confined plasma is investigated. As such, the toroidal flux coordinate ρφ
is used throughout this work and referred to as ρ in the following. It should be noted, that
a flux coordinate can also be defined from the volume enclosed by a flux surface through
ρV =

√
V/VLCFS.

φ φ φ

θ θ θ
B B B

Bφ Bφ Bφ

Bθ Bθ Bθ

Nested flux surfaces Poloidal magnetic flux Ψ Toroidal magnetic flux Φ

Figure 2.11: (Left) The tokamak magnetic equilibrium consists of closed, nested, toroidal
surfaces. Magnetic field lines B are located on these flux surfaces. As such, the magnetic
field lines have only components in the poloidal direction θ and in the toroidal direction
φ. (Middle) The poloidal magnetic flux Ψ is evaluated across surfaces in the poloidal
direction, whereas (right) the toroidal magnetic flux Φ is evaluated across surfaces in the
toroidal direction.
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The properties of the magnetic equilibrium can also be used to construct a quantity
related to the stability of the plasma. Following a magnetic field line on a flux surface
around the torus, the winding ratio of toroidal rotations m to poloidal rotations n of the
field line defines the safety factor q = m/n of a tokamak plasma. This quantity is related
to the stability of the plasma, where larger values correspond to greater stability [12]. The
safety factor can also be expressed as the variation of the toroidal magnetic flux Ψ with
the poloidal magnetic flux Φ through q = dΨ/dΦ. As such, it follows from the definition
of the magnetic fluxes in equations (2.42) and (2.43) that the safety factor can in circular
approximation be related to the ratios of magnetic field components and plasma radii
through q = rBφ/R0Bθ, where r denotes the local minor radius and R0 the major radius
on the magnetic axis. A strict requirement for plasma stability is q > 1, known as the
Kruskal-Shafranov limit [7].

2.3 ASDEX Upgrade runaway electron experiments

In this work, the transport model ASTRA-STRAHL is applied for self-consistent simula-
tions of background plasma evolution, material injection and runaway electron generation
of ASDEX Upgrade discharges, being the baseline experiment #33108 and similar dis-
charges. Although the model is applicable not only to ASDEX Upgrade, but to tokamaks
in general, describing ASDEX Upgrade runaway electron experiments and in particular
discharge #33108 is important for determining relevant components for the model. Af-
ter all, the phenomena to be modeled determine the model. As such, details on ASDEX
Upgrade runaway electron experiments are discussed here.

In ASDEX Upgrade, the generation and mitigation of runaway electrons has been in-
vestigated over the past years [44–46]. In these experiments, artificial disruptions are
induced by massive gas injection of neon or argon from a gas valve into a healthy plasma.
Throughout several experimental campaigns, discharge #33108 has been used as a refer-
ence scenario and, as such, has also been studied computationally. Therefore, ASDEX
Upgrade discharge #33108 is investigated throughout this work. In this particular dis-
charge, argon is injected from the low-field-side valve located in toroidal sector 13/16.
The valve’s gas reservoir and feed line with a combined volume of 100 cm3 were filled
before the experiment with argon at a pressure of 0.73 bar, corresponding to a particle
content of 1.75 × 1021 atoms.

The target plasma for material injection is chosen as a low density, high temperature
plasma. As described in previous sections, both the critical electric field for runaway
and the Dreicer electric field are reduced under these conditions (see equations (2.5)
and (2.15)), thus facilitating the generation of runaway electrons in these scenarios.
In ASDEX Upgrade discharge #33108, the average electron density prior to injection
amounts to 2.84 × 1019 m−3. The electron temperature close to the magnetic axis is
increased to above 10 keV just before injection through application of strongly localized,
on-axis electron cyclotron resonance heating of 2.625 MW during the last 100 ms prior
to injection. The radial profiles of electron density and temperature prior to injection
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are shown in figure 2.12. For the simulation of discharge #33108, these profiles are set
as initial conditions in ASTRA-STRAHL. The study of runaway electron generation in
these scenarios is further facilitated by investigating circular plasmas, which are vertically
stable as opposed to elongated plasmas typically studied in ASDEX Upgrade [43–46].

Injection of material from the valve is typically triggered at tinj = 1 s into the discharge.
The material is ejected ballistically from the valve with the speed of sound. Given the
finite time required to open the valve’s orifice, as well as the finite time of flight from valve
to plasma boundary, noticeable amounts of impurities at the LCFS are only observed after
a small delay in the order of a few milliseconds after triggering the injection, being in the
case of discharge #33108 after tLCFS = 1.0 ms as inferred from bolometry measurements
in front of the gas valve in sector 13/16*.

Once impurities have reached the confined plasma, it is cooled down locally to temper-
atures in the range of 1 to 10 eV through impurity radiation and ionization. As a result,
increasing amounts of radiation are detected through bolometry (see figure 2.13(a)). In
the process, the plasma conductivity decreases strongly in the cold plasma (σ ∝ T

3/2
e ;

c.f. equation (2.28)). As the plasma current does not decay significantly on these sub-ms
time scales (see figure 2.13(c)), the local plasma current diffuses inwards into regions,
where the plasma is still hot. With the continuing penetration of neutral impurities, the
cold plasma region extends inwards progressively, resulting in increasing levels of radi-
ation measured (see figure 2.13(a)), as well as an eventual increase of the line-averaged
electron density measured by CO2 interferometry along a central, vertical chord in sec-
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Figure 2.12: Radial profiles of (a) the electron density ne, (b) the electron temperature
Te and (c) the safety factor q in ASDEX Upgrade discharge #33108 averaged over the
last 50 ms prior to argon injection. These profiles are used as initial conditions in self-
consistent modeling with ASTRA-STRAHL.

* An overview image of the toroidal locations of gas valves and relevant diagnostics for runaway electron
experiments in ASDEX Upgrade throughout its 16 sectors is provided in figure 1 by Pautasso et al [46].
An overview image of the lines of sights of relevant diagnostics in the poloidal cross section of sector
13/16 is provided in figure 3 by Linder et al [47].
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tor 11/16 (see figure 2.13(b)). The current driven prior to injection in these locations
accumulates in front of the cold gas front, forming a sheet of current.

When the neutral gas front reaches the location where the safety factor q has a rational
value of 2, high-amplitude MHD modes with mode number (m,n) = (2, 1) and higher
harmonics are excited [106], being driven by the strongly pronounced current sheet. As a
consequence, the plasma stored thermal energy is observed to be removed on sub-ms time
scales, as inferred from soft x-ray measurements. This phase of the disruption is referred
to as the thermal quench (TQ). Correspondingly, the initial phase of material injection
between first occurrence at the LCFS and arrival at the q = 2 surface is referred to as
pre-thermal quench phase. In discharge #33108, the onset of the thermal quench occurs
around tTQ = 2.58 ms after the valve trigger.

The loss of plasma stored energy during the thermal quench is accompanied by strongly
enhanced (impurity) radiation (see figure 2.13(a)), which is considered responsible for
the majority of thermal energy dissipation. Correspondingly, the line-averaged electron
density increases rapidly during this phase (see figure 2.13(b)). Heat transport also con-
tributes to removing thermal energy from the central plasma. Importantly, impurity radia-
tion is observed throughout the entire core plasma on time scales faster than expected from
impurity propagation with the speed of sound. It is therefore believed, that the violent
MHD activity results in breakup of the magnetic surfaces and stochastization of magnetic
field lines. Corresponding observations have recently been made in MHD simulations
with JOREK for argon massive gas injection in JET [107]. As a result, the effective radial
transport of heat and particles is strongly increased throughout the region of stochasticity.
The same applies also to the current density, which is similarly redistributed. Flattening
of the current density profile is accompanied by a sudden increase of the total plasma
current, referred to as current spike (see figure 2.13(c)).

Following the complete loss of the plasma stored thermal energy, the plasma current
decays in the cold plasma over a duration of several milliseconds. This phase of the dis-
ruption is referred to as current quench (CQ) phase, which in discharge #33108 starts at
tCQ = 3.15 ms after the valve trigger. Early into the current quench, strong impurity ra-
diation is still observed, but vanishes over the course of a few milliseconds. Since strong
electric fields are induced throughout the plasma as a result of the rapidly decaying plasma
current, magnetic energy is dissipated within the plasma and lost through impurity radi-
ation. Simultaneously, the strong electric fields induced can result in significant electron
runaway, potentially replacing a substantial fraction of the predisruption plasma current.
In ASDEX Upgrade discharge #33108, an initial current of 763 kA is replaced by 225 kA
of runaway electron current, as indicated by hard x-ray measurements (see figure 2.13(d)).
Importantly, a significant hard x-ray signal is detected only at a late stage of the current
quench. The end of the current quench is reached when all of the inductively driven cur-
rent is removed, occurring in discharge #33108 at tRE = 7.72 ms after the valve trigger.
This also marks the onset of the runaway beam phase, where the population of runaway
electrons generated may exist for hundreds of milliseconds. However, the runaway beam
phase is not modeled in this work.
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Figure 2.13: Temporal evolution of key quantities in ASDEX Upgrade discharge #33108
throughout the disruption induced by argon massive gas injection, being (a) the radiated
power as measured by bolometry in sectors 13/16 (blue) and 5/16 (black), (b) the line-
averaged electron density n̄e measured by CO2 interferometry in sector 13/16 along the
central chord (blue) and the high-field-side edge chord (black), (c) the plasma current
Ip, as well as (d) the hard x-ray signal. The temporal evolution of these quantities is
shown starting at the beginning of gas injection at tinj. The characteristic phases of the
disruption, being the pre-thermal quench, thermal quench (TQ) and current quench (CQ),
are highlighted.
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2.4 The macroscopic transport equation

To describe the self-consistent evolution of background plasma, material injected and
runaway electrons, the framework of transport modeling is used in this work. As such,
the spatio-temporal evolution of physical quantities inside tokamak type fusion devices
can be described by solving (coupled) continuity equations for the quantities of interest,

∂Y(t,x)

∂t
= −∇x · Γ+ S. (2.45)

The temporal evolution of Y , a quantity per unit volume, at location x is determined by
the flux Γ of this quantity and by additional sources S.

Even though fusion devices are naturally three-dimensional, the properties of the toka-
mak’s magnetic equilibrium allow for a reduction of the dimensionality of the problem.
In tokamak plasmas, many quantities are (almost) flux quantities, i.e. constant on flux
surfaces. As such, these quantities do not dependent on the poloidal or toroidal angle and
can therefore be expressed as Y(ρ). Correspondingly, the dimensionality of the continuity
equation is reduced to one,

∂Y(ρ)

∂t
= −〈∇ · Γ〉+ S. (2.46)

Note, that a dependence of these quantities on time is assumed, but not explicitly men-
tioned in the following. Importantly, the local flux Γ is not necessarily a flux quantity,
but may vary poloidally, i.e. Γ = Γ(ρ, θ). Thus, evaluation of the continuity equation
requires using the flux surface averaged flux density 〈∇ · Γ〉. The local flux Γ can be
expressed under consideration of diffusive D̃ and advective ṽ contributions as

Γ(ρ, θ) = Y(ρ)ṽ(ρ, θ)− D̃(ρ, θ)∇Y(ρ). (2.47)

Performing the corresponding flux surface averages (for details see reference 108), the
one-dimensional macroscopic transport equation for a flux quantity Y is obtained as

1

V ′
∂

∂t
(V ′Y ) =

1

V ′
∂

∂ρ

(
V ′ 〈(∇ρ)2

〉 [
D
∂Y

∂ρ
− vY

])
+ S. (2.48)

Here, all quantities are flux quantities, i.e. dependent only on the flux coordinate ρ and on
time t. The magnetic geometry is described by the factor V ′ ≡ ∂V/∂ρ, with V being the
plasma volume, and the flux surface average of (∇ρ)2. Although this transport equation
is one-dimensional, it is occasionally referred to as a 1.5D transport equation as poloidal
variation is taken into account through flux surface averages.
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2.5 The transport code ASTRA

A tool for solving coupled macroscopic transport equations for plasma quantities is the
1.5D transport code ASTRA, the Automated System for TRansport Analysis [80, 108]. It
is not only a transport code, but also a flexible programming system to build numerical
tools for transport modeling. For this purpose, ASTRA offers various modules describing
physical processes and easily allows including new ones. As such, I used ASTRA in
this work for the development of a toolkit for self-consistent simulations of background
tokamak plasma, material injection and runaway electron generation.

Inside the core ASTRA routines, the macroscopic transport equation is evolved for the
electron density ne, the electron temperature Te, the ion temperature Ti and the poloidal
magnetic flux Ψ. The ASTRA solved transport equation is further amended to allow for
a temporal variation of the on-axis toroidal magnetic field B0. In the case of the poloidal
magnetic flux, the following equation is solved [108]:

σ‖
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∂

∂t
− Ḃ0

2B0

∂

∂ρ
ρ

)
Ψ =

j2R0

4π2µ0ρ

∂

∂ρ

(
V ′

j

〈(
∇ρ

r

)2
〉

∂Ψ

∂ρ

)
− V ′

2πρ
jext. (2.49)

Here, the quantities σ‖ and j describe respectively the plasma conductivity along mag-
netic field lines and the plasma current density. The vacuum permeability is denoted by
µ0. The evolution of the poloidal magnetic flux is influenced by non-inductively driven
current density jext, such as e.g. current density driven by other external means*, the
transport-driven "bootstrap" current density† or, importantly for the purposes of this work,
the runaway electron current density. Consequently, the feedback of the runaway electron
population onto the evolution of the poloidal magnetic flux can easily be considered.

In the case of the electron density evolution, the following transport equation is solved:

1
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(
∂

∂t
− Ḃ0

2B0

∂

∂ρ
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)
(V ′ne) = − 1

V ′
∂

∂ρ
Γe + Sne . (2.50)

The fluxes of particles Γ and heat q (see below) are described in reference 108 in more
detail. A similar equation for the evolution of the main ion density is not solved. Instead,
the evolution of the main ion density ni and the corresponding particle flux is obtained
from quasineutrality, i.e. ni = ne/Zi, where Zi is the ion charge. Finally, the evolution of
the electron temperature is calculated from

3

2

1

V ′ 5
3

(
∂

∂t
− Ḃ0
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+ STe (2.51)

* As mentioned in the introduction in section 1.2, non-inductively driven current is necessary to overcome
the tokamak’s limitation of pulsed operation. Through injection of a neutral beam or electromagnetic
waves, a significant toroidal current can be driven externally [7, 13].

† Details on this contribution following from neoclassical transport theory can be found e.g. in references 7
or 12.



40 Methodology

and the evolution of the ion temperature from

3
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. (2.52)

Noticeably, the electron and ion temperatures are not evolved directly, but rather the elec-
tron and ion thermal energies are being evolved. As such, the evolution of the electron
density and the temperatures is coupled. The electron energy content is increased through
Joule heating by the plasma current, according to

SJ =
1

2πR0

Upj, (2.53)

where the quantity Up denotes the local plasma voltage. Electron and ion species in fusion
experiments may be heated through external means, the power deposition of which can
be described by optional modules integrated into ASTRA. Additionally, the heat exchange
between electrons and ions, being

Sei =
3mi

me

neνe [Te − Ti] , (2.54)

can be considered. In the presence of impurity species, radiation Srad dissipates electron
thermal energy.

In transport simulations with ASTRA, not all of the physical quantities of equa-
tions (2.49) – (2.52) have to be evolved. Their evolution can alternatively be prescribed by
various means, e.g. from an external file, from a user built model or from an initial value
– whichever is suitable for the model to be developed. However, the poloidal magnetic
flux has to be evolved according to equation (2.49) in all cases.

In this work, the evolution of the electron density ne(t) is calculated from the condi-
tion of quasineutrality, considering the evolution of impurity ion densities nk(t) of each
impurity species k, as obtained by the impurity transport code STRAHL [92]. In the case
of massive gas injection, the deuterium density can be assumed to remain constant at the
pre-injection value nD(tinj), as the material introduced strongly increases the density of
free electrons and thus far outweighs the deuterium content. The deuterium density is
taken to be identical to the pre-injection electron density shown in figure 2.12(a)). As
such, the evolution of the electron density is in this work described by

ne(t) = nD(tinj) +
∑
k

nk(t) 〈Zk(t)〉 , (2.55)

where 〈Zk〉 denotes the average impurity charge of species k.

The ASTRA programming system further allows evolution of arbitrary, auxiliary quan-
tities following the macroscopic transport equation (2.48), when providing transport or
source terms. Importantly for this work, these quantities can be used to describe the evo-
lution of different populations of runaway electrons. Details are provided in section 2.5.2.
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2.5.1 The ASTRA magnetic equilibrium

For the evaluation of the ASTRA solved transport equations, information on the magnetic
equilibrium is required for the factors ρ, ∇ρ and ∂V/∂ρ. For this purpose, ASTRA pro-
vides options to calculate the magnetic equilibrium consistent with the evolution of the
plasma. The simplest approach is the application of an ASTRA built-in 3-moment solver.
Flux surfaces can be characterized by three quantities (the moments) related to the shape
of the flux surface. These comprise the radial shift ∆ of a flux surface’s center with re-
spect to the center of the outermost flux surface, referred to as Shafranov shift [12], as
well as triangularity δ and elongation κ of the flux surface. Consequently, flux surfaces
are not necessarily circular (in figure 2.11, circular flux surfaces are shown only as an
example). Following the 3-moment approach, the radial r and vertical z coordinates of a
flux surface with mid-plane minor radius a are parametrized by

r(a, θ) = R0 +∆(a) + a
[
cos θ − δ(a) sin2 θ

]
, (2.56a)

z(a, θ) = aκ(a) sin θ. (2.56b)

Up-down symmetry of the plasma with respect to the equatorial mid-plane at z = 0 is
assumed. This parametrization is most suitable for magnetic equilibria, which do not
deviate significantly from a circular shape. In the case of ASDEX Upgrade runaway
electron experiments, the target plasma is usually chosen to be almost circular for reasons
of stability [43–46]. As such, application of the ASTRA 3-moment solver is sufficient in
this work.

It should be noted, that the magnetic equilibrium used in ASTRA can also be obtained
from the equilibrium solver SPIDER [109]. This tool calculates the 2D magnetic equi-
librium, being more accurate than the built-in 3-moment solver, especially in cases of
non-circular equilibria. However, the computational cost can be significantly increased
when using SPIDER in transport simulations with ASTRA.

2.5.2 Simulating electron runaway

Inside ASTRA, calculating the generation of runaway electrons is made possible by a
wrapper routine referred to as REGIA, which couples the Fortran module discussed in
section 2.1 to ASTRA. The wrapper routine ensures correct usage of data structures and
physical units when exchanging data between ASTRA and the runaway electron mod-
ule. As such, the generation of runaway electrons due to the Dreicer mechanism, hot-tail
mechanism and avalanche mechanism can be calculated in ASTRA, thus constituting the
mechanisms relevant for the study of electron runaway in ASDEX Upgrade experiments.

Each population of runaway electrons created due to one of the mechanisms de-
scribed is evolved separately in ASTRA as one of the auxiliary quantities following
equation (2.48). In the case of Dreicer and avalanche generation, the individual source
terms Si are set to the growth rates introduced in sections 2.1.3 and 2.1.5, respectively.
Radial transport of these runaway electron populations is not considered. Only a small
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diffusion coefficient with a magnitude of 10−3 m2 s−1 is applied to ensure numerical
stability if necessary. The absence of significant radial transport is motivated by the
observation, that the bulk of the runaway population is generated when closed magnetic
field lines have re-emerged. Therefore, transport across stochastic magnetic field lines is
not considered. Following a similar argument, loss mechanisms for runaway electrons
are not taken into account. Consequently, the runaway electron current calculated at the
end of the current quench constitutes an upper bound for the runaway current generated.
Problematically, radial transport of runaway electrons is neither well diagnosed in dis-
ruption experiments, nor sufficiently understood theoretically. However, once available,
a suitable description of runaway transport can easily be implemented in ASTRA.

In the case of hot-tail runaway, the model describing runaway during rapid cooling
yields the instantaneous density of runaway electrons, rather than the growth rate. As
such, the density of hot-tail runaway electrons inside ASTRA is set equal to the density
obtained with this model. Radial transport of hot-tail runaway electrons can therefore not
be calculated with this approach. In future work under consideration of such processes
[110], however, hot-tail runaway generation could alternatively be described by applying
the temporal derivative of the hot-tail density obtained from equation (2.20) as source
term inside ASTRA.

The generation of a substantial population of runaway electrons impacts the evolution
of the poloidal magnetic flux Ψ inside ASTRA by adding the runaway electron carried
current density to the externally driven current density jext (see equation 2.49). For this
purpose, the runaway electrons generated are assumed to propagate with the speed of
light, as the generation models employed provide only the growth rate of the number den-
sity of runaway electrons. The assumption of runaway propagation at the speed of light
is justified by experimental observations that runaway electrons regularly reach energies
in the range of tens of MeV, being well above the electron rest mass energy of 511 keV.
Only during the initial phase of runaway generation, the average electron energy may not
necessarily be deeply relativistic. However, in this phase, the runaway contribution to the
overall current is small. Thus, the feedback of the runaway electron population on the
poloidal magnetic flux is similarly small. Within this work, the choice of the average run-
away electron velocity close to the speed of light was confirmed to have a minor impact
on simulation results (see appendix B of Linder et al [93]), thus justifying this approach.

2.5.3 Simulating massive gas injection

In this work, ASTRA is used for simulations of massive material injection of argon into
an ASDEX Upgrade discharge. The evolution of the impurities injected is, however, not
calculated inside ASTRA, but rather inside the impurity radiation code STRAHL [92].
This tool is described in detail the following section 2.6. Still, settings specific to the
application of simulating massive material injection are applied inside ASTRA.

In the light of material injection and subsequent disruptions occurring on time scales
in the order of a few ms, the description of electron and ion heat can be simplified in
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simulations starting at the onset of material injection. Transport mechanisms typically
considered in integrated modeling of electron and ion heat, such as turbulent and neo-
classical transport [111], can be neglected. However, a global heat diffusion coefficient
of χ = 1 m2/s, being in the order of the pre-injection power balance, is prescribed for
evaluating the evolution of electron and ion heat to prevent formation of strongly local-
ized hot plasma beamlets, as observed in other works of tokamak disruptions contrary to
experimental evidence* [64, 112].

Furthermore, in ASDEX Upgrade runaway electron experiments, any external heating
of the plasma is switched off with the onset of material injection. As such, consideration
of external electron or ion heat source terms is not necessary. Therefore, source and
sinks terms taken into account comprise Joule heating, electron-to-ion heat exchange and
impurity radiation due to line radiation, continuum radiation and ionization power loss,

STe = SJ − Sei − Srad, STi
= Sei. (2.57)

As a result of massive material injection, the inward-propagating cold gas front trig-
gers (m,n) = (2, 1) MHD modes and higher harmonics through strong current density
gradients upon reaching the flux surface with rational safety factor q = 2 [88, 106]. As
outlined in the introduction in section 1.3, the occurrence of these modes marks the onset
of a tokamak disruption. In ASDEX Upgrade and also in JET, this is accompanied by a
rapid drop of the internal inductance and a sudden increase of the plasma current, being
the current spike described previously. These observations point to a flattening of the
current density jp inside the q = 2 surface [46, 88].

In ASTRA, the effect of the (2, 1) MHD modes on the current density is mimicked by
flattening the q-profile inside the q = 2 surface under conservation of the total poloidal
magnetic flux. The modes are assumed to be excited when the current density gradient
at the q = 2 surface exceeds a threshold value, taken in this work as (dj/dρ)/j = 50.
As the safety factor is related to the current density through q = 2Bφ/µ0jR [12], flat-
tening the q-profile simultaneously flattens the current density profile in good approxima-
tion. Inside ASTRA, flattening the q-profile is easier to implement on a technical level.
Using the normalized current density gradient as a condition for the onset of the (2, 1)

MHD modes is motivated by the assessment, that these MHD modes are driven by the
plasma current [88]. The choice of a threshold value of (dj/dρ)/j = 50 corresponds to
the assumption, that the local current density decreases to zero over a radial distance of
∆ρ = 0.02 or less. However, the exact numerical value within this order of magnitude is
of lesser importance for the simulation results. In massive gas injection experiments, the
formation of a pronounced current density sheet in front of the inward-propagating cold

* Describing the background plasma through the set of coupled transport equations, strongly localized
current sheets may emerge, increasing locally Ohmic dissipation and consequently the temperature. As
additional current diffuses into these regions as a result of the decreased plasma resistivity, Ohmic dis-
sipation and temperature increases further, thus creating self-reinforcing hot plasma beamlets. Under
experimental conditions, however, the strong current and temperature gradients would trigger instabili-
ties preventing a further increase.
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gas is observed as the current density contracts to regions where the plasma is still hot.
Impurity propagation occurs with thermal velocity, being in the order of several 100 m s−1

depending on the gas species [29]. Thus, the strong, localized current density gradients
also move inward on these time scales. As such, the actual choice of the threshold cur-
rent density in ASTRA to mark the onset of the disruption is not particularly important,
provided (dj/dρ)/j is in the aforementioned range.

It should be noted, that the approach of flattening the q-profile under conservation of the
total poloidal magnetic flux cannot reproduce the current spike observed experimentally.
However, it is believed, that this phenomenon can be accurately described by conserving
instead the magnetic helicity [107,113]. For the purposes of the work presented, omitting
the effect of the current spike is assumed not to noticeably impact simulation results.

The onset of the (2, 1) MHD modes results not only in the flattening of the current
density, but also in the loss of the plasma stored thermal energy on sub-ms time scales.
The breakup of magnetic surfaces during this phase is considered responsible for greatly
enhanced radial transport. Within ASTRA, magnetic field line stochastization cannot
be described, requiring instead non-linear MHD codes such as JOREK [85–87], M3D-
C1 [114, 115] or NIMROD [116] for a proper treatment. However, the impact of broken
magnetic surfaces can be mimicked in ASTRA through application of additional radial
transport coefficients of the form

Yadd(t) = Ymax
add exp

(
−t− tq=2

τadd

)
Θ(t− tq=2) (2.58)

inside the q = 2 surface. As closed magnetic flux surfaces re-emerge [117–119] quickly
after the onset of the (2, 1) MHD modes due to mode stabilization following the relax-
ation of the current density profile, enhanced radial transport is prescribed in ASTRA only
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Figure 2.14: Temporal evolution of the additional transport coefficients prescribed in
this work inside the q = 2 surface according to equation (2.58). Additional transport is
assumed to occur once the cold gas, injected from tinj onward, reaches the q = 2 surface
at time tq=2, thus causing breakup of the magnetic surfaces. The magnitude of additional
transport is assumed to decrease exponentially on time scales τadd = 1 ms as magnetic
surfaces re-emerge. Characteristic times are shown for ASDEX Upgrade #33108.
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transiently. For this purpose, the magnitude of the additional coefficients decreases expo-
nentially on time scales τadd, taken in this work to be τadd = 1.0 ms. The stochastization
of magnetic field lines affects both heat and impurity ion transport. After all, strong im-
purity radiation is observed experimentally in the central plasma throughout the thermal
quench. In this work, the following maximum additional transport coefficients are applied
for simulating argon injection in ASDEX Upgrade:

Dmax
add = 100 m2 s−1, vmax

add = −1000 m s−1, χmax
add = 100 m2 s−1. (2.59)

The magnitudes of these parameters are set to reproduce experimental observations of
key parameters of ASDEX Upgrade discharge #33108. However, noticeably, only or-
der of magnitude values have been used rather than fine-tuning these parameters. The
temporal evolution of these additional transport coefficients is shown in figure 2.14. The
applicability of this approach has to be assessed further with non-linear MHD codes.

2.5.4 Improvements to ASTRA

Preparing self-consistent simulations of artificial disruptions with ASTRA, I amended the
ASTRA programming system by additional subroutines, modules and scripts to streamline
simulation and development workflows. The most relevant improvements are described
in this technical section in the following. Please note, modifications are with respect to
ASTRA version 7 from 2018.

Including complex subroutines

ASTRA offers the possibility to include user-built subroutines when setting up a transport
model. For this purpose, a directory sbr in the ASTRA working directory is provided,
where Fortran files named identically as the subroutine to be included can be stored.
Upon execution of ASTRA with a specific model file, ASTRA analyses the model file
regarding user-built subroutines included and recompiles the model executable if changes
in the corresponding Fortran file are discovered. A compiled object of the subroutine is
stored inside a static library user.a, located in a compiler specific subdirectory of the
directory .usr. As such, simple subroutines can easily be included in a transport model.
However, this approach discourages the use of nested, multi-file subroutines, as changes
in additional files the subroutine to be included depends upon may not be detected.

Application of complex subroutines within ASTRA is enabled by introducing an addi-
tional, automated workflow during setup of the model executable. When calling ASTRA,
the user does not actually start a precompiled executable, but rather a C shell script to
assemble the model, compile it into an executable if necessary and run the executable cre-
ated. As such, an additional workflow is introduced into the ASTRA C shell script to com-
pile complex user-built subroutines into single compiled objects for linking. For this pur-
pose, an additional script is called from within the ASTRA script to first identify all user-
built subroutines included in the model file provided. The additional script then checks if
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a Fortran file with identical name is located in the directory src (including subdirecto-
ries) created for this purpose. If a corresponding file is found, make is called to create an
object as specified in a makefile located at src/makefiles/makefile.mk. A gen-
eral rule is specified in the makefile for subroutines to be included in the physical model.
Here, a corresponding object is compiled under consideration of additional prerequisites
specified for each subroutine individually and explicitly in the makefile. The object cre-
ated is then stored in the static library user.a. Finally, the Fortran file of the subroutine
included in the model is copied into the directory sbr to force ASTRA into recompiling
the model executable under consideration of the changes made to the subroutine.

The approach of separately compiling user-built subroutines has the advantage, that
the corresponding Fortran file is recompiled also when any of its dependencies have been
updated. As such, user-built subroutines can use additional subroutines which are not
intended to be included inside a physical model. Furthermore, each additional subroutine
may be located in a separate Fortran file and may also be grouped according to function-
ality. For example, a subdirectory src/math is introduced for subroutines performing
mathematical operations such as interpolation, integration or solving systems of linear
equations. In this case, a single object math.o is created containing all related subrou-
tines and stored in the static library user.a. Following this approach, grouping related
subroutines in single objects additionally ensures clarity of the static library. The ne-
cessity of this approach for compiling user-built subroutines is illustrated in a following
section regarding storage of ASTRA results in netCDF files.

Simulation specific run directory

The ASTRA executable, with the specified model and data files, is run by default in the
ASTRA working directory. When performing file I/O (input/output) operations only at the
beginning and end of a simulation, e.g. to calculate steady-state plasma profiles, multiple
instances of the same ASTRA executable can in principle be run in parallel using different
input data. However, in the case of continuous file I/O operations, only serial execution
of the same executable with different initial input data is possible to avoid corruption of
simulation specific I/O files by a different simulation running in parallel. As the impurity
radiation code STRAHL is not incorporated in the ASTRA executable, but instead executed
separately each specified time step by ASTRA, multiple ASTRA-STRAHL simulations
cannot be carried out in parallel with the default versions of ASTRA and the STRAHL
wrapper routine. The necessity of performing ASTRA simulations in serial execution
arises for all user-built subroutines performing continuous file I/O operations.

Performing multiple ASTRA simulations with continuous file I/O operations in parallel
is enabled by introducing simulation specific unique run directories through an additional
subroutine. Upon being called, this subroutine creates a run directory in a predefined
location. For the simulations presented in this work, for example, the work directory of
IPP’s TOK cluster is used. The run directory’s unique name consists of the model file’s
name, the data file’s name and a four digit integer. For example, the base case simulation



2.5 The transport code ASTRA 47

presented by Linder et al [93] has the unique name re_Ar_mgi.aug33108.0437. On
successive calls of this additional subroutine throughout the simulation, the location of the
simulation’s run directory is returned. Each user-built subroutine requiring continuous file
I/O operations makes use of this unique run directory throughout this work.

Storing simulation results

Performing ASTRA simulations using its graphical user interface, plasma profiles of the
current time step can easily be stored in a text file at the click of a button. However,
as such, the temporal evolution of plasma profiles is challenging to capture throughout a
long simulation. More importantly, profiles cannot be stored when executing ASTRA in
the background without a graphical user interface. Thus, to allow easily storing arbitrary
radial profiles and scalar values throughout an ASTRA simulation, a subroutine is intro-
duced which stores these quantities in a netCDF file with netCDF-4/HDF5 format located
in the simulation’s run directory. As added benefit, ASTRA simulation results can easily
be shared and processed further when provided as netCDF-4 files.

The profiles and scalars to be stored are specified each in two-column text files
named profiles_use.dat and scalars_use.dat, located in the directory
dat/netcdf. For each profile or scalar to be included, the two columns describe
the netCDF dataset’s name to be used and ASTRA’s variable name. As such, data located
in ASTRA’s custom arrays CAR or working arrays WORK can also be stored in the netCDF
file. When including the corresponding subroutine in the ASTRA model file, the storage
interval can be specified through the time interval between subroutine calls.

When removing or including additional quantities in one of the two text files, changes
are detected automatically by make in the additional workflow discussed. In this case,
the source code of the netCDF subroutine is updated automatically and the corresponding
object recompiled. Following this approach, the user does not have to manually modify
the source code as would have been required when storing the netCDF subroutine in the
directory sbr.

Coupling to STRAHL

In the simulations of artificial disruptions presented in this work, the evolution of im-
purities injected is calculated by the coupled code STRAHL, discussed in detail in the
following section 2.6. In light of the requirement to perform multiple ASTRA-STRAHL
simulations in parallel, the wrapper subroutine to STRAHL is updated to make use of
the unique simulation run directories introduced. For this purpose, STRAHL calculations
are performed for a given ASTRA simulation within the corresponding unique run direc-
tory. As such, all input and output files required are located inside this directory. Further,
non-technical details of the coupling between ASTRA and STRAHL are provided in sec-
tion 2.6.3.
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Batch job submission

Execution of an ASTRA simulation is typically started immediately upon calling ASTRA
on the machine a user is logged on to. However, it may be favorable to perform a sim-
ulation only when sufficient computational resources are available or on a different ma-
chine. For example in the case of the simulations presented in this work, model devel-
opment is typically performed on IPP’s interactive TOK-I cluster, whereas production
type simulations should be carried out on a separate batch cluster (for details of the clus-
ters, see section 2.7). Therefore, to perform longer ASTRA simulations on the batch
cluster, a set of scripts is provided in the directory .exe for submission of an ASTRA

simulation to the job queuing system using the slurm workload manager. Instead of
starting a simulation by calling .exe/astra, an ASTRA job can be submitted to the
batch system through .exe/sbatch_astra. The corresponding batch script is de-
fined in .exe/sbatch_job_astra and can be modified as required by the simula-
tion, changing e.g. the number of nodes or amount of memory required. Execution of
the actual ASTRA simulation on the batch cluster is performed as specified in the script
.exe/sbatch_run_astra. Multiple longer ASTRA simulations can easily be per-
formed in parallel on the batch cluster without blocking the limited resources of the inter-
active cluster.

2.6 The impurity transport code STRAHL

The impurity transport code STRAHL [92] allows to calculate the density evolution of
impurities for individual charge states, as well as the corresponding impurity radiation.
Similarly as ASTRA, STRAHL evaluates the macroscopic transport equation (2.48) for
this purpose using cylindrical coordinates [92],
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with ρ′ ≡ ∂ρ/∂r and ρ′′ ≡ ∂2ρ/∂r2. Importantly, atomic processes of the impurity charge
states can be taken into account, such as electron-impact ionization and recombination,
as well as charge exchange reactions among plasma species. During the evaluation of the
transport equation, the atomic processes considered are treated as sources S. For a charge
state i of impurity species k, the source is given by

Sk,i = neα
ion
k,i−1nk,i−1 −

[
neα

ion
k,i + neα

rec
k,i + nHα

CX
k,i

]
nk,i + neα

rec
i,k+1nk,i+1. (2.61)

The reaction rates of ionization αion, recombination αrec and charge exchange αCX pro-
cesses are described by tabulated coefficients from ADAS [120]. By considering these
atomic processes, the evolution of neighboring impurity charge states is coupled. The
resulting set of equations is solved using an unconditionally stable numerical method by
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Lackner et al [121], where the temporal evolution is performed in two half-steps. In the
first step, impurity densities are evolved from low to high ionization stages considering
ionization implicitly and recombination explicitly. In the second step, evolution is per-
form in reversed order treating ionization explicitly and recombination implicitly.

For the transport of impurities due to diffusive and convective processes, it is possible
to employ coefficients describing neoclassical effects through the built-in code NEOART
[122]. The corresponding coefficients can be calculated using either charge-state-resolved
impurity densities or the total impurity density with averaged charge. Additionally, arbi-
trary transport coefficients can be prescribed externally.

The tool STRAHL was developed to also allow to study trace amounts of impurities in
diffusion dominated processes, particularly in the scrape-off layer outside the LCFS un-
der consideration of particle influx from divertor and due to recycling. For this purpose,
the STRAHL simulation domain is extended beyond the LCFS. Although its treatment
of atomic processes makes STRAHL in principle a suitable tool for the study of material
injection within this work, the original purpose of STRAHL hinders its application to mas-
sive gas injection scenarios, where massive amounts of neutral material, far outweighing
the plasma’s main ion content, are injected. Therefore, the original version of STRAHL
cannot be used for the studies presented in this work. To still use STRAHL to describe the
evolution of impurities, I modified STRAHL as required for this study. The most relevant
modifications are described in the following.

2.6.1 Treatment of neutral impurities

In the original version of STRAHL, the densities of neutral impurities are not evolved
following the macroscopic transport equation, but used merely as a source term for the
first ionization stage of impurities k. The content of neutrals is not kept track of. As such,
any neutrals not ionized are purged at the end of the current time step of a simulation.
Performing STRAHL simulations, the neutral influx Γk,0 has to be provided instead of the
neutral density. Furthermore, the radial profile Sk,0(ρ) of the neutral source is assumed
to follow a Gaussian distribution, centered at ρsrc and falling off over an inner and outer
length scale of λin and λout, respectively, according to

Sk,0(ρ)

Γk,0

=
exp

(
−

(
ρ−ρsrc,k

)2
2λ2

in,k

)
gin,k

√
2πλin,k

Θ(ρsrc,k − ρ) +
exp

(
− (ρ−ρsrc)

2

2λ2
out,k

)
gout,k

√
2πλout,k

Θ(ρ− ρsrc,k).

(2.62)

The geometric factors g are adjusted inside STRAHL, such that the volume integral of
above expressions over the simulation domain yields the neutral influx Γk,0 specified. This
not only allows prescribing a neutral source in the form of a Gaussian distribution, but also
allows applying a point source (λin,k → 0, λout,k → 0), a step function (letting only one
λk → 0) or a flat profile (λin,k → ∞, λout,k → ∞). In addition to the neutral source
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profile above, STRAHL allows application of an edge neutral source, decaying inwards
exponentially over the ionization length scale for neutrals with a specified energy.

For simulations of massive gas injection, the treatment of neutrals as described above
is not suitable. Since fixed amounts of impurities are injected into the main plasma in
experiments of massive gas injection, the total impurity content, including neutrals, has
to be kept track of throughout a simulation. Furthermore, neutral impurities may not nec-
essarily be ionized immediately upon deposition, especially in radial locations where the
plasma temperature has already collapsed. Instead, in the case of massive gas injection,
neutral atoms propagate (further) into the plasma center at the speed of sound. The neutral
source profile throughout the injection process is thus not expected to follow a Gaussian
distribution described merely by the three parameters ρsrc,k(t), λin,k(t) and λout,k(t).

To enable simulations of massive material injection with STRAHL, I modified the treat-
ment of neutral impurities inside this tool. Following this update, the neutral population of

external file read file

file mode

vanishes calculate vanishes
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file mode

time points update
external
source

update
density

solve
transport
equation

initial
density
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time loop
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Figure 2.15: The density evolution of externally injected neutral particles can be influ-
enced by providing (time-dependent) radial profiles from an external file. Depending on
the file mode, either the density or the source profile of externally provided neutrals is
updated accordingly during initialization and during the time loop.



2.6 The impurity transport code STRAHL 51

impurities is evolved according to the macroscopic transport equation (2.48), thus ensur-
ing conservation of the neutral particle content and as such of the total impurity content.
Furthermore, two populations of neutral impurities are introduced, each evolved accord-
ing to expression (2.48). In cold plasmas, impurity ions may recombine to neutral par-
ticles. However, recombined impurity neutrals likely have a different momentum space
distribution as externally injected neutral particles, thus motivating the approach of using
two neutral populations within STRAHL.

The population of externally injected neutrals is evolved applying the Gaussian depo-
sition profile of equation (2.62) as a source term. To increase the flexibility of describing
material deposition, an arbitrary neutral profile can be prescribed from an external file
(see figure 2.15 for an overview flowchart). When prescribed in source mode, the (time-
dependent) profile included is used as an additional source term during evaluation of the
density of externally provided neutrals. Prescribing the external file in density mode, the
density profile of externally injected neutrals is initialized at the start of the simulation
with the profile provided and updated according to the external file when providing time-
dependent profiles. Following this approach, radially non-uniform material deposition
schemes can be considered in STRAHL, provided e.g. by external tools. For the simula-
tions presented in this work, Gaussian deposition profiles of equation (2.62) are used.

For the study of massive gas injection, the externally provided neutral particles are
assumed to propagate inwards with thermal velocity v = −

√
Tk,0/mk, where Tk,0 denotes

the energy of the neutral particles, as specified in the STRAHL parameter file. As such, the
process of massive gas injection can be described by a Gaussian source of neutral particles
according to equation (2.62) at ambient temperature Tk,0 ≈ 300 K, located just outside
the LCFS, using inner and outer length scales of λin,k = 0 and λout,k → ∞, respectively.

2.6.2 The discretization scheme

In early STRAHL simulations of purely convective impurity transport, the results con-
tained numerical artifacts in the form of oscillating impurity densities (see figure 2.16(a)).
However, for simulations of massive gas injection scenarios, an accurate treatment of
convective transport is required, as the material deposited through massive gas injection
propagates inwards through pure convection. The reason for the oscillatory behavior ob-
served in early STRAHL simulations lies within the numerical scheme used by STRAHL,
being a first-order, central finite difference scheme. As such, the first and second spatial
derivatives of the density nj

i at the spatial grid point i at time point j are expressed as

∂nj
i

∂ρ
=

nj
i+1 − nj

i−1

2∆ρ
,

∂2nj
i

∂ρ2
=

nj
i+1 − 2nj

i + nj
i−1

∆ρ2
. (2.63)

Here, the spacing of the computational grid is denoted by ∆ρ for the normalized radial
coordinate. By considering for the evaluation at grid point i only directly neighboring
grid points within this scheme, the matrix equation of the corresponding transport prob-
lem can be solved using the fast Thomas algorithm (also known as tridiagonal matrix
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algorithm). However, in the case of advection dominated transport, this central finite
difference scheme is known to yield oscillating solutions [123].

The dominant transport mechanism can easily be identified through evaluation of the
Péclet number Pe = v∆r/D, where ∆r is the spacing of the radial grid (such that Pe is
adimensional), which describes the ratio of the advective to diffusive transport rate. From
eigenvalue analysis of the matrix equation corresponding to the central finite difference
scheme [123], oscillations are found to occur when

|Pe| = |v|∆r

D
> 2. (2.64)

Consequently in the presence of strong advective transport (see figure 2.16(a)), numerical
oscillations can be reduced by decreasing the spacing ∆r (or rather ∆ρ) of the numerical
grid and introducing a small, but finite diffusion coefficient D (see figure 2.16(b)). The
numerical values of the additional diffusion or grid spacing necessary to effectively re-
duce numerical oscillations depend on the simulation parameters. For particularly large
advection, the computational grid may have to be increased dramatically, thus increasing
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Figure 2.16: STRAHL simulations of argon deposition and propagation, showing the
spatio-temporal evolution of the total ion density. Material is introduced in the outer
half radius at the onset of the simulation and propagates inwards advectively with
v = −200 m s−1. A simulation grid of 51 radial points and a constant time step of
∆t = 10−2 ms is used. In (a), the density evolution is calculated using the original
version of STRAHL. In (b), diffusive transport with D = 0.2 m2 s−1 is additionally con-
sidered. The density evolution in (c) is calculated using a version of STRAHL, where
the Cauchy-Kowalevsky procedure has been applied, introducing numerical diffusion of
around D ≈ v2∆t/2 = 0.2 m2 s−1. In (d), the numerical scheme of STRAHL has been
replaced by a finite volume scheme with adaptive upwinding.
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the computational cost. Alternatively, larger (potentially undesired) diffusion can be ap-
plied. Choosing insufficient values for these parameters, the numerical oscillations may
not be removed, but merely damped (see figure 2.16(b)).

As an alternative to reducing the Péclet number Pe by introducing additional diffusion,
numerical oscillations can be reduced through application of the Cauchy-Kowalevsky pro-
cedure to the macroscopic transport equation. For this purpose, the density nj+1

i at time
tj+1 = tj +∆t is expressed as Taylor expansion in ∆t according to [124]

nj+1
i = nj

i +∆t
∂nj

i

∂t
+

∆t2

2

∂2nj
i

∂t2
+O(∆t3). (2.65)

Considering for illustrative purposes the one-dimensional advection equation with con-
stant advection v in the absence of diffusion or sources, i.e. ∂

∂t
nj
i = −v ∂

∂ρ
nj
i , the second

temporal derivative is obtained as ∂2

∂t2
nj
i = v2 ∂2

∂ρ2
nj
i . Using this result in above Taylor

expansion, the expression

nj+1
i = nj

i +∆t

[
−v

∂nj
i

∂ρ
+

v2∆t

2

∂2nj
i

∂ρ2

]
+O(∆t3) (2.66)

is obtained. Comparing it with the Taylor expansion up to first order in ∆t of the one-
dimensional advection-diffusion equation, i.e. ∂

∂t
nj
i = −v ∂

∂ρ
nj
i +D ∂2

∂ρ2
nj
i , being

nj+1
i = nj

i +∆t

[
−v

∂nj
i

∂ρ
+D

∂2nj
i

∂ρ2

]
+O(∆t2), (2.67)

the Cauchy-Kowalevsky procedure reduces numerical oscillations by introducing numer-
ical diffusion of magnitude D = v2∆t/2. As such, the Péclet number is modified as
Pe = 2∆r/v∆t. A thorough treatment of the STRAHL transport equation (2.60) yields
the modified diffusion D̃ and advection ṽ coefficients

D̃ = D +
v2∆t

2
, ṽ = v

[
1− ∆t

2

[
v

r
+ ρ′

∂v

∂ρ

]]
, (2.68)

which I implemented for the first-order central finite difference scheme in STRAHL to as-
sess the suitability of this method*. Even though the Cauchy-Kowalevsky procedure can
improve numerical stability (see figure 2.16(c)), it introduces limitations for the minimum
time step. Demanding |Pe| ≤ 2 for stability limits the time step to ∆t ≥ ∆r/ |v|. In the
example shown in figure 2.16(c), the time step ∆t was chosen too small to effectively re-
move the numerical oscillations. As such, the Cauchy-Kowalevsky procedure exhibits the
same drawbacks as the previous method discussed, being increased computational costs
due to a larger computational grid and introduction of (undesired) numerical diffusion.

* When applying the Cauchy-Kowalevsky procedure to the first-order central finite difference scheme, the
discretization obtained is also referred to as Lax-Wendroff scheme [124].
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An effective method for preventing the occurrence of numerical oscillations can be de-
signed by recalling, that these are caused by discretizing the first spatial derivative through
a first-order central finite difference scheme. Applying instead a forward or backward
scheme (depending on the sign of v), numerical oscillations can be avoided. However,
this scheme has a lower accuracy and introduces numerical damping. As cases with low
Péclet number |Pe| < 2 are numerically stable using a central scheme, the discretization
of ∂n/∂ρ may be chosen depending on the value of the Péclet number. This approach is
referred to as adaptive upwinding. For this purpose, the adaptive upwinding parameter
K ∈ [−1, 1] is introduced and the first spatial derivative discretized as

∂n

∂ρ
=

1

2∆ρ
[[1 +K]ni−1 − 2Kni − [1−K]ni+1] . (2.69)

In the case K = 0, the central scheme is re-obtained, whereas for K = ±1 a for-
ward/backward discretization is applied. The parameter K has to be related to the Péclet
number such that K(Pe = 0) = 0 and K(|Pe| = ∞) = sgn(Pe) to ensure removing
the numerical oscillations. Suitable methods are exponential fitting or an approximation
thereof [123], being respectively

K =
ePe + 1

ePe − 1
− 2

Pe
, (2.70a)

K = max (0, 1− 2/ |Pe|) sgn(Pe). (2.70b)

The latter expression takes the stability boundary of the central finite difference scheme
into account. Both methods are illustrated in figure 2.17. Following this approach, the
discretization applied is generally a mixture of a central scheme and upwinding. Given
the simplicity of the latter expression (2.70b), this relation is used in the following. Here,
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Figure 2.17: Adaptive upwinding parameter K for the discretization of the first derivative
∂n/∂ρ in equation (2.69) as a function of the Péclet number Pe using exponential fitting
(black; see equation (2.70a)) and an approximation thereof (blue; see equation (2.70b)). In
cases of strong diffusion with |Pe| < 4, the central scheme dominates the discretization,
whereas in cases of large advection with |Pe| > 4 upwinding dominates.
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the central scheme dominates the discretization in cases of strong diffusion with |Pe| < 4,
whereas in cases of large advection with |Pe| > 4 upwinding dominates.

Even though the introduction of adaptive upwinding in the discretization scheme pre-
vents the occurrence of numerical oscillations, the forward scheme for the discretization
of the first spatial derivative ∂n/∂ρ has a lower accuracy and, even worse, introduces
numerical damping. Furthermore, the first-order finite difference scheme used does gen-
erally not conserve the particle content*. However, as this property is a requirement for
assessing the amount of injected material in simulations of massive gas injection, a dis-
cretization scheme different from the first-order finite difference scheme is needed. Ide-
ally, a scheme is to be applied which relies for the density evolution only on directly
neighboring grid points, such that the fast Thomas algorithm can be continued to be used.

Conservation of the particle content can be ensured by application of a finite volume
discretization. For this purpose, a discretization is derived from the conservative form
of the transport equation in cylindrial coordinates. Consider a numerical grid where the
grid points i at radial position ri are embedded in cells Ωi =

[
ri− 1

2
, ri+ 1

2

]
with vertices

ri± 1
2
= 1

2
(ri+ri±1). Vertices are located in the middle between grid points, corresponding

to a vertex centered scheme. The cell averaged density n̄(ri, t) is then given by

n̄(ri, t) =

∫
Ωi
rn(r, t) dr∫
Ωi
r dr

=
2

r2
i+ 1

2

− r2
i− 1

2

∫ r
i+1

2

r
i− 1

2

rn(r, t) dr. (2.71)

Applying this scheme, the conservative form of the differential equation is obtained as

∂n̄(ri)

∂t
=

2

gi

[
rD

∂n

∂r
− rvn

]i+ 1
2

i− 1
2

+ S̄i, (2.72)

where the abbreviation gi = r2
i+ 1

2

− r2
i− 1

2

has been introduced. Using a vertex centered

scheme, quantities at the cell boundaries i± 1
2

are evaluated as the average of both cells,

Di± 1
2
=

1

2

[
D̄i + D̄i±1

]
, (2.73a)

vi± 1
2
=

1

2
[v̄i + v̄i±1] , (2.73b)

∂n

∂r

∣∣∣∣
i± 1

2

= ∓ n̄i − n̄i±1

∆ri±
. (2.73c)

The distance between neighboring grid points is denoted with ∆ri± = ∓(ri − ri±1). In
the case of the density ni± 1

2
at the cell boundaries from the advection contribution, using

the cell average would correspond to a first order central scheme. However, as discussed
before, in the case of large Péclet numbers |Pe|, this scheme introduces numerical oscilla-

* The non-conservation of the particle inventory using a first-order finite difference scheme can be demon-
strated e.g. in simulations of advective only transport using a constant velocity field changing sign
between grid points l and l + 1, such that vi = v for i ≤ l and vi = −v for i ≥ l + 1.
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tions. Note, that for the evaluation of the diffusion Di± 1
2

and advection vi± 1
2

coefficients,
this restriction does not apply, as these quantities are merely evaluated instead of evolved.
Thus, adaptive upwinding is to be used to express the density at the cell boundaries, giving

ni± 1
2
=

1

2

[[
1∓K1± 1

2

]
n̄i±1 +

[
1±Ki± 1

2

]
n̄i

]
, (2.74)

where the parameter Ki± 1
2

is to be evaluated using expression (2.70b) at the cell bound-
aries.

For the discretization of the temporal derivative ∂n̄/∂t, the θ-method is applied, being

∂n̄i

∂t
=

nj+1
i − nj

i

∆t
= θF (nj+1

i ) + (1− θ)F (nj
i ). (2.75)

From stability analysis, unconditional stability of this scheme is known to be achieved
for θ ≥ 1

2
[123]. As the approach of applying θ = 1

2
, known also as Crank-Nicolson

method, is used in the original version of STRAHL, it is also applied for the discretization
of the conservative form of the transport equation. Introducing further the abbreviations
D̃i± = ri± 1

2
Di± 1

2
/gi∆ri± and similarly ṽi± = ri± 1

2
vi± 1

2
/2gi, the complete finite volume

discretization for STRAHL is obtained as
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i

∆t
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D̃i+ − ṽi+
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i+1 + n̄j

i+1

]
.

(2.76)

For the inner most grid point on the magnetic axis at r0 = 0, a Neumann boundary con-
dition is chosen, requiring the density derivative to vanish, i.e. ∂n/∂ρ = 0. Additionally,
advection is assumed to be absent on the magnetic axis, i.e. v0 = 0. Evaluating the
lower integration bound of the conservative form of the transport equation (2.72) at r = 0

accordingly, the discretization of the inner most grid point i = 0 is obtained as,

n̄j+1
0 − n̄j

0

∆t
= S̄0 −

[
D̃0+ + ṽ0+

[
1 +K 1

2

]] [
n̄j+1
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0

]
+
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D̃0+ − ṽ0+

[
1−K 1

2

]] [
n̄j+1
1 + n̄j

1

]
.

(2.77)

Outside the simulation domain, the particle density is assumed to decay exponentially
over a length scale λ. As such, a Robin boundary condition is used by STRAHL, being
∂n/∂ρ = −nλ. To incorporate this condition in the discretization of the transport prob-
lem, a virtual grid point is introduced at index b+1. The density at this point is thus given
by n̄b+1 = [1−∆rb−/λ] n̄b, using the same grid spacing as between the points b and b−1.
Applying additionally identical transport coefficients at the virtual point, i.e. Db+1 = Db
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and vb+1 = vb, and positioning the point at rb+1 = rb + ∆rb−, the discretization for the
simulation boundary is obtained as

n̄j+1
b − n̄j

b

∆t
= S̄b +

[
D̃b− + ṽb−

[
1 +Kb− 1

2

]] [
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2

]] [
n̄j+1
b + n̄j

b

]
−
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D̃b+
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λ

+ ṽb+

[
2−

[
1−Kb+ 1

2

] ∆rb−
λ

]] [
n̄j+1
b + n̄j

b

]
.

(2.78)

This concludes the description of the finite volume discretization for STRAHL.
The discretization of the transport equation used in STRAHL by means of finite volume

methods was developed by myself based on the work by Hundsdorfer & Verwer [123]. I
adopted the approach presented to the specific requirements of STRAHL and replaced the
previously employed finite difference scheme in the code.

Using a finite volume discretization with adaptive upwinding in STRAHL, the issue of
numerical oscillations discussed at the beginning of this section is successfully resolved
(see figure 2.16(d)). Furthermore, the new scheme ensures conservation of the parti-
cle content in STRAHL, thus being suitable for the simulation of massive gas injection
scenarios. As such, the updated version of STRAHL is used throughout the remainder
of this work. On a side note, the improved numerical scheme presented has, by now,
also been implemented in the STRAHL [92] main branch, as well as in the derived tool
AURORA [125, 126].

2.6.3 Coupling to ASTRA

The tool STRAHL is coupled to ASTRA to enable self-consistent simulations of the
evolution of background plasma and impurities. In light of the modifications made to
STRAHL and additional features required with respect to previous applications (see e.g.
the work by Fable et al [106]), I rewrote the existing wrapper routine calling STRAHL

from within ASTRA. At its core, the wrapper routine produces the (text) input files re-
quired by STRAHL at each time step, initiates a STRAHL simulation over the duration of
the ASTRA time step and collects the STRAHL results from a netCDF-file.

The wrapper routine itself is controlled by an input file, where parameters constant
throughout the simulation are specified and read by the routine at the beginning of the
simulation. The options include i.a. the constant STRAHL time step, treatment of the
computational grid, options for the application of NEOART, connection lengths for recy-
cling and specifications of the impurity species present.

During an ASTRA simulation, profiles of the electron temperature and density are
passed to STRAHL to calculate the rate coefficients of the atomic processes considered.
Additionally, the computational grid used by ASTRA is provided and applied identically
in STRAHL. This approach allows easier exchange of kinetic profiles between both tools,



58 Methodology

removing the necessity of profile interpolation. For this purpose, I updated STRAHL to
perform calculations on an externally provided grid. The option to use one of the grids de-
fined by STRAHL is kept, but not used in this work. Furthermore, geometric information
such as the total plasma volume V and the normalized radial coordinate ρV are passed to
STRAHL, as the transport equation employs cylindrical coordinates based on ρV .

To calculate neoclassical impurity transport coefficients with NEOART inside STRAHL,
the wrapper routine was amended to provide the required geometric profiles as specified
in the STRAHL manual [92]. Previously, these factors were made available only when
calculating the magnetic equilibrium inside ASTRA with the code SPIDER. However, as
argued in section 2.5.1, application of SPIDER is not necessary, as the magnetic equilib-
rium of massive gas injection experiments in ASDEX Upgrade is well described using the
3-moment approach. To allow combined usage of the 3-moment solver and NEOART, the
required geometric factors are calculated in the ASTRA wrapper routine calling STRAHL.

After STRAHL has performed an impurity transport simulation, the results are stored,
by default, in a netCDF-file. The wrapper routine reads this file and extracts relevant quan-
tities for subsequent use in ASTRA. Charge state resolved impurity densities are stored in
a common block variable to allow access by other modules, such as the routine REGIA.
Recall, state-of-the-art runaway generation models calculate screening and deflection fre-
quencies by considering all individual charge states present (see section 2.1.2). Further-
more, the total impurity ion density and average charge are calculated to construct the
free electron density inside ASTRA’s core routines. For the evolution of the plasma cur-
rent, the effective plasma charge is additionally calculated. Finally, the wrapper routine
collects from the STRAHL output file the impurity radiation calculated, which consists
of line radiation, continuum radiation and ionization power loss. The impurity radiation
is then used as a sink term during the evaluation of the electron temperature evolution.
Additional variables are collected by the wrapper routine from the netCDF file and stored
in the ASTRA output file for postsimulation analysis.

2.6.4 Simulating massive gas injection

The injection of massive amounts of material in ASDEX Upgrade using argon massive gas
injection is simulated by STRAHL in this workflow. The material is deposited 1 cm outside
the LCFS using a Gaussian source with inner and outer length scales of λin = 0 and
λout = 1 m. As such, calculating the propagation of the material from valve to LCFS is
not necessary, thus simplifying the problem. For a more complete description of material
propagation up to the LCFS, tools focusing on this problem, such as IMAGINE [127],
could be employed in future work. Depositing the material just outside the LCFS in
STRAHL, the delay between valve trigger and arrival at the LCFS has to be taken into
account. The delay is inferred experimentally from bolometry measurements to be 1 ms.

The strength of the argon source decreases with time, as the valve is progressively
emptied. As such, the source strength is related to the valve’s argon content NAr through
SAr = −dNAr/dt. Under the assumption of one-dimensional ideal flow, the outflow of
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argon from the valve can be described by the continuity equation [43]

dNAr

dt
+ nAr|nozzle vAr|nozzle Av(t) = 0. (2.79)

In the case of sonic gas expansion under conservation of entropy, the density nAr|nozzle and
flow velocity vAr|nozzle at the valve’s nozzle are related to the in-vessel argon content and

temperature through nAr|nozzle = NAr

(
2

κ+1

) 1
κ−1 /Vv and vAr|nozzle =

√
2κ
κ+1

kBTv

mAr
[128],

respectively. The quantity Vv denotes the valve’s constant volume consisting of a gas
reservoir with 85 cm3 and a feed line of 15 cm3 volume in ASDEX Upgrade. The quantity
kB denotes the Boltzmann constant. For argon, the isentropic expansion factor κ amounts
to κ = 5/3. The valve itself is at ambient temperature of Tv ≈ 300 K.

Once the valve is triggered at time tinj, the gas valve opens over a finite opening time
τv = 1 ms. In this period, the cross sectional area of the valve’s aperture is assumed to
increase linearly as Av(t) = Ãv(t − tinj)/τv. As such, the source rate during opening of
the valve and with opened valve is obtained from above continuity equation as
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NAr,0
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Ãv
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κ+ 1

2

) 2κ−1
κ−1

√
mAr

κTv

. (2.80b)

The argon content prior to injection is denoted by NAr,0. As an example, the temporal evo-
lution of the argon source strength at the LCFS for ASDEX Upgrade discharge #33108 is
shown in figure 2.18. Following the injection of material, the neutral impurities deposited
propagate inwards with thermal velocity

√
kBTv/mAr, as discussed in section 2.6.1.
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Figure 2.18: Temporal evolution of the argon source strength SAr at the LCFS in ASDEX
Upgrade discharge #33108. Before the discharge, the gas valve was filled with an argon
content of 0.73 bar ×100 cm3. When triggering the valve at time tinj, the valve opens its
nozzle over a duration of τv = 1 ms. Due to a finite time of flight, the gas injected reaches
the LCFS with a delay of 1 ms.
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2.7 Simulation specific details

The simulations presented were carried out on the TOK batch cluster and on the interactive
TOK-I cluster of IPP Garching. The batch cluster includes 124 nodes, each equipped
with 2 Intel Xeon Gold 6130 CPUs consisting of 16 cores and with 192 GB of memory.
The interactive cluster is limited to 8 nodes, each having 24 cores (2 Intel Xeon E5-2680
v3 CPUs) and 0.75 TB of memory. As the core ASTRA routines allow only serialized
execution of the tool, the simulations were performed using one core and 1 GB of memory.
Within the code STRAHL, I have furthermore parallelized execution of the neoclassical
code NEOART with openMP. Yet, the speed-up in wall-clock time achieved on the batch
cluster was far less than expected. Thus, the simulations were performed single-threaded.

The confined tokamak plasma between the magnetic axis at ρ = 0 and LCFS at ρ = 1 is
described by ASTRA-STRAHL using 401 equally spaced radial grid points. The ASTRA
adaptive simulation time step is kept within 10−8 s and 10−3 s in production-type runs
(although the upper limit is never reached). In STRAHL, a fixed time step of 10−8 s is
used. Convergence scans of the simulation results with respect to a variation of these
numerical parameters were performed prior to carrying out production-type simulations.
ASDEX Upgrade disruptions were modeled over a duration of 8 ms of plasma evolution.
On the specified architecture, production-type simulations took between 20 and 40 hours.

Additionally, I performed exploratory simulations on the interactive TOK-I cluster
for qualitative studies, model development and code testing. In these simulations, both
the minimum ASTRA time step and the STRAHL fixed time step were increased to 10−6 s,
while using the same amount of radial grid points. Results of production-type simulations
are still well reproduced in simulations using the larger minimum time step. Importantly,
modeling ASDEX Upgrade disruptions over a duration of 8 ms of plasma evolution is
achieved in only 15 to 30 minutes.
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3.1 Paper #1

O. Linder, E. Fable, F. Jenko, G. Papp, G. Pautasso, the ASDEX Upgrade
Team and the EUROfusion MST1 Team,

Self-consistent modeling of runaway electron generation in massive gas
injection scenarios in ASDEX Upgrade,

Nuclear Fusion 60, 096031 (2020).
https://doi.org/10.1088/1741-4326/ab9dcf

arXiv:2003.00725 [physics.plasm-ph]

In this paper, first-time simulations with the coupled transport codes ASTRA-STRAHL
[80, 92] of the spatio-temporal evolution of background plasma, material injected and
runaway electron generation are performed throughout an ASDEX Upgrade disruption
induced by massive gas injection. The temporal evolution of key plasma parameters, such
as the line averaged free electron density and the plasma current, is calculated in agree-
ment with experimental observations of ASDEX Upgrade discharge #33108 throughout
the various stages of the disruption, being the pre-thermal quench, the thermal quench and
the current quench. The study thus demonstrates the suitability of describing the underly-
ing processes through a 1.5D approach, despite the complexity and 3D nature of material
injection.

The work presented also shows the importance of additional transport mechanisms
during breakup and reconnection of magnetic surfaces for the propagation of the material
injected. Only under the assumption of rapid redistribution of material inside the q = 2

rational magnetic flux surface in the presence of magnetic reconnection [106] (the effects
of which are described by a 0D model), experimental observations of the rapid increase
of the free electron density and the decay of the plasma current can be explained. Simul-
taneously, neoclassical processes for the transport of ionized impurities are found to be
relevant for the propagation of impurities during the current quench.

The study further illustrates the necessity of evolving the impurity species distribu-
tion based on electron-impact ionization and recombination rates, e.g. from ADAS [120],
instead of assuming steady-state conditions (coronal equilibrium) among the impurity
ionization stages for each time point considered. Comparing the coronal impurity distri-
bution calculated postdisruption using the simulation’s kinetic profiles with the impurity
distribution obtained in self-consistent simulations, the coronal assumption is shown to
overestimate the rate of change of the impurity distribution in the presence of changing
plasma conditions on sub-ms time scales. Hence, a coronal distribution of impurities
should not be used in integrated simulations of material injection and runaway electron
generation, due to the sensitivity of electron runaway on the impurity composition.

Finally, the paper highlights the importance of considering the impact of partially ion-
ized impurities on electron runaway in self-consistent simulations of tokamak disruptions.
In simulations under application of simple models describing electron runaway in the ab-
sence of these effects [62, 76], the runaway current obtained disagrees qualitatively with

https://doi.org/10.1088/1741-4326/ab9dcf
https://arxiv.org/abs/2003.00725
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measurements of plasma current decay and hard x-ray radiation, as significant primary
runaway is predicted to occur too early into the disruption. Utilizing recently developed
reduced-kinetic models [77, 84] instead, a runaway response consistent with experimen-
tal observations is obtained, thus emphasizing the importance of the impact of partially
ionized impurities on electron runaway.

Aforementioned paper included was written by me. To perform the studies conducted,
I extended the tool’s capabilities by creating a Fortran module containing several re-
duced models for electron runaway* and including it inside ASTRA. I enabled simulations
of massive gas injection using STRAHL by modifying the code for the treatment of (mul-
tiple) neutral impurity species, implementing a finite volume scheme and updating the
coupling between ASTRA and STRAHL accordingly.

The simulations discussed in the paper were performed from start to finish by me,
i.e. simulation design, setup, execution, storage and analysis. For comparison with ex-
periment, I retrieved the necessary measurement data and processed these according to
comparison requirements. I developed a collection of additional tools and scripts for each
step of the simulation workflow to allow for automation and consistent execution of the
workflow.

The paper itself was written entirely by me, including all sections and appendices.
All figures embedded were created from simulation and experimental data by me; where
necessary through application of self-developed data processing scripts. As first author I
was responsible for the submission and peer-review procedure of the manuscript.

* The standalone Fortranmodule is available at https://github.com/o-linder/runawayelectrongeneration.

https://github.com/o-linder/runawayelectrongeneration
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3.2 Paper #2

O. Linder, G. Papp, E. Fable, F. Jenko, G. Pautasso, the ASDEX Upgrade
Team and the EUROfusion MST1 Team,

Electron runaway in ASDEX Upgrade experiments of varying core
temperature,

Journal of Plasma Physics 87, 905870301 (2021).
https://doi.org/10.1017/S0022377821000416

arXiv:2101.04471 [physics.plasm-ph]

In this paper, the work on simulating the spatio-temporal evolution of background
plasma, material injection and runaway electron generation presented in paper #1 (see
section 3.1) is expanded upon by considering an additional mechanism for electron run-
away, being hot-tail runaway during the thermal collapse of the plasma. For this purpose,
I improved and implemented an analytical model [74] describing the hot-tail population
in the coupled transport codes ASTRA-STRAHL.

In simulations of argon injection in ASDEX Upgrade discharge #33108, primary run-
away generation mechanisms are found to produce only a small seed population of run-
away electrons, being in total around 3 kA compared to the postdisruption runaway cur-
rent of 331 kA calculated. The exact strength of primary generation is only of secondary
importance, as similar postdisruption runaway currents are obtained when neglecting one
of the primary generation mechanisms. Electron runaway in ASDEX Upgrade is there-
fore caused predominantly by avalanche multiplication. Similar observations have been
made in zero spatial dimension kinetic simulations with the tool CODE [101].

In a set of 17 ASTRA-STRAHL simulations with varying predisruption central electron
temperature based on ASDEX Upgrade discharge #33108, the postdisruption runaway
electron current is found insensitive to a variation of the temperature below 9 keV. The
same behavior is observed experimentally across a database of 70 ASDEX Upgrade dis-
charges with material injection parameters similar to #33108. However, the runaway
current of around 330 kA calculated in self-consistent simulations is larger than measured
experimentally, being around 190 kA. This difference suggests the presence of runaway
electron loss mechanisms not accounted for in the model employed. In the case of pre-
disruption temperatures above 9 keV, simulations predict an increase of the runaway cur-
rent due to an increasing hot-tail population, constituting up to 9% of the postdisruption
current for the largest temperatures of 20 keV considered. However, in ASDEX Up-
grade experiments in this temperature range, no postdisruption runaway electron current
is measured. As the models employed predict significant primary and secondary gener-
ation under these conditions, the experimentally observed absence of runaway electrons
suggests the complete loss of the runaway seed during the thermal quench and subse-
quent magnetic reconnection, prompting further studies with non-linear MHD codes and
additional experiments of ASDEX Upgrade in this temperature regime.

https://doi.org/10.1017/S0022377821000416
https://arxiv.org/abs/2101.04471
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Aforementioned paper included was written by me. I improved and implemented the
analytical model for the hot-tail population [74] inside the standalone Fortran mod-
ule introduced in paper #1 (see section 3.1). To extract characteristic quantities of the
thermal quench required by this hot-tail model, I created appropriate analysis scripts. I
adapted the simulation workflow set up for the study presented in paper #1 for the specific
requirements of the hot-tail model.

The study presented in this paper was designed and corresponding simulations per-
formed by me from start to finish, covering setup, execution and analysis. Throughout
the simulation workflow, I employed the tools I had developed for the study presented
in paper #1 and expanded them as necessary. For comparison of simulation results with
experimental measurements, I created aforementioned database of 70 ASDEX Upgrade
discharges using a self-developed analysis workflow to extract key quantities of interest
from experimental signals.

The manuscript of this publication was written by me, covering all sections and appen-
dices. I created all figures included in the paper using simulation and experimental data.
For this purpose, I also utilized self-developed scripts for data processing. Submission of
the manuscript, as well as correspondence during the peer-review process was handled by
me.
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In this dissertation, the generation of runaway electrons following the injection of mas-
sive amounts of material in tokamak-type fusion reactors is investigated computationally
with the coupled transport codes ASTRA-STRAHL. In this context, the first self-consistent
transport simulations of simultaneous background plasma evolution, material injection
and runaway electron generation are performed in agreement with experimental mea-
surements of an ASDEX Upgrade discharge. The simulations presented cover the entire
artificially induced disruption from the onset of material injection up to the end of the
current quench. The findings of these studies are reported in two publications by Linder
et al [47, 93].

4.1 Material deposition

The scope of the simulations performed constitutes a novel approach for the investigation
of runaway electron generation in tokamak plasmas. In particular, the thorough treatment
of impurity deposition and propagation in this work is shown to be essential. Key exper-
imental observations in ASDEX Upgrade discharge #33108 such as the increase of the
line-averaged electron density and decrease of the plasma current can only be reproduced
when accurately modeling the deposition and propagation of impurities. Regarding the
generation of runaway electrons, theoretical work [77,84,94,95] emphasizes the high im-
portance of the impact of partially ionized impurities on electron runaway, thus advocat-
ing for a thorough treatment of impurities in simulations of runaway electron generation.
The simulations presented in this dissertation are able to show that impurity deposition
and propagation can be successfully described through one-dimensional transport model-
ing. Here, the density evolution of neutral impurities deposited just outside the LCFS is
explicitly calculated from to the macroscopic transport equation under the assumption of
inward propagation at the speed of sound. The transport of impurity ions is identified to be
caused by neoclassical effects and by rapid redistribution during breakup of the magnetic
surfaces due to MHD activity.

Compared to previous studies, the treatment of impurities in this work constitutes a
step forward, as the aspect of impurity deposition has been treated only superficially in
preceding modeling exercises. Focusing more on simulating the generation of runaway
electrons, a common choice for the deposition of impurities is the application of a spa-
tially uniform (neutral) impurity density profile [82, 129]. Alternatively, impurity density
profiles shaped as the predisruption electron density profile and ramped-up exponentially
in time have been employed [81]. Impurity density profiles have also been obtained from
the condition that impurity radiation balances Ohmic heating during the current quench
phase [71]. While motivated by experimental observations of material deposition time
scales [81, 129], by the material delivery scheme [129] or by energy conservation [71],
the alternative methods described are challenging to apply to scenarios of massive gas
injection from a valve throughout the entire disruption.

A promising approach for describing the deposition of material has been presented pre-
viously with ASTRA-STRAHL by Fable et al [106]. In their work, massive gas injection
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was modeled by depositing neutral material outside the LCFS and obtaining the evolution
of the neutral impurity density inside the confined plasma from the stationary continuity
equation. Applied only during the pre-thermal quench, these simulations demonstrated
the suitability of a one-dimensional treatment of impurity deposition in transport simu-
lations by reproducing experimental observations in this phase. As such, the work pre-
sented by Fable et al [106] inspired the treatment of neutral impurity deposition within this
dissertation. However, by obtaining the impurity density from the stationary continuity
equation, the effective propagation velocity of the material has to be analyzed postdisrup-
tion. Simulation results obtained are invalid if propagation occurs at velocities exceeding
the speed of sound [106]. This issue is resolved in the work presented in this dissertation
by calculating the spatio-temporal evolution of the neutral impurity density through the
transport equation under the assumption of inward propagation at thermal velocities for
impurities deposited by massive gas injection. Following this approach, impurity deposi-
tion and the neutral density profile can be calculated throughout the entire disruption.

The neutral particle source employed in this work describes the deposition of material
by massive gas injection. The source strength at the valve’s nozzle is obtained from a con-
tinuity equation for the valve’s particle content under the assumption of ideal, isentropic
flow in one dimension through a converging nozzle [128]. For simplicity, the source is
located just outside the LCFS in the simulations presented. However, a more accurate
treatment of neutral impurity deposition can be obtained by explicitly modeling the prop-
agation from the gas valve to the LCFS, as carried out e.g. by the code IMAGINE [127].
For this purpose, the simulation domain has to be extended radially up to the location of
the valve. Apart from solving coupled transport equations for electron heat, ion heat and
the neutral impurity density, continuity equations describing the conservation of the neu-
tral particle momentum and energy are considered by IMAGINE. These constraints have
also been considered for the derivation of the source strength [128] used in this work.
Yet additionally in IMAGINE, charge exchange reactions between impurity neutrals and
plasma ions are taken into account. The relevance of these processes has recently been
highlighted in studies of impurity density measurements at the pedestal in ASDEX Up-
grade [130]. Following the approach employed by IMAGINE, a more accurate description
of the neutral particle source for deposition by massive gas injection can be obtained. A
corresponding treatment of impurity deposition could be employed in future work with
ASTRA-STRAHL, e.g. by implementing such a model directly in STRAHL.

By evolving the population of deposited neutral particles according to the macroscopic
transport equation in ASTRA-STRAHL, deposition schemes other than massive gas in-
jection can also be investigated in this framework. For the ITER tokamak, material de-
position by shattered pellet injection is currently planned [17], wherefore this scheme is
being investigated in present-day devices [37, 38]. Calculating the ablation rate of the
shards injected with external tools, e.g. with the model presented by Bosviel et al [131]
and applied by Kim et al [132], the spatio-temporal evolution of the neutral source profile
could be prescribed in STRAHL, thus enabling investigation of shattered pellet injection
scenarios with ASTRA-STRAHL in future work.
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4.2 Breakup of magnetic surfaces

In massive gas injection scenarios in ASDEX Upgrade, (m,n) = (2, 1) MHD modes
and higher harmonics are excited by strong current density gradients [88, 107] when the
inward propagating cold gas front reaches the q = 2 surface [106]. As a result, the
well confining structure of nested magnetic surfaces is perturbed or replaced by ergodic
zones due to fast magnetic reconnection [113]. In this environment, the radial transport
of heat and ions is strongly enhanced as particles travel along stochastic magnetic field
lines [7]. Eventually, closed magnetic flux surfaces re-emerge [117–119] as MHD modes
are stabilized following the relaxation of the current density profile, thus reducing radial
transport to typical levels.

The process of breakup and re-emergence of magnetic flux surfaces cannot be modeled
in the one-dimensional transport codes ASTRA-STRAHL, requiring instead treatment by
non-linear MHD codes, such as JOREK [85–87], M3D-C1 [114, 115] or NIMROD [116].
However, simultaneously, the impact of MHD activity during the thermal quench on the
transport of heat and ions cannot be neglected. In self-consistent transport simulations
with ASTRA-STRAHL in the absence of these effects, the loss of thermal energy on sub-
ms time scales cannot be reproduced [47]. In other transport studies of runaway electron
generation, modeling the impact of MHD activity on the plasma was circumvented e.g.
by starting the simulation only after the temperature has collapsed [71] or by assuming an
exponential decay of the temperature during the thermal quench [82].

In the work presented in this dissertation, the impact of MHD activity during the ther-
mal quench is taken into account by flattening the current density profile and prescribing
additional, transient transport coefficients for heat and particles. In massive gas injection
experiments in ASDEX Upgrade or JET, the occurrence of a current spike during the ther-
mal quench suggests the flattening of the current density profile [46, 88]. This process is
mimicked inside ASTRA by flattening the current density profile under conservation of
the total poloidal magnetic flux. This approach, however, is not suitable for additionally
reproducing the current spike. Instead, the magnetic helicity is constant throughout the
flattening of the current density [113], as observed in recent JOREK simulations of mas-
sive gas injection in JET [107]. In future work with ASTRA-STRAHL, this effect has to
be taken into account. The increase of the total plasma current during the late phase of
the thermal quench is associated with a change of the electric field in the cold plasma.
As such, impurity ionization and runaway electron generation might be affected as well
under these conditions. Considering the current spike in self-consistent simulations is
therefore believed to describe experimental observations more realistically.

The approach of prescribing transient transport coefficients during breakup of magnetic
surfaces in ASTRA-STRAHL is found suitable to induce the loss of plasma stored energy
on sub-ms time scales. However, as the corresponding coefficients are not derived from
first principles, the required magnitude has to be determined from agreement between
simulation and the experiment to be modeled. In the case of heat transport, a maximum
transient heat diffusion coefficient of χ = 100 m2 s−1 is identified to be sufficient, as



4.3 Agreement with experimental observations 73

conjectured by Fehér et al [64]. A maximum diffusion coefficient of similar magnitude is
used for the transport of particles in this work. The approach chosen to mimic the impact
of the breakup of magnetic surfaces on the plasma, as well as the validity of the numerical
values used has to be assessed in future work with non-linear MHD codes. In recent
JOREK simulations of argon massive gas injection in JET, rapid redistribution of impurity
ions in the central plasma following the onset of MHD mode activity was observed [107].
As such, the approach chosen for impurity redistribution within this work is qualitatively
supported by more complex modeling. Furthermore, the method employed in this work is
observed to cause the loss of plasma stored energy on sub-ms time scales. Hence, with the
model of additional, transient transport coefficients, the work presented in this dissertation
successfully describes tokamak disruptions from the onset of material injection up to the
end of the current quench.

4.3 Agreement with experimental observations

The self-consistent simulations of impurity argon injection in ASDEX Upgrade discharge
#33108 presented in this work are shown to reproduce key experimental observations
of the discharge modeled. Corresponding simulations have first been reported by Lin-
der et al [47] considering runaway generation due to only the Dreicer mechanism and
avalanche multiplication. In follow-up studies taking also hot-tail generation into ac-
count [93], agreement between simulation and experiment is still obtained.

The simulations discussed reproduce key experimental observations. Importantly, the
strong increase of the line-averaged electron density during the thermal quench is de-
scribed well (see figure 4.19(a)). Application of additional, transient transport coefficients
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Figure 4.19: Temporal evolution of key quantities in self-consistent ASTRA-STRAHL
simulations (blue) of ASDEX Upgrade discharge #33108 throughout the artificial disrup-
tion compared to experimental measurements (black), being (a) the line-averaged electron
density n̄e along the central chord (solid) and the high-field-side edge chord (dashed), as
well as (b) the plasma current Ip (solid) and the runaway electron current (dashed). The
temporal evolution of these quantities is shown starting at the beginning of gas injection
at tinj.
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was required to mimic the impact of the breakup of magnetic surfaces on the redistri-
bution of heat and particles during the thermal quench. The coefficients employed are
set only to an order of magnitude, as the increase of the line-averaged electron density
can be reproduced within reasonable bounds under a variation of these coefficients by
up to 50%. Furthermore, the comparison of the line-averaged electron density between
simulation and experiment is not straight-forward due to the three-dimensional nature of
material injection. Following deposition, the gas redistributes toroidally slower than radi-
ally, given the different dimensions of toroidal circumference and minor radius. Thus in
the presence of plasma rotation, the measured line-averaged electron density can exhibit
oscillations. Correspondingly in several discharges, the signal measured along edge or
central chord contains pronounced density oscillations with periods in the range of 1.0 ms
to 1.5 ms, coinciding with experimental measurements of the plasma rotation period.
As such, comparison between simulation and experiment has to be performed with care,
aiming at reproducing the general trend of the line-averaged electron density measured.
For this additional reason, refinement of the transient transport coefficient prescribed is
not reasonable. Yet importantly, the model presented is capable of accurately describing
the occurrence of the thermal quench, as supported by the corresponding increase of the
line-averaged electron density simulated. Simultaneously, the occurrence of the thermal
quench is also successfully inferred from a synthetic soft x-ray signal in comparison with
measurements by soft x-ray photo diodes [133] along central lines of sight.

The response of the line-averaged electron density during the other phases of the dis-
ruption is also described well by the simulations (see figure 4.19(b)). Following the onset
of material injection, the electron density simulated along both chords rises slowly, thus
being in agreement with measurements. After occurrence of the thermal quench and the
accompanying strong increase of the electron density, simulations predict a continued, but
slow rise of the density during the early stage of the current quench, as thermal energy
is further introduced through Ohmic heating. Only during the late stage of the current
quench, impurities simulated recombine too quickly compared to experimental obser-
vations, resulting in reduced electron densities as well as in reduced levels of impurity
radiation. As such, the model for impurity transport inside ASTRA-STRAHL requires
further refinement in future work to accurately describe the prolonged occurrence of el-
evated levels the line-averaged electron density. Alternatively, the introduction of loss
mechanisms for runaway electrons could resolve this discrepancy, as discussed further
below in section 4.4.

The plasma current calculated in self-consistent ASTRA-STRAHL simulations also
agrees well with experimental observations. Following the onset of material injection,
the total Ohmic current simulated decreases slowly at rates consistent with the experi-
ment. However, as discussed above, the current spike measured experimentally cannot be
captured in the simulations, as the current density is flattened at the onset of the thermal
quench under conservation of the total poloidal magnetic flux instead of the magnetic he-
licity. In future ASTRA-STRAHL simulations, corresponding modifications are needed,
as described in the previous section 4.2. During the current quench following, the plasma
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current obtained in the simulations decays at a similar rate as measured experimentally.
Importantly, a current decay rate consistent with experimental observations can be ob-
tained only when accurately describing the increase of the line-averaged electron density
during the thermal quench. Across several ASDEX Upgrade discharges, the maximum
current decay rate is experimentally observed to increase as larger amounts of impurities
are deposited in the confined plasma [46]. Therefore in simulations of ASDEX Upgrade
discharge #33108, comparable amounts of impurities are implied to be present in the cen-
tral plasma as in the experiment performed, resulting in comparable decay rates of the
plasma current. The postdisruption runaway current calculated is, however, larger than
observed experimentally due to the absence of loss mechanisms for runaway electrons.
The topic of runaway electron generation is discussed in more detail in section 4.4.

Despite the good agreement between simulation and experiment regarding the evo-
lution of the line-averaged electron density and the plasma current, the comparison of
simulation results with further experimental measurements between the onset of mate-
rial injection and the end of the current quench is challenging, given the limited number
and temporal resolution of available measurements. Problematically, tokamak disruptions
rapidly change plasma conditions on sub-ms time scales, thus being too fast for plasma
diagnostics designed to operate during steady-state core plasma operation. Yet, the exper-
imental data available imply good agreement between self-consistent ASTRA-STRAHL
simulations of argon massive gas injection in ASDEX Upgrade discharge #33108 and
experimental observations.

Similar transport studies as the ones presented in this dissertation, comparing simu-
lations of massive material injection and experiment, have not been carried out before.
As mentioned above, previous work with ASTRA-STRAHL studied only the pre-thermal
quench in ASDEX Upgrade [106]. Other studies, however, focused predominantly on
the aspect of runaway electron generation in the framework of one-dimensional transport
modeling, simplifying experimental aspects in the process, such as e.g. material deposi-
tion or the loss of plasma stored thermal energy. Still, tools like GO [81] proved capable of
correctly calculating the plasma current evolution for JET discharges. Given the threat of
runaway electrons for future high-current devices, several studies have investigated run-
away electron generation in ITER following massive material injection in the framework
of transport modeling [71, 82]. However, as the ITER tokamak is not operational yet,
comparison of simulations with experimental results is not possible.

Using non-linear MHD codes, recent JOREK simulations of argon massive gas injec-
tion in JET pulse 85943 up to the thermal quench phase were able to match the evolution
of the plasma current (including the occurrence of the current spike) and qualitatively
reproduce the measured impurity radiation [107]. These results are a promising step to-
wards JOREK simulations covering the entire disruption from material injection up to
established runaway electron beam, but simultaneously demonstrate that this endeavor
is challenging. Simulations of massive gas injection were also performed by the MHD
code NIMROD with a focus on the toroidal redistribution of material in DIII-D to achieve
uniform impurity radiation [134, 135]. Earlier NIMROD simulations were able to repro-
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duce experimental aspects of massive gas injection in Alcator C-Mod and DIII-D [136].
However, it should be noted that MHD simulations are computationally expensive, taking
weeks or months on HPC systems until completion instead of hours or days on a single
core as in the case of the transport codes ASTRA-STRAHL.

In the light of the modeling efforts carried out using other (transport) tools, the model
presented in this dissertation for self-consistent simulations with the toolkit ASTRA-
STRAHL constitutes a major step forward, being validated against experimental obser-
vations and thus drastically improving the modeling capabilities of massive gas injection
scenarios.

4.4 Investigation of electron runaway

In self-consistent simulations of artificial disruptions in ASDEX Upgrade with the
coupled-transport codes ASTRA-STRAHL, the generation of runaway electrons is studied
in response to the injection of massive amounts of material. The capabilities of the model
presented are demonstrated by Linder et al (2020) [47] considering runaway generation
due to the Dreicer mechanism and avalanche multiplication. In subsequent studies by
Linder et al (2021) [93], electron runaway due to the hot-tail mechanism [74] is addi-
tionally taken into account and further investigations are carried out. Since the hot-tail
mechanism is found to contribute only a small population of seed runaway electrons, the
findings of the previous work are not challenged. As such, the discussion of runaway
electron generation in the following is based on the results presented by Linder et al
(2021) [93].

The simulations presented are shown to be capable of describing runaway dynamics in
agreement with experimental observations (see figure 4.19(b)), resulting in the generation
of a pronounced runaway electron beam of several hundred kA at the end of the disrup-
tion. The dynamics of runaway generation is strongly influenced by details of material
deposition and propagation. During the initial phase of injection, a small seed population
of runaway electrons is created by the Dreicer mechanism in the vicinity of the cold gas
front propagating inwards. As the Ohmic current diffuses to regions of still hot plasma,
a growing current density sheet forms in front of the cold gas cloud. The strong electric
fields of up to 5% ED induced in the process facilitate the generation of runaway electrons
due to the Dreicer mechanism (cf. section 2.1.3) outside the q = 2 during the pre-thermal
quench (see figure 4.20). Upon reaching the q = 2 surface, the interior current density
profile is flattened, resulting in electric fields of only around 3% ED and thus terminating
favorable conditions for Dreicer runaway generation. In the presence of the rapid, radia-
tion induced temperature decay, runaway electrons are created by the hot-tail mechanism
and to reduced extent by the Dreicer mechanism inside the q = 2 surface (see figure 4.20).
Up to the end of the thermal quench, comparable amounts of primary runaway electrons
in the order of a few kA are generated by the two mechanisms. The small seed of runaway
electrons is amplified during the decay of the residual Ohmic current by avalanche mul-
tiplication. Throughout the current quench, the growing population of runaway electrons



4.4 Investigation of electron runaway 77

progressively reduces the electric field induced by removing poloidal magnetic flux [113].
Through this negative feedback on the evolution of the poloidal magnetic flux (see also
equation (2.49)), the disruption is eventually terminated and a runaway electron current
of several hundred kA is established (see figure 4.20).

The runaway current generated in ASDEX Upgrade disruptions is calculated to be
dominated by avalanche generated runaway electrons with primary mechanisms provid-
ing only a small seed population (see figure 4.20). Similar observations have recently
been made for ASDEX Upgrade by means of kinetic modeling with the full-f solver
CODE [101]. In their work, the postdisruption runaway current obtained is created pre-
dominantly by avalanche multiplication of a small seed population of hot-tail runaway
electrons. The contribution from the Dreicer mechanism is calculated to be negligible, in
contrast to the findings of the work presented in this dissertation. In ASTRA-STRAHL

simulations, Dreicer runaway generation is observed to be related to the one-dimensional,
inward propagation of the material injected. The CODE simulations mentioned, how-
ever, performed calculations of runaway electron generation in zero dimensions in po-
sition space, prescribing on-axis values of plasma quantities throughout the simulation
to represent plasma conditions on the magnetic axis. As such, the one-dimensional ef-
fect of inward material propagation cannot be described with this approach, explaining
the differences in Dreicer contributed runaway electron seed population. Even though
the treatment of the electron population in kinetic tools considering two dimensions in
momentum space is generally superior to the application of reduced kinetic models in a
transport framework, an accurate treatment of the one-dimensional position space evo-
lution of background plasma quantities is also important for the generation of runaway
electrons. However, as the Dreicer generated runaway population is small in the case
of ASDEX Upgrade discharge #33108, overall differences in the postdisruption runaway
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Figure 4.20: Radial profiles of the runaway electron current densities j at the end of
the current quench in self-consistent ASTRA-STRAHL simulations of ASDEX Upgrade
discharge #33108, generated by avalanche multiplication (solid black), the hot-tail mech-
anism (solid blue) and the Dreicer mechanism (dashed blue). For comparison, the Ohmic
current density profile at the start of massive gas injection (MGI) is shown (filled gray).
Note, that the current density profiles of the primary runaway electron populations are
scaled by a factor of × 100 for easier comparison.
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electron current between kinetic tools and a transport modeling approach are small. This
is also related to finite amounts of poloidal magnetic flux available for the generation
of runaway electrons and their negative feedback on the evolution of the poloidal mag-
netic flux, as discussed above. As such, self-consistent simulations using reduced kinetic
models can provide valuable insights into runaway electron dynamics.

An important effect still to be considered in ASTRA-STRAHL simulations is the loss
of runaway electrons by magnetic fluctuations, especially during breakup of the mag-
netic surfaces. Corresponding effects have not been considered in this work for now. As
such, the postdisruption runaway current calculated is consistently larger than observed
experimentally in the ASDEX Upgrade reference discharge #33108, being in the order of
330 kA instead of 220 kA (see figure 4.19(b)). However, it should be noted that postdis-
ruption runaway beams in excess of 300 kA have also been observed experimentally for
target plasmas similar to #33108 (see e.g. figure 9 of Linder et al (2021) [93]), with the
hightest runaway current exceeding 400 kA. Still, consideration of runaway losses could
improve agreement between simulation and experimental observations. For this purpose,
the impact of magnetic perturbations on runaway could be taken into account in future
work to describe losses and radial transport of runaway electrons [110, 137]. In the code
GO, the runaway electron current obtained in simulations of JET [81] and ITER [137] can
be greatly reduced in the presence of magnetic fluctuations.

Consideration of runaway electron losses would not only improve the description of
the runaway electron population with respect to experimental observations, but could also
resolve discrepancies observed between the simulated line-averaged electron density re-
sponse and experimental measurements. In the simulations performed, the electron den-
sity starts to decrease again too early into the current quench. This might be, in parts,
caused by the presence of a too small Ohmic current density, resulting in insufficient
amounts of Ohmic heating and thus impurity ionization. In the presence of runaway elec-
tron losses, however, a larger Ohmic current would persist for a longer period, thus also
prolonging the occurrence of high line-averaged electron densities. As such, consider-
ation of runaway electron loss mechanisms is presumed to increase overall agreement
between simulations and experiments for multiple quantities.

The model presented can also be applied to study the impact of non-fully ionized im-
purities on electron runaway. In recent theoretical work [77, 84, 94, 95], the presence of
partially ionized impurities is identified to affect electron runaway by increasing electron-
ion friction, but also by increasing the amount of target electrons for avalanche multipli-
cation. These effects are, however, not taken properly into account in classical formulae
describing Dreicer generation [62] and avalanche multiplication [76], considering only
the total density of electrons. In GO simulations of JET-like [84] and ITER cases [77],
consideration of these effects produces runaway electron currents differing (significantly)
from classical estimates. Especially the avalanche multiplication factor [77] is greatly
enhanced in the presence of partially ionized impurities. In self-consistent simulations,
however, the situation might be different, given the feedback of the runaway current on
the poloidal magnetic flux, the electric field, Ohmic heating and thus impurity ioniza-
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tion. Still, performing ASTRA-STRAHL simulations using either state-of-the-art run-
away generation models [77,84] or their classical counterparts [62,76], the main findings
of the respective publications describing the impact of partially ionized impurities [77,84]
are reproduced. The strength of the Dreicer mechanism is considerably reduced, while
avalanche multiplication is enhanced when taking the impact of non-fully ionized impu-
rities into account. Combining these effects, similar postdisruption runaway currents are
obtained in each ASTRA-STRAHL simulation due to the negative feedback of the run-
away current on the evolution of the poloidal magnetic flux. As such, these simulations
imply at first that the impact of partially ionized impurities on electron runaway is in total
not important in self-consistent simulations. However, the dynamics of electron runaway
in the absence of these effects is inconsistent with other experimental observations such
as hard x-ray measurements. As such, self-consistent simulations of background plasma
evolution, material injection and runaway electron generation emphasize the importance
of the impact of partially ionized impurities on electron runaway.

Finally, using ASDEX Upgrade scenarios similar to discharge #33108, the impact of
a variation of the predisruption core electron temperature on electron runaway is inves-
tigated with ASTRA-STRAHL. For central temperatures below 9 keV, the postdisruption
runaway current obtained responds only weakly to a variation of the temperature. Ex-
perimentally, a similar trend is observed. At higher temperatures, simulations predict a
noticeable increase of the hot-tail runaway population and consequently of the postdis-
ruption runaway current. Experimentally, however, runaway beams can be produced less
reliably and only at reduced runaway currents in this temperature region. As such, the
runaway electron seed appears to be subjected to greatly enhanced losses above a certain
temperature threshold.

The difficulty of reliably generating runaway beams in scenarios with predisruption
core temperatures above 9 keV appears to be a phenomenon restricted to ASDEX Up-
grade. In the DIII-D tokamak, an increase of the runaway current generated is observed
for increasing predisruption temperatures in scenarios of argon pellet injection [138]. In
complementary kinetic simulations, an increase of the hot-tail runaway seed is obtained
under these conditions, in agreement with experimental observations, as higher tempera-
tures accelerate pellet ablation and thus the thermal quench [138]. As ASTRA-STRAHL
simulations similarly predict an increase of the hot-tail runaway current for increasing
temperatures, the runaway generation models employed appear to correctly describe the
expected runaway electron response. Therefore, discrepancies between simulation and
ASDEX Upgrade experiments point towards additional phenomena at play, such as the
complete loss of the runaway seed. As these effects are likely related to MHD activity,
these phenomena cannot easily be modeled inside ASTRA-STRAHL, requiring non-linear
MHD codes such as JOREK instead. However, considering runaway loss mechanisms dis-
cussed above within ASTRA-STRAHL could still shed light onto runaway electron loss
under these conditions.

In other computational studies investigating the generation of runaway electrons at
varying temperatures [129], it was observed that the runaway population generated de-
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creases above a threshold temperature of around 5 keV, in contrast to the findings of the
work presented in this dissertation. The decrease of the hot-tail current calculated [129]
can be related to the decrease of impurity radiation at higher temperatures under the as-
sumption of a steady-state distribution of impurity charge states. Under these conditions,
the time scale of the temperature decay is increased, therefore reducing the hot-tail run-
away population. However, as shown by Linder et al (2020) [47], the impurity charge state
distribution during a disruption is not adequately described by a steady-state distribution.
As such, accurate modeling of individual impurity charge states is found relevant also for
the study of scenarios with varying predisruption electron temperature in self-consistent
transport simulations.
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The generation of a large population of relativistic runaway electrons following the
sudden loss of plasma stored energy in future high-current fusion reactors poses a seri-
ous threat for the structural integrity of these devices. Yet through injection of massive
amounts of material, runaway electron generation can be hindered. In this dissertation,
I presented a computational toolkit based on the coupled 1.5D transport codes ASTRA-
STRAHL [80, 92] to investigate electron runaway in response to massive material injec-
tion by means of self-consistent simulations of background plasma evolution, material
injection and runaway electron generation. The findings of this work are reported in two
publications by Linder et al [47, 93].

To enable self-consistent simulations, the ASTRA flexible programming system was
used for the development of a computational model, referred to in the following as
ASTRA-STRAHL [47,80,92]. The spatio-temporal evolution of plasma temperatures and
poloidal magnetic flux is calculated inside ASTRA, while impurities are treated inside
the impurity radiation code STRAHL [92] under consideration of electron-impact ion-
ization and recombination. I amended the tool STRAHL in the process to allow for the
treatment of neutral particles, as required for simulations of massive material injection.
Furthermore, I changed the STRAHL numerical scheme to a finite volume scheme with
adaptive upwinding to ensure conservation of particles and to remove numerical artifacts
in simulations of advection dominated transport. Within ASTRA, I chose to described
runaway electron generation by state-of-the-art reduced-kinetic models under considera-
tion of the impact of partially ionized impurities on electron runaway [77, 84, 94, 95]. To
assess the importance of these effects in self-consistent simulations, classical analytical
formulae [62, 76] are applied alternatively in ASTRA. I implemented the models describ-
ing runaway electron generation in a standalone Fortran module publicly available at
https://github.com/o-linder/runawayelectrongeneration.

I successfully applied the toolkit developed in self-consistent simulations of argon mas-
sive gas injection in the representative ASDEX Upgrade discharge #33108. The simula-
tions of background plasma evolution, material injection and runaway electron generation
reproduce key experimental observations, such as increase of the line-averaged electron
density during the thermal quench or the decay of the plasma current during the current
quench. As such, I presented the very first transport simulations correctly describing the
distinct phases of the artificially induced disruption, being pre-thermal quench, thermal
quench and current quench. Consequently, the approach of applying a 1.5D transport
framework to model the inherently three dimensional process of massive gas injection is
demonstrated to be suitable to capture experimental trends, presumably due to flux surface
averaged treatment and fast equilibration along magnetic field lines.

Throughout the simulations presented, an accurate treatment of material deposition and
propagation was identified to be crucial to describe experimental measurements. The in-
ward propagation of neutral material at the speed of sound during the pre-thermal quench
results in the formation of a substantial current sheet and consequently in electron run-
away. These phenomena cannot be described using zero dimensional modeling. As the
cold gas reaches the q = 2 rational flux surface, (m,n) = (2, 1) MHD modes and higher

https://github.com/o-linder/runawayelectrongeneration
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harmonics are excited, enhancing the radial transport of heat and ionized material in the
process. Only when describing this effect through the application of additional, transient
impurity transport coefficients, the plasma stored thermal energy is lost in the simulations
on experimental sub-ms time scales. Under these conditions, the rapid increase of line-
averaged electron density and impurity radiation during the thermal quench is success-
fully described by the simulations. During the subsequent decay of the residual Ohmic
current, neoclassical transport processes were identified to also contribute noticeably to
impurity transport. Throughout the simulations, individual impurity charge states have to
be evolved explicitly through rate equations, as a steady-state charge state distribution was
observed in postsimulation analysis to overpredict impurity ionization and recombination
during thermal quench and current quench, respectively. Through this thorough treatment
of material deposition and propagation, 1.5D transport simulations successfully describe
experimental observations.

The generation of runaway electrons in ASDEX Upgrade discharge #33108 was iden-
tified to be dominated by avalanche multiplication of a small seed population of runaway
electrons. Generation due to the Dreicer mechanism occurs predominantly outside the
q = 2 flux surface during the pre-thermal quench phase, as the neutral material injected
pushes a substantial Ohmic current density sheet inwards. With the plasma stored ther-
mal energy lost on sub-ms time scales, runaway electrons are generated by the hot-tail
mechanism in the central plasma, mostly around a radial position of ρ = 0.12. On-axis
impurity accumulation prevents formation of a hot-tail population centered around the
magnetic axis, as identified through evaluation of the simple expression (2.33) I derived
to estimate the postquench hot-tail runaway density. Based on the hot-tail generation
model by Smith & Verwichte [74], I also derived expression (2.37) to generalize an im-
portant parameter of their model to allow evaluation of the hot-tail density without prior
knowledge of postquench plasma parameters. The validity of this approach will have to
be assessed with kinetic modeling in future work. In the simulations performed, both pri-
mary generation mechanisms provide only a small seed runaway electron population of a
few kA. During the current quench, avalanche multiplication results in the formation of
a substantial postdisruption runaway electron current, being in the order of experimental
measurements.

Importantly, the self-consistent simulations presented can only reproduce experimental
observations of runaway electron generation under consideration of the impact of partially
ionized impurities on electron runaway. Neglecting these effects, significant generation
occurs too early into the disruption, while avalanche multiplication is noticeably reduced.
Although both approaches yield a comparable postdisruption runaway electron current,
only simulations using state-of-the-art runaway electron generation models are consistent
with experimental observations.

In simulations of ASDEX Upgrade scenarios with varying core temperature, the post-
disruption runaway current is observed to be insensitive to a variation of the temperature
below central temperatures of around 9 keV, thus reproducing experimental trends. How-
ever, as runaway losses are not considered in this work, the postdisruption current calcu-
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lated is consistently larger than in the experiment. For predisruption temperatures beyond
9 keV, an increase of the runaway current is predicted, while runaway beams are only
rarely generated experimentally in this temperature range. This discrepancy suggests the
complete loss of the seed population during the thermal quench, requiring further investi-
gation with non-linear MHD codes.

Throughout this work, runaway electron radial transport and loss mechanisms [110,
137], e.g. due to magnetic fluctuations, have not been taken into account and will there-
fore have to be considered in light of the discrepancies discussed above in future work.
Furthermore, the current density is to be flattened at the onset of the thermal quench un-
der conservation of the magnetic helicity in order to reproduce the current spike seen in
experiments of massive gas injection. Consideration of these effects for runaway elec-
tron generation in ASTRA-STRAHL is expected to further improve agreement between
simulations and experiment, thus enabling predictive simulation for future devices. For
this purpose, models for material deposition by shattered pellet injection could be imple-
mented in ASTRA-STRAHL to assess the efficacy of different delivery schemes.

Given the success of ASTRA-STRAHL in reproducing experimental observations in
massive gas injection scenarios, the thorough treatment of background plasma evolution,
material injection and runaway electron generation has by now inspired other tools to ap-
ply similar methods as employed by ASTRA-STRAHL, for example the European trans-
port solver within the European framework for integrated modeling [139–141] or the tool
DREAM [142] currently under development. As such, the approach presented in this work
constitutes a significant step forward for self-consistent simulations of runaway electron
generation in massive material injection scenarios.
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Abstract
We present the first successful simulation of an induced disruption in ASDEX Upgrade from
massive material injection (MMI) up to established runaway electron (RE) beam, thus covering
pre-thermal quench, thermal quench and current quench (CQ) of the discharge. For future
high-current fusion devices such as ITER, the successful suppression of REs, e.g. through MMI,
is of critical importance to ensure the structural integrity of the vessel. To computationally study
the interplay between MMI, background plasma response, and RE generation, a toolkit based on
the 1.5D transport code coupling ASTRA-STRAHL is developed. Electron runaway is described
by state-of-the-art reduced kinetic models in the presence of partially ionized impurities.
Applied to argon MMI in ASDEX Upgrade discharge #33 108, key plasma parameters
measured experimentally, such as temporal evolution of the line averaged electron density,
plasma current decay rate and post-CQ RE current, are well reproduced by the simulation
presented. Impurity ions are transported into the central plasma by the combined effect of
neoclassical processes and additional effects prescribed inside the q = 2 rational surface to
explain experimental time scales. Thus, a thermal collapse is induced through strong impurity
radiation, giving rise to a substantial RE population as observed experimentally.

Keywords: runaway electrons, tokamaks, disruptions, massive material injection

(Some figures may appear in colour only in the online journal)

1. Introduction

In the presence of sufficiently strong electric fields, plasma
electrons surmount the collective collisional drag and exper-
ience net acceleration up to relativistic energies; a process
referred to as electron runaway. Eventually, pitch-angle scat-
tering and radiative losses due to Bremsstrahlung and synchro-
tron radiation hinder further gain of energy in the relativistic
regime. These so called runaway electrons (RE) are created
not only naturally in astrophysical or atmospheric plasmas, but
also in human-made high-temperature laboratory plasmas.

a See Meyer et al 2019 (https://doi.org/10.1088/1741-4326/ab18b8) for the
ASDEX Upgrade team.
b See Labit et al 2019 (https://doi.org/10.1088/1741-4326/ab2211) for the
EUROfusion MST1 team.

In current carrying fusion devices, a significant population
of runaway electrons may be generated following the sud-
den loss of both magnetic confinement and thermal energy,
referred to as a disruption. In the cold post-disruption plasma,
the plasma current and consequently the magnetic field gen-
erated by the same collapse, giving rise to electric fields
sufficiently strong for the high-energy tail of the electron pop-
ulation to run away. Runaway electrons created in the pro-
cess can potentially damage plasma facing components (PFC)
severely upon impact by depositing both kinetic energyWkin ∝⟨
p2RE
⟩
IRE andmagnetic energyWmag ∝ I2RE, with pRE being the

REmomentum and IRE the RE carried current. Significant RE-
induced damage of PCFs has been reported, e.g. at JET [1, 2],
where RE currents close to 1MA causedmelting of substantial
amounts of Be at the inner limiter of the ITER-like wall.

1741-4326/20/096031+14$33.00 1 © EURATOM 2020 Printed in the UK
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Figure 1. Overview of the model employed in this work. The
transport code ASTRA evolves the main plasma in a magnetic
equilibrium obtained by the built-in 3-moment solver. Kinetic
profiles are passed to STRAHL to calculate the evolution of impurity
species under consideration of neoclassical transport coefficients
obtained through NEOART inside STRAHL. Impurity densities,
radiation and average charge of each species k, as well as the plasma
effective charge are passed back to ASTRA. In this environment, RE
sources are calculated by REGIA and the runaway population is
evolved by ASTRA.

In ITER and other future high-current devices, REs pose
an even greater threat to the structural integrity of the plasma
vessel [3]. A large fraction of the pre-disruptive current Ip of
up to 16 MA may be carried by suprathermal electrons post-
disruption due to long exponentiation of a post-disruption RE
seed, giving rise to runaway currents in excess of 10MA. Sim-
ultaneously, the RE stored magnetic energy increases signi-
ficantly compared to present-day devices, given the quadratic
scaling with the current carried,Wmag ∝ I2RE. Under these con-
ditions, the PFCs of high-current devices may be damaged
severely by deconfined REs.

To protect the plasma vessel of ITER during a disrup-
tion, massive material injection (MMI) into the plasma cen-
ter on a ms-timescale is envisioned, thus evenly distributing
the plasma stored thermal energy across the first wall through
radiation. In the cold post-injection plasma, the noticeably
increased density of plasma electrons enhances the collisional
drag experienced by the electron population and prevents the
formation of a considerable RE beam under ideal conditions.

Currently, the feasibility of MMI for RE suppression is
being investigated in dedicated experiments across multiple
machines using massive gas injection (MGI), e.g. at ASDEX
Upgrade (AUG) [4] and TCV [5], or shattered pellet injec-
tion (SPI), e.g. at DIII-D [6]. Yet, extrapolation from present-
day small and large machines to ITER is ambitious, given
the exponential sensitivity of RE generation on the pre-
disruptive plasma current [7]. At the same time, elaborate
models describing RE generation are being derived theoret-
ically [8–10].

To complement experimental and theoretical studies of
electron runaway in tokamak disruptions following MGI, the
coupled 1.5D transport code toolkit ASTRA-STRAHL is presen-
ted in this work, allowing self-consistent simulations of the
interactions between background plasma, impurity species and
runaway electrons. The model is then applied for the simula-
tion of argon (Ar) MGI in AUG discharge #33 108.

Simulations of RE generation and mitigation by MGI have
also been carried out for ITER [11], applying a Monte Carlo
Fokker-Planck solver to model RE generation [12]. In the
work presented in this manuscript, state-of-the-art reduced
kinetic models, being a neural network for the Dreicer growth
rate [13], constructed from calculations by the full-f con-
tinuum Fokker-Planck solver CODE [14], as well as an analyt-
ical description of avalanche generation [10], are applied for
the first time in a transport code. Both models have also been
implemented in the disruption code GO [15].

A description of the computational model employed in this
work is provided in section 2, covering i.a. the treatment of the
impurity species and the theoretical models for RE generation
incorporated into the tool. Experimental aspects of AUG dis-
charge #33 108 are discussed in section 3. Simulations of Ar
MGI with ASTRA-STRAHL for this discharge are presented in
section 4. Final conclusions are drawn in section 5.

2. Model description

The interaction between the tokamak background deuterium
plasma, injected material and REs in artificially induced
disruptions in AUG MGI scenarios is studied by transport
modeling of particles and heat with the 1.5D transport code
ASTRA [16] coupled to the impurity transport and radiation
code STRAHL [17]. This toolset was previously used i.a. for
the study of the pre-thermal quench (TQ) of AUGMGI exper-
iments [18], but is enhanced to simulateMGI up to the RE plat-
eau phase, as outlined in sections 2.2–2.4. An overview of the
tool structure is shown in figure 1; the details explained in the
following. ASTRA-STRAHLmay thus be used to model RE gen-
eration in tokamak MGI experiments. However, restrictions
concerning the treatment of REs may apply depending on the
machine (discussed in section 2.4).

2.1. Background plasma evolution

The evolution of the background plasma is performed by
ASTRA through evaluation of the macroscopic transport
equation

∂Y
∂t

=
1
V′

∂

∂ρ

(
V′
⟨
(∆ρ)

2
⟩{

D
∂Y
∂ρ

− vY

})
+
∑
j

Sj (1)

for any of the evolved fluid quantities Y(ρ, t) in the presence
of diffusion D, advection v and sources/sinks Sj. Here, ρ is
the toroidal flux-surface label. Hence, the quantities ∆ρ and
V′ = ∂V/∂ρ describe the magnetic geometry, where V is the
volume of a flux-surface. In this work, the transport equa-
tions for electron temperature Te, ion temperature Ti, poloidal
magnetic flux Ψ and RE density nRE are solved. The electron
density ne is obtained through quasi-neutrality from the ion
densities nk(t) of each impurity species k evolved by STRAHL;
i.e. ne(t) = nD +

∑
k ⟨Zk⟩nk(t), with average charge ⟨Zk⟩. The

deuterium population nD is set to remain at the level prior to
MGI. The initial profiles of the quantities being evolved are

2
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taken from experimental reconstruction. In the case of the ini-
tial profile of the poloidal magnetic flux, the reconstructed
safety factor q is used.

For the evolution of the electron temperature, the impur-
ity radiation Prad is used as a sink term. A global heat diffu-
sion coefficient of the order of the power balance, i.e. χe =
1 m2 s−1, is applied to prevent the formation of strongly local-
ized hot plasma beamlets during simulations, as e.g. observed
in other studies [19, 20]. Apart from this, the overall Te-
evolution is unaffected by a reasonable choice of χe in these
scenarios, since radiated losses far outweigh conductive ones
[20]. Following the same argument, turbulent transport is
not taken into account. The temperature evolution of elec-
trons and ions is coupled through heat exchange, described
by Pei = 3(Te −Ti)neme/miτe [16] (τe being the electron col-
lision time).

The transport calculations for aforementioned quantities
are performed in a realistic magnetic geometry obtained from
the equilibrium solver SPIDER [21] or from a simple 3-
moment solver, built into ASTRA. Applying the latter solver,
the radial r and vertical z coordinates of flux-surfaces inside a
tokamak of major radius R0 are parametrized by [16]

r(a,θ) = R0 +∆(a)+ a
{
cosθ− δ(a) sin2 θ

}
,

z(a,θ) = aκ(a) sinθ ,

}
(2)

with mid-plane minor radius a of a flux-surface and poloidal
angle θ. The Shafranov shift is denoted by ∆(a), the triangu-
larity by δ(a) and elongation by κ(a). Since AUGMGI experi-
ments are typically performed in circular discharges to ensure
vertical stability of the plasma during disruption, application
of the 3-moment solver is sufficient for this study.

It should be noted, that the impact of MHD phenomena on
the magnetic equilibrium is not included in the simulations. In
particular, the occurrence of a spike of the total plasma cur-
rent observed in Ar MGI experiments at AUG when the cold
gas front reaches the q = 2 surface is not taken into account.
However, the impact of this MHD phenomenon on the plasma
species may be mimicked by application of increased trans-
port coefficients inside the q = 2 surface. An estimate of
the required magnitude can be obtained through comparison
with experimental observations of kinetic profiles, as will be
described in section 4.3.

2.2. Impurity transport modeling

The evolution of impurity species is calculated for each indi-
vidual charge state by STRAHL from transport equations as
used in ASTRA (see equation (1)). The computational grid is
provided by ASTRA to simplify the exchange of (kinetic) pro-
files between both codes. Additionally, electron density and
temperature profiles are passed to STRAHL to evaluate reac-
tion rates of atomic processes for a given impurity species.
These electron-atom interactions, most importantly ionization
and recombination, are described through tabulated rate coeffi-
cients from ADAS [22]. During evaluation of the impurity evol-
ution, reaction rates obtained are prescribed as sources/sinks

Sj. For each impurity species k, charge state i resolved impur-
ity densities nk,i, total impurity radiation Prad,k and average
impurity ion charge ⟨Zk⟩=

∑
i≥1Zk,ink,i/

∑
i≥1 nk,i are passed

to ASTRA and are applied as described in section 2.1. Addition-
ally, the effective charge Zeff = {nD +

∑
k,iZ

2
k,ink,i}/ne of the

plasma under consideration of all plasma ions is returned.
The diffusive and convective impurity transport coeffi-

cients D and v are calculated in the case of neoclassical trans-
port by the code NEOART [23]. Geometric quantities for the
calculation are provided by ASTRA. Increased simulation per-
formance is achieved by parallelizing calls to NEOART for indi-
vidual grid points with openMP and by applying STRAHL-
specific optimization. Further transport mechanisms can be
considered through externally provided transport coefficients.
In this work, an additional global impurity diffusion with D=
1m2 s−1 is applied; givingD/χe∼ 1 as observed in gyrokinetic
studies of impurity transport [24].

To enable the treatment of strongly advective particle trans-
port, where the (local) Péclet number µ= v∆ρ/D→∞, the
1st order central finite difference scheme used for the spa-
tial discretization of the STRAHL transport equation is replaced
with a finite volume discretization. The order of the scheme
is kept to allow for continued application of the fast tridiag-
onal matrix algorithm during evaluation of the matrix equa-
tions. The numerical scheme used for discretization is chosen
depending on the parameter K=max(0,1− 2/|µ|) · sign(µ)
[25]. In diffusion dominated cases (K→ 0), a central scheme
is applied, whereas in advection dominated cases (K→∞)
upwinding is used. This approach prevents introducing numer-
ical oscillations in the case |µ| →∞, while simultaneously
preventing application of an inaccurate scheme for |µ| → 0.
As a result, impurity transport simulations with arbitrary
Péclet number are enabled in STRAHL. As additional benefit
of the finite volume scheme, particle conservation is ensured.
Numerical details of the scheme are outlined in A.

2.3. Neutral particle modeling

Neutral impurities are treated similarly in STRAHL as their
ionized counterparts. However, to distinguish between
recombined impurity ions and externally deposited neutrals
with different distribution functions f(ρ,v, t), multiple neutral
impurity populations are employed within STRAHL. External
neutral particles can be initialized at the start of the simulation
with an arbitrary density profile or may be deposited gradually
at an arbitrary location within the simulation domain through-
out the course of the simulation. Once deposited, external
neutrals are assumed to propagate inwards with thermal velo-
city vth =

√
T/m until being ionized eventually. Depending

on the temperature evolution during the simulation, ions may
recombine to neutrals.

For the simulation of MGI in this work, the source of
neutrals is set just outside the last closed flux surface. Con-
sequently, the propagation from gas valve to the plasma edge
is not modeled. Instead, experimental experience is used to
estimate the neutral flow rate and flight time from gas valve
to plasma boundary.

3
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2.4. Runaway electron modeling

The density of runaway electrons nRE is treated in ASTRA as
a separate species, following the same transport equations as
described by equation (1). Source terms Sj for RE genera-
tion considered in this study include the Dreicer mechanism
and the avalanche mechanism. The former process describes
small-angle momentum space diffusion of thermal electrons
beyond the critical momentum for electron runaway (primary
generation), whereas the latter one covers large-angle knock-
on collisions of existing REs with the thermal bulk, thus creat-
ing secondary REs. Additional mechanisms for primary gen-
eration are not considered in this work. In AUG’s non-nuclear
environment, tritium β−-decay and Compton scattering of
high energy photons originating from activated wall material
do not pose a relevant source of REs.

Rapid cooling of the plasma inAUGmay increase RE form-
ation, as the high-energy tail of the electron distribution equi-
librates slower and may therefore exceed the critical energy
for runaway under these conditions. Still, this mechanism,
referred to as hot-tail generation [26, 27], is not taken into
account given the lack of suitable numerical models. Although
being described by kinetic models, e.g. CODE [14], application
of kinetic solvers in transport simulations is unpractical due
to computational costs. Simultaneously, fluid approximations,
such as e.g. the work presented by Smith and Verwichte [28]
or Fehér et al [20], underestimate the hot-tail population by
up to an order of magnitude [14]. Although being highly sens-
itive to the evolution of the electric field [29], its impact on
the hot-tail population is not considered by these fluid models
[30]. However, as finite magnetic flux is converted [7] into pre-
dominantly secondary REs in the AUG disruption studied in
this work (see e.g. section 4.5), as well as in similar AUG dis-
charges [31], a variation of the seed population in the presence
of dominating avalanche amplification is expected to result in
similar post-disruption RE currents [32].

Both the Dreicer and the avalanche RE sources considered
can be described by widely used equations. An analytic
expression for Dreicer generation in the presence of an electric
field E∥ (here, parallel to the magnetic field lines) was derived
by Connor and Hastie [33],

SD = kDneνe

(
E∥

ED

)−h

exp

(
−λ

ED

E∥
− η

√
ED

E∥

)
, (3)

where the unknown constant kD is of order unity and is
therefore taken as kD = 1. The quantity νe denotes the
thermal electron-electron collision frequency, being νe =

nee4 lnΛ/4πε20m
1/2
e T3/2e . Setting ε= E∥/Ec, the remaining

numerical factors are given by

h=
Zeff + 1
16

{
1+ 2

ε− 2
ε− 1

√
ε

ε− 1

}
+

2
ε− 1

,

λ= 2ε

{
ε− 1

2
−
√

ε(ε− 1)

}
,

η = ε

√
Zeff + 1
4(ε− 1)

{
π

2
− arcsin

(
1− 2

ε

)}
.


(4)

The characteristic fields, being the Dreicer field ED =
nee3 lnΛ/4πε20Te and the critical field Ec = EDTe/mec2,
describe runaway of electrons at thermal and relativistic velo-
cities, respectively. The critical field Ec constitutes the min-
imum field for net acceleration of electrons. For E∥ > Ec,
more energy is gained from the electric field during one colli-
sion time ν−1

e than transferred to low energy electrons. Con-
sequently, the RE growth rate of equation (3) vanishes for
E∥/Ec → 1+, as the exponent h→−∞ and E∥ ≪ ED under
these conditions.

An expression for generation of runaway electrons due to
the avalanchemechanismwas initially obtained byRosenbluth
and Putvinski [34]

Sav = nRE
e2

meΛc

√
πγ

3(Zeff + 5)

{
E∥ −Ec

}
×

1− ε+

4π
3γ (Zeff + 1)2

(Zeff + 5)
{
ε2 + 4

γ2 − 1
}
− 1

2

,

γ =
(
1+ 1.46

√
ϵ+ 1.72ϵ

)−1
,


(5)

where ε denotes the inverse tokamak aspect ratio. The quant-
ity lnΛc = lnΛ0 +

1
2 ln(mec2/Te) describes the Coulomb log-

arithm for collisions between relativistic and thermal electrons
[9], replacing the Coulomb logarithm lnΛ0 for thermal-
thermal collisions in the expression by Rosenbluth and Putv-
inski [34]. Although above expression for Sav is accurate for
large fields, the growth rate in the vicinity of the critical field
is underestimated [34].

The two models discussed are valid only for plasmas con-
sisting of fully ionized species. Yet following MGI, already
low-Z to medium-Z impurities are only partially ionized, par-
ticularly in a cold post-TQ plasma. Under these conditions,
Rosenbluth and Putvinski [34] suggested to generalize the
expression of the critical electric field Ec by including half the
bound electrons. An improved description is achieved by tak-
ing the impact of partially ionized impurities on RE dynamics
directly into account. Increased friction, pitch-angle scattering
and radiation losses enhance significantly both the critical field
Ec and the avalanche growth rate Sav [8–10] beyond the clas-
sical formulae of Rosenbluth and Putvinski [34]. In the pres-
ence of partially ionized impurities, the avalanche growth rate
can be expressed as [10]

Sav = kavnRE
e2

me lnΛc

ntote

ne

E∥ −Eeff
c√

4+ ν̄s(p∗)ν̄D(p∗)
. (6)

A description of the effective critical field Eeff
c , the slowing-

down frequency ν̄s and the generalized deflection frequency
ν̄D is provided by Hesslow et al [8]. Since the effective critical
momentum p∗ for runaway generation is itself a function of ν̄s
and ν̄D through p∗ = 4

√
ν̄s(p∗)ν̄D(p∗)/

√
E∥/Ec, a closed form

of equation (6) cannot be given.
In contrast to the increase of the avalanche growth rate,

the steady-state flux of electrons into the runaway region as
obtained by kinetic simulations with the linearized Fokker-
Planck solver CODE [14] is noticeably reduced in the presence
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of partially ionized impurity ions for E/ED ≲ 0.1 [9]. Albeit
useful, application of kinetic solvers in 1D transport simula-
tions for the calculation of RE growth rates is unfeasible due
to computational costs. Therefore a neural network for the cal-
culation of the Dreicer growth rate has been created recently
from CODE simulations covering an experimentally relevant
region of parameter space using a set of 8 input parameters
[13]. Although training of the network was carried out using
only Ar and Ne impurities, input parameters were chosen suf-
ficiently general to allow for application to other impurity spe-
cies. The neural network obtained shows good agreement with
CODE results and may therefore be applied in fluid simula-
tions [13].

For the calculation of Dreicer and avalanche growth rates
inside ASTRA, the models discussed are incorporated into a
stand-alone Fortran module1 and can therefore be used in
any Fortran program. A wrapper routine, referred to as
REGIA (Runaway Electron Generation In Astra), is employed
in ASTRA to call the requested module routines and convert
quantities to ASTRA units. Since the expressions by Hesslow
et al [10, 13] provide an improved description of Dreicer and
avalanche generation over the classical formulae, both the
neural network for SD and equation (6) for Sav are applied
throughout this study. The implementation of both mod-
els was verified directly against the work of Hesslow et al
[10, 13]. For the calculation of impurity related quantities,
REGIA selects from the impurity densities obtained through
STRAHL all charge states l which contribute noticeably to the
overall electron density or are present in noticeable amounts,
i.e. nl ·max(Zl,1)≥ 10−4 ne.

The possibility to use the analytical expressions of Con-
nor and Hastie [33], and Rosenbluth and Putvinski [34], i.e.
equations (3) and (5), is kept to allow for an assessment of the
differences between these models and hence of the import-
ance of partially ionized impurities on the RE population
obtained in self-consistent MGI simulations. The implement-
ation of the analytical Dreicer and avalanche sources from
equations (3) and (5) was verified successfully against calcu-
lations by the disruption code GO [15]. For this purpose, simu-
lations of a thermal collapse with prescribed exponential tem-
perature decay on time scales τ ∈ [0.1 ms,10.0 ms] to on-axis
post-disruption temperatures Te,f ∈ [1 eV,100 eV] in a clean
plasma were carried out. The RE currents obtained by both
tools show reasonable agreement within a few % in the region
of parameter space (τ,Te,f) relevant for disruptions in AUG.

The transport of runaways across magnetic flux surfaces is
set to occur diffusive with D= 10−3 m2 s−1 to ensure numer-
ical stability of the simulations without impacting simula-
tion results. Rapid radial transport due to stochastic magnetic
field lines during magnetic reconnection is not considered, as
the bulk of the RE population is generated only once nested
flux surfaces have re-emerged. Other transport mechanisms
are expected to be of minor importance, given the fast time

1 The Fortran module for the calculation of runaway electron
Dreicer and avalanche growth rates is available at https://github.com/o-
linder/runawayelectrongeneration.

scale of the current quench (CQ) and hence RE generation
within a few ms in AUG. RE dissipation mechanisms are thus
considered important only after the CQ during the RE beam
phase of a disruption. However, this aspect is not covered in
this work.

From the RE density nRE obtained by ASTRA through evalu-
ation of the transport equation (equation (1)) under considera-
tion of sources Sj and transport D, the runaway carried current
density is constructed, jRE = cenRE, and added to Ohmic cur-
rent density and bootstrap current density to construct the total
plasma current density, i.e. jp = jΩ + jBS + jRE, thus affecting
Ψ-evolution in ASTRA. Hereby, the REs are assumed to travel
with the speed of light, which gives a less than 1% deviation
for REs with Ekin > 6.1mec2 = 3.1MeV. This assumption may
not hold in the early phase of a disruption as electrons have
to perform in excess of 103 revolutions in the tokamak to
extract these amounts of energy from the strong induced elec-
tric fields. Simultaneously, the RE contribution to the total cur-
rent and hence impact on Ψ-evolution is negligible. Only at a
later stage of the CQ, sufficient amounts of REs are present
to noticeably impactΨ-evolution. At this stage, however, REs
are expected to have gained enough energy from the electric
field to justify the assumption that REs travel with the speed
of light.

The model discussed is thus suitable to study RE gener-
ation in MGI experiments in small to mid-sized machines
with non-nuclear environment. As radial transport of REs
is currently treated to be negligible, application to scenarios
where the plasma current decays on time scales exceed-
ing tens of ms may provide additional challenges. Addition-
ally, RE generation in DT-scenarios (e.g. ITER during fusion
power operation or upcoming DT-campaign of JET) cannot be
modeled as generation mechanisms due to nuclear processes
(tritium decay, Compton scattering) are not taken into account
at present.

3. Experimental scenario

Simulations of the interplay between deuterium plasma,
impurity MGI and REs are performed for AUG discharge
#33 108. This particular discharge was tailored for the study of
RE generation and mitigation and has been used as a reference
case for proceeding RE experiments in multiple experimental
campaigns.

In the discharge chosen, Ar is injected into an L-mode lim-
iter plasma with an initial plasma current of 763 kA and an
applied on-axis magnetic field of 2.5 T. Vertical stability of the
plasma during the artificial disruption is facilitated through the
circular shape of the plasma. The pre-disruption plasma dens-
ity was kept low with an average of ⟨ne⟩= 2.84× 1019 m−3

to reduce the collisional drag on (seed) runaways and thus to
facilitate generation of a substantial RE beam during the dis-
ruption. Current conversion was further enhanced by applying
2.625MWof on-axis ECRH provided by four of the gyrotrons
in the last 100 ms prior to MGI, i.e. between t = 0.9 s and
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Figure 2. Profiles averaged between t = 0.95 s and t = 1.00 s prior
to Ar MGI in AUG #33 108 of (a) electron temperature Te obtained
from electron cyclotron emission (ECE) and Thomson scattering
(TS) measurements, (b) electron density ne from TS and
interferometry, (c) the safety factor q.

t= 1.0 s2. In the process, a strongly peaked electron temperat-
ure profile is established, with on-axis temperatures in excess
of 10 keV. As a result, the Dreicer electric field ED is reduced
in the central plasma, thus enhancing the primary source of
runaways through the exponential sensitivity on−ED/E∥ (see
equation (3)) and contributing to generation of a considerable
RE beam during the disruption. The profiles of electron tem-
perature Te, electron density ne and safety factor q averaged
between t = 0.95 s and t = 1.00 s are shown in figure 2.
These profiles are set as initial conditions in the simulations
discussed in the following section 4.

3.1. Diagnostics

The evolution of the plasma following injection of Ar is
captured by several diagnostics. The line integrated electron
density n̄e is obtained from CO2 interferometers along two
vertical lines of sight, covering the central plasma (chord V-
1) and the high-field-side (HFS) outer plasma (chord V-2) in
sector 11 of the AUG vessel (see figure 3; see figure 1 of ref-
erence [4] for an overview of AUG sectors, including MGI-
relevant diagnostics). Radiation measurements are carried out
with the Absolute eXtreme UltraViolet diagnostic (AXUV), a
diode array consisting of 48 vertical channels (although only
the relevant first 32 channels are shown in figure 3), and can be
used to reconstruct the propagation of the deposited material.
The occurrence of the TQ can be determined bymeasurements
of soft x-ray (SXR) radiation in the plasma center using one
vertical and one horizontal channel of the available SXR photo
diodes.

3.2. Ar MGI

In AUG #33 108, Ar is injected from the low-field-side (LFS)
valve located in sector 13 (see figure 3) into the vessel. The
valve’s gas reservoir of 85 cm3 and feed line of 15 cm3 were
filled with 0.73 bar of Ar at ambient temperature, corres-
ponding to 1.75× 1021 Ar atoms - around 7 times the deu-
terium content of the confined plasma. Injection of material

2 In this section, the time t is given with respect to the beginning of the dis-
charge.
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Figure 3. Line of sights of the relevant diagnostics for the analysis
of AUG #33 108, being two vertical CO2 interferometers (green),
the AXUV photodiodes (blue) and two central SXR channels (red).
Ar is injected from the LFS valve (orange) in sector 13. The
magnetic equilibrium at the onset of Ar MGI at tMGI = 1.0 s is
illustrated by flux surfaces of normalized poloidal flux ρθ .

is triggered at tMGI = 1.0 s. At the same time, ECRH heating
is shut off. The flow of Ar out of the valve is reconstructed
in 0D under the assumption of ideal flow from the continu-
ity equation dNAr/dt+ vArNArAv(t)/Vv = 0 (see appendix A
of reference [35] for details). A finite opening time of 1 ms
of the valve’s aperture of size Av is assumed [18]. The Ar flow
obtained is illustrated in figure 4(a). A more complete treat-
ment of material injection is e.g. achieved by the 1D code
IMAGINE [36]. Throughout the remainder of this work, the
temporal evolution t will be given with respect to tMGI instead
of the beginning of the discharge.

The material injected reaches the last closed flux surface
(LCFS) at the LFS at t = 1 ms, as indicated by the increase of
UV radiation measured by channels #5 and #6 of the AXUV
diagnostic in sector 13 (see figure 5). Over the following 1 ms,
the AXUV signal increases across the remaining channels,
as part of the Ar gas ionizes and redistributes poloidally. Ar
propagates further inwards (see increase of the line averaged
electron density n̄e in figure 4(b)) and causes a thermal col-
lapse of the plasma between t = 2.85 ms and t = 3.13 ms,
as determined from SXR measurements (see figure 4(d)). The
accompanying increase of radiation is detected by the AXUV
arrays both in sector 13 and 5 (see figure 4(c) and figure 5),
as well as by SXR measurements of the central plasma (see
figure 4(d)). During the TQ, the plasma current is observed to

6



Nucl. Fusion 60 (2020) 096031 O. Linder et al

0
1
2
3
4

1023 s−1̄ne/5×1019 m−3 Prad

0
0.2
0.4
0.6
0.8

1

t (ms) t (ms)

Ip/MA

t (ms)

Figure 4. Temporal evolution of experimentally obtained and
derived quantities of AUG #33 108 following the MGI trigger at
tMGI = 1.0 s, being (a) the calculated Ar flow from the valve, (b)
measurements of the line integrated electron density n̄e by the CO2

interferometers, (c) the total radiated power Prad calculated from
AXUV measurements in sectors 13 and 5, (d) the signals of two
central SXR measurements, (e) the reconstructed plasma current Ip
and ( f ) HXR measurements as an indication for the RE
population.

increase by 41 kA (see figure 4(e)), presumably due to mag-
netic reconnection, triggered by the cold gas front reaching the
q = 2 rational surface [18] as the loop voltage exhibits non-
monotonic behavior in this phase. Over the 2.5 ms following
the TQ, the remnant core plasma continues to radiate strongly.
Simultaneously, the plasma current decreases rapidly from an
initial value of 763 kA down to 225 kA. The remaining cur-
rent is carried by relativistic electrons, as indicated by a strong
increase of the signal of the hard x-ray (HXR) diagnostic (see
figure 4( f )).

4. MGI simulations

4.1. Scenario specific simulation settings

Argon MGI in AUG discharge #33 108 is simulated with the
model presented in section 2. The source of Ar is set 1 cm out-
side the LCFS since the propagation of material from the valve
to the core plasma is not modeled. Instead, the experimentally
observed delay of 1 ms between valve trigger and detection of
Ar at the LFS-LCFS (see figure 5) is applied to the calculated
flow rate of Ar from the valve (see figure 4(a)) and used as
source rate in the simulation. The neutral Ar injected from the
valve at ambient temperature propagates into the core plasma
with thermal velocity, being vth =

√
T/m= 246 m s−1.

The simulations presented in the following are carried out
using a numerical grid consisting of 201 points inside ASTRA.
A minimum and maximum time step of 10−5 ms and 1 ms
respectively are chosen to capture the transient dynamics of
ArMGI, while allowing efficient calculation of the later stages
of the induced disruption. Applying larger values for the
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Figure 5. Radiation measurements of the individual channels of the
AXUV photodiodes in sector 13 (see figure 3 for their
line-of-sights). Channels 1 to 14 capture LFS radiation, i.e. their
lines-of-sight intersect the equatorial plane beyond the magnetic
axis, whereas channels 15 to 32 cover the HFS. Core radiation is
captured by channels 6 to 30. Note, that this classification is valid
only in the very early phase of the disruption. The Ar injected
reaches the LFS-LCFS at t = 1 ms (a), ionizes and re-distributes
poloidally (b), eventually causing a thermal collapse at t = 3 ms (c),
followed by strong central radiation (d).

minimum time step impacts simulation results due to expo-
nentiation of the RE population. The time step is varied by
ASTRA adaptively throughout the simulation to ensure a max-
imum change of the profiles evolved of 1%during a single time
step. The electron and ion heat transport equations are solved
applying a fixed boundary condition of Te = Ti = 0.5 eV for
technical reasons, i.e. to ensure sufficiently large temperatures
necessary for equilibrium calculations and thus for the stabil-
ity of the simulations.

Calculations of the impurity evolution inside STRAHL are
performed on the same numerical grid as used in ASTRA, while
being expanded outside the LCFS to resolve the Ar source. A
constant time step of 10−5 ms is set to ensure resolving the fast
dynamics of the atomic processes involved. The convergence
of ASTRA-STRAHL simulation results was ensured by examin-
ing the impact of varying values for both the minimum time
step used in ASTRA as well as for the constant time step used
in STRAHL.

4.2. Impurity Ar evolution

In the simulations performed, neutral Ar deposited outside the
LCFS propagates into the core plasma with thermal velocity
vth = 246 m s−1, ionizes and radiatively cools down the local
plasma to a few eV in the process (see figure 6(a) and (b)). As
a result of the combined effect of depletion of neutrals in the
gas plume through ionization and replenishment through the
external source, the effective inward propagation velocity veff
of the neutral gas front is noticeably reduced from the thermal
velocity down to on average 78 m s−1.

The transport of ionized Ar is governed by neoclassical
mechanisms in these simulations. At the periphery of the cold
gas front, the neoclassical diffusion coefficient increases up
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Figure 6. Spatio-temporal plasma evolution of AUG #33 108 in a simulation of Ar MGI, where the transport of impurity ions is treated
solely neoclassically: (a) impurity density of both neutral and ionized Ar, as well as effective inward propagation velocity veff, (b)
logarithmic electron temperature, (c) neoclassical diffusion coefficient and (d) neoclassical drift velocity. In the experiment, the TQ is
observed to occur between t= 2.85 ms and t= 3.13 ms (orange ribbon); cf figure 4(d) and figure 5.

to on average Dneo = 4.0 m2 s−1 (see figure 6(c)), gradu-
ally decreasing towards the edge3. Simultaneously, an out-
ward drift of on average vneo = 540 m s−1 occurs in the region
of largest impurity density gradients, thus being highly loc-
alized (see figure 6(d)). The resulting net neoclassical fluxes
are in consequence noticeably smaller than the influx of neut-
rals. The inward propagation of the cooling front is therefore
primarily driven by incoming neutrals.

Under consideration of aforementioned impurity transport
mechanisms, the plasma stored energy is lost on longer time
scales than experimentally observed.Whereas the TQ is detec-
ted to occur between t= 2.85 ms and t= 3.13 ms in AUG
#33 108 (see figure 4(d)), the plasma stored energy is gradu-
ally lost over the duration of 5.2 ms in the simulation per-
formed, with the central electron temperature collapsing only
at around t= 6.3 ms (see figure 6(b)). Similarly, the sudden
rise of the line integrated electron density prior to the TQ
(see figure 4(b)) cannot be captured. Hence, the penetration
of material into the plasma core occurs too slow under con-
sideration of only neutral propagation with thermal velocity
and neoclassical impurity transport to reproduce experimental
observations. Consequently, additional transport mechanisms
are considered to dominate impurity and plasma evolution.

To demonstrate the necessity for the consideration of addi-
tional transport mechanisms, the inward propagation of neutral
Ar is unrealistically assumed to occur with vth = 1000 m s−1

in a following simulation; corresponding to a gas temperature
of 4800 K in the valve. Yet under these conditions, ionization
of incoming neutrals reduces the average effective propagation
velocity of the gas plume down to on average veff = 114m s−1.
Being not significantly faster than the effective propagation
velocity calculated for the simulation of Ar at room temperat-
ure, the plasma evolution obtained is qualitatively similar for

3 Note, that the neoclassical transport coefficients Dneo and vneo are the aver-
ages of individual transport coefficients from all charge states i with finite
density, nimp,i ≥ 103 m−3. Averaged coefficients are shown only for illustrat-
ive purposes; transport calculations for individual charge states are performed
applying the corresponding coefficients obtained by NEOART.
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Figure 7. Spatio-temporal plasma evolution of AUG #33 108 in a
simulation of Ar MGI with impurity mixing: (a) impurity density of
both neutral and ionized Ar, (b) logarithmic electron temperature.
The neutral Ar deposited penetrates the core plasma up to ρ = 0.74
at t= 2.6 ms (white square in (a)).

both values of the valve temperature. The choice of the ini-
tial neutral velocity has therefore no significant influence on
the occurrence of a fast TQ (or rather lack of therefore) in the
simulations, advocating the consideration of additional trans-
port mechanisms.

4.3. Impurity mixing

The experimentally observed plasma response to Ar MGI
can be reproduced by impurity transport simulations under
the assumption of rapid redistribution of ionized material
(see figures 7 and 8). In AUG #33 108, an (m, n) = (2, 1)
mode and higher harmonics are excited as the cold gas front
reaches the q= 2 surface [18], eventually triggering magnetic
reconnection and resulting in rapid redistribution of impurities
inside the q = 2 surface.

8



Nucl. Fusion 60 (2020) 096031 O. Linder et al

Nimp/1020

0
2
4
6
8
10

Zeff

0

5

10

15

20
n̄e/1019 m−3

0

200

400

600

800
/MW

0
0.2
0.4
0.6
0.8

1

t (ms)

SXR radiation/a.u.

n2
eTeZeff

−
193 +

42

−
42 kAm

s

−
166 +

56−
56 kAm

s
0

0.2

0.4

0.6

0.8

t (ms)

Ip/MA

Figure 8. Temporal evolution of plasma parameters in an Ar MGI
simulation with impurity mixing: (a) content of the total, ionized
and neutral impurity Ar inside the LCFS, (b) volume averaged and
maximum effective charge, (c) line averaged electron density
compared to measurements of the two CO2 chords, (d) radiated
power, (e) line averaged value of n2eTeZeff as proxy for the measured
SXR radiation [37] to determine the onset of the TQ7 compared to
two central channels of the SXR diagnostic, (f ) total and RE plasma
current compared to experimental reconstruction. The rate of current
decay is averaged between t= 3.5 ms and t= 5.5 ms (gray region).

The rapid redistribution of impurity ions due to MHD
phenomena can be mimicked in 1D transport simulations by
applying increased transport coefficients inside the q = 2 sur-
face to the impurity ion population when the cold gas front
reaches this particular rational surface at tq= 2. Since the pro-
cess of magnetic reconnection is a transient phenomenon,
the transport coefficients prescribed decrease exponentially
on time scales τadd, i.e. in the case of the diffusion coeffi-
cient Dadd(t) = Dmax

add exp(−{t− tq=2}/τadd) ·Θ(t− tq=2) and
similarly for the pinch velocity. In the simulations presented,
Dmax

add = 100 m2 s−1, vmax
add =−200 m s−1 and τadd = 1.0 ms

are applied. Outside the q = 2 surface, no additional trans-
port is applied. The numerical values for the additional trans-
port coefficients are obtained by manually varying these para-
meters across several simulations (not shown). The final set of
values is then chosen from the simulation showing best agree-
ment with experimental observations of the line integrated
electron density evolution n̄e(t) and plasma current evolution
Ip(t), including the final RE current IRE (see figures 4(b) and
(e)). The heat transport coefficient is additionally increased by

χadd = 10 m2 s−1 for both electrons and ions in the entire sim-
ulation domain to prevent the occurrence of strongly localized
hot plasma beamlets in the simulation during this phase of the
discharge. Compared to neoclassical impurity transport dis-
cussed (see figure 6(c)), the additional transport is significantly
increased.

Alternatively to the rapid redistribution of impurities, the
TQ may be triggered by assuming significantly increased heat
transport (χ > 100 m2 s−1) inside the q = 2 surface. Even
though the loss of thermal energy occurs significantly faster in
simulations of this case, both the obtained line integrated elec-
tron density n̄e and the plasma current decay rate |dIp/dt| fall
noticeably below experimental measurements. Consequently,
the rapid redistribution of impurity ions is a necessary assump-
tion to reproduce experimental observations of AUG #33 108.

On a side note, another manifestation of the MHD
phenomena triggered by the cold gas front is the occurrence of
a sudden increase of the total plasma current, the so called ‘Ip
spike’, at t= 3.15 ms (see figure 4(e)). However being focused
on the simulation of material propagation and RE generation,
reproducing the increase in total plasma current in the simu-
lations goes beyond the scope of this work. Consequently, the
evolution of the total plasma current cannot be captured by the
simulations performed. However, the current decay rate dIp/dt
is well reproduced during the CQ (see figure 8(f )).

4.4. Plasma evolution with rapid Ar redistribution

In the presence of the additional transport coefficients intro-
duced in section 4.3 (Dmax

add = 100 m2 s−1, vmax
add =−200 m s−1,

τadd = 1.0 ms), experimental observations are reproduced by
the Ar MGI simulation carried out (see figures 7 and 8). The
neutral Ar deposited outside the LCFS propagates into the core
plasma. Upon reaching the q = 2 surface at ρq= 2 = 0.72 and
tq=2 = 2.62 ms, the additional impurity transport coefficients
prescribed to mimic the impact of magnetic reconnection rap-
idly transport ionized Ar into the central plasma. A consider-
able amount of impurity ions, nAr ≥ 1019 m−3, is present at the
magnetic axis after 0.42 ms at t≥ 3.04 ms.

Given the exponential decay of the additional transport
coefficients on a time scale of τadd = 1 ms, the associated
transport alone is insufficient to obtain the level of central
impurity accumulation necessary to reproduce experimental
observations of the artificial disruption. Here, neoclassical
impurity transport provides a substantial contribution to redis-
tribute impurities in the plasma center. Omitting this mech-
anism in a separate simulation, the impurity content inside
the q = 2 surface is reduced by as much as 60% during
rapid impurity redistribution. Even though sufficient to induce
a fast TQ on experimental time scales and to reproduce
the increase of the line averaged electron density observed,
the plasma current decays too slow under these conditions.
This suggests, that in the experiment, a significant frac-
tion of the impurity ions are present in the central plasma,
where the remnant plasma current is located, thus accelerat-
ing current decay. Still, in the absence of neoclassical trans-
port processes, experimental conditions may be recovered by
increasing the additional transport coefficients applied, e.g.
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Figure 9. Normalized contributions
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∑
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i ni ≥ 1016 m−3 obtained (a) through evolution of the charge state
distribution according to rate equations and (b) through evaluation
of the steady state charge state distribution (coronal equilibrium)
according to the electron temperature evolution obtained in case (a).
Impurity Ar is injected into the vessel at t= 1 ms.

Dmax
add = 100 m2 s−1 → 200 m2 s−1 and vmax

add =−200 m s−1 →
−1000 m s−1, thus emphasizing the importance of neoclas-
sical impurity transport for impurity redistribution inside the
q = 2 surface.

Even though neoclassical processes alone are also insuffi-
cient to cause a thermal collapse of the plasma on experiment-
ally observed time scales (see section 4.2), the rapid redis-
tribution of impurity ions through application of additional
transport coefficients modifies the plasma profiles favorably
for inward neoclassical transport. As the steepness of the ion
density gradient greatly decreases in the process of redistribu-
tion, the magnitude of the outward neoclassical pinch is sig-
nificantly reduced, even reversing direction (with low mag-
nitude). Furthermore, neoclassical diffusion contributions are
considerably increased compared to the case without addi-
tional transport (see figure 6(c)), being on average inside the
q = 2 surface of the order of ⟨Dneo⟩= 20 m2 s−1.

In the process of propagating into the hot central plasma,
the Ar is ionized to high ionization states, reaching in the
vicinity of the magnetic axis up to Zimp = 12.8 and rapidly
increasing the density of plasma electrons (see figures 8(b)
and (c)). Given the time scale of material deposition and
penetration in MGI experiments, numerical evolution of the
individual impurity charge state densities from rate equa-
tions is mandatory in simulations of these scenarios as the
charge state distribution is not in steady state (coronal equi-
librium) throughout the simulation (see figure 9). Evaluating
in post-processing the steady state impurity ion distribution
for the electron temperature evolution obtained in the simula-
tion presented (see figure 7(b)), the steady state Ar population
calculated adapts too quickly to changing plasma conditions
as compared to simulation results. In regions of hot plasma,
i.e. in front of the cold gas front and inside the q = 2 surface
during rapid redistribution, impurity ionization is significantly

overestimated. Particularly overpopulated are the ionization
stages Ar8+ (Ne-like Ar) and Ar16+ (He-like Ar). Similarly,
recombination to singly ionized Ar in the wake of the cold
gas front and in the post-TQ plasma occurs too fast. Con-
sequently, application of the steady state Ar charge state dis-
tribution is not suitable to describe the charge state evolution
in MGI simulations. Instead, numerical evolution by STRAHL
through rate equations is required to adequately describe
the impurity charge state evolution on time scales relevant
for MGI.

As a consequence of the rapid redistribution of impurit-
ies, the majority of the plasma thermal energy is lost through
strong radiation within 0.68 ms between t = tq= 2 and t=
3.30 ms. In the resulting cold post-TQ plasma of a few eV,
the Ar recombines to low ionization stages, thus decreasing
the free electron density in the central plasma. Yet, neut-
ral Ar deposited in the core plasma following the TQ still
becomes ionized in the outer half of the plasma, thus keep-
ing the line averaged electron density approximately con-
stant in the 2.43 ms following the TQ. The plasma temper-
ature of a few eV is maintained throughout this phase despite
further radiative losses through Ohmic heating by the remain-
ing, decaying plasma current as a result of strong parallel elec-
tric fields induced. Only after the majority of the Ohmic cur-
rent has decayed at t= 5.72 ms, the remainder of the plasma
stored energy is lost through impurity radiation and the plasma
temperature approaches 1 eV. In this environment, Ar recom-
bination back to neutral particles occurs, decreasing the line
averaged electron density.

The plasma evolution described agrees qualitatively with
experimental observations of AUG #33 108. By assuming
rapid redistribution of ionized Ar inside the q = 2 surface,
the magnitude and time scale of the increase in line aver-
aged electron density following Ar MGI as detected by the
two CO2 interferometers is reproduced in the simulation (see
figure 8(c)). Similarly, the duration of the TQ as reconstructed
from the evolution of the line averaged quantity n2eTeZeff
as a proxy for SXR radiation matches estimates from the
SXR diagnostics (see figure 8(e)). Yet, the onset of the TQ
obtained in the simulation is slightly delayed by 0.12 ms with
respect to experimental estimates. During the CQ following,
the averaged current decay rate of−166+56

−56 kA/ms calculated
agrees with experimental reconstructions of −193+42

−42 kA/ms
within errorbars, both being averaged between t= 3.5 ms and
t= 5.5 ms (see figure 8(f )). Here, the spike of the total plasma
current observed experimentally might impact the rate of cur-
rent decay. Due to the selection procedure of the additional
transport coefficients Dmax

add and vmax
add , the post-CQ RE cur-

rent measured in AUG #33 108 is matched by the simulation
presented. As a result, the plasma evolution during Ar MGI is
captured by the simulation throughout the different phases of
the disruption.

4.5. RE evolution

Throughout the artificially induced disruption by Ar MGI dis-
cussed in the previous section 4.4, the generation of REs is
simulated (see figure 10). The source mechanisms considered
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Figure 10. Spatio-temporal response of RE related quantities to Ar MGI in simulations of AUG #33 108: (a) total plasma current density,
(b) parallel electric field normalized to the total critical electric field Etot

c = Ecntote /ne, (c) logarithmic Dreicer RE source and (d) logarithmic
avalanche RE source. The parallel electric field normalized to the Dreicer field, E∥/ED, evolves similar as the logarithmic Dreicer source
and is thus not shown.

are highly sensitive to the evolution of the plasma kinetic
profiles through (in a simple, analytical picture) exponen-
tial dependence on both the electron density and temperat-
ure in the case of primary generation, i.e. SD ∝ exp(−ne/Te)
(see equation (3)), and on the electron density in the case of
avalanche multiplication, i.e. nRE(t)∝ exp(−ne) (see equa-
tion (5)). Therefore, the deposition and propagation of impur-
ity ions in the plasma core strongly influences the amount of
REs generated in the process. Yet, the final RE current can
be reproduced in MGI simulations with reasonable agreement
to experimental observations if the additional transport coef-
ficients prescribed are chosen such that the evolution of the
line averaged electron density is well approximated in the
simulation.

Analyzing the response of the plasma and RE current dens-
ities to Ar MGI in the simulation including additional trans-
port coefficients (see figure 10), the edge Ohmic current starts
to contract as the material starts to propagate into the con-
fined core; cooling down the plasma to a few eV and redu-
cing the plasma conductivity in the process. Simultaneously,
the local electric field E∥ increases significantly to counter the
change in magnetic flux. Even though increasing well above
levelsE∥/ED for substantial primary RE generation, these con-
ditions do not last locally sufficiently long to generate relev-
ant amounts of primary RE at a given radial location, let alone
secondary REs through avalanching (see ρ≳ 0.8 in figure 10).
Note that the simulations presented do not employ a RE seed
population.

Noticeable amounts of REs are generated only after the
neutral gas front has reached the q = 2 surface at tq= 2, trig-
gering the prescription of additional transport coefficients in
the simulation discussed. With increased propagation of the
cooling front towards the plasma center, contraction of the
current density is accelerated, inducing increasingly stronger
electric fields. Given the eventual strong localization of Ohmic
current density in the plasma center, the net power loss through
impurity radiation is considerably decreased byOhmic heating
in the vicinity of ρ= 0.16, keeping the electron temperature in

this region transiently between 10 eV and 20 eV for 0.21 ms
(see figure 7(b)). In this environment, sufficient amounts of
primary REs are generated to achieve significant avalanche
multiplication in the presence of the still strong electric fields,
E∥ ≫ Ec, of the cold post-TQ plasma of a few eV. This effect
is also observed in the vicinity of ρ = 0.70. As a result of the
selection procedure for the additional transport coefficients,
the final RE current is well reproduced by the simulation, being
217 kA, i.e. 4% below the experimental value IexpRE = 225 kA.
Given the greater strength of the avalanche source compared
to the Dreicer source (see figures 10(c) and (d)), the post-CQ
RE current consists almost entirely of secondary REs, consti-
tuting 99% of the total RE current. The Dreicer mechanism
provides only a seed population for avalanche multiplication
of REs.

The simulation discussed was performed calculating both
the primary and secondary RE source from expressions by
Hesslow et al [10, 13]. Employing the analytical formulae of
Connor and Hastie [33], and Rosenbluth and Putvinski [34]
instead (equations (3) and (5)), a larger RE current is obtained
at the end of the CQ, being 295 kA, i.e. +31% IexpRE . In this
case, the Dreicer mechanism not only provides a seed popula-
tion for avalanche multiplication, but contributes a substantial
fraction of 35% to the total RE current. Furthermore, a notice-
able RE current is obtained earlier in the simulation, exceeding
1 kA at t= 1.36 ms as opposed to t= 2.55 ms when employ-
ing the CODE neural network instead. The associated consider-
able increase of the Dreicer growth rate under application of
the analytical expression of equation (3) [33] is expected as
several effects reducing the flux of thermal electrons into the
runaway region of momentum space are not considered in this
model, being partial screening of impurities and the energy
dependence of the Coulomb logarithm [13].

Simultaneously, the strength of the avalanche source is
reduced applying the expression of Rosenbluth and Putvinski
[34] of equation (5), as the nuclear charge of impurity ions
is assumed to be screened completely by bound electrons in
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this model. However as discussed by Hesslow et al [9], col-
lision rates are enhanced in the presence of partially ionized
impurities, leading to a stronger than linear dependence of Sav
on E∥ for large electric fields under consideration of both free
and bound electrons, thus increasing the growth rate beyond
levels predicted by equation (5). Nevertheless, despite a larger
RE seed population and a longer multiplication time in simu-
lations employing the analytical formulae of equations (3) and
(5), a comparable avalanche current is obtained in simulations
of both cases.

It should be noted, that the additional transport coefficients
employed are chosen to match the final RE current, as well as
the evolution of plasma current Ip(t) and line averaged elec-
tron density n̄e(t), under application of the RE generationmod-
els by Hesslow et al [10, 13]. However, experimental condi-
tions can also be reproduced describing the RE sources by the
analytic expressions of equations (3) and (5) by setting e.g.
Dmax

add = 100 m2 s−1 → 200 m2 s−1 and vmax
add =−200 m s−1 →

−400 m s−1. For this choice of parameters, application of the
CODE neural network and equation (6) underestimates the RE
current generated, being 173 kA (−23% IexpRE ). Yet, the over-
all evolution of the RE current is qualitatively similar for both
choices of transport coefficients discussed for each set of the
RE generation models. The relative importance of the RE gen-
eration mechanisms is unaffected.

Despite employing different models for RE generation and
application of varying additional transport coefficients Dmax

add
and vmax

add , the final RE currents obtained in the simulations dis-
cussed are of similar magnitude, being within +35%

−23%I
exp
RE , as the

available poloidal magnetic flux is dissipated by the total RE
generation following the disruption. Consideration of a hot-
tail source is hence not expected to modify simulation results
significantly. Application of the analytical formulae of Con-
nor and Hastie [33], and Rosenbluth and Putvinski [34] to
described RE generation therefore yields a reasonable estimate
for the order of magnitude of the post-disruption RE current
in MGI scenarios.

Still, the evolution of the RE current during the CQ is
captured only under application of the models by Hesslow
et al [10, 13], where a substantial RE current is obtained
after around 4 ms (see figure 8(f )). Experimentally, the hard
x-ray signal increases after 5 ms (see figure 4(f ); note the
temporal resolution of 1 ms), thus being delayed by around
1 ms compared to the RE current simulated. Given the finite
time required for newly generated REs to extract relevant
amounts of energy from the electric field (requiring in excess
of 103 revolutions in the tokamak; see section 2.4), a delay
of 1 ms between occurrence of a noticeable RE current in the
simulation and detection of a hard x-ray radiation in the exper-
iment appears reasonable. Consequently, the RE current evol-
ution obtained applying the models by Hesslow et al [10, 13]
is in line with measurements of hard x-ray radiation. Applying
the analytical formulae of Connor and Hastie [33], and Rosen-
bluth and Putvinski [34] instead, a significant RE current is
present already at around 2.5 ms. Following above argument
regarding the delay between RE current and hard x-ray signal,
the RE current evolution of simulations using the analytical

formulae is contrary to experimental observations of HXR
radiation.

5. Conclusion

In this work, we presented the toolkit ASTRA-STRAHL for self-
consistent 1.5D transport simulations of background plasma,
impurity species and runaway electrons in MGI scenarios
of tokamak plasmas. The model was applied successfully
to study the interactions between aforementioned species in
simulations of Ar MGI in AUG #33 108, covering all dis-
tinct phases of the artificially induced disruption, i.e. the pre-
thermal quench, the thermal collapse and the conversion of
Ohmic current to runaway electrons. Despite the complexity
and the 3D nature of MGI, the evolution of key plasma para-
meters, such as line integrated electron density and plasma cur-
rent, can be reproduced in a 1D framework with good agree-
ment compared to experimental observations. The validity of
the 1D approach is likely due to the combination of a flux-
surface averaged treatment of an arbitrary magnetic geometry
by ASTRA, fast equilibration along magnetic field lines and the
strong localization of the impurity radiation up to the thermal
quench.

The propagation of impurities into the central plasma is
driven by rapid redistribution as a result of presumably MHD
activity, triggered by the cold gas reaching the q = 2 rational
surface. Still, neoclassical processes provide a non-negligible
contribution to inward impurity ion transport. Considering
only neoclassical effects, the cold gas front propagates too
slow with veff ≪ vth to induce a thermal quench on exper-
imental time scales as propagation is driven primarily by
incoming neutrals. The additional transport necessary can be
described reasonably well by a simple 0D model of expo-
nentially decaying coefficients for diffusive and convective
transport, thus requiring few free parameters. For the simula-
tion of AUG #33 108, the choices Dmax

add = 100 m2 s−1, vmax
add =

−200 m s−1 and τadd = 1 ms were found suitable to reproduce
experimental observations. The applicability of these values
for simulations of other AUG discharges will have to be invest-
igated in future work.

The generation of REs in AUG #33 108 is described reas-
onably well in the simulation presented, reproducing the
final RE current obtained experimentally. Consideration of
the impact of partially ionized impurities on RE generation
through application of the models by Hesslow et al [10, 13]
is necessary to explain both current and HXR measurements.
Simulations evolving the RE population based on the com-
monly used formulae by Connor and Hastie [33], and Rosen-
bluth and Putvinski [34] cannot capture these experimental
observations, highlighting the importance of a thorough treat-
ment of RE generation.

An open question is the impact of the hot-tail mechan-
ism not considered in this work. Even though the Dreicer
source is suspected to compensate the absence of a hot-tail
source, further simulations under application of a suitable
model for hot-tail generation are needed eventually. Given
the lack of suitable models, investigating the impact of the
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hot-tail mechanism on the scenario discussed will be left for
future work. Similarly, given the sensitivity of runaway gen-
eration mechanisms on plasma and impurity parameters, the
1D treatment of the inherently 3D process of material injec-
tion introduces further uncertainties in this work. Here, addi-
tional experimental measurements could constrain the impur-
ity propagation assumed in this work.

Application of the model presented to Ar MGI in AUG
#33 108 demonstrates the suitability of this toolkit for the
further study ofMMI in tokamak plasmas, in particular ofMGI
in AUG discharges. Future work will have to investigate if
not only individual discharges, but parametric trends observed
experimentally can be reproduced. Here, the impact of vary-
ing impurity amounts, species and composition on RE genera-
tion is to be studied inMGI scenarios. Eventually, the impurity
deposition model employed is to be extended by an SPI model,
thus allowing MMI simulations of ITER relevant scenarios.
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Appendix A Finite volume scheme of STRAHL

The first order central finite difference scheme used in STRAHL
is replaced by a vertex centered finite volume discretization
of the same order to enable simulations with arbitrary Péclet
number µ. Starting from the STRAHL transport equation in cyl-
indrical coordinates,

∂n
∂t

=
1
r
∂

∂r

(
D
∂n
∂r

− v n

)
+ S , (A1)

the conservative form of the transport equation for the density
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Quantities at the cell boundaries are evaluated as the average
of both cells, i.e. Xi± 1

2
= [Xi+Xi±1]/2. For the transport coef-

ficients, the following substitutions are applied:

D̃i± =
ri± 1

2

gi∆ri±
Di± 1

2
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2

2gi
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2
,

gi = r2i+ 1
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− r2i− 1

2
, ∆ri± =∓(ri− ri±1) .
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Figure A1. The discretization method applied is adjusted through
the parameter K (see equation (A5)). For cases of strong advection
with |µ|> 4 ((a) and (c)), the backward/forward scheme dominates
the discretization, whereas for strong diffusion with |µ|< 4 (b), the
central scheme dominates (see equation (A4)).

The temporal derivative is discretized applying the θ-method,
such that ∂n̄i/∂t= θF(n̄j+1

i )+ (1− θ)F(n̄ji). Unconditional
stability of the scheme is ensured for θ≥ 1/2 and therefore
θ = 1/2 is chosen. For a time step size τ , i.e. tj+1 = tj+ τ ,
the complete discretization is obtained as

n̄j+1
i + n̄ji = τ S̄i

+τ
{
D̃i− +

[
1+Ki− 1

2

]
ṽi−
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·
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(A4)

Depending on the Péclet number µi = vi∆ri/Di, the spatial
discretization is changed adaptively from a central scheme
(|µi| → 0) to upwinding (|µi| →∞) through the parameter
(see figure A1)

Ki =max(0,1− 2/|µi|) · sgn(µi) . (A5)

The scheme presented is applied for the discretization inside
the STRAHL simulation domain. To treat the left and right
boundary, the discretization is adjusted in accordance with the
existing STRAHL boundary conditions.
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The formation of a substantial postdisruption runaway electron current in ASDEX
Upgrade material injection experiments is determined by avalanche multiplication of a
small seed population of runaway electrons. For the investigation of these scenarios, the
runaway electron description of the coupled 1.5-D transport solvers ASTRA-STRAHL is
amended by a fluid model describing electron runaway caused by the hot-tail mechanism.
Applied in simulations of combined background plasma evolution, material injection and
runaway electron generation in ASDEX Upgrade discharge #33108, both the Dreicer
and hot-tail mechanism for electron runaway produce only ∼ 3 kA of runaway current.
In colder plasmas with core electron temperatures Te,c below 9 keV, the postdisruption
runaway current is predicted to be insensitive to the initial temperature, in agreement
with experimental observations. Yet in hotter plasmas with Te,c above 10 keV, hot-tail
runaway can be increased by up to an order of magnitude, contributing considerably to
the total postdisruption runaway current. In ASDEX Upgrade high-temperature runaway
experiments, however, no runaway current is observed at the end of the disruption, despite
favourable conditions for both primary and secondary runaway.
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1. Introduction

In future current-carrying fusion devices, the formation of a substantial population of
runaway electrons during the sudden loss of thermal confinement poses a significant threat
to the integrity of the plasma vessel. Already in present-day devices, beams of lost runaway
electrons are observed to damage plasma facing components, e.g. at JET (Matthews et al.
2016) or at Alcator C-Mod (Tinguely et al. 2018). However, in high-current devices, a
larger runaway current is expected due to increased avalanche multiplication (Boozer
2019). As the total energy carried by a runaway beam grows quadratically with the runaway
current (Martín-Solís et al. 2014), the threat to high-current fusion devices is amplified.
Therefore, runaway electron generation has to be suppressed and potential disruptions
mitigated (Breizman et al. 2019).
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2 O. Linder and others

Suppression of electron runaway may be achieved through massive material injection, as
proposed for ITER (Lehnen et al. 2015). This scheme is currently being investigated across
several machines using massive gas injection (MGI), e.g. at ASDEX Upgrade (AUG)
(Pautasso et al. 2017, 2020) or TCV (Coda et al. 2019), and shattered pellet injection
(SPI), e.g. at DIII-D (Commaux et al. 2010; Paz-Soldan et al. 2020) and JET (Reux et al.
2021). Given the unfavourable scaling of the runaway electron threat to future devices
due to increased avalanche multiplication, experimental investigation is complemented by
theoretical and computational studies to aid in extrapolation from present to future devices
(Breizman et al. 2019).

Owing to the complexity of the runaway electron problem, different computational
tools are used for the investigation of different aspects of electron runaway. The most
accurate description is achieved by kinetic tools, such as the full-f Fokker–Planck solver
CODE (Stahl et al. 2016), where the runaway fluxes are determined through evolution
of the momentum-space electron distribution. However, the simultaneous spatio-temporal
evolution of the background plasma or impurities injected is challenging to calculate in
these frameworks (Hoppe et al. 2021). For this purpose, 1-D transport codes such as
ASTRA-STRAHL (Dux et al. 1999; Fable et al. 2013; Linder et al. 2020) or GO (Papp et al.
2013; Vallhagen et al. 2020) can be applied. Here, electron runaway is described through
a fluid treatment, as a kinetic description greatly increases the computational cost. For a
description of the 3-D spatio-temporal evolution of the magnetic field during disruptions,
non-linear magnetohydrodynamic (MHD) codes such as JOREK (Bandaru et al. 2019) are
used.

The recent development of sophisticated reduced kinetic models describing electron
runaway due to momentum-space diffusion of thermal electrons (Hesslow et al. 2019b)
and knock-on collisions of existing runaways with the thermal bulk (Hesslow et al. 2019a)
has accelerated modelling efforts. Applied inside the transport code ASTRA-STRAHL,
simulations of the spatio-temporal evolution of runaway electron population, background
plasma and material injected have recently been found capable of describing AUG
disruptions, as demonstrated modelling AUG discharge #33108 (Linder et al. 2020).

In this work, we investigate runaway electron (seed) generation in AUG experiments of
varying core temperature between 4 and 20 keV by means of ASTRA-STRAHL simulations.
For this purpose, we expand upon the findings by Linder et al. (2020), performing coupled
simulations of background plasma evolution, material injection and electron runaway.
As kinetic modelling using CODE suggests formation of a seed population of runaway
electrons predominantly due to rapid cooling (Insulander Björk et al. 2020; Hoppe et al.
2021), the runaway electron generation models used in ASTRA-STRAHL are amended by a
model by Smith & Verwichte (2008) describing this effect. The toolkit ASTRA-STRAHL is
then applied for the investigation of the (seed) runaway electron population in simulations
of AUG discharge #33108. Throughout the simulations performed, the preinjection on-axis
electron temperature is varied between 4 and 20 keV, as SPI experiments in DIII-D suggest
a growing seed runaway population as the electron temperature increases (Paz-Soldan
et al. 2020). The simulation results obtained are compared against measurements of AUG
disruption experiments.

This paper is organized as follows. A brief description of the model employed is
provided in § 2, with experimental aspects of AUG discharge #33108 covered in § 3.
More details on both parts can be found in Linder et al. (2020). Simulations of runaway
electron generation in the AUG discharge chosen are presented in § 4. The impact of a
variation of the preinjection on-axis electron temperature on the postdisruption runaway
electron current calculated is discussed in § 5. Finally, a conclusion is provided in § 6.
Additionally, a simplified model for the hot-tail runaway electron current density at the
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Electron runaway in ASDEX Upgrade experiments 3

end of the thermal quench is presented in Appendix A; the impact of the average runaway
electron velocity on the postdisruption runaway current is discussed in Appendix B.

2. Model description

The spatio-temporal evolution of the main tokamak plasma, material introduced through
MGI, and runaway electrons generated in the process can be described by the coupled
1.5-D transport codes ASTRA (Fable et al. 2013) and STRAHL (Dux et al. 1999). The
suitability of this toolkit for the simulation of runaway electron generation during MGI
has recently been demonstrated by Linder et al. (2020). Building on the model presented,
the capabilities of ASTRA-STRAHL are expanded to additionally consider electron runaway
due to the hot-tail mechanism. Therefore, only a brief overview of ASTRA-STRAHL is
given, with details described in Linder et al. (2020).

2.1. The coupled transport codes ASTRA-STRAHL

The evolution of the main plasma and impurity species introduced is calculated by ASTRA
and STRAHL, respectively, following the macroscopic transport equation
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for a fluid quantity Y in the presence of diffusion D, convection v and sources Sj. The
quantity ρ denotes the toroidal flux-surface label, with V being the flux-surface volume.

Inside ASTRA, the poloidal magnetic flux Ψ , both the electron temperature Te and ion
temperature Ti and the density nRE of runaway electrons are evolved. In the case of electron
heat transport, sources Sj due to Ohmic heating, electron-to-ion heat transport and impurity
radiation from STRAHL (line radiation and Bremsstrahlung) are taken into account
throughout the entirety of the simulations and assumed to outweigh radial transport (Fehér
et al. 2011) (confirmed by the simulations presented). Consequently, turbulent radial
transport is neglected. The electron density ne is calculated from quasi-neutrality, i.e.
ne(t) = nD +∑k〈Zk〉nk(t) where nD denotes the density of deuterium, the main plasma
species. The densities nk and average charges 〈Zk〉 of the impurities k are evolved by
STRAHL. The magnetic equilibrium is obtained from the ASTRA built-in 3-moment solver,
applicable for circular discharges of MGI experiments in AUG (Pautasso et al. 2017, 2020).

The impurity densities nk,i are evolved by STRAHL for each charge state i under
consideration of electron impact ionization and recombination rates from ADAS (Summers
2004). Neutrals originating from a gas valve are deposited in the simulation domain just
outside the last closed flux surface (LCFS) and propagate into the core plasma with
thermal velocity vk,0 = vth = √

T/m, T and m being the neutral impurity temperature
and mass, respectively. The source strength −dNk/dt is determined from the continuity
equation dNk/dt + vk,0NkAv(t)/Vv = 0 for a valve with particle inventory Nk, aperture size
Av(t) and volume Vv. Impurity transport due to neoclassical processes is described by
NEOART (Peeters 2000).

Following the injection of impurities, (2, 1) MHD modes and higher harmonics are
triggered as the cold gas front reaches the flux surface with safety factor q = 2 (Fable et al.
2016) at time tq=2. As a result, the current density inside the q = 2 surface is redistributed,
which is achieved in the simulations by flattening the q-profile to q = 2 under conservation
of the total poloidal magnetic flux. During the breakup of the magnetic surfaces, the
transport of ionized material and heat is greatly enhanced until closed flux surfaces have
re-emerged. To mimic this effect inside ASTRA, additional transport coefficients of the
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4 O. Linder and others

form

Xadd(t) = Xmax
add exp

(
− t − tq=2

τadd

)
Θ(t − tq=2) (2.2)

are applied for both diffusive and convective transport inside the q = 2 surface with
Dmax

add = 100 m2 s−1, vmax
add = −1000 m s−1, χmax

add = 100 m2 s−1 (Fehér et al. 2011) and τadd =
1.0 ms. The evolution of plasma parameters in ASTRA-STRAHL simulations applying this
approach for discharge AUG #33108 studied in this work has been compared in detail to
experimental observations in the publication by Linder et al. (2020), where application of
these coefficients was found necessary to reproduce the experimentally observed increase
of the line-averaged electron density. Please note, that in this work, the additional transport
coefficients are set to generic values (instead of a refined fit) as experimental observations
are adequately described under a moderate variation of these coefficients by up to 50 %.
In the simulations of varying preinjection on-axis electron temperature between 4 and 20
keV discussed in § 5, transport coefficients of identical magnitude are prescribed, since
the MHD modes triggered are largely current driven. As such, a (strong) dependence of
the mode amplitude on predisruption temperature and pressure is not expected. A more
detailed investigation on this subject is planned for future work.

The simulations presented in this work are carried out employing a radial grid of 401
points inside ASTRA, extending from the magnetic axis up to the LCFS. For STRAHL
calculations, the grid is expanded to additionally include the scrape-off layer. Both
minimum and constant time step in ASTRA and STRAHL, respectively, are set to 10−5

ms to resolve transient events. The suitability of these simulation settings was ensured by
means of convergence scans of radial and temporal resolution in prestudy simulations.

2.2. Runaway electron generation
The process of electron runaway is described by reduced fluid models, providing sources
Sj for the evolution of the runaway electron density nRE inside ASTRA1. Mechanisms
for runaway electron generation considered in this work include hot-tail generation due
to rapid cooling (see § 2.2.1), Dreicer generation due to momentum-space diffusion of
thermal electrons (see § 2.2.2) and avalanche generation due to knock-on collision of
existing runaway with thermal electrons (see § 2.2.3). Further mechanisms due to nuclear
processes (Vallhagen et al. 2020) are not taken into account given AUG’s non-nuclear
environment. Feedback of the runaway electron population on the poloidal magnetic flux
evolution Ψ (t) is considered by adding the runaway electron current density to the total
plasma current density under the assumption that runaway electrons propagate with a
velocity 〈vRE〉 equal to the speed of light c, i.e. 〈vRE〉 = c.

2.2.1. Hot-tail generation
In events of rapid plasma cooling, as in the case of tokamak disruptions, electron

runaway may occur. Under these conditions, the high-energy tail of the electron energy
distribution function equilibrates slower than the thermal bulk and may thus exceed the
critical energy for runaway (Chiu et al. 1998; Harvey et al. 2000). The runaway electron
population generated due to this process can be described by reduced fluid models, e.g.
by the work of Smith & Verwichte (2008) and Fehér et al. (2011). However, compared
with kinetic simulations with the full-f continuum Fokker–Planck solver CODE (Stahl
et al. 2016), these reduced models are found to underestimate the hot-tail density by up
to an order of magnitude as the impact of the electric field on the underlying electron

1The runaway electron generation models discussed are implemented as a standalone Fortran module, available at
https://github.com/o-linder/runawayelectrongeneration.
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Electron runaway in ASDEX Upgrade experiments 5

distribution function is not taken into account by these models (Breizman et al. 2019;
Harvey et al. 2019). Simultaneously, the computational cost of kinetic solvers renders
application in transport simulations impractical. Therefore, cheaper and more accurate
models are currently being developed by Svenningsson (2020), which, however, are not
available yet for practical applications with varying effective plasma charge Zeff. For this
reason, the model by Smith & Verwichte (2008) is applied in this work for the calculation
of the hot-tail runaway electron population. Note, that in a recent validation of this model
by Petrov, Parks & Harvey (2021) with the Fokker–Planck solver CQL3D, an additional
Zeff-dependent factor of order unity was proposed for the definition of the critical velocity.

According to the model by Smith & Verwichte (2008), the hot-tail runaway electron
density nhot at time t is obtained from the velocity-space integral across the runaway region
as

nhot(t) = 4ne,0√
πv3

th,0

∫ ∞

vc(t)

(
v2 − vc(t)2) exp

(
−
[

v3

v3
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+ 3τ(t)
]2/3
)

dv, (2.3)

where vth denotes the thermal velocity, v2
th = 2Te/me, and vc the critical velocity for

electron runaway, v2
c = e3ne ln Λ/4πε2

0meE‖ with ln Λ being the Coulomb logarithm for
thermal-thermal collisions, i.e. ln Λ = 16.1 − 0.5 log (ne/1019 m−3) + log (Te/keV). The
constants me, e and ε0 denote, respectively, the electron mass, the elementary charge and
the vacuum permittivity. Quantities evaluated at the onset of rapid cooling are denoted by
indices ‘0’. The parameter τ(t) is a normalized time, i.e. τ(t) = ν0

∫ t
t0

ne(t̃) dt̃/ne,0, with
the thermal-thermal collision frequency ν = ne e4 ln Λ/4πε2

0m2
ev

3
th.

The expression (2.3) introduced by Smith & Verwichte (2008) for the hot-tail density
assumes an instantaneous drop of the electron temperature from Te,0 to the final
temperature Te,fin. However, motivated by an exponential decay of the temperature on time
scales tdec due to plasma cooling (Smith & Verwichte 2008), the hot-tail density evolution
under assumption of an exponential decay of the temperature, i.e.

Te(t) = (Te,0 − Te,fin) exp
(

− t − t0

tdec

)
+ Te,fin, (2.4)

can be described by modifying the expression for τ(t). In the work by Smith & Verwichte
(2008), the temporal evolution of this parameter is obtained through numerical integration
of a high moment of the kinetic equation for a two-component distribution function. In the
case of an exponential electron density evolution, the numerical solution obtained for τ(t)
is well approximated by τ(t) = ν0(t − t0 − tdec)Θ(t − t0 − tdec)ne,fin/ne,0 for t − t0 > 3 tdec
(Smith & Verwichte 2008). However, to describe τ(t) more accurately during the initial
phase of rapid cooling, an alternative expression is introduced and used throughout this
work

τ(t) = ν0
ne,fin

ne,0

⎧⎨
⎩

(t − t0)
2

4tdec
, t − t0 < 2tdec

(t − t0 − tdec) , t − t0 ≥ 2tdec

. (2.5)

For evaluation of the hot-tail density, a closed form of expression (2.3) cannot be provided,
necessitating numerical integration. Inside ASTRA, the integral is evaluated using Kepler’s
rule as the integrand falls off monotonically and sufficiently fast for v → ∞. The
hot-tail runaway electron density nhot obtained can be used inside ASTRA directly for
subsequent calculations of the runaway electron current density and secondary runaway
generation, eliminating the necessity to evaluate the macroscopic transport equation (2.1)
for the hot-tail population. However, importantly, evaluation of the instantaneous hot-tail

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0022377821000416
Downloaded from https://www.cambridge.org/core. Max-Planck-Institut fuer Plasmaphysik, on 07 May 2021 at 10:05:50, subject to the Cambridge Core terms of use,



6 O. Linder and others

population through (2.3) requires characterization of parameters at onset and end of
the thermal quench, being the time t0 of the onset of the thermal quench, the electron
temperature Te(t0), the temperature decay time scale tdec, as well as the electron density
at onset and end of the thermal quench, i.e. ne(t0) and ne(tfin). As onset and end of the
thermal quench cannot be determined during a simulation, the required parameters are
calculated in postsimulation analysis (see § 2.3) and applied in a subsequent simulation for
the calculation of the hot-tail population. Convergence of the parameters obtained has to be
assessed and simulations repeated if convergence is not met. Note, that in the simulations
presented in this work, one iteration to determine the thermal quench parameters was
sufficient to achieve an averaged iteration accuracy of less than 1 % across all grid points,
being in all cases less than 5 %.

2.2.2. Dreicer generation
The process of electron runaway due to momentum-space diffusion of thermal

electrons in the presence of partially ionized mid- to high-Z impurities cannot be
described by analytical reduced fluid models, as a result of the complicated energy
dependence of collision frequencies at near-thermal energies (Hesslow et al. 2019b).
Analytical expressions under consideration of fully ionized impurities only (Connor &
Hastie 1975) have been demonstrated to overestimate electron runaway under certain
conditions (Hesslow et al. 2019b). Applied in transport simulations of runaway electron
generation during MGI, a noticeably increased seed population in contrast to experimental
observations is obtained (Linder et al. 2020). Therefore, instead of reduced fluid models,
a neural network model for the calculation of Dreicer growth rates (Hesslow et al. 2019b)
is utilized in this work.

The neural network by Hesslow et al. (2019b) is based on simulations of CODE. Training
of the network was performed with argon and neon impurities, generalized for application
to other species using eight input parameters x. The Dreicer source rate SD is thus obtained
through evaluation of

SD = νne exp (F(W 5,F(W 4,F(W 3,F(W 2,F(W 1, x, b1), b2), b3), b4), b5)) , (2.6)

F(W, x, b) = tanh (Wx + b) , (2.7)

with weights W i and biases bi (see Hesslow et al. (2019b) for details).

2.2.3. Avalanche generation
The generation of secondary runaway electrons due to knock-on collisions of existing

runaways with thermal electrons in the presence of partially ionized impurities can be
described through a reduced fluid model by Hesslow et al. (2019a). The avalanche source
rate Sav is calculated from

Sav = nRE
e

mec ln Λc

ntot
e

ne

E‖ − Eeff
c√

4 + ν̄slow( p�)ν̄defl( p�)
, (2.8)

with the relativistic Coulomb logarithm ln Λc = ln Λ − 0.5 ln(T/mec2). The total electron
density ntot

e comprises both free plasma electrons ne and electrons bound to impurity
ions. In the presence of partially ionized impurities, the critical electric field Ec =
ne e3 ln Λc/4πε2

0mec2 for runaway is increased, the effect of which is described by the
effective critical electric field Eeff

c defined in Hesslow et al. (2018b). Expressions for the
slowing-down frequency ν̄slow and for the generalized deflection frequency ν̄defl are found
in Hesslow et al. (2018a) and Hesslow et al. (2018b). Noticeably, the effective critical
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(a) (b)

FIGURE 1. The occurrence of a thermal quench is determined from the electron temperature
evolution starting at the onset of MGI at tMGI. (a) The temporal derivative of the logarithmic
temperature falling below a threshold of –1/0.5 ms marks the onset of the quench. (b) The end is
obtained from an exponential fit of the electron temperature, illustrated for both a suitable (blue)
and a poor (red) choice of the decay time scale tdec.

momentum p� depends on both frequencies through p� = 4
√

ν̄slow( p�)ν̄defl( p�)/
√

E‖/Ec,
thus requiring numerical evaluation of these parameters.

2.3. Determining thermal quench parameters
The calculation of characteristic quantities of the thermal quench for the evaluation of
the hot-tail runaway population during the thermal quench (see § 2.2.1) is performed in
postsimulation analysis. Onset t0 and end tfin of the thermal quench are determined from
the electron temperature evolution. The required values for both the electron temperature
and density are then obtained through evaluation of these quantities at t0 and tfin,
respectively.

The time t0 of the onset of the thermal quench is defined as the time when the
instantaneous logarithmic temperature change d ln(Te(t)/eV)/dt falls below a threshold
value −1/t̃dec = −1/0.5 ms, with t̃dec being the instantaneous temperature decay time (see
figure 1a). Both the end tfin of the thermal quench and the temperature decay time scale
tdec are determined through a linear fit ln T̃e(t) of the logarithmic electron temperature
evolution (see figure 1b). Under the assumption Te(t0) 
 Te(tfin), the ansatz for Te(t) of
(2.4) can be reduced to ln(Te(t)/Te(t0)) = −(t − t0)/tdec, thus yielding the time scale tdec.
The end of the thermal quench is defined as the last time point where T̃e(tfin) = Te(tfin),
i.e. before the fit falls off below the actual temperature. The quality of the fit is evaluated
for t ∈ [t0, tfin].

3. ASDEX Upgrade runaway electron experiments
3.1. Reference scenario

Simulations of runaway electron generation are performed for artificially disrupted
ASDEX Upgrade experiments through MGI (Pautasso et al. 2017, 2020). The plasma
parameters chosen in this work are based on ASDEX Upgrade discharge #33108 (for
details see Linder et al. 2020). In this experiment, argon (Ar) was injected at tinj = 1.0 s
after breakdown from a gas valve of volume 100 cm3 and initial Ar pressure of 0.73 bar
into an L-mode limiter plasma with low average electron density of 〈ne〉 = 2.8 × 1019 m−3

and high peaked electron temperature of Te(ρ = 0) = 9.3 keV at the magnetic axis. A
peaked temperature profile is achieved through application of 2.6 MW of on-axis electron
cyclotron resonance heating (ECRH) during the last 0.1 s prior to MGI. As a result of
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Quantity AUG #33108 Similar shots

Ip,0 (MA) 0.76 0.60–0.90
pAr (bar) 0.73 0.60–0.85
Btor (T) 2.50 2.30–2.70
q95 3.79 3.50–4.10

TABLE 1. Characteristic parameters for runaway electron experiments in AUG, being the
predisruptive plasma current Ip,0, the valve Ar pressure pAr, the toroidal magnetic field Btor and
the edge safety factor q95. Values for the reference discharge AUG #33108 are given, as well as
criteria for selecting similar shots from all AUG runaway electron experiments performed.

Ar injection, the plasma stored energy is removed through impurity radiation and the
plasma current decreases from initially 763 kA down to 225 kA, carried by relativistic
electrons. Additional characteristic parameters of AUG #33108, as well as criteria for
selecting similar runaway electron shots for analysis in § 5.5, are listed in table 1.

3.2. Gaussian process regression for experimental fitting
Reconstruction of experimental profiles often requires fitting of measured data.
Application of a probabilistic approach under consideration of uncertainties allows a
reliable estimate of experimental quantities. Therefore, Gaussian process regression (GPR)
techniques are employed in this work through application of a toolset by Ho et al. (2019),
based on work by Chilenski et al. (2015). Using these tools, reconstruction of preinjection
electron temperature profiles Te(tinj, ρ) from electron cyclotron emission (ECE) and
Thomson scattering (TS) measurements is performed in § 5.1 for the entire plasma radius
and in § 5.5 for a better reconstruction of the on-axis value Te(tinj, 0). An estimation of
the experimentally measured runaway electron current as a function of Te(tinj, 0) is also
performed using GPR.

Applying Bayesian probability theory, robust reconstruction of these profiles, as well
as of associated gradients and uncertainties, is performed from covariance functions
k(x, x′) utilizing normally distributed weights. Where stated in this work, profile estimation
through GPR is performed using a rational quadratic covariance function

k(x, x′) = σ 2

(
1 + (x − x′)2

2αl2

)α

(3.1)

with variance σ 2 and characteristic length scale l. The hyperparameter α describes
length scale mixing. When simpler estimates are sufficient, plasma profiles are instead
reconstructed using an mtanh function (Schneider 2012).

4. Electron runaway in ASDEX Upgrade #33108

Coupled transport simulations of Ar injection, background plasma evolution and
runaway electron generation are performed with ASTRA-STRAHL for AUG discharge
#33108. The evolution of the Ar-induced disruption throughout the simulation is described
in § 4.1. The generation of a seed population is discussed in § 4.2, whereas the avalanche
multiplication following is covered in § 4.3. The spatio-temporal evolution of the runaway
electron current density contributions and the Ohmic current density is illustrated, in
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Electron runaway in ASDEX Upgrade experiments 9

addition to this paper, in a supplementary movie available at https://doi.org/10.1017/
S0022377821000416.

4.1. Simulation of thermal and current quench
Simulating AUG discharge #33108, the impurities injected reach the LCFS at t = 1.0 ms
after the valve trigger. Note that in this section, the time t is given with respect to the time
tinj of the start of material injection. The cold gas front propagates further into the central
plasma and in the process locally cools down the plasma through strong impurity radiation.
As a result, the Ohmic current (with density jΩ) contracts inwards where the plasma
temperature has not collapsed yet (see supplementary movie). Eventually, strong current
density gradients djΩ/dρ at the q = 2 surface at ρ = 0.7 excite (m, n) = (2, 1) MHD
modes and higher harmonics, thus causing rapid redistribution of heat and material inside
the q = 2 surface. In the process, the remaining plasma stored energy is dissipated globally
through impurity radiation on a sub-ms time scale, decreasing the electron temperature
and therefore also the plasma conductivity. Following the law of induction, strong electric
fields are generated. In this environment, a seed population of runaway electrons is created
due to both the hot-tail and Dreicer mechanisms. During the slower decay of the residual
Ohmic current, the runaway seed population is amplified by the avalanche mechanism,
establishing a significant runaway electron current at the end of the current quench,
being 333 kA in the simulation.

4.2. The runaway seed population
Seed runaway electrons are generated due to the hot-tail and Dreicer mechanisms until the
end of the thermal quench in the simulations performed. In the case of Dreicer generation,
runaway occurs primarily in the vicinity of the q = 2 surface at around ρ = 0.7 prior to the
thermal quench (see figure 2). As the material injected begins to propagate into the plasma
centre, cooling it down in the process, the Ohmic current contracts inwards to locations
where the temperature has not collapsed yet. As a result, a high Ohmic current density is
located in front of the cold gas, growing in magnitude as the material propagates inwards
further (see supplementary movie). The maximum Ohmic current density is observed
in the vicinity of the q = 2 surface. As the cold gas front reaches this location, (2, 1)

MHD modes are triggered. In the process, the current density is flattened inside the q = 2
surface. As follows from the relation

E‖
ED

= meν

ne e2
jΩ

4πε2
0Te

ne e3 ln Λ
=

√
me

ene
√

8Te
jΩ, (4.1)

strong electric fields E‖ normalized to the Dreicer electric field ED = ne e3 ln Λ/4πε2
0Te

are induced at locations of high Ohmic current density jΩ , amounting to around 5 % ED in
the vicinity of the q = 2 surface. With the generation of Dreicer runaway electrons being,
in a simple picture, exponentially sensitive to −ED/E‖ (Connor & Hastie 1975), a seed
population of up to 18 kA m−2 is established in the vicinity of the q = 2 surface.

During the thermal quench following, the electric field inside the q = 2 surface
increases up to ∼ 3 % ED as the rapidly decaying Ohmic current is distributed inside the
q = 2 surface more evenly. However, due to the aforementioned exponential sensitivity,
only a small population of additional runaway electrons is generated. Until the end of the
thermal quench, the Dreicer mechanism produces a runaway current of 1.1 kA, constituting
only around 0.3 % of the total postdisruption runaway current. Consequently, the Dreicer
mechanism is relevant only for establishing a small seed population of runaways.
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10 O. Linder and others

FIGURE 2. Radial distribution of the postdisruption runaway electron current densities j at the
end of the current quench in simulations of AUG #33108, generated by the avalanche mechanism
(black), by the hot-tail mechanism (red) and by the Dreicer mechanism (blue). The runaway
electron current densities are compared against the Ohmic current density jΩ at the start of MGI.
Note, that the current densities of the hot-tail and Dreicer mechanism generated seed populations
shown are multiplied by a factor of × 100 given their small magnitude compared to the avalanche
generated runaway current density. Additionally, the current I carried by each population is
shown next to the corresponding current density profile. The spatio-temporal evolution of the
runaway electron current density is additionally shown in a supplementary movie of this figure.

The hot-tail mechanism for the generation of runaways becomes important during rapid
decrease of the electron temperature. Prior to the thermal quench during the inward
propagation of the cold gas front, these conditions are not met. Only with the onset of
the thermal quench, a noticeable population of hot-tail runaways is created inside the
q = 2 surface (see figure 2). Importantly, significant generation of more than 1 kA m−2

of hot-tail current density occurs predominantly inside ρ = 0.4, i.e. in the region where
on-axis ECRH was applied prior to MGI. At the end of the thermal collapse, a total
hot-tail current of 1.6 kA is obtained, being around 0.5 % of the postdisruption runaway
current. Consequently, the hot-tail mechanism also provides only a small seed population
of runaways in AUG #33108.

The largest hot-tail current density max jhot is observed off-axis at ρ = 0.12, while the
on-axis current density amounts to only around max(jhot)/6 despite a larger prequench
temperature. This seemingly contradictory behaviour can be understood by evaluating
the dominant contributions of the hot-tail model of (2.3), thus obtaining the simplified
expression (see (A 9) of Appendix A)

nsimple
hot (tfin) = 2ne,0√

π
exp

⎛
⎝−4

{
ν̃ ln Λ(t0)

ne,fintdec

T3/2
e,0

}2/3
⎞
⎠ . (4.2)

Hence, in a simple estimate, the postquench hot-tail density is exponentially sensitive to
the prequench electron temperature Te,0, to the decay time scale tdec, and to the postquench
electron density ne,fin. Analysing the radial distribution of these quantities for AUG #33108
(see figure 3a), the decay time is observed to be uniformly around tdec ∼ 0.1 ms. Therefore,
the hot-tail population is predominantly determined by the ratio n2/3

e,fin/Te,0. Inside ρ = 0.4,
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(a) (b)

FIGURE 3. For simulations of AUG #33108, (a) parameters of the thermal quench (TQ), i.e.
electron density at the end (black), electron temperature at the onset (red) as well as the
temperature decay time scale (blue). (b) The postquench hot-tail current density obtained through
simulations (black) is compared against an analytical estimate from (4.2) (red).

this ratio decreases as the electron temperature peaks due to preinjection ECRH. With
higher prequench temperature, as well as due to inward impurity propagation, the impurity
contributed free electron density postquench is increased as well, peaking close to the
magnetic axis, and thus increasing the ratio n2/3

e,fin/Te,0 close to the magnetic axis. As a
result, the largest hot-tail population is observed off-axis.

The simple analysis following (4.2) is capable of reproducing the general trend of
the hot-tail density obtained through evaluating the full expression (2.3) in simulations
(see figure 3b). Consequently, the dependencies discussed are also valid for the complete
model. It should be noted that the simplified model underestimates the hot-tail density
especially in the outer half-radius. This behaviour occurs because factors appearing in a
more general model (see (A 7)) were simplified based on AUG disruption parameters of
the central plasma. Application of the more general simplified model of (A 7) yields an
estimate of the hot-tail density larger than observed in simulations.

Following this analysis, the postquench hot-tail population observed is strongly
influenced by both the prequench electron temperature, as well as by impurity deposition
and propagation. A reduction of the hot-tail seed population can consequently be achieved
by reducing the plasma temperature, slowing down the thermal quench, or depositing
impurities predominantly in regions of highest temperatures.

4.3. Runaway electron multiplication
The vast majority of the runaway current observed in simulations of AUG #33108, being
331 kA or 99.1 % of the postdisruption runaway current, originates from secondary
runaway electrons (see figure 2), generated during knock-on collisions of thermal electrons
with existing runaways from the small seed population. The radial distribution of the
avalanche generated runaway current density is thus a scaled-up superposition of the seed
populations. Consequently, the postdisruption runaway population is located primarily in
the vicinity of the q = 2 surface, as well as close to the magnetic axis at ρ ∼ 0.1. Due
to diffusion of the electric field during the current quench, the postdisruption runaway
current density exceeds the predisruption Ohmic current density at these locations. As
a result of impurity redistribution during the disruption and the associated impact on
the evolution of the residual Ohmic current density, favourable conditions for avalanche
multiplication exist predominantly close to, but inside the q = 2 surface. Therefore,
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(b)

(a)

(c)

FIGURE 4. Comparison of the postdisruption runaway current contributions IRE from seed and
avalanche mechanisms in simulations of AUG #33108 utilizing selected source mechanisms,
being (1) only the hot-tail mechanism (a), (2) only the Dreicer mechanism (b), and (3) both the
hot-tail and the Dreicer mechanism (c). Both the absolute runaway currents, as well as the relative
strength of each generation mechanism are specified. Additionally, the avalanche multiplication
factor for each simulation is listed.

avalanche multiplication of the Dreicer generated seed population is stronger than for the
hot-tail seed.

The importance of the avalanche mechanism for electron runaway in AUG #33108
has also been observed by Insulander Björk et al. (2020) in simulations with the full-f
solver CODE. In their work, however, the small seed population was determined to consist
almost entirely of hot-tail generated runaways with virtually no contribution from the
Dreicer mechanism. Thus, to assess the impact of the individual source mechanisms on
runaway multiplication in this framework, simulations of AUG #33108 are repeated with
only one of the primary generation mechanisms enabled.

In simulations considering either only the hot-tail or the Dreicer mechanism as a source
for primary runaways, the seed population is reduced to 1.7 kA (−37 %) and 1.1 kA
(−59 %), respectively, compared with a seed population of 2.7 kA obtained in the case
of employing both mechanisms (see figure 4). Yet, the postdisruption runaway current
obtained in both cases is not reduced proportionally, being 258 kA (−23 %) and 296
kA (−11 %), respectively. As the residual Ohmic current decays at similar time scales
independent of the seed mechanisms employed, the postdisruption runaway current is thus
determined by the avalanche multiplication time and seed population. Given the more
favourable conditions for avalanche multiplication in the vicinity of the q = 2 surface as
discussed above, the smaller Dreicer generated runaway seed produces a larger secondary
population than in the case utilizing only a hot-tail seed. Importantly, a comparable
postdisruption runaway current is obtained in all three cases. Therefore, based on the
simulations presented, the exact composition of the primary runaway seed seems to be
of secondary importance in the case of AUG #33108, as avalanche generation during the
current quench dominates the dynamics.

available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S0022377821000416
Downloaded from https://www.cambridge.org/core. Max-Planck-Institut fuer Plasmaphysik, on 07 May 2021 at 10:05:50, subject to the Cambridge Core terms of use,



Electron runaway in ASDEX Upgrade experiments 13

(a) (b)

FIGURE 5. (a) Electron temperature profiles of AUG disruption experiments similar to
discharge #33108 (see table 1), constructed by GPR using ECE and TS measurement from the
last 50 ms prior to MGI. The temperature profile of AUG #33108 can be decomposed into a
contribution TΩ due to Ohmic heating and into a localized contribution TECRH due to on-axis
ECRH. (b) Electron temperature profiles for the scan presented in § 5 are constructed by using
the profile of AUG #33108 and scaling the ECRH contribution TECRH, thus assuming application
of varying amounts of ECRH to this baseline shot. The experimental temperature profiles of the
discharges selected are shown for reference in grey. The temperature profiles are colour-coded
by their on-axis values Te(ρ = 0).

5. Impact of predisruption temperature on runaway

The predisruption electron temperature is an important parameter for hot-tail runaway
electron generation during the thermal quench, as discussed in § 4.2. With increasing
temperature, an exponentially increased hot-tail seed is expected to be generated.
Simultaneously, increased impurity ionization is expected to occur under these conditions,
potentially countering the increase of the hot-tail seed through enhanced friction. This
behaviour is analysed computationally in this section by varying the preinjection, on-axis
electron temperature in the range Te(ρ = 0) ∈ [4, 20 keV] in simulations of AUG #33108.

5.1. Set-up of electron temperature profiles
In AUG runaway electron experiments, on-axis ECRH is applied in the last 0.1 s
prior to impurity injection to achieve high electron temperatures in the vicinity of the
magnetic axis. For AUG discharges similar to AUG #33108, the electron temperature
profiles obtained through Gaussian process regression of measurements by ECE and TS
thus exhibit a peaked central temperature profile of varying magnitude (see figure 5a).
For locations around midradius and beyond, the local temperature and the on-axis
temperature are, however, not clearly correlated. This observation motivates the approach
of constructing different experimentally relevant electron temperature profiles for this
investigation based on the temperature profile of AUG #33108 under the assumption of
applying varying amounts of on-axis ECRH.

In contrast to using experimental temperature profiles of discharges with a desired
preinjection on-axis temperature, this approach ensures applying temperature profiles
consistent with each other throughout the temperature range considered, thus removing
the impact peculiarities of the individual temperature profiles might have on the
simulation results. Furthermore, this approach allows investigation of cases not covered
(yet) experimentally, particularly at temperatures beyond 10 keV, while still ensuring
experimental relevance.
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(a) (b) (c)

FIGURE 6. Simulations of AUG #33108 with increasing preinjection on-axis electron
temperature Te(t = tinj, ρ = 0), showing (a) on-axis thermal quench parameters, being the
postquench electron density (black), the electron temperature at the onset of the thermal quench
(red) and the temperature decay time scale (blue). The runaway current obtained at the end
of the disruption is shown for (b) the seed runaway population Iseed

RE , generated by the hot-tail
mechanism (red) and by the Dreicer mechanism (blue), as well as for (c) the avalanche generated
runaway current (black) and the total runaway current (red). The hot-tail current in panel (b) is
approximated by a function Ifit

hot = a0 exp(−a1/Te,0) (dashed red) of (5.2), with fitting parameters
a0 and a1.

To construct the temperatures profiles used, the experimental temperature profile of
AUG #33108 is separated into a contribution TΩ(ρ) due to Ohmic heating and into a
contribution TECRH(ρ) due to ECRH (see figure 5a). Given the localized application,
the ECRH contribution is non-vanishing only inside ρ = 0.35. Profiles with an arbitrary
electron temperature Tax at the magnetic axis are thus obtained by scaling the ECRH
contribution, according to

Te(ρ) = Tax − TΩ(0)

TECRH(0)
TECRH(ρ) + TΩ(ρ). (5.1)

The temperature profiles constructed are consequently not modified beyond ρ = 0.35. The
profiles used throughout this scan in the range Te(ρ = 0) ∈ [4, 20 keV] are shown in
figure 5(b). Compared to the temperature profiles of the discharges selected (illustrated
in the same figure), the experimentally observed peaked temperature profiles are well
described by the approach chosen. Therefore, the scan presented in the following describes
experimentally relevant cases.

5.2. Impact on the runaway seed
Increasing the preinjection on-axis electron temperature Te(tinj, 0) in simulations of AUG
#33108 from 4 keV up to 20 keV, the hot-tail current generated is observed to grow
exponentially from a minimum value of 0.6 kA up to 33.7 kA (see figure 6b). For the
smallest choices of Te(tinj, 0), runaway occurs predominantly around ρ ∼ 0.7, shifting
towards ρ ∼ 0.1 with increasing Te(tinj, 0) (see figure 7a). Here, the minimum hot-tail
current is observed for Te(tinj, 0) = 6 keV. Significant hot-tail runaway eventually occurs
for preinjection on-axis temperatures beyond 10 keV (such that the hot-tail current
constitutes more than 1 % of the postdisruption runaway current), generating in all cases
considered a seed current density noticeably smaller than the local predisruption Ohmic
current density jΩ (see figure 7). In the region of parameter space with Te(tinj, 0) > 10 keV,
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(a) (b)

FIGURE 7. Radial profiles of (a) the runaway electron seed current densities jseed and (b) the
postdisruption runaway electron current densities jav generated by the avalanche mechanism
in simulations of AUG #33108 with varying preinjection on-axis electron temperatures Te(t =
tinj, ρ = 0) ranging from 4 to 20 keV. For reference, the Ohmic current density jΩ at the start of
MGI is shown (grey) in panel (b).

the hot-tail current obtained is well approximated by a function based on the simplified
estimate of the hot-tail population (see (4.2)),

Ifit
hot(Te,0(ρ = 0)) = (914 ± 58) exp

⎛
⎝−4

{
ν̃ ln Λ(t0)

〈
ne,fintdec

〉
Te,0(ρ = 0)3/2

}2/3
⎞
⎠ kA, (5.2)

using the on-axis temperature Te,0(ρ = 0) at the onset of the thermal quench as dependent
variable. This estimate suggests an effective spatial average of the postquench electron
density ne,fin and decay time scale tdec of 〈ne,fintdec〉 = (1.66 ± 0.04) × 1019 m−3 ms.
Consequently, the hot-tail runaway current grows with increasing preinjection temperature
as anticipated following the above argument. Yet, the free electron density due to impurity
ionization does not increase at a similar rate (see figure 6(a) for the on-axis values of
thermal quench parameters), due to the increasing ionization potential of higher impurity
ion charge states. At the same time, the decay time scale decreases slightly for larger
temperatures, thus partially compensating the increase of the electron density. As a
result, hot-tail runaway strongly increases in hotter plasmas. It should be noted that the
opposite effect was observed by Aleynikov & Breizman (2017), where, different to the
study presented in this manuscript, scenarios of instantaneous impurity deposition were
investigated under the assumption of a steady-state impurity charge state distribution.

The impact of a variation of the preinjection on-axis electron temperature on electron
runaway due to the Dreicer mechanism is, however, negligible (see figure 6b), varying only
by approximately 3 % throughout the temperature range considered. As discussed in § 4.2,
Dreicer generation occurs as a result of the contracting Ohmic current predominantly in the
vicinity of the q = 2 surface, i.e. where the preinjection temperature profile is considered
unaffected by a variation of on-axis ECRH. Consequently, the Dreicer generated runaway
current is approximately constant in the scenario considered.

5.3. Runaway electron multiplication
Throughout the temperature range considered, the runaway current generated due to the
avalanche mechanism increases (see figure 6c), but not in proportion to the strong increase
of the hot-tail seed population. For preinjection on-axis temperatures below 10 keV,
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(a) (b)

(c) (d)

FIGURE 8. Temporal evolution of plasma parameters throughout the disruption in simulations
of varying preinjection on-axis electron temperature Te(tinj, 0), being (a) the current I of runaway
electrons (solid) and of the plasma (dashed), (b) the power P of Ohmic heating (dashed) and
radiation due to both line radiation and Bremsstrahlung (solid), (c) impurity content Nimp
of ionized impurities (solid), neutral impurities (dashed) and all impurities (dash-dotted), (d)
volume-averaged effective charge (solid) and maximum effective charge (dashed).

the small variation of the runaway seed population results in an approximately constant
avalanche current of around 330 kA. With the significant increase of the hot-tail population
for larger temperatures, the avalanche generated current grows as well with temperature,
yet noticeably only by a similar amount. In the range between 9 and 14 keV, the avalanche
multiplication factor of the additional hot-tail population amounts to only between 2 and
3, even approaching a factor of 1 for Te,0 → 20 keV. Consequently for temperatures above
17 keV, the avalanche generated current reaches a constant value of 356 kA.

The radial distribution of the avalanche current density changes throughout the range
of preinjection temperatures (see figure 7b) as a result of the increasing hot-tail seed
population close to the magnetic axis. Occurring predominantly in the vicinity of the
q = 2 surface and around midradius for lower temperatures, avalanche generation shifts
towards the magnetic axis to around ρ = 0.12. Given the large hot-tail seed in this region,
significant avalanching starts earlier into the current quench, thus accelerating the decay
of the residual Ohmic current.

The total runaway electron current obtained at the end of the disruption increases
roughly linearly for Te,0 > 9 keV (see figure 6c) due to the significantly growing
hot-tail population. For the largest temperatures considered, the hot-tail seed constitutes
almost 9 % of the postdisruption runaway current. Consequently, the relative impact
of avalanche multiplication decreases significantly with increasing temperature, as
non-negligible amounts of the finite poloidal magnetic flux available for conversion to
runaways (Boozer 2019) are consumed by a growing population of hot-tail runaways.
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Consequently, avalanche multiplication in future devices such as ITER may be less than
predicted in previous studies (Hesslow et al. 2019a).

5.4. Background plasma and impurity evolution
The variation of the preinjection, on-axis temperature in the simulations discussed affects
not only the spatio-temporal evolution of the runaway population, but also the evolution
of the background plasma and of the impurities injected (see figure 8 for selected
quantities). With higher initial temperature, impurity radiation (including line radiation
and Bremsstrahlung) during the thermal quench is enhanced to dissipate the increased
plasma thermal energy (see figure 8b). However, as the temperature profiles are effectively
modified only in the region ρ < 0.3 (see figure 5b), making up around 10 % of the
total plasma volume, the preinjection plasma stored thermal energy increases throughout
the temperature range considered only by around 30 %. The net energy lost, being the
difference between Ohmic heating and impurity radiation, until the end of the thermal
quench is increased by the same amount.

During the thermal quench, radiative losses far exceed 200 MW throughout the
temperature range considered. As such, conductive heat transport plays a marginal role
in removing heat from the central plasma. The thermal quench is therefore induced by
impurity radiation in the simulations performed. The duration of the thermal quench
is similar in all cases, as inferred from the occurrence of a balance between impurity
radiation and Ohmic heating. This is also manifested by the temperature decay time
scale (see figure 6a), which decreases only slightly as larger preinjection temperatures are
applied. The content of impurities inside the core plasma is identical during the thermal
quench throughout the temperature range considered (see figure 8c). Consequently, larger
densities of high impurity ionization stages are present at the end of the thermal quench in
cases of high initial temperature (see figure 8d).

The seed population of hot-tail runaway electrons generated during the thermal quench
increases in the central plasma as larger initial temperatures are applied (see § 5.3).
Consequently, noticeable avalanche generation starts earlier in the disruption in the
high-temperature cases (see figure 8a). In the process, the residual Ohmic current is
depleted quicker, providing reduced amounts of Ohmic heating to the cold postquench
plasma (see figure 8b). As impurity radiation and Ohmic heating is balanced during
the current quench, the impurities deposited in cases of hotter predisruption plasmas
effectively recombine earlier into the current quench (see figures 8c,d). Nevertheless, the
total length of the disruptions simulated is comparable throughout the temperature range
considered, with the postdisruption runaway current being established at around 6 ms after
the MGI valve trigger.

5.5. Comparison with experimental observations
For a comparison of the postdisruption runaway current for varying preinjection
temperatures between the ASTRA-STRAHL simulations discussed above and AUG
experiments, discharges similar to AUG experiment #33108 are selected out of all runaway
electron experiments performed in AUG. The selection is based on the preinjection plasma
current, injection quantity, toroidal magnetic field and edge safety factor, according to
the criteria listed in table 1. The experimentally measured runaway current as a function
of the preinjection temperature is shown for these discharges, as well as for all runaway
electron experiments performed in AUG in figure 9. The preinjection, on-axis electron
temperatures are determined applying GPR (see § 3.2) to central ECE measurements.

Experimental observations of the postdisruption runaway electron current as a function
of the preinjection temperature show no clear correlation between both quantities
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FIGURE 9. Postdisruption runaway electron current IRE calculated in simulations of varying
preinjection on-axis electron temperature Te,0 (red squares) compared with the experimental
dependence IRE(Te,0) of selected AUG shots similar to #33108 (black circles) and of all runaway
electron experiments performed in AUG (grey circles). Gaussian process regression of shots
similar to AUG #33108 shows the general trend observed experimentally (solid black), including
uncertainties (filled grey).

(see figure 9). Runaway currents ranging from 150 to 250 kA are generated regularly, but
may also be as large as 350 kA or may not be observed at all. Only for temperatures well
above 10 keV, electron runaway does not occur. However, in this parameter region, only
a small number of discharges has been performed. The experimentally observed relation
between runaway current and postinjection temperature can be estimated applying GPR.
Here, a runaway current of around 190 kA independent of the temperature is on average
expected for temperatures below 9 keV.

In the ASTRA-STRAHL simulations of AUG discharge #33108 performed for varying
preinjection temperatures, no strong temperature dependence of the postdisruption
runaway current is observed for temperatures below 9 keV, similarly to the experimental
estimate from Gaussian process regression. Yet, the calculated runaway current of around
330 kA is noticeably larger than the experimental average. Still, this behaviour is
expected, as the assumption regarding the average runaway electron velocity, 〈vRE〉 =
c, may somewhat overestimate the runaway current, especially from contributions of
runaways generated late into the current quench. However, a reduction of 〈vRE〉/c
will not proportionally reduce the postdisruption runaway current due to prolonged
avalanche multiplication under these conditions (see Appendix B). As loss mechanisms
for and radial transport of runaway electrons are also not considered in this work,
the runaway current calculated is expected to be further overestimated. Thus, the
simulations provide a pessimistic estimate of the runaway electron current. Under
consideration of these effects, the relative contributions of individual generation
mechanisms are expected to change only marginally, preserving the trends observed in
the simulations. Importantly, neither in experiments, nor in simulations, a pronounced
temperature dependence of the runaway current is observed for temperatures below
9 keV.
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For temperatures above 10 keV, simulations predict a steadily increasing postdisruption
runaway current, contrary to experimental observations of a vanishing runaway current.
As runaway generation in all simulations occurs predominantly due to the avalanche
mechanism, the absence of a postdisruption runaway current in the experiment suggests
that no seed population is present at the end of thermal quench. After all, significant
avalanche multiplication of a runaway seed is expected during the current quench, given
that the parallel electric field typically far exceeds the effective critical electric field
under these conditions. As the amount of material injected is similar in all experiments
selected, the impurity friction experienced by highly energetic electrons is assumed not to
be increased. Conditions for avalanche multiplication are therefore also expected suitable
for preinjection temperatures above 10 keV.

Assuming favourable conditions for avalanche multiplication, the absence of a runaway
seed population is due to either insufficient generation of primary runaways or due to the
loss of the entire seed during breakup of the magnetic surfaces. However, the generation
models employed in this work predict the formation of a noticeable seed population.
Generation due to the Dreicer mechanism is driven by the contracting Ohmic current
density in the vicinity of the q = 2 surface. Therefore, the modification of the central
electron temperature profile affects electron runaway due to momentum-space diffusion in
this particular region only insignificantly, even under consideration of radial broadening of
the electron temperature profile during application of increasing amounts of ECRH. In the
case of hot-tail runaway, an increase of the preinjection temperature strongly facilitates
formation of a seed population, particularly under the assumption of radial broadening
of the temperature profile. Thus, for preinjection temperatures beyond 10 keV, formation
of a noticeable runaway seed is also expected to occur. Note that the exponential time
scale tdec and, more importantly, the variation thereof throughout the temperature range
considered cannot be determined experimentally in AUG with the available diagnostics
due to insufficient temporal resolution of the TS diagnostic and the ECE signal being in
high-density cutoff.

The absence of a runaway current in AUG experiments with preinjection temperatures
above 10 keV thus suggests, following the above argument, that the runaway seed is
lost entirely during breakup of magnetic surfaces, i.e. before avalanche multiplication
significantly increases the runaway population. Within ASTRA-STRAHL, this hypothesis
cannot be tested as magnetic field line stochasticity and the associated runaway loss
cannot be modelled self-consistently in this framework. Instead, non-linear MHD codes
could be applied to investigate the existence of a transition in field line stochasticity
in AUG disruptions when increasing the preinjection temperature to above 10 keV.
Similarly, the signals of magnetic diagnostics in AUG disruption experiments of
varying core temperature should be analysed in future work regarding changes in MHD
activity.

It should be noted that, analysing AUG runaway experiments with preinjection
temperatures above 10 keV, the low number of available discharges is not sufficient to rule
out the existence of a postdisruption runaway current in this temperature region. After
all, for the discharges selected, the absence of a postdisruption runaway current is also
occasionally observed for temperatures below 10 keV. Therefore, further experiments with
strongly increased temperatures are required to confirm or disprove the general absence of
a postdisruption runaway current under these conditions.

The question of electron runaway at temperatures well above 10 keV is especially
relevant for future fusion devices, such as ITER. If the runaway seed is indeed lost
completely during high-temperature disruptions, the risk of producing a large runaway
electron current would be greatly reduced. In the opposite case, the runaway seed
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generated by the hot-tail mechanism is expected to contribute significantly to the
overall plasma current. If, simultaneously, seed losses were to be increased (through
external manipulation), poloidal flux could be removed effectively and thus avalanche
multiplication hindered.

6. Conclusion

In this work, runaway electron generation in ASDEX Upgrade MGI experiments was
investigated by means of 1.5-D transport simulations performed with the coupled codes
ASTRA-STRAHL. The suitability of this approach for the study of electron runaway
in ASDEX Upgrade has recently been demonstrated by Linder et al. (2020). For this
study, the toolkit chosen has been extended by a model from Smith & Verwichte (2008)
describing the hot-tail population during the thermal collapse of the plasma.

Applied in simulations of argon injection in ASDEX Upgrade discharge #33108,
primary runaway generation mechanisms are calculated to both produce only a small
seed population of comparable magnitude, being in total around 3 kA of fast electrons.
Whereas electron runaway due to the Dreicer mechanism occurs as a result of the inward
contracting Ohmic current predominantly in the vicinity of the q = 2 surface at ρ ∼ 0.7
prior to thermal collapse, hot-tail runaway is encountered primarily in the central plasma
during the thermal quench as the postcollapse hot-tail population is exponentially sensitive
to the predisruption temperature, nhot(tfin) ∝ exp(−1/Te,0). At the end of the disruption, a
runaway current of 331 kA is obtained in the simulations, the vast majority generated by
the avalanche mechanism. A similar impact of runaway generation mechanisms has also
been observed in kinetic simulations with the full-f solver CODE (Insulander Björk et al.
2020). In the simulations presented in this work, similar postdisruption runaway electron
currents are generated when neglecting one of the primary generation mechanisms. Thus,
avalanche multiplication plays a significant role for the formation of a postdisruption
runaway current in ASDEX Upgrade.

Investigating the impact of varying the central electron temperature prior to argon
injection in these scenarios, the postdisruption runaway current is approximately constant
for on-axis temperatures below 9 keV in both simulations and experiment, generating
a runaway current of around 330 and 190 kA, respectively. Differences are assumed
to be due to the absence of runaway loss mechanisms and an overestimation of the
average runaway electron velocity, 〈vRE〉 = c. For larger temperatures up to 20 keV,
simulations predict a strongly increased hot-tail population and consequently an increase
of the postdisruption runaway current. Contradictorily, in the few ASDEX Upgrade
discharges available in this parameter region, no postdisruption runaway current is
detected. As the runaway electron models predict strong primary and secondary generation
under these conditions, the absence of a postdisruption current in the experiment is
considered to be caused by the loss of the entire seed population. Here, non-linear MHD
codes could be applied to investigate if field line stochasticity drastically enhances seed
losses. Furthermore, analysis of MHD activity inferred from measurements by magnetic
diagnostics should be performed in future studies. Finally, further runaway electron
experiments in ASDEX Upgrade are required to confirm or disprove the experimental
trend observed.

In the simulations performed, the hot-tail mechanism provides only a small seed
population of runaway electrons. Yet, the model by Smith & Verwichte (2008) employed
is known to underestimate the hot-tail density (Stahl et al. 2016). Under application of
more elaborate (kinetic) models, hot-tail runaway is thus suspected to be significantly
increased. Simultaneously, in scenarios such as ASDEX Upgrade discharge #33108, the
postdisruption runaway current is not expected to be drastically increased. However in
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hotter predisruption plasmas, a more realistic description of hot-tail runaway could provide
a substantial seed population. Simultaneously, magnetic perturbations could significantly
reduce avalanche multiplication (Svensson et al. 2021). As this temperature range is
relevant for future fusion devices, further investigation of primary runaway under these
conditions is required. Here, reduced kinetic models, as, for example, being developed by
Svenningsson (2020), could be employed in combination with radial runaway transport
coefficients, e.g. by Särkimäki et al. (2020), to consider runaway losses.

Supplementary movie

Supplementary movie is available at https://doi.org/10.1017/S0022377821000416.
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Appendix A. Approximation of the hot-tail density

The temporal evolution of the hot-tail runaway electron density nhot(t) throughout the
thermal quench can be calculated with the model by Smith & Verwichte (2008). Yet to
assess the density only at the end of the thermal quench at tfin, evaluation of the model
from onset of the quench at t0 until tfin is still required. Alternatively, a simple estimate can
be obtained considering only the dominating contributions to the hot-tail density.

Considering the full expression (see (2.3))

nhot(t) = 4ne,0√
πv3

th,0

∫ ∞

vc(t)

(
v2 − vc(t)2) exp

(
−
[

v3

v3
th,0

+ 3τ(t)
]2/3
)

dv, (A 1)

the velocity distribution function is evaluated beyond the critical velocity for runaway
v2

c = e3ne ln Λ/4πε2
0meE‖. Throughout the process of thermal collapse, an initially large

vc(t0) 
 vth,0 will eventually approach vth,0, i.e. vc(tfin) → vth,0, as the local electric field
E‖ strongly increases. Simultaneously, the parameter τ(t) grows throughout the quench
according to τ(t) = (t − tdec)ν0ne,fin/ne,0. Consequently, the exponent of the exponential
function of (A 1) starts typically far from unity, i.e. v3

c/v
3
th,0 + 3τ 
 1. As the exponential

function decreases rapidly for v > vc, electrons with v � vc contribute dominantly to the
velocity-space integral. Under these assumptions, the argument of the exponential function
in (A 1) can be approximated as

−
[

v3

v3
th,0

+ 3τ(t)
]2/3

≈ −
(

v

vc(t)

)2
[(

vc(t)
vth,0

)3

+ 3τ(t)

]2/3

. (A 2)
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The solution of the velocity-space integral is thus readily obtained as

nhot(t) = 2ne,0√
π

(
vc(t)
vth,0

)3

[(
vc(t)
vth,0

)3

+ 3τ(t)

]2/3 exp

⎛
⎝−
[(

vc(t)
vth,0

)3

+ 3τ(t)

]2/3
⎞
⎠ . (A 3)

A similar approximation is derived in Smith & Verwichte (2008), where the numerator
of the pre-exponential fraction is amended by +3τ(t). However, the resulting expression
overestimates the hot-tail population, compared with evaluation of (A 1).

To obtain the postquench hot-tail population, the above expression has to be evaluated
at time t�, when the exponent of the exponential function reaches its maximum value.
This in turn requires evaluation of the temporal evolution of the critical velocity vc(t).
Considering an exponential decay of the electron temperature in the limit Te,fin � Te,0,
i.e. Te(t) = Te,fin + (Te,0 − Te,fin) e−t/tdec ≈ Te,0 e−t/tdec , the evolution of the electric field
required for vc(t) is obtained as

E‖(t) = jΩ,0

σ(t)
= e2√me ln Λ

8
√

2πε2
0Te(t)3/2

jΩ,0 = E‖,0 exp
(

3
2

t
tdec

)
, (A 4)

with σ being the plasma conductivity. Note, that the Ohmic current density jΩ(t) is in
good approximation constant throughout the part of the thermal collapse relevant for
hot-tail runaway. Alternatively, the evolution of the electric field can be evaluated through
(d/dt){σ(t)E‖(t)} = −2RE‖(t)/La2 (Hesslow et al. 2018b), with major radius R, minor
radius a and inductance L. Using typical AUG parameters, deviations with respect to
expression (A 4) become important only for t/tdec � 5, i.e. when the hot-tail population is
already established. Thus, the ratio of velocities can be written as

vc(t)
vth,0

=

√√√√ene,0

jΩ,0

√
2Te,0

me
exp
(

−3
4

t
tdec

)
= vc,0

vth,0
exp
(

−3
4

t
tdec

)
(A 5)

and thus the exponent of the exponential function obtains its maximum value at time (see
also Smith & Verwichte 2008)

t� = 4
9

tdec

{
3 log

(
vc,0

vth,0

)
− log

(
4
3
ν0

ne,fin

ne,0
tdec

)}
. (A 6)

Applied in (A 3), the hot-tail population at the end of the thermal quench can be estimated
as

nhot(tfin) ≈ 2ne,0√
π

F 1/3

G2/3
exp
(− (FG)

2/3) , (A 7)

where

F = 4
3
ν0

ne,fin

ne,0
tdec, G = 3 log

(
vc,0

vth,0

)
− logF − 5

4
. (A 8a,b)

The radial variation of (A 7) is primarily determined by the contribution of F
in the exponent of the exponential function. To emphasize this dependence, further
simplifications can be made by applying values for the disruption parameters as typically
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FIGURE 10. Hot-tail population of AUG #33108 calculated in simulations of ASTRA-STRAHL
evaluating the full expression of (A 1) (black), see § 4, compared with analytical estimates from
(23) of Smith & Verwichte (2008) (red), (A 7) (blue) and (A 9) (green). Note that the estimate
using the approximation by Smith & Verwichte (2008) is scaled by a factor of ×0.1.

occurring in AUG disruption experiments, yielding a pre-exponential factor of F/G2 ≈ 1
and inside the exponent (4G/3)2/3 ≈ 4. Writing the collision frequency as ν0ne,fin/ne,0 ≡
ν̃ ln Λ(t0)ne,fin/T3/2

e,0 , the hot-tail runaway density can thus be expressed as

nsimple
hot (tfin) = 2ne,0√

π
exp

⎛
⎝−4

{
ν̃ ln Λ(t0)

ne,fintdec

T3/2
e,0

}2/3
⎞
⎠ . (A 9)

Albeit being a simple estimate for the hot-tail population, key dependencies on thermal
quench parameters are readily clear evaluating this expression. Estimates of the hot-tail
population for the simulation of AUG discharge #33108 presented in § 4 are shown
in figure 10 for the different analytical expressions introduced. The simple estimate of
(A 9) agrees rather well with the hot-tail population obtained through evaluation of the
full expression (A 1), thus illustrating the suitability of (A 9) to assess the dependence of
the hot-tail population on parameters of the thermal quench.

Appendix B. Average runaway electron velocity

In the simulations presented, the runaway electron current density jRE is calculated from
the number density nRE under the assumption that runaway electrons travel with the speed
of light, i.e. the average runaway electron velocity 〈vRE〉 = c. For large kinetic energies
Ekin > 6.1mec2 = 3.1 MeV, this gives a less than 1 % error. However, the validity of
this assumption is often questioned. Therefore, it is demonstrated in this section that a
reasonable choice of 〈vRE〉 ∼ c has only a minor impact on the amount of postdisruption
runaway current generated.

In simulations of AUG #33108 of varying average runaway electron velocity, the
postdisruption runaway electron current obtained is rather insensitive to a moderate
modification of 〈vRE〉, as shown in figure 11. Note, that these simulations presented
were performed with decreased temporal resolution for illustrative purposes. Assuming
an average velocity of 50 % c, the postdisruption runaway current is reduced by 15 %.
Only for 〈vRE〉 � 20 % c, the runaway current calculated falls off quickly. Importantly, the
associated kinetic energy of the runaway electrons is well below mec2 for both choices of
〈vRE〉/c discussed, approaching even the predisruption thermal electron energy. However
as the bulk of the runaway electron population is expected to reach kinetic energies above
the rest mass energy, corresponding to 〈vRE〉 > 87 % c, the postdisruption runaway current
is not significantly affected by a variation of 〈vRE〉 within these bounds.
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FIGURE 11. Postdisruption runaway electron current IRE in simulations of AUG #33108
applying a varying average runaway electron velocity 〈vRE〉. For reference, the corresponding
kinetic electron energy Ekin is given. Note, that these simulations were carried out with decreased
temporal resolution for illustrative purposes.

A variation of the average runaway electron velocity can also be considered as a
variation of the strength of primary runaway electron generation under the assumption
〈vRE〉 = c. Writing β ≡ 〈vRE〉/c, the macroscopic transport equation (2.1) for the primary
runaway electron current density can be expressed as (neglecting radial transport)

∂jseed

∂t
= e 〈vRE〉 Sseed = e (cβ) Sseed = ec (βSseed) , (B 1)

hence describing either a variation of 〈vRE〉 or of Sseed. Simultaneously, avalanche
multiplication is described by

∂jav

∂t
= e 〈vRE〉 nRES̃av = (jav + jseed) S̃av, (B 2)

thus not explicitly considering assumptions regarding the average runaway electron
velocity. A variation of 〈vRE〉 does therefore directly affect only the primary population.
Hence, varying β within the range [0, 1], the source strength Sseed can be considered scaled
by this factor instead of 〈vRE〉. Under these conditions of decreased primary generation,
however, avalanche multiplication is not affected proportionally, as discussed in § 4.3.
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