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Abstract
Several physics phenomena cannot be explained by the otherwise experimentally thor-
oughly tested Standard Model of particle physics, implying that it is not a complete theory.
This advocates the existence of new elementary particles with masses at the TeV scale,
that are contained in a more fundamental theory. Many extensions of the Standard Model
predict the existence of additional Higgs bosons or heavy neutral and charged vector
bosons. This thesis presents general searches for such particles with the ATLAS detector
at the Large Hadron Collider at CERN, based on minimal theoretical assumptions. This
allows for the re-interpretation of search results in the framework of many theories beyond
the Standard Model, with the focus on the predictions of benchmark scenarios within the
Two-Higgs Doublet Model (2HDM) and the Heavy Vector Triplet (HVT) Model. The new
particles are searched for in the +h diboson decay channels with a Standard Model vector
boson + = W±, Z, and the Higgs boson h, focusing on the semileptonic aabb, ℓ± (—)

aℓbb,
and ℓ±ℓ∓bb (ℓ = e, `) final states with Higgs decays into a pair of b-quarks. Results using
pp collision data at

√
B = 13TeV, recorded with the ATLAS detector between 2015 and

2018, are presented. No significant excess of events over the background-only expectation
is observed and upper limits on the resonance production cross section times branching
ratio are set at 95% confidence level.
Results are presented for the search in the ℓ± (—)

aℓbb final state using 36.1 fb−1 of proton-
proton collision data. Cross section times branching ratio values for a HVTW′ resonance,
fpp→W′→Zh×B(h→ bb, cc), between 0.22 pb and 1.1 fb are excluded at 95% confidence
level for W′ resonance masses between 500GeV and 5TeV. The limits correspond to the
exclusion of HVT W′ resonance masses below 2.82 TeV in the HVT benchmark models.
Limits are also set on the cross section times branching ratio values for a HVT Z′ vector
boson and a 2HDM A pseudoscalar, using 139 fb−1 of data in the aabb final state and in
the combination of aabb and ℓ±ℓ∓bb final states. 95% confidence level upper limits on
cross sections times branching ratios are set between 0.30 fb and 31 pb, depending on
final state, signal model, and production mode, for resonance masses between 300GeV
and 5TeV. In the HVT benchmark models, Z′ resonances with masses below 3.0 TeV are
excluded at 95% confidence level.
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INTRODUCTION

With the advent of modern particle accelerators in the 1950s, a fascinating quest to understand the
fundamental building blocks of our universe began. The new machines produced a plethora of
previously unobserved particles (e.g. [1]). Today, these particles are identified as composite, built from
the elementary particle content of the Standard Model of Particle Physics. The Standard Model (SM)
is a relativistic quantum field theory that combines three of the four fundamental forces in nature: the
strong interaction, the weak interaction, and the electromagnetic interaction. The fourth interaction,
gravity, is many orders of magnitude weaker and is not contained in the Standard Model. Efforts to
combine all four interactions in a unified theory continue to this day.

The success of the Standard Model as a theory of the fundamental physical processes is unprecedented.
Not only was it able to bring order to the vast number of newly observed particles, it also correctly
predicted the existence of previously unobserved particles, such as the neutral and charged weak gauge
bosons [2–5], the top quark [6, 7], or the most recently discovered Higgs boson [8, 9]. However, there
are conflicts between the Standard Model predictions and astrophysical observations. The particles
of the Standard Model only account for about 5% of the energy in the observable universe. The
remaining 95% are attributed to Dark Energy and Dark Matter whose nature is still not understood.
Furthermore, there are many theoretical shortcomings of the Standard Model. The observed mass
of the Higgs boson, for example, would require unnaturally large fine-tuning [10] in the Standard
Model—an issue addressed by many extensions of the Standard Model.

The Standard Model is based on a rich theoretical framework of quantum fields and symmetry
principles, of which it is one of the simpler possible realisations. More complex realisations are
explored in theoretical extensions of the Standard Model. For instance, the Higgs sector in the
Standard Model needs not be limited to a single SU(2) Higgs doublet, but can be extended by a second
Higgs doublet [11], which predicts—amongst others—a new pseudoscalar A boson. Such models
address questions unsolved by the Standard Model, like the abundance of matter over anti-matter in
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the observable universe. Common to many extensions of the Standard Model is the prediction of
additional heavy vector bosons, W′± and Z′. These new particles are the result of an extra SU(2)
symmetry group in the extended theory, similar to the weak gauge symmetry in SU(2) in the Standard
Model. The similar properties of these particles in a wide range of models in combination with the
clear experimental signature makes them the perfect probes for a segue into an era of physics beyond
the Standard Model. Heavy vector bosons can be described by an effective Lagrangian in the so-called
Heavy Vector Triplet models [12].

If they exist, the new heavy Higgs and vector bosons with masses at the TeV scale can be produced in
proton-proton collisions at the Large Hadron Collider (LHC) at CERN, Geneva. The general-purpose
ATLAS detector at the LHC is desgined for the search for such new particles in different decay modes.
After the discovery of the Higgs boson at the LHC in 2012, the ATLAS experiment now pursues
detailed measurements of Higgs boson properties, its interactions with Standard Model particles, and
with possible new particles beyond the Standard Model. Hence, studying the Higgs boson provides a
powerful probe for the exploration of new models. In many cases, the new A,W′±, and Z′ bosons are
predicted to decay into a Higgs boson and a SM vector boson (W± and Z). Searches for new bosons in
these decay channels are the subject of this thesis. All presented searches have been performed in
semi-leptonic final states with a leptonic weak gauge boson decay and the Higgs boson decay in the
dominant mode into a pair of b-quarks. Leptonic weak gauge boson decays are chosen to provide an
efficient trigger and to allow for a strong suppression of the multĳet background processes.

In this thesis, searches with the ATLAS detector for new heavy resonance decaying into a SM vector
boson and a Higgs boson in three different final states are discussed. The final states are associated to
the vector boson decay modes comprising in addition to b-quarks: neutrino pairs from Z boson decay;
a neutrino and a charged lepton (electron or muon) from W boson decay; and two charged leptons
from Z boson decay. In order to maximise the sensitivity of the search for the new particles (A, W′±,
Z′), different decay final states are combined.

The thesis is structured as follows. In Chapter 1, a short introduction to the Standard Model of Particle
Physics is given. Extensions of the Standard Model predicting the existence of additional heavy
resonances decaying into a Higgs boson and a vector boson are discussed in Chapter 2. The LHC and
the ATLAS detector are described in Chapter 3. The search for new heavy charged Wh resonances in
the final state with a neutrino, a charged lepton, and a b-quark pair is presented in Chapter 4. Chapter 5
details the search for neutral Zh resonances in the final state with a neutrino pair and a b-quark pair.
The latter search is combined with the search in the final state with two oppositely charged leptons and
a b-quark pair, as described in Chapter 6. Finally, a summary of the results and an outlook for future
developments is given in Chapter 7. Throughout the thesis, figures with neither an ATLAS label nor a
reference have been produced by the author of this thesis as an internal contribution to the results
presented in Refs. [13–16] or as an optimisation with respect to these publications.
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CHAPTER ONE

THE STANDARD MODEL OF PARTICLE PHYSICS

The Standard Model of Particle Physics (SM) is a relativistic quantum field theory. Its symmetry
principles were used to predict the existence of new particles, like the weak gauge bosons [2–5], the
top quark [6, 7], and—most recently—the Higgs boson [8, 9]. The existence of the Higgs boson is a
result of spontaneous electroweak symmetry breaking—a concept that allows for the preservation
of the electroweak gauge symmetry of the Lagrangian for massive fields. The SM with its local
gauge interactions is a renormalizable theory. It enables accurate calculations of cross sections and
branching fractions in perturbation theory. The predictions of the SM have been tested in countless
experiments and—to date—are in excellent agreement with the measurements. A recent summary
of tests of SM predictions performed by the ATLAS collaboration is shown in Figure 1.1. The SM
impressively describes the measured cross sections over more than ten orders of magnitude.

This chapter provides a brief introduction to the basic concepts of the SM. It relies on the summary
provided in Ref. [18]. A more complete introduction to the physics of the SM is given in Refs. [19–
21].

1.1 Particle content of the Standard Model

The SM describes the interactions of quarks, leptons, and gauge bosons and the Higgs boson. It is a
Yang-Mills theory [22, 23] based on the gauge group

SU(3)� × SU(2)! × U(1). . (1.1)

As a gauge theory, the SM is based on the principle of local symmetry. According to Noether’s
theorem [24], these symmetries give rise to conserved charge quantum numbers associated with the
particle fields.

3



1 The Standard Model of particle physics

∫
L dt
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Figure 1.1: Summary of total Standard Model particle production cross section measurements by the ATLAS
experiment, corrected for decay branching fractions, compared to the theoretical expectations and their ratio.
Originally published in Ref. [17].

The strong interaction is described by SU(3)� , leading to the conservation of the associated colour
charges in the theory of quantum chromodynamics (QCD) [25–28]. The mediating particles of the
strong interaction are the eight massless gluon fields �0

`, 0 = 1, . . . , 8. The free parameter of the
strong interaction is the strong gauge coupling constant 6B, often expressed in terms of the strong
finestructure constant UB = 6

2/(4c).

The electroweak interaction is based on the local gauge symmetry group SU(2)! × U(1). [29–31],
corresponding to the conservation of the weak isospin quantum numbers �, �3 and of the weak
hypercharge . . The gauge fields of the electroweak theory are the isotriplet, 8

`, 8 = 1, 2, 3, and the
isosinglet �` with the coupling constants 6 and 6

′, respectively. Explicit mass terms are not allowed
for the gauge fields as they would violate gauge invariance. In order to obtain the observed massiveW±

and Z bosons, the SU(2)! × U(1). symmetry is spontaneously broken to the residual electromagnetic
gauge group U(1)& with conserved electric charge & [32–37]. The charge quantum numbers of the
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1.1 Particle content of the Standard Model

unified electroweak gauge theory are related via the Gell-Mann-Nishĳima relation [38, 39]

& = �3 + ./2. (1.2)

The three families of quarks and leptons, fermions with spin 1/2, appear in the fundamental
representation of the group SU(2)! × U(1). as left-handed components of Dirac spinor fields
k 5 (G),

k 5 (G)! =
1 − W5
2

k 5 (G). (1.3)

The left-handed fermion fields from isospin doublets with � = 1/2 and participate in interactions with
the charged W± bosons, while the right-handed fields

k(G)' =
1 + W5
2

k(G), (1.4)

are SU(2)! singlets with � = 0. Since the right-handed singlets do not couple to the charged weak
gauge bosons, the weak interaction is maximally parity violating.

The SM classifies the fermions in three families of leptons and quarks. Quarks carry colour charge,
while leptons do not. The three families of left-handed isospin doublets and right-handed isospin
singlets of leptons (electron, muon, and tau lepton, and their respective neutrino partner) are(

ae

e−

)
!

,

(
à

`
−

)
!

,

(
ag

g
−

)
!

, e−', `
−
', g

−
' . (1.5)

Right-handed neutrinos and left-handed anti-neutrinos do not couple to the SM interactions.

The SU(2)! quark doublets contain up- and down-type quarks with electric charge quantum numbers
of 2/3 and −1/3, respectively. The three families up-type quarks are the up (u), charm (c), and top (t)
quarks. The corresponding down-type quarks are the down (d), strange (s), and bottom (b) quarks.
They form colour triplets under SU(3)� ,

@ =
©«
@
A

@
6

@
1

ª®®¬ , (1.6)

and carry colour charges � = A, 6, 1. The quark eigenstates of the strong and the electromagnetic
interaction are identical with their mass eigenstates. The weak quark eigenstates in the SU(2)! doublets,
however, differ from the mass eigenstates according to experimental observation. The weak and mass
eigenstates of the quarks are connected by unitary transformations. In the charged weak interaction,
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1 The Standard Model of particle physics

the up-type quarks interact with the down-type states transformed by the Cabibbo-Kobayashi-Maskawa
(CKM) mixing matrix [40, 41],

©«
u
c
t

ª®®¬
W±
←−→

©«
d′

s′

b′

ª®®¬ =
©«
+ud +us +ub

+cd +cs +cb

+td +ts +tb

ª®®¬
©«
d
s
b

ª®®¬ . (1.7)

The latest absolute values of the CKM matrix are [42]

|+ | =
©«
0.97370 ± 0.00014 0.2245 ± 0.0008 0.00382 ± 0.00024
0.221 ± 0.004 0.987 ± 0.011 0.00410 ± 0.00140
0.0080 ± 0.0003 0.0388 ± 0.0011 1.013 ± 0.030

ª®®¬ (1.8)

which shows a hierarchy of coupling strengths of charged weak transitions between the quark families,
decreasing with distance between the families. Neutral flavour changing weak interactions are strongly
suppressed in the SM.

The right-handed quarks have weak isospin � = 0 and transform as SU(2)! singlets,

u', d', c', s', t', b' . (1.9)

1.2 Lagrangian formalism of the Standard Model

As a quantum field theory, the SM is described by a Lagrangian density. For a field q(G), the action
([q] =

∫
d4GL(q(G)) is used in combination with Hamilton’s principle of least action to obtain the

equations of motion

m`
mL(q)
m (m`q)

− mL(q)
mq

= 0. (1.10)

The spin-0 Higgs boson is described by a scalar field q(G). Fermions with spin 1/2 are described by
spinor fields k(G). Finally, the spin-1 gauge bosons are described by vector fields �`.

The SM Lagrangian density consists of the terms

L = LGauge + LFermion + LHiggs + LYukawa, (1.11)

corresponding to the pure gauge field kinematic terms, the fermion kinematic and gauge coupling
terms, the Higgs sector field terms, and Yukawa interactions between fermions and the Higgs field.
The terms will be explained in more detail in the following.
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1.2 Lagrangian formalism of the Standard Model

The presence of the SM fields is a direct consequence of requiring the observed local gauge symmetries
of the Lagrangian density. A global U(1) symmetry, for instance, corresponds to the invariance
under phase transformations q(G) → q

′(G) = 4
8U
q(G) with constant phase U. Promoting the phase to

a space-time-dependent function, U → U(G), the symmetry transformation becomes a local phase
transformation, q(G) → q

′(G) = 4
8U(G)

q(G). In order to establish symmetry of the Lagrangian under
the local phase transformation, a vector field �` is introduced with minimal gauge invariant coupling
to the fermion fields via replacement of the derivative by the covariant derivative,

m` → �` = m` − 84�` . (1.12)

The Abelian gauge group U(1) describes the electromagnetic interaction. The vector field �` thus
corresponds to the electromagnetic field potential with coupling strength to the fermion fields given
by the electric charge 4. The concept can be generalised to non-Abelian gauge symmetries. For the
electroweak SU(2)! × U(1). symmetry of the SM, the gauge vector fields,

8
` (8 = 1, 2, 3) with the

coupling constant 6 and the singlet gauge field �` with the coupling constant 6
′ are introduced. The

SU(3)� symmetry gives rise to the eight gluon gauge fields �
0
` (0 = 1, . . . , 8) with the coupling

constant 6B. The covariant derivatives for SU(2)! × U(1). are different for left- and right-handed
fields,

�
!,', ew
` = m` − 86�

!,'
8

,
8
` − 86

′.

2
�`, (1.13)

where �'8 = 0, and �!8 = 1
2f8 (8 = 1, 2, 3) are the three weak isospin components given by the Pauli

matrices f8 . The corresponding covariant derivates for SU(3)� are

�
strong
` = m` − 86B

_0

2
�

0
`, (1.14)

with the eight SU(3)� colour charge operators expressed in terms of the 3 × 3 Gell-Mann matrices
_0 (0 = 1, . . . , 8) in the fundamental representation. Combined, the covariant derivative of the
SU(3)� × SU(2)! × SU(1). gauge symmetry of the SM becomes

�
!,'
` = m` − 8

_0

2
�

0
` − 86�

!,'
8

,
8
` − 86

′.

2
�` . (1.15)

7



1 The Standard Model of particle physics

1.2.1 Gauge field term

The pure gauge field term LGauge consists of the kinematic energy density terms of the SM vector
boson fields with their field strength tensors

LGauge = −
1
4
�

0
`a�

`a,0 − 1
4
,

8
`a,

`a,8 − 1
4
�`a�

`a
, (1.16)

The field strength tensors for the electroweak fields are

�`a = m`�a − ma�`, (1.17)

and ,
8
`a = m`,

8
a − ma,

8
` + 6Y8 9:,

9
`,

:
a ,

with the totally antisymmetric tensor Y8 9: comprising the structure constants of the SU(2)! group.
For the strong interaction, the field strength tensors are

�
0
`a = m`�

0
a − ma�

0
` + 6B 5012�

1
`�

2
a , (1.18)

with the SU(3)� structure constants 5012 . The terms including the structure constants arise from the
non-Abelian nature of the gauge groups and are responsible for the fundamental three- and four-point
interactions between the weak gauge bosons and between the gluons. No explicit mass terms are
allowed for the gauge fields, as they would violate the local electroweak gauge symmetry. The masses
are rather generated by means of the spontaneous electroweak symmetry breaking.

1.2.2 Fermion term

The fermion term comprises the kinetic fermion energy density and the interactions with the gauge
bosons

LFermion =
∑
9

k
9

!8W
`
�

!
`k

9

!
+

∑
9 ,f

k
9

'f8W
`
�

'
`k

9

'f
, (1.19)

where the index 9 = 1, 2, 3 indicates the lepton and quark generation. The fields are the left-handed
SU(2) doublets k 9

!
= (k 9

!+, k
9

!−)
) and the right-handed singlets k 9

'f
. The index f = ± denotes the

up-type (+) and down-type (−) of the fermions. The covariant derivative �!,'
` (cf. Equation (1.18))

gives rise to the interactions between fermions and gauge bosons. No mass terms are present, as they
would violate the (global) electroweak gauge invariance by mixing left- and right-handed states. The
fermions obtain their masses as a result of the Yukawa interactions with the Higgs field.
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1.2 Lagrangian formalism of the Standard Model

1.2.3 Higgs sector

The term LHiggs consists of the Higgs field kinematic term and the Higgs potential,

LHiggs = (�`Φ)
†(�`

Φ) −+ (Φ), (1.20)

with the scalar complex Higgs doublet Φ(G) = (q+(G), q0(G))) with isospin � = 1
2 and hypercharge

. = 1. The covariant derivative corresponds to �
!
` given by Equation (1.13) and provides the

interaction with the, 8
` and �` fields. The Higgs self-interaction is due to the quadratic and quartic

terms in the Higgs potential,

+ (q) = −`2Φ†Φ + _

4
(Φ†Φ)2, (1.21)

with the free parameters `2 and _ > 0. The physically interesting case is `2 < 0, where the potential
is minimised by the non-zero vacuum field configurations (Φ†Φ)0 = 2`

2/_. Choosing one specific
(e.g. the real and electrically neutral configuration one), results in the non-zero ground state

q0 = 〈0|Φ|0〉 =
1
√
2

(
0
E

)
, (1.22)

with the vacuum expectation value (VEV) E = |q0 | = 2`/
√
_. This choice of a ground state with

non-zero VEV breaks the SU(2)! × SU(1). symmetry spontaneously, resulting in the residual U(1)&
symmetry of the electromagnetic interaction with conserved electric charge.

The Higgs doublet can be expanded around the chosen minimum, yielding in unitary gauge

Φ(G) = 1
√
2

(
0

E + ℎ(G)

)
, (1.23)

where ℎ(G) is the massive Higgs scalar field with <ℎ = `
√
2. By choosing the unitary gauge, the

massless Goldstone boson excitations of the ground state are absorbed in the longitudinal-polarisation
degrees of freedom of the weak gauge bosons, awarding them with their masses.

In order to obtain the mass eigenstates of the physical photon and Z boson fields, �` and /`, a rotation
of the weak eigenstates by the Weinberg angle \, is performed,(

/`

�`

)
=

(
cos \, sin \,
− sin \, cos \,

)
·
(
,
3
`

�`

)
. (1.24)
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1 The Standard Model of particle physics

The charged gauge bosons are given by the linear combinations

,
±
` =

1
√
2
(,1` ∓,

2
`). (1.25)

The Weinberg angle relates the vector boson masses ", ,/ and the electroweak coupling constants,

cos \, ≡
6√

6
2 + 6′2

=
"W

"Z
. (1.26)

1.2.4 Higgs Yukawa couplings

The Yukawa term in the SM Lagrangian introduces the fermion masses after spontaneous electroweak
symmetry breaking. In unitary gauge it is then given by

LYukawa = −
∑
5

< 5 k 5 k 5 −
∑
5

� 5√
2
k 5 k 5 ℎ, (1.27)

where the index 5 runs over all charged fermions. The fermions masses are proportional to the Yukawa
coupling constants � 5 and are given by

< 5 = � 5

E
√
2
. (1.28)

In general, the Yukawa couplings for the quark sector have to be considered as complex matrices in
generation space, �D = (�D

8 9), and �3 = (�3
8 9). This leads to the mixing of the mass eigenstates of

the quark flavours. Leptons do not mix in the minimal model, as the lepton number is conserved.

1.3 Limitations of the Standard Model

Despite the excellent agreement of SM predictions and measurements performed in countless
experiments over the timespan of several decades, essential problems are not solved by the SM. A few
outstanding problems are listed below.

• Neutrinos in the SM are massless. However, the observation of neutrino oscillations requires
that they have non-vanishing mass [43]. The Pontecorvo-Maki-Nakagawa-Sakata [44, 45]
mixing matrix describes the mixing of the neutrino mass eigenstates similarly to the CKM
matrix. The direct measurement of neutrino masses and fixing the mass hierarchy is the subject
of ongoing and planned experiments [46].
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1.3 Limitations of the Standard Model

• The SM completely neglects gravity, which is instead described by Einstein’s theory of General
Relativity. The two theories are incompatible.

• Theories conserving the charge-parity (CP) symmetry cannot explain the observed asymmetry
between matter and anti-matter. The only source of CP violation in the SM is the complex
phase in the CKM matrix which is too small to explain the abundance of matter compared to
anti-matter in the observable universe [47, 48].

• Even though CP violation is a priori allowed to occur in the strong interaction, tight experimental
constraints require it to be very small [49]. This asks for a mechanism preventing strong CP
violation that does not exist in the SM. This observation is referred to as the strong CP
problem [50]. Amongst others, axion models [51]—which in some cases also predict the
existence of new heavy resonances—address the strong CP problem.

• The Higgs pole mass would receive quadratic radiative loop corrections Δ<2ℎ,

<
2
ℎ = (<pole

ℎ
)2 + Δ<2ℎ = (<pole

ℎ
)2 + const. × Λ2, (1.29)

where all particles with masses up to the cut-off scale Λ [52] contribute. If the SM were the
correct theory up to the largest energy scale, given by the Planck mass<Planck ∼ 10

18GeV, either
no additional fundamental particles with masses between the scale of electroweak symmetry
breaking (∼ 100GeV) and the Planck scale would exist, or mass corrections on the order of the
Planck scale would occur. These corrections would have to be cancelled by the fine-tuning of
the pole mass with extremely high precision in order to result in the measured Higgs boson mass
of <ℎ = 125GeV. This problem is also referred to as the fine-tuning or the hierarchy problem
of the SM. The observation of new heavy particles at the TeV scale would establish a cut-off
scale far below <Planck, thereby strongly limiting the precision of the Higgs mass fine-tuning.
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CHAPTER TWO

BEYOND THE STANDARD MODEL: DIBOSON RESONANCES

The incompleteness of the Standard Model (SM) asks for extensions that answer the open questions.
Theories beyond the Standard Model (BSM) are introduced to account for at least a part of these
questions. Such theories often predict the existence of new particles—particles that can potentially be
produced in pp collisions at the LHC.

If the four-momenta of the decay products of such particles can be fully reconstructed in the experiment,
resonances in the invariant mass distribution of the final state particles provide a powerful signature in
the search for new phenomena. In view of the newly discovered Higgs boson, it is of particular interest
to search for new particles to which it might couple. There are several models predicting new particles
decaying into a weak vector boson (+ = W , Z) and the Higgs boson. Two representative models will
be considered for this thesis.

The first is the Heavy Vector Triplet (HVT) model [12]. In Section 2.1 the additional particles added
to the SM due to a second SU(2) gauge boson triplet are introduced. Three new heavy vector bosons
W′±and Z′, are described. Another extension is the Two-Higgs Doublet Model (2HDM) [11] that
contains two Higgs doublet fields. This is one of the most straight-forward extensions of the Higgs
sector of the SM and addresses several open questions, such as the baryon asymmetry, the existence of
axions, or dark matter. It is required in the Minimal Supersymmetric extension of the standard model
(MSSM). The 2HDM is described in more detail in Section 2.2.

2.1 Heavy Vector Triplet Model

The Heavy Vector Triplet (HVT) model is a generic, simplified theory framework introducing new
electroweak spin-one resonances, which are common to many new physics scenarios. The precise
structure of interactions with the SM particles differs between the models, ranging from weakly
coupled models with new heavy Z′ [53–63] andW′ [64–72] vector bosons to strongly coupled models
like the Composite Higgs [73–79] and even some Technicolor [80–88] models. Common to all these
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2.1 Heavy Vector Triplet Model

models is that they contain new resonances with a reasonably narrow decay width (Γ/" . 0.1). The
new particles therefore would manifest themselves in the analysis as narrow resonances in the invariant
mass distributions of their decay products on top of a smoothly falling background mass spectrum.
While specific models are theoretically consistent, they often involve numerous free parameters of
which not all can be simultaneously explored. In practice, many of these parameters have to be
fixed to certain benchmark values, limiting the parameter space to be explored. Simplified models
overcome these limitations. Sacrificing the full theoretical consistency, the HVT simplified model
describes the properties of a new resonance from a phenomenological point-of-view, ignoring the
precise mechanism from which the additional gauge boson triplet arises. In the approach of Ref. [12],
which is used as one of the models for the interpretation of the data in this thesis, the new particles are
real vector states +0

` (0 = 1, 2, 3) in the adjoint representation of SU(2)! with zero hypercharge. They
describe two charged and one neutral spin-one particle with the mass eigenstates

+
±
` =

+
1
` ∓ i+

2
`√

2
and +

0
` = +

3
` . (2.1)

The dynamics of the new vector bosons is described by a phenomenological Lagrangian

L = −1
4
� [`+

0
a ] +

<
2
+

2
+
0
`+

` 0

+ i6+ 2�+
0
`�
†
g
0
↔
�

`

� + 6
2

6+
2�+

0
` �

` 0

�

+
6+

2
2+++ Y012+

0
`+

1
a �
[`
+
a ] 2 + 62+ 2++ ��+

0
`+

` 0
�
†
� − 6

2
2++, Y012,

`a 0
+
1
`+

2
a , (2.2)

where Y012 is the Levi-Civita symbol. The coupling strengths are the SU(2)! gauge coupling 6 and a
new coupling strength 6+ describing the typical magnitude of the new heavy vector triplet interactions.
In the given parametrisation, the combination 2�6+ (with a dimensionless constant 2� ) describes
the interaction with the Higgs boson field and the SM vector boson fields, and 2�6

2/6+ (with the
dimensionless constant 2� ) the interaction with the SM fermion fields. The first line of Equation (2.2)
contains the + kinetic and mass terms with the mass parameter <+ and the trilinear and quadrilinear
interactions with the SM vector bosons, which are described by the covariant derivatives

� [`+a ] = �`+a − �a+`, �`+
0
a = m`+

0
a + 6Y

012
,

1
`,

2
a , (2.3)

The second line of Equation (2.2) is the most relevant one for physics at the LHC, as it describes the
interactions of the new particles with the Higgs weak isospin currents

i�†
↔
�

`

g
0
� = i�†g0�`

� − i�`
�
†
g
0
�, (2.4)
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2 Beyond the Standard Model: Diboson Resonances

and with the left-handed SM fermion currents

�
` 0

�
=

∑
5

5̄!W
`
g
0
5! . (2.5)

In this notation, g0 = f
0/2 with the Pauli matrices f0 (0 = 1, 2, 3). The parameter 2� modifies

the coupling of + to the Higgs and the SM vector bosons and is expected to be close to unity. This
interaction includes in particular the + decay into a pair of bosons, e.g. a SM vector and a SM Higgs
boson. The parameter 2� modifies the strength of the direct interactions of + with fermions, and—in
the context of searches for diboson decays—the Drell-Yan production of the + resonance.

The third line of Equation (2.2) contains three new interactions with free parameters. To a first
approximation these interactions are irrelevant for the interactions at the LHC [12] and are thus
disregarded. Consequently, the HVT model is entirely described by three parameters: 2� , 2� , and
<+ .

1

Since the vector fields +0
` are not mass eigenstates, the mass parameter <+ is not the physically

observed mass and the SM and HVT fields can mix. From diagonalisation of the mass matrices for
the neutral and the charged vector bosons [12], a relation between vector boson mass parameters in
the HVT model is obtained

<
2
W"

2
± = cos

2
\,<

2
Z"

2
0 . (2.6)

Here "± and "0 are the masses of the new heavy charged and the neutral vector bosons, <W and <Z

the masses of the SM weak vector bosons, and \, is the Weinberg angle. Compared to the masses
<W ' 80.4GeV and <Z ' 91.2GeV of the SM vector bosons [42], the new vector bosons assume
masses at the TeV scale, since the lower mass range is already excluded by the current data. This
implies a mass hierarchy between SM vector bosons and HVT vector bosons, and for such a scenario
the measurement of the value of cos2 \, = 1 − 0.23 is only restored when the charged and neutral
HVT masses are degenerate at the per-cent level,

"
2
± = "

2
0 (1 + O(1%)). (2.7)

Therefore, most experimental searches only assume a single mass value for both the charged W′±and
the neutral Z′ resonances.

The modifications of the couplings to the SM particles, 2� and 2� , in Equation (2.2) are free
parameters. The coupling strength is 2�6+ for SM Higgs and weak vector bosons and 2�6

2/6+ for
1 The authors of Ref. [12] consider splitting 2� into more components: 2�+ · �� → 2;+ · �; + 2@+ · �@ + 23+ · �3, allowing
for different couplings to leptons, light quarks, and third-generation quarks. In a diboson search with no sensitivity to the
quark flavour in the qq production, however, no distinction has to be made and one can assume 2; = 2@ = 23 = 2� .
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2.1 Heavy Vector Triplet Model

SM fermions. In order to cover large parts of the phenomenological possibilities, two benchmark
scenarios with fixed values for 2� and 2�—Model A and Model B—are suggested by Ref. [12]. Both
models contain the additional heavy vector triplet and have 2� ' 1, but they differ in their coupling
strength to the SM Higgs and weak vector bosons. Model A is based on an extended gauge symmetry
in which the heavy vector triplet arises from spontaneous symmetry breaking. In this model, 2� is
suppressed such that [12]

6+ 2� ' 6
2
2�/6+ . (2.8)

Consequently, similar decay branching ratios to bosons and fermions are predicted. The coupling to
the SM particles is overall suppressed by the factor 62/6+ . In contrast, Model B has |2� | = 1, and
therefore

6+ 2� ' −6+ , 6
2
2�/6+ ' 6

2/6+ , (2.9)

meaning unsuppressed coupling to the SM Higgs and weak vector bosons, while the coupling to
fermions remains suppressed by 62/6+ . In Model B, values 1 ≤ 6+ ≤ 5 are considered. For these
values, the model strongly favours decays of new vector bosons into diboson states, while the decays
into fermions are strongly suppressed. In contrast, Model A is inspired by weakly coupled scenarios,
i.e. values 1 ≤ 6+ ≤ 3. Theory predictions in this thesis are produced with 6+ = 1 (6+ = 3) for HVT
Model A (Model B).

To illustrate the differences between the two models, the decay branching fractions of a new neutral
resonance for Models A and B are shown in Figure 2.1. In Model A, all branching fractions are of the
same order of magnitude and no decay mode is favoured. In Model B, however, the decay into two
bosons is strongly favoured, providing strong motivation for diboson resonance searches. It is worth
mentioning that for large values of 6+ , Model B predicts broad resonances (Γ/" � 0.1), such that
the narrow width approximation (NWA) no longer holds true. For this reason, experimental searches
are interpreted in Model B only for 6+ values smaller than five.

The dominant production modes of the new particles are the Drell-Yan-like (DY) quark annihilation
process and vector boson fusion (VBF). Leading-order Feynman diagrams for both processes are shown
in Figure 2.2. The VBF production is suppressed due to the electroweak coupling UEW = 6

2/(4c)
to W and Z bosons, making the DY production by far dominant in most scenarios. However, the
VBF production becomes dominant in scenarios in which the coupling to fermions is suppressed, i.e.
2� → 0. The feasibility studies in Ref. [12] predict that the LHC data with an integrated luminosity
of 100 fb−1 at

√
B = 14TeV provide sensitivity to VBF-produced resonances with masses of up to

2.5 TeV. Therefore, besides the DY production mode, the VBF production is relevant for searches
with Run 2 LHC data.
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Figure 2.1: The HVT model predictions. The top row shows the branching fractions for different decays of the
neutral heavy vector boson resonance as a function of its mass (a) in Model A and (b) in Model B. The bottom
row shows the decay width of the neutral heavy vector boson resonance for different 6+ values (c) in Model A
and (d) in Model B. The dashed line indicates the threshold above which the resonance is considered broad
because Γ/" > 0.1. Theoretically excluded points (e.g. because of complex decay width) are not shown. The
data were generated with the HVT calculator [12].
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Figure 2.2: Leading-order Feynman diagrams for (a) the DY and (b) the VBF production modes of the heavy
vector bosons W′ and Z′.
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2.1 Heavy Vector Triplet Model

Leading-order Feynman diagrams for the DY production of new resonances decaying into +h or
++ pairs (+ = W , Z) are shown in Figure 2.3 for the semileptonic final states, where one SM boson
decays into leptons, while the other (h or +) decays hadronically. The ATLAS collaboration has

V ′ h

V

q ′

q

ν`, `+, ν`, `+

ν`, ν`, `−, `−

b

b

(a)

V ′ V

V

q2

q1

ν`, `+, ν`, `+

ν`, ν`, `−, `−

q3

q4

(b)

Figure 2.3: Semileptonic decays of (a) +h and (b) ++ heavy vector boson resonance + ′ = W′, Z′ in DY
production.

conducted searches for diboson resonances in these and other final states. Searches for the W′→ ++

and + ′→ +h resonances (where + ′ = W′, Z′) were performed using Run 1 LHC data at
√
B = 8TeV.

++ decay final states of ℓaqq [89, 90], ℓℓqq [91], ℓaℓℓ [92], and qq qq with two reconstructed jets [93]
have been considered. These searches have been interpreted in terms of an extended gauge model
(EGM) W′ [94] which is closely related to the HVT benchmark Model A with 6+ = 1.

The exclusion limits on the cross section times branching ratio f(pp→ -) × �(- → WZ) for heavy
vector boson production in the fully leptonic final state are shown in Figure 2.4(a). The predictions of
the EGM W′ model and the HVT model are also shown. In a wide mass range, the EGM W′ model
predictions are very similar to those of the HVT Model A with 6+ = 1, underlining the similarity of
the two models. Resonance masses of above 1.52 TeV, 1.49 TeV, 0.76 TeV, and 1.56 TeV are excluded
in the EGM W′, HVT A (6+ = 1), HVT A (6+ = 3), and HVT B (6+ = 3) models, respectively [92].
In addition to the two HVT benchmark models, the HVT parameter combinations (62/6+ )2� and
6+ 2� were scanned resulting in the observed exclusion contours shown in Figure 2.4(b). Strong
constraints on the scanned parameter space are obtained for relatively small resonance masses of 1 TeV
or below. For heavier resonances with masses above 2 TeV, a large part of the parameter space is still
allowed [92].

The exclusion limits on f(pp → W′) × BR(W′ → WZ) from the analysis of ℓaqq and ℓℓqq final
states are shown in Figure 2.5 together with the EGMW′ prediction. Here,W′ masses above 1.49 TeV
and 1.59 TeV, respectively, are excluded at the 95% C.L. [89, 91]. For fully hadronic final state,
the exclusion limit on f(pp→ W′) × BR(W′ → WZ) is shown in Figure 2.6(a). EGM W′ masses
between 1.3 and 1.5 TeV are excluded at the 95% C.L. In this search, a slight excess of events is
observed with respect to the background-only hypothesis for resonance masses around 2TeV. The
excess has a local significance of 3.4 and a global significance of 2.5 standard deviations. The
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Figure 2.4: (a) Exclusion limit at the 95% C.L. and EGM and HVT model for the W′ production cross section
times branching ratio in the leptonic final state. (b) Observed exclusion contours at 95% C.L. in the HVT
parameter space (62/6+ )2� vs. 6+ 2� for resonance masses of 1 TeV, 1.5 TeV, and 1.8 TeV [92].
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Figure 2.5: Exclusion limits at the 95% C.L. on the production cross section times branching ratio forW′→ ++

production in (a) ℓaqq [89] and (b) ℓℓqq [91] final states obtained with the Run 1 LHC data. The prediction
from the EGM W′ model is shown for comparison.
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Figure 2.6: (a) Exclusion limits at 95% C.L. on the W′ production cross section times branching ratio from the
search with two boson-tagged jets in the final state. (b) Background-only hypothesis fit to the dĳet mass (< 99 )
distribution, showing an excess around 2TeV [93].

corresponding distribution of the dĳet mass, which is used as discriminating variable, is shown in
Figure 2.6(b) fitted with the background expectation. The increased amount of data from LHC Run 2
is expected to resolve the origin of this excess, either due to a statistical fluctuation, or a new particle.

In a statistical combination of the searches described above, EGM W′ masses of up to 1.81 TeV are
excluded at the 95% C.L. [95]. The combined results are shown in Figure 2.7. The significance of the
excess around 2 TeV is estimated to be 2.9 standard deviations. Accounting for the probability that any

19



2 Beyond the Standard Model: Diboson Resonances

(a)

 [GeV]W’m

500 1000 1500 2000 2500

) 
 [p

b]
W

Z
 

→ 
W

’
 B

R
(

×
) 

W
’

 
→ 

pp(
σ

3−10

2−10

1−10

1

10

210
ATLAS

 = 8 TeVs
-1 = 20.3 fbL dt∫

All limits at the 95% CL

Combined Expected

Combined Observed

 ExpectedJJ

 ObservedJJ

 Expectedqqνl
 Observedqqνl

 Expectedqllq

 Observedqllq

 Expectedl’l’νl
 Observedl’l’νl

(b)

 [GeV]W’m

500 1000 1500 2000 2500

) 
 [p

b]
W

Z
 

→ 
W

’
 B

R
(

×
) 

W
’

 
→ 

pp(
σ

3−10

2−10

1−10

1

10

210
ATLAS

 = 8 TeVs
-1 = 20.3 fbL dt∫

JJ + qqνl + qllq + l’l’νlChannels Combined: 

 = 1, Leading Orderc, W’EGM 

Expected Upper Limit

Observed Upper Limit

 σ 1 ±

 σ 2 ±

Figure 2.7: Expected and observed exclusion limits at 95% C.L. from several analyses on theW′ production
cross section times branching ratio from Run 1 data recorded at

√
B = 8TeV: (a) W′ limits from the individual

analyses and their combination and (b) combined result together with the EGM W′ prediction [95].

channel could fluctuate reduces the significance of the excess to 2.6 standard deviations. Figure 2.7(b)
shows the combined result together with the EGM W′ prediction.

Searches for +h resonances were conducted in the aabb, ℓabb, and ℓℓbb final states, with Higgs
boson decays into a pair of b-quarks, h → bb [96]. The aa and ℓℓ channels were combined to
determine upper limits on the cross section times branching ratio f(Z′ → Zh) × BR(h → bb) of
the new resonance. The result is shown in Figure 2.8(a). The ℓa channel leads to the upper limits
on f(W′ → Wh) × BR(h → bb), shown in Figure 2.8(b). Masses above 1.36 TeV and 1.47GeV
for neutral and charged resonances, respectively, are excluded at the 95% C.L., assuming the HVT
Model A with 6+ = 1. The exclusion contours for parameter combinations (62/6+ )2� and 6+ 2� for
resonance masses of 1 TeV, 1.5 TeV, and 1.8 TeV are shown in Figure 2.9. Similar to the ++ → ℓaℓℓ
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predictions (red: HVT Model A, blue: Minimal Walking Technicolor (MWT)) are shown as dotted lines.

analysis, strong exclusion limits are observed for small resonance masses, while larger parts of the
phase space remain unconstrained for larger masses.

2.2 Two-Higgs Doublet Model

While a single Higgs doublet is sufficient to complete the SM Higgs sector, a second Higgs doublet is
a rather natural extension introduced in many theories beyond the Standard Model. It is introduced for
example in the Minimal Supersymmetric extension of the standard model (MSSM) [97–101], in axion
models [102], or in models addressing baryogenesis [103]. The following introduction to Two-Higgs
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Doublet Models is based on Ref. [11].

The general CP-conserving potential of two Higgs doublet fields Φ1 and Φ2 with hypercharge +1 is
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with the mass parameters <8 9 and Yukawa couplings _8 (8, 9 = 1, 2). As electroweak symmetry
breaking minima of the potential the configurations

〈
Φ1

〉
0 =

(
0
E1√
2

)
,

〈
Φ2

〉
0 =

(
0
E2√
2

)
, (2.11)

can be chosen, where E1 and E2 are the vacuum expectation values of the first and the second doublet
field respectively.

The two complex scalar SU(2) doublets Φ0 (0 = 1, 2) have eight degrees of freedom. Like in the
SM, three of them give masses to the W± and Z0 gauge bosons. Unlike in the SM, however, five
physical Higgs fields remain instead of one. Two of them correspond to charged (H±), two to neutral
and CP-even (h, H) and one to a neutral and CP-odd (A) Higgs field. The 2HDM model has a rich
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phenomenology, with the A→ Zh decay channel being of particular interest for this thesis.

The two crucial parameters of the 2HDM are the angles U and V. The former describes the mixing of
the neutral scalar fields h and H, while

tan V ≡ E2
E1

(2.12)

is the ratio of the two vacuum expectation values. In particular, the SM Higgs boson is a superposition
of h and H fields, given by hSM = h sin(U − V) − H cos(U − V).

All 2HDMs allow in principle for flavour changing neutral currents (FCNCs) at tree level, which are
mediated by neutral Higgs scalars q via e.g. dsq. As FCNCs are not observed at tree-level rates,
they have to be suppressed also in 2HDMs. The Paschos-Glashow-Weinberg theorem [104, 105]
states that FCNCs are eliminated under certain conditions that are fulfilled in benchmark scenarios.
In the type 1 benchmark scenario quarks couple to just one of the Higgs doublets, whilst in type II
all up-type quarks couple to one Higgs doublet, while the down-type quarks couple to the other one.
In case of the type I 2HDM, the doublet to which the quarks couple is conventionally chosen to be
Φ2. In the type II 2HDM, the up-type quarks couple to Φ2, while the down-type quarks couple to Φ1.
For both models, the leptons are assumed to behave analogously to their quark counterparts, but this
is not a strict requirement of the theory. In the so-called lepton-specific 2HDM, the quarks couple
to Φ2 and the leptons to Φ1. In the flipped 2HDM, the quarks behave just as in the type II 2HDM
while the leptons couple to Φ2 instead of Φ1. These characteristics of the four mentioned models are
summarised in Table 2.1.

Table 2.1: Overview of the fermion couplings in the four benchmark 2HDMs. All fields are implied to be
right-handed. By convention, up-type quarks always couple to Φ2.

Model up-type quarks down-type quarks leptons

type I Φ2 Φ2 Φ2
type II Φ2 Φ1 Φ1
lepton-specific Φ2 Φ2 Φ1
flipped Φ2 Φ1 Φ2

The 2HDMs are described by a total of seven free parameters: the masses of the five Higgs bosons2,
<h, <H± , <H , and <A, and the mixing angles U and V. More details about the phenomenology of the
CP-odd 2HDM pseudoscalar A, which is of particular interest for the experimental searches performed
in this thesis, can be found in Ref. [106].

2 The measurement of the SM Higgs boson hSM mass provides an external constraint, but as hSM is a mixture of h and H,
the masses <h and <H are not constrained to any particular value.
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2 Beyond the Standard Model: Diboson Resonances

The dominant A production modes are gluon-gluon fusion (ggA) and in association with a b-quark
pair (bbA). The corresponding leading-order (LO) Feynman diagrams are depicted in Figure 2.10.
One possible A boson decay mode is through the coupling to the SM bosons Z and h. The ATLAS

A0

(a)

b

A0

b

(b)

Figure 2.10: Example leading order diagrams for (a) gluon-gluon fusion and (b) the b-quark pair associated
production of the heavy CP-odd A.

experiment has performed searches for these decays using Run 1 data recorded at
√
B = 8TeV [107],

considering the ℓℓgg, ℓℓbb, and aabb final states. Upper limits on the production cross section times
branching ratio were obtained for A boson masses between 200GeV and 1000GeV and are shown
in Figure 2.11. They range between 0.098 pb and 0.013 pb for the h→ gg decay mode and between
0.57 pb and 0.014 pb for the h→ bb decay mode. Searches for the Zh decay mode are most sensitive
for relatively light A boson resonances. For A boson masses above approximately 350GeV, the A→ tt
decay mode quickly becomes dominant [106].

In order to interpret the data in terms of 2HDM model parameters, exclusion contours at 95% C.L.
are derived in the {cos(V − U), tan V} parameter space for a fixed value of the resonance mass of
<A = 300GeV (see Figure 2.12). With these results, strong constraints on the parameter space of
all four types of 2HDM are imposed, particularly for tan V . 10. However, the sensitivity close to
the alignment limit (cos(V − U) → 0) is limited and a significant part of the available phase space
remains unconstrained. The vanishing sensitivity at the alignment limit can be partially compensated
for by reinterpreting the results from the A→ gg search [108], which are also shown in Figures 2.12
and 2.13.

The interpretation is also performed in the {<A, tan V} parameter space, with the value of cos(V − U)
fixed to 0.1. The corresponding results are shown in Figure 2.13. A large fraction of this parameter
plane remains unconstrained, particularly for A masses above 340GeV.
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Figure 2.11: The expected and observed 95% C.L. exclusion limits on the cross section times branching ratio
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Figure 2.12: The interpretation of the cross section limits in the context of the various 2HDM types as a function
of the parameters tan V and cos(V − U) for <A = 300GeV: (a) Type-I, (b) Type-II, (c) Lepton-specific, and
(d) Flipped [107]. Variations of the natural width up to ΓA/<A = 5% are taken into account. For Type-II and
Flipped 2HDM, the 1-associated production is included in addition to the gluon fusion. The narrow regions
with no exclusion power in Type-I and Type-II at low tan V and far from cos(V − U) = 0 are caused by vanishing
branching ratios of h → bb and/or h → gg. The blue shaded area denotes the area excluded by taking into
account the constraints on the CP-odd Higgs boson derived by considering the A → gg decay mode after
reinterpreting the results in Ref. [108]. Reproduced from Ref. [107].
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Figure 2.13: The interpretation of the cross section limits in the context of the various 2HDM types as a
function of the parameters tan V and <A for cos(V − U) = 0.1: (a) Type-I, (b) Type-II, (c) Lepton-specific,
and (d) Flipped [107]. Variations of the natural width up to ΓA/<A = 5% are taken into account. The grey
solid area indicates that the width is larger than 5% of <A. For Type-II and Flipped 2HDM, the 1-associated
production is included in addition to the gluon fusion. The blue shaded area denotes the area excluded by taking
into account the constraints on the CP-odd Higgs boson derived by considering the A→ gg decay mode after
reinterpreting the results in Ref. [108]. Reproduced from Ref. [107].
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CHAPTER THREE

THE ATLAS EXPERIMENT AT THE LARGE HADRON COLLIDER

In this chapter, the experimental infrastructure located the European Organization for Nuclear Research
(CERN) near Geneva is discussed. Section 3.1 gives a brief overview of the Large Hadron Collider
(LHC), and the accelerator complex required for its operation. The ATLAS detector is described
in Section 3.2. The concept of Monte-Carlo simulation is introduced in Section 3.3. Finally, in
Section 3.4 the reconstruction of physical objects in pp collisions in ATLAS is described, focusing on
the requirements for the search for diboson resonances.

3.1 The Large Hadron Collider

The LHC [109–111] is the world’s largest particle accelerator, located at CERN, near Geneva in
Switzerland. With a circumference of 27 km it accelerates protons up to energies of 7 TeV. Between
2015 and 2018 (LHC Run 2), it was operated at a centre-of-mass energy of

√
B = 13TeV for pp

collisions, with a bunch collision frequency of 40MHz (20MHz in 2015). Superconducting radio
frequency cavities operating at 400MHz accelerate protons, increasing their energy by 485 keV at
every turn. The beams are bent by 1232 superconducting dipole magnets. Cooled to 1.9K, the magnet
system constitutes the coldest extended place in the universe (the cosmic microwave background
has a temperature of 2.76K). With currents of up to 12 840A, magnetic field strengths up to 9 T
are achieved. In this condition, each dipole stores an energy of 8.11MJ, which—for all dipoles
combined—corresponds to the kinetic energy of an Airbus A340 at cruise speed.

The particles are injected into the LHC after a chain of pre-accelerators starting with a linear accelerator
(LINAC), followed by the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS), and the
Super Proton Synchrotron. For a proton run, bottled hydrogen is used as a starting point. In the LINAC
the electrons are stripped away and the remaining protons are accelerated to an energy of 50MeV.
Subsequently, they enter the PSB, where they are accelerated to 1.4GeV. The PS and the PSB are
circular accelerators where the protons are brought to energies of 25GeV and 450GeV, respectively.
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3.1 The Large Hadron Collider

Figure 3.1: The CERN accelerator complex. Modified from [112].

Only then can they be injected into the LHC, where their final energy of currently 6.5 TeV is reached.
The full CERN accelerator complex is shown in Figure 3.1.

Protons are injected as bunches into the LHC, each consisting of about 1.3 × 1011 protons. With the
number of proton bunches varying between 2600 and 2800 per beam during the LHC Run 2, the
instantaneous luminosity measured by ATLAS peaked at a value of ! = 2.1 × 1034 cm−2 s−1 [113], as
can be seen in Figure 3.2(a). This is more than twice the design value [109]. The beam intensity in
the accelerator leads to multiple proton-proton interactions per bunch crossing, referred to as event
pile-up. The mean number of interactions per bunch crossing depends strongly on the operating
conditions and was as high as 70 [113]. The distribution over the Run 2 data taking periods can be
seen in Figure 3.2(b).

In Run 2, the LHC delivered an unprecedented number of collisions to the experiments. For 2015
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3 The ATLAS experiment at the Large Hadron Collider
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Figure 3.2: (a) Peak luminosity per fill for the year 2018 as measured by ATLAS. (b) The distribution of the
mean number of interactions per bunch crossing for data recorded during the LHC Run 2. Figures taken from
Ref. [113].
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Figure 3.3: (a) Incremental integrated luminosity over the Run 2 data taking period as delivered by the LHC
(green) and recorded by ATLAS (yellow). (b) The integrated luminosity registered by ATLAS as a function of
time in the years since the LHC startup. Figures taken from Ref. [113].

to 2018, the delivered integrated luminosity adds up to 156 fb−1, out of which 147 fb−1 (or 94%)
were recorded by ATLAS (cf. Figure 3.3(a)). Owing to the large instantaneous luminosity that was
delivered with great reliability, a steep rise in integrated luminosity is visible in both Figures 3.3(a)
and 3.3(b).
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3.2 The ATLAS experiment

3.2 The ATLAS experiment

TheATLAS experiment (A Toroidal LHCApparatuS) is a multi-purpose detector for high-?T processes
at the LHC (cf. Figure 3.1). It is located about 100m below ground at Point 1 of the LHC ring. With a
length of 46m and a height of 25m it weighs about 7000 t, making it the biggest particle detector built
so far. After the discovery of the Higgs boson [8] in 2012, SM precision measurements, recording
Pb-Pb collision data, and searching for new physics phenomena at the TeV scale remain the main goals
of the experiment.

The ATLAS coordinate system is right-handed, with the origin at the nominal beam interaction
point. The G-axis points towards the centre of the LHC ring and the I-axis points along the beam
pipe. Considering the cylindrical shape of the ATLAS detector around the beam pipe, cylindrical
coordinates (A, \, q) are a natural choice, where A is the radial distance from the interaction point, \ is
the polar angle with respect to the I-axis, and q is the azimuthal angle around the I-axis.

A 3-momentum vector ®? = (?G , ?H , ?I) has the transverse and longitudinal components ?T =

| ®? | cos(\) and ?I = | ®? | sin(\). It can thus be expressed as

®? =
(
?T cos(q), ?T sin(q), ?I

)
. (3.1)

With its additive nature, the rapidity H is a useful means when describing particle energies and
momenta in a collider detector. The four-momentum ?

`
= (�, ®?)1 is defined as

H =
1
2
ln

(
� + ?I
� − ?I

)
. (3.2)

Particles in the ATLAS detector are typically ultra-relativistic, where | ®? | � < and thus � ' | ®? |. In
this case, the pseudorapidity [ coincides with H, i.e.

lim
| ®? |�<

H = [ =
1
2
ln

(
� + �I

� − �I

)
= − ln

(
tan

(
\

2

) )
. (3.3)

Using the pseudorapidity, the angular separation of two four-vectors ?`

1 , ?
`

2 can be written as

1 Throughout this text natural units are assumed.
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3 The ATLAS experiment at the Large Hadron Collider

Figure 3.4: Cut-away view of the ATLAS detector [114]

Δ' =

√
(Δ[)2 + (Δq)2

=

√(
[2 − [1

) 2 + (
q2 − q1

) 2
. (3.4)

The ATLAS detector (Figure 3.4) is forward-backward symmetric with respect to the nominal
interaction point and covers |[ | values of up to 4.9. Its coverage in q is hermetic. It comprises multiple
subsystems that are arranged in cylindrical layers around the interaction point, each dedicated to and
optimised for a specific task. The innermost layer is formed by the ID (Section 3.2.1), followed by
the calorimeters (Section 3.2.2), and, finally, the muon system (Section 3.2.3). These sections are
focused on the detectors, neglecting the precise structure of the evenly important magnet systems.
However, the characteristics of the magnetic fields are specified and the magnets themselves are shown
in Figure 3.4.

3.2.1 The inner detector

The ATLAS inner detector [114] is immersed in a 2 T magnetic field. Consisting of the Insertable
B-Layer (IBL) [115, 116], pixel detectors, Semi-Conductor Trackers (SCTs), and straw-tube-based
Transition Radiation Trackers (TRTs), the ID is used for pattern recognition, momentum and vertex
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3.2 The ATLAS experiment

Figure 3.5: Cut-away view of the ATLAS inner detector [114].

measurements, and electron identification. It extends radially to a distance of 1150mm from the beam
and covers the pseudorapidities up to |[ | = 2.5 for the precision detectors (pixels and SCT) and up
to |[ | = 2.0 for the TRT. The IBL has a coverage of up to |[ | = 2.58, assuming moderate vertex
spread [115]. In the barrel region, the detectors are aligned as concentric cylinders around the beam
pipe, whilst in the end-cap region disks perpendicular to the beam axis are used (see Figure 3.5). Thus,
the perpendicular direction for a given component is along A for barrel components and along I for
end-cap components.

Totalling about 80.4 million readout channels, the pixel detectors have an intrinsic accuracy of 10 µm
in the A−q plane and 115 µm in their perpendicular directions. This is achieved using pixels with a
nominal size in A−q × I of 50 × 400 µm2. About 10% of the pixels are in the larger 50 × 400 µm2

format. The pixel detectors are based on oxygenated n-type wafers with pixel readout sensors on the
n+-implanted side. They measure the impact of ionising particles as they produce electron-hole pairs
in the semiconductor material [117]. A bias voltage between 150V and 600V carries the holes to the
n+-doped side while the electrons travel to the n++ backplane2. Originally equipped with three layers,
the IBL expands the pixel detector to a total of four layers. Moreover, the IBL is built using smaller
50 × 250 µm2 pixels.

The SCTs consist of strips with a pitch of approximately 80 µm. They use the cost-effective and
radiation hard p-in-n technology [118, 119] and are AC-coupled to the readout strips. Biased with
150V in the beginning and up to 350V after ten years of irradiation, the detection principle is the
same as in the pixel detectors, but with inverted intrinsic electric field. Bundled in about 6.8 million

2 The higher voltage is required to account for radiation damages that occur over the lifetime of the detector.
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3 The ATLAS experiment at the Large Hadron Collider

Figure 3.6: The ATLAS calorimeter system in a cut-away view [114]

channels, they give the detector an intrinsic accuracy of 17 µm in the A−q plane and 580 µm in the
perpendicular directions. The 351 000 straw drift tubes forming the TRT only measure the A−q plane,
for which an accuracy of 130 µm per straw is achieved.

Due to the magnetic field of 2 T, charged particles traversing the ID deposit energy along a bent
trajectory. The particle’s momentum can be calculated from the radius of the trajectory. The intrinsic
spatial resolution of the ID detectors thus determines the momentum resolution in the reconstruction,
which has a design goal of f?T

/?T = 0.05%(?T/GeV) ⊕ 1%
3 [114].

3.2.2 The Calorimeter systems

ATLAS contains two calorimeter systems covering the range |[ | < 4.9. They are shown in Figure 3.6.
Dedicated to the energy measurement of electromagnetically interacting particles, the electromagnetic
(EM) calorimeter [114] uses lead absorber planes with liquid-Argon filled gaps and as active medium.
Divided into a barrel part (|[ | < 1.475) and two-end cap parts (1.375 < |[ | < 3.2)), the fine granularity
of the EM calorimeter is ideal for precision electron and photon measurements. Its total thickness is
more than 22 radiation lengths (-0) in the barrel and more than 24-0 in the end-caps. This part of the
detector has a design energy resolution of f�/� = 10%

√
�/GeV ⊕ 0.7% [114].

3 The notation 0 ⊕ 1 denotes the quadratic addition of two uncertainties 0 and 1 according to f =
√
0 + 1
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3.2 The ATLAS experiment

The hadron calorimeter [114] consists of three parts: the tile calorimeter, the liquid Argon (LAr)
hadronic end-cap calorimeter (HEC), and the LAr forward calorimeter (FCal). Placed directly next to
the EM calorimeter, the tile barrel covers the range of |[ | < 1.0 and the tile extended barrel covers
0.8 < |[ | < 1.7. Using steel as an absorber and scintillating tiles as active material, the tile calorimeter
acts as a sampling calorimeter. It radially extends to 2.28m < A < 4.25m and segments into three
layers that are about 1.5, 4.1, and 1.8 (1.5, 2.6, and 3.3) interaction lengths _ thick in the barrel
(extended barrel). The tiles are read out by photomultiplier tubes.

The LAr hadronic end-cap calorimeter [114] is built from two independent wheels per end-cap and
is installed directly behind the end-cap EM calorimeter, which allows using the same cryostat for
both components. Extending up to |[ | = 3.2, the HEC overlaps with the adjacent FCal. Similarly, by
extending down to |[ | = 1.5, it also overlaps with the tile calorimeter. This reduces the drop in material
density in the transition regions. Its wheels have an inner and outer radius of 0.475m and 2.03m
respectively. In the overlap region with the FCal, the inner radius is reduced to 0.372m. Equipped with
32 identical copper wedges, the HEC consists of two segments per end-cap, each formed from four
layers. The 8.5mm gaps between the copper plates are filled with LAr, serving as the active medium.
This setup is required to have an energy resolution better than f�/� = 50%/

√
�/GeV ⊕ 3% [114].

Integrated in the end-cap cryostats, the LAr forward calorimeter [114] unifies the calorimetric coverage
and reduces the radiation background in the muon spectrometer. It has a thickness of approximately
10_ and is formed by three components in each end-cap. Built from copper, the innermost is optimised
for electromagnetic measurements. The remaining two are made from tungsten and measure best
hadronic interactions. An energy resolution of better than f�/� = 100%/

√
�/GeV ⊕ 10% is

achieved [114].

3.2.3 Muon spectrometer

TheATLASmuon spectrometer [114] (shown in Figure 3.7) serves two purposes. Fast trigger chambers
form the level-1 (L1) muon trigger and three layers of high precision tracking chambers measure
charge and momentum of the muon. The MS is immersed in a magnetic field from superconducting
toroidal magnets with field strengths between 0.3 T and 1.2 T.

Using Resistive Plate Chambers (RPCs) in the barrel region with |[ | ≤ 1.05 and Thin Gap Chambers
(TGCs) in the end-cap regions with 1.05 ≤ |[ | ≤ 2.4, the trigger chambers provide fast signals that are
achieved by sacrificing precision. In contrast, the high precision tracking chambers perform precise,
but comparably slow measurements of the traversing particles. They consist of Monitored Drift Tube
(MDT) chambers covering the region |[ | ≤ 2.7. In order to cope with the large background rates close
to the beam pipe, Cathode Strip Chambers (CSCs) complement the MDT chambers in the forward
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3 The ATLAS experiment at the Large Hadron Collider

Figure 3.7: Cut-away view of the ATLAS muon system [114]

region above |[ | = 2.0 in the inner end-cap layer. The design momentum resolution of the muon
spectrometer is f?T

/?T = 10% at ?T = 1TeV [114].

3.2.4 Trigger and data acquisition system

With a 40MHz interaction rate and assuming a typical event size of 1.5MB, the ATLAS detector
would generate several petabyte of raw data per second. Writing such vast amounts of data to disk
is fortunately not necessary, as most events are of no interest to ATLAS analyses and thus can be
disregarded. It is the task of the ATLAS Trigger and Data Acquisition system [114, 120] to pre-select
interesting events and in doing so limit the outbound data rate to about one thousand events per second.

Figure 3.8 illustrates the TDAQ design for Run 2. Its structure and performance is described in detail
in Ref. [120]. The first decision is made by the hardware-based L1 trigger. This component employs
information from the L1 calorimeter trigger (L1Calo) and L1 muon trigger (L1Muon) systems, as
well as from other systems as described in Ref. [121]. In 2016 a new topological trigger (L1Topo) was
installed. Implemented as two field programmable gate array (FPGA) boards, it performs selections
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Figure 3.8: The ATLAS TDAQ system in Run 2 [120].

based on geometric or kinematic association of L1Calo and L1Muon trigger objects. Together with the
Muon-to-CTP interface and the Central Trigger Processor the L1Topo forms the L1 Central Trigger.

For every successful selection the L1 trigger defines ranges in [ and q, called Region of Interest
(RoI), that supposedly contain interesting features. Buffered in the Read-Out System, these events
are transferred to the high-level trigger (HLT), where tracking information from the ID and MS as
well as more precise calorimeter information is added. The HLT is a computer program realised in
O(4 × 104) CPUs that perform calculations based on the more refined information [122]. The totality
of these calculations (together with a set of configurations for the L1 Central Trigger) is referred to as
trigger menu and the available menus for Run 2 are described in Refs. [120, 123, 124]. Pre-scaling
is when an event is only accepted with a certain probability (defined by the pre-scaling value) even
when it passes the HLT. Over the course of a LHC fill the instantaneous luminosity steadily decreases.
Decreasing the pre-scaling value accordingly over a single LHC fill guarantees optimal usage of the
available bandwidth and resources.

With an average decision time for accepting an event of 2.5 µs, the L1 trigger reduces the data rate
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3 The ATLAS experiment at the Large Hadron Collider

to 100 kHz. Within approximately 200ms the HLT processes the buffered L1-accepted events and
further reduces the rate to about 1 kHz. Events accepted by the HLT are transferred to the CERN
Tier-0 computing centre for offline event reconstruction [122].

3.3 Monte-Carlo simulation

In order to interpret the recorded collision data, the observed data are usually compared to a prediction
from simulated physics processes. The simulation of a given process comprises several steps from
the event generation to a detailed simulation of the detector response. The first part of the event
generation is the hard scattering, describing the transition from the initial to the final state particles.
The elements of the scattering matrixM are calculated by Monte Carlo (MC) event generators based
on a set of configurable parameters. The parameters incorporate the current knowledge about the SM
as well as the assumptions that are made within the BSM theories. The scattering matrix allows for
the calculation of the amplitude 〈 5 |M|8〉, where |8〉 are the initial state proton constituents and | 5 〉 are
the final state particles, all defined by their respective quantum numbers and four-momenta. Unstable
particles (e.g. quarks) are then simulated to hadronise and/or decay further in a showering process
until all produced particles can be considered as stable during their passage through the detector. The
first step in this simulation chain is performed by a matrix element (ME) generator. The calculation of
the hard scatter process is performed in the regime where the momentum transfer & is large compared
to the QCD scale, ΛQCD. In this regime, the strong coupling constant is UB (&) � 1, and the hadrons
can be described as weakly interacting partons, using a parton distribution function (PDF). After the
hard scattering, the partons can participate in a showering process. The description of this interaction
step with a PDF is limited in generality, as softer processes can contribute significantly. By modifying
the PDF tuning parameters, like e.g. the cutoff and hadronisation scales, a PDF can be tuned to
adequately describe the showering process for a specific kinematic configuration (e.g. high-energetic
Z bosons decaying into leptons). The combination of a PDF and a specific set of tuning parameters
is called the PDF tune. Tunes are verified against experimental data in dedicated calibration studies
and different tunes exist for the various kinematic scenarios of high-energy particle collisions. This
particularly implies that different PDF sets might be used for the showering and the matrix element
generation. Moreover, corrections from auxiliary tools can be incorporated. For example, a differential
distribution generated at LO QCD precision can be re-weighted to match the predicted distribution of
a next-to-leading-order (NLO) calculation, or the predicted LO cross section can be corrected to NLO
precision in QCD.

The response of the ATLAS detector to the stable particles simulated taking into account all interactions
with the detector. The ATLAS detector simulation software [125] is a detailed model of the ATLAS
detector implemented in GEANT 4 [126]. An alternative to the detailed detector simulation is given
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by the fast calorimeter simulation [127, 128], which provides a simulation of the particle energy
response at the calorimeter read-out cell level at a fraction of the computing cost of GEANT 4. After
simulating the detector response, the simulated events can be further processes as if they were real
recorded data. The simulated detector response is fed through the same event reconstruction software
as the actual collision data recorded by the ATLAS detector.

3.4 Object reconstruction

Hits deposit energy in the ID layers. From the ensemble of hits tracks are constructed with a track
finding algorithm [129]. Defining characteristics for a track are its momentum, and the the transverse
(30) and longitudinal (I0) impact parameters, defined as the smallest distances of the track from the
interaction point in transverse and longitudinal directions respectively. Tracks with ?T > 400GeV and
a sufficiently strong signature in the ID are used by a vertex finding algorithm based on a j2 fit [130].
If tracks incompatible with the primary vertex by more than 7f are present, they can be used in a fit
for another vertex. The vertex with the largest Σ8∈tracks?T, 8 defines the primary vertex. Events without
a primary vertex are discarded.

Electrons in the region |[ | < 2.47 are reconstructed from energy deposits in the EM calorimeter [131,
132]. The energy deposits are matched to tracks in the ID which in turn are required to have a
minimum number of hits in the tracking system. Different electron identification working points
are assigned to the electron candidates with a likelihood-based approach [131, 133]. The classes
defined in Ref. [133] are Loose LH,Medium LH, and Tight LH. The electron efficiency for all working
points increases with increasing transverse energies of the electron candidate, �T, and ranges from
78% (Tight at low �T) up to 94% (Loose at high �T) [133]. Isolation variables [133] are defined to
further discriminate electrons from heavy resonance decays such as W → ea, or Z → ee, from other,
non-isolated electrons from e.g. converted photons produced hadron decays or heavy flavour decays.
The calorimetric isolation, �e

calo ≡ �
cone0.2
T , is defined as the sum of the energies of all positive-energy,

EM-calibrated topological clusters that lie within a cone of Δ' = 0.2 around the electron candidate.
This sum is corrected for the energy in the barycentre of the cone, electron energy leakage, and pileup
effects as described in Refs. [132–134]. Electron track isolation, �e

track ≡ ?
varcone0.2
T , is defined as the

sum of track transverse momenta within a variable-sized cone of Δ' = min(0.2, 10GeV/�T). The
tracks have to be originating from the primary vertex and meet the quality requirements outlined in
Ref. [133]. From these variables different working points are defined. The first class of working
points are designed to select a fixed fraction of a test set of electrons, i.e. they have a fixed electron
efficiency. They are called LooseTrackOnly, Loose, Tight, Gradient, and GradientLoose. The second
class defines a fixed cut value on the isolation variables and the names of the working points are
FixedCutLoose, FixedCutTightTrackOnly, and FixedCutTight. The efficiencies were calculated with
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Table 3.1: Electron isolation working point (WP) definitions. The working point names and efficiency targets
for the working points with a fixed electron efficiency are given in the upper part of the table. �T is in GeV
for the Gradient and GradientLoose workings points. The working point names and fixed cut values on the
isolation variables for the fixed-cut working points are given in the lower part. Extracted from [133].

Efficiency of fixed-efficiency WP

Working Point Calorimeter isolation Track isolation Total efficiency

LooseTrackOnly — 99% 99%
Loose 99% 99% ∼ 99%
Tight 96% 99% ∼ 98%
Gradient 0.1143% × �T + 92.14% 90/99% at 25/60GeV
GradientLoose 0.057% × �T + 95.57% 95/99% at 25/60GeV

Cut value of fixed-cut WP

Working Point Calorimeter isolation Track isolation

FixedCutLoose 0.20 0.15
FixedCutTightTrackOnly — 0.06
FixedCutTight 0.06 0.06

the tag-and-probe method for selections enriched in J/k → ee (for low �T) and Z → ee (for high �T)
decays [131, 132]. The characteristics of the working points are summarised in Table 3.1.

The muon reconstruction [135] combines tracks from the ID with an analysis of MS hits. The latter
starts with a Hough transform [136] in each chamber to identify hits aligned on a straight line in the
bending plane of the MS. Based on a global j2 fit, hits from different layers are then combined into
tracks. With a cut on the significance of the charge-over-momentum ratio f(@/?)/(@/?) muons with
a bad fit quality are rejected after the combination of ID and MS tracks. Muons reconstructed this way,
referred to as combined muons, use the best information available, since they combine independent
information of two detector systems. However, more classes of muons exist. Segment-tagged muons
are built from ID tracks that are extrapolated to and matched with at least one local track segment in
the MDT or CSC chambers. Similarly, calorimeter-tagged muons are ID tracks that are matched to a
minimum-ionising particle hit in the calorimeter. Having the lowest muon purity, this type is mostly
useful in the |[ | < 0.1 region where the MS is only partially instrumented. Lastly, extrapolated muons
are MS muon tracks that can be loosely matched to the interaction point. The extrapolation considers
the expected energy loss in the calorimeters. Extrapolated muons extend the acceptance of the MS
into the region 2.5 < |[ | < 2.7, where no ID information is available. Working points at specific
identification efficiency vs. background rejection points are defined [135], named Loose, Medium,
Tight, and High-?T. The acceptance ranges between 98.1% (Loose with 20GeV < ?

`

T < 100GeV)
and 78.1% (High-?T with 4GeV < ?

`

T < 20GeV). Furthermore, isolation variables [135] are
defined to select muons originating from heavy particles, like vector or Higgs bosons. Similar
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Table 3.2: Muon isolation working point (WP) definitions. The working point names and efficiency targets for
the working points with a fixed electron efficiency are given in the upper part of the table. The working point
names and fixed cut values on the isolation variables for the fixed-cut working points are given in the lower part.
Extracted from [135].

Composition of fixed-efficiency WP

Working Point Calorimeter isolation Track isolation Total efficiency

LooseTrackOnly not required required 99%, constant in [ and ?T
Loose required required 99%, constant in [ and ?T
Tight required required 96%, constant in [ and ?T
Gradient required required ≥ 90/99% at 25/60GeV
GradientLoose required required ≥ 95/99% at 25/60GeV

Cut value of fixed-cut WP

Working Point Calorimeter isolation Track isolation

FixedCutTightTrackOnly — 0.06
FixedCutLoose 0.15 0.30

to electrons, the track-based isolation, �`track ≡ ?
varcone30
T , is defined as the sum of track transverse

momenta > 1GeV within variable-sized a cone of Δ' = min(0.3, 10GeV/?`

T ). The calorimetric
isolation, �`calo ≡ �

topocone20
T , is defined as the sum of the energies of all positive-energy, EM-calibrated

topological clusters that lie within a cone of Δ' = 0.2 around the muon candidate. The contribution
of the muon candidate itself is subtracted and contributions from pileup and the underlying event are
estimated and corrected for on an event-by-event basis with the ambient energy-density technique
outlined in Ref [134]. Like for electrons, fixed-efficiency and fixed-cut working points are defined and
they are summarised in Table 3.2

Jets are used to measure the properties of hadronic particle showers that are initiated by a single quark.
At ATLAS either tracks measured in the inner detector (track jets) or calibrated and noise suppressed
topological clusters of calorimeter cells (calorimeter jets) serve as an input to jet clustering algorithms.
The calibration consists of several steps that mitigate a variety of effects, such as the non-compensating
character of the calorimeter, or signal losses due to inactive material in the detector [137]. While a
number of jet clustering algorithms exist, for example :C [138], Cambridge/Aachen [139, 140], or
SISCone [141], the anti-:C clustering algorithm [142] has become the standard for ATLAS, as it is
both infrared and collinear safe, and it produces easy-to-handle cone-shaped objects. It is implemented
in the FastJet software package [143]. Being a member of the class of sequential recombination
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algorithms, defining properties of the anti-:C algorithm are the distance measures

38 9 = min(?
2?
T,8 , ?

2?
T, 9)

(
Δ'8 9

) 2
'
2 , and (3.5)

38� = ?
2?
T,8 . (3.6)

The radius parameter ' is a free choice and ATLAS commonly uses values of 0.2, 0.4 and 1.0 for
different categories of jets. The exponent ? is the parameter that separates the various sequential
recombination algorithms: :C uses ? = 1, Cambridge/Aachen ? = 0, and the anti-:C algorithm is
defined by ? = −1.

Variable radius (VR) track jets [144, 145] extend the anti-:C idea by modifying Equation (3.6) with
the dimensionless effective jet radius 'eff(?T) ≡ d/?T,

38� =
1
?
2
T,8

→ 3
VR
8� =

1
?
2
T,8

'eff(?T,8)
2
=
1
?
2
T,8

d
2

?
2
T,8

(3.7)

The parameter d is a dimensionful constant, and it determines how fast the radius decreases with
increasing transverse momentum of the jet. Studies suggest that a value of d = 30GeV maximises
the reconstruction efficiency [146]. These objects are useful when reconstructing decays of heavily
boosted objects with nearly collinear decay products. Requiring upper and lower bounds on the
effective jet radius restores infrared and collinear safety and is implemented as

'eff = min
(
max

(
d/?T, 'min

)
, 'max

)
, (3.8)

where 'min = 0.02 and 'max = 0.4 are typical values.

' = 0.4 jets are separated into signal and forward jets. Signal jets are reconstructed in the central
[ region and forward jets are reconstructed in 2.5 < |[ | < 4.5. Signal jets are further required to
have either a ?T of at least 50GeV or a ?T between 20GeV and 50GeV if their Jet Vertex Tagger
(JVT) score is greater than 0.64. The JVT [147] uses information about the PV and jet and track ?T to
construct a likelihood that separates pileup and hard scatter jets. The latter trend towards larger JVT
scores. The selection requirements for the different jet types are summarised in Table 3.3.

Hadronically decaying taus ghad are reconstructed by clustering topological cluster in the EM and
hadronic calorimeters using ' = 0.4 anti-:C jets [148]. They have to satisfy ?T > 10GeV and
|[ | < 2.5 to be accepted for the ghad-vis reconstruction algorithm [148]. Final ghad candidates are
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Table 3.3: Selection requirements for forward and signal jets. The jet cleaning vetoes jets in regions with noisy
calorimeter cells.

Forward jets Low-?T signal jets High-?T signal jets

Quality pass jet cleaning pass jet cleaning pass jet cleaning
?T [GeV] > 30 [20, 50] > 50
|[ | [2.5, 4.5] < 2.5 < 2.4

required to have at exactly one or three associated tracks and a ?T > 20GeV. The barrel/end-cap
transition region 1.37 < |[ | < 1.52 is excluded.

3.4.1 Object definition

Contrary to collisions of elementary particles like e+e−, the momentum in the longitudinal direction is
unknown in a pp interaction due to the partonic nature of the protons. However, since the protons
carry no net transverse momentum, the missing transverse energy �missT can be reconstructed. �missT is
caused for example by the neutrinos in the Z → aa decay which leave the detector undetected, taking
with them a certain transverse energy that is now missing from the sum of transverse energies of the
reconstructed particles.

The �missT calculation [149] is based on reconstructed, calibrated hard objects and a soft term, which
is calculated from energy deposits in either the ID or the calorimeters that are not associated to any
hard object. Hard objects entering the calculation are electrons, muons, hadronically decaying taus,
photons, and jets. The G and H components are defined as the negative sums over all the reconstructed
objects

�
miss
G (H) = −

∑
all e

?
e
G (H) −

∑
all `

?
`

G (H) −
∑
all ghad

?
ghad
G (H) −

∑
all W

?
W

G (H) −
∑
all jets

?
jet
G (H) −

∑
soft objects

?
soft
G (H) . (3.9)

From this the �missT is calculated as

�
miss
T =

√
(�missG )2 + (�missH )2. (3.10)

The track-based �
miss
T (called ?

miss
T ) is a variation of the �missT calculation. Using only the track

information of the hard objects, this quantity helps to suppress beam-induced and non-collision
backgrounds.
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A powerful tool in the interpretation of the �missT measurement is the object-based �missT significance,
( [150]. Calculated on an event-by-event basis, this quantity evaluates the ?-value that the observed
�
miss
T is compatible with the null hypothesis of zero real �missT . A high ( value indicates that the
observed �

miss
T indeed stems from undetected particles, like the neutrinos in the Z → aa decay.

It is defined as the measured �
miss
T value divided by the �missT resolution. The latter, however, is

inaccessible to measurements and thus ATLAS uses different proxies. Depending on the particular
implementation, the object-based �missT significance can be defined as either

( =
�
miss
T√
�T

, or ( =
�
miss
T√∑
�T

. (3.11)

Here,
∑

�T is the scalar sum of all transverse momenta from soft and hard objects, and �T is the same
sum but of the hard objects only.

Small radius jets are built from calorimeter cells clustered with the anti-:C algorithm using a radius
parameter ' = 0.4. In some scenarios using large radius jets with ' = 1.0 is preferred.

Track-CaloClusters (TCCs) [151] are large radius jets that are matched with track information from the
ID. Tracks are extrapolated to calorimeter clusters and are combined into a TCC if the uncertainty on
the extrapolation is smaller than the cluster width and if they overlapwithin the extrapolation uncertainty.
TCCs combine the excellent energy resolution of the calorimeter [137] with the outstanding spatial
resolution of the ID [152]. This is particularly useful in the high ?T scenario where large amounts
of energy are deposited in small areas of the calorimeter. As such, TCCs are a powerful tool in the
reconstruction of large-' jets, where the track information helps to identify jet substructures.

3.4.2 b tagging

For the identification of e.g. h→ bb decays, b tagging is an essential tool. The b quarks hadronise
and the resulting b hadrons travel a significant distance W2g ' W · 450 µm [42] in the laboratory frame.
The displacement from the primary vertex in transversal and longitudinal directions is an essential
ingredient in the identification of b jets. The distances of the closest approach are called transversal
(30) and longitudinal (I0) impact parameter in the A−q plane and along the I direction, respectively.
ATLAS utilises these impact parameters in unison with information about additional vertices in a
procedure called b tagging [153]. Here, a multivariate algorithm calculates a score, based on which
several selections are defined as working points. These have specific b jet efficiencies which are
measured in control samples. For example, the 70% working point of the MV2c10 algorithm selects
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70% of all possible b jets and has a rejection (defined as 1/efficiency) for c jets, g jets, and light jets
of 4.9, 15, and 110, respectively [153].

3.4.3 Overlap removal

The reconstruction of the introduced objects happens independently and so it can be that different
objects are built from the same inputs, like energy clusters in the calorimeters, or ID tracks. As this
would result in a double counting of energy, an overlap removal technique is applied [14]. First, g
leptons are considered. A g is removed if it overlaps with a reconstructed electron within Δ' < 0.2.
It is also removed if it overlaps with a muon within Δ' < 0.2, except if the tau-?T is greater than
50GeV and if the reconstructed muon is not a combined muon. Electrons are removed if they share
an ID track with a muon. If a small-' jet overlaps with an electron or a muon within Δ' < 0.2 it is
removed if the lepton passes the isolation requirements introduced in Section 3.4.1. Since 1 hadrons
can produce muons in their decay chain the jet is not removed if it overlaps with a muon and has
at least three associated tracks, or if the jet and muon kinematics favour such a decay. This is the
case if less than 70% of the sum over the track ?T of the tracks associated to the jet comes from the
muon and if the jet ?T is at least double the muon ?T. If after this step electrons or muons overlap
with the remaining jets within Δ' < 0.4 they are removed if their distance to any jet is smaller than
Δ' = (0.04 + 10GeV/?ℓT), where ?

ℓ

T is the lepton ?T. Lastly, small-' jets within Δ' < 0.2 of a
hadronic tau candidate and large-' jets within Δ' < 1.2 of any remaining electron are removed.
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CHAPTER FOUR

SEARCH FOR HEAVY CHARGED VECTOR BOSONS IN THE ℓ.bb
DECAY CHANNEL

The existence of a new heavy charged vector boson decaying into a pair of lighter, known bosons
is predicted by many theories beyond the Standard Model (see Chapter 2). A search for a charged
W′± vector boson resonance decaying into aW± and a Higgs boson is conducted in the semileptonic
ℓ
± (—)

aℓbb final state, using 36 fb−1 of pp collision data at
√
B = 13TeV recorded during 2015 and 2016.

The results are interpreted within the Heavy Vector Triplet (HVT) model.

Details on the signal topology and the summary of main background processes are given in Section 4.1.
In order to formulate background-only and signal+background hypotheses that can be tested against
the data in a statistical model, a signal+background prediction is made based on the simulated Monte
Carlo (MC) samples introduced in Section 4.2. In Section 4.3 details about the data taking and the
employed triggers are given. Next, the event reconstruction is summarised in Section 4.4. Since the
kinematic region of interest corresponds only to a small portion of the simulated background events,
the MC prediction is validated and corrected for via dedicated studies performed in control regions,
containing background-enriched data that are disjoint from but as close as possible to the nominal
signal event selection. Due to similar event selection requirements, the control regions are used for the
validation of the background modelling. An overview of the background modelling studies is given in
Section 4.5.

One particular study performed in dedicated control regions is the study of the ++jets (+ = W , Z)
background contribution. For an optimal description of this background process in the statistical
analysis, ++jets events are grouped based on the flavour content of the associated jets and the
optimisation of the categorisation according to the flavour is presented in Section 4.6. A second
background study targets the expected contribution of multĳet events to the total background prediction.
Due to large statistical fluctuations in MC generated multĳet samples, the prediction is based entirely
on a data-driven method, which is explained in detail in Section 4.7. The goal of this study is a
quantitative evaluation of the contribution of multĳet events in the final event selection.
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4.1 The HVT W′ signal and the main background processes

The final discriminant used for the statistical interpretation of data is the invariant mass of the W′

candidate, <Wh (see Section 4.4 for its deviation) and its distributions prior to the fit to data (pre-fit)
are studied in Section 4.8. Both experimental and theoretical modelling uncertainties are considered
in the statistical interpretation of the data. A summary of the various uncertainty sources is given in
Section 4.9.

Apart from the validation studies, the control regions are also included in the final fit for the statistical
interpretation, providing further constraints on the background contribution. Most notably, the overall
normalisations, i.e. the predicted numbers of background events, for several background components
are determined solely from the fit to data, as described in detail in Section 4.10. The results of the fit
of the prediction to the observed data, are interpreted in terms of upper limits on the production cross
section of heavy W′ bosons. The consistency of the fit model is studied in detail by investigating the
post-fit <Wh and nuisance parameter distributions. These results are presented in Section 4.11.

4.1 The HVT W′ signal and the main background processes

The dominant production mode for W′± bosons in the framework of the HVT model is quark
annihilation in a Drell-Yan-like process (cf. Section 2.1). An exemplary LO Feynman diagram for
this production process with a subsequent ℓ± (—)

aℓbb decay via a Wh diboson decay channel is shown in
Figure 4.1. Expected to be weaker by a few orders of magnitude, the VBF production is not considered
for the presented search based on the partial dataset recorded in 2015 and 2016.

W ′± h

W±

q

q

ν`, `−

`+, ν`

b

b

Figure 4.1: Leading-order Feynman diagram for the production of a W′± boson, decaying via a W±h diboson
decay into a b-quark pair, a charged lepton, and a neutrino.

The semileptonic final state is chosen to combine the highest Higgs boson decay branching fraction
from h → bb decays with a strong background suppression due to the charged lepton (electron or
muon) from the W± → ℓ

± (—)

aℓ decay.
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Since only the transversemomentum can be directly reconstructed for the neutrino from theW± → ℓ
± (—)

aℓ

decay, aW bosonmass constraint is used to recover the I component of the neutrinomomentum. Setting
the G and H neutrino momentum components to the corresponding measured missing ?aG,H = �

miss
G,H ,

and using the mass relation <2W = (?ℓ + ?a) · (?ℓ + ?a), where <W is theW boson mass and ?ℓ (a) is
the four-momentum of the charged lepton (neutrino), the I-component of the neutrino momentum can
be expressed as

?
a
I =

1

2
(
?
ℓ

T

) 2 [
?
ℓ
I� + �ℓ

√
�
2 − 4

(
?
ℓ

T

) 2 (
�
miss
T

) 2]
, (4.1)

with � = <
2
W + 2?

ℓ
G�
miss
G + 2?ℓH�missH . For complex solutions of this expression, the real part of the

solution is chosen as the ?aI component. If both solutions are real, the smaller of the two values is
chosen.

Major background processes are tt and ++jets (+ = W , Z). The tt process is relevant for all phase
space regions of the event selection, in particular in regions containing events with b-tagged jets.
The ++jets background contribution in different phase space regions depends on the flavour of the
associated jets. The ++jets processes are therefore categorised according to their flavour information
(Section 4.6) and are labelled ++hf, ++(b;, c;), and +; for processes with two, one, or no heavy
flavour quarks (b or c quarks), respectively. The components containing heavy flavour quarks are
more dominant in regions of the event selection with b-tagged jets. Example leading order Feynman
diagrams for the production of these background components are shown in Figure 4.2.

g

g

g
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(a) tt

g

W+

d

ū

q

q̄

(b) W+jets

g

Z

q

q̄

q′

q̄′

(c) Z+jets

Figure 4.2: Example leading order Feynman diagrams for the (a) tt, (b) W+ jets, and (c) Z + jets production

Minor background processes are final states with a single top quark (Figure 4.3), top quark pairs
produced in association with a vector or Higgs boson (Figure 4.2), diboson processes (Figure 4.5), as
well as the non-resonant production of a +h-pair (Figure 4.6).
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Figure 4.3: Example leading order Feynman diagrams for the single top quark production

g

g

t̄

H

t

(a) ttH

u

d̄

W+

t̄

t

(b) tt +W

g

g

g

t̄

Z

t

(c) tt + Z

Figure 4.4: Example leading order Feynman diagrams for thett production in association with a Higgs or a
vector boson.
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Figure 4.5: Example leading order Feynman diagrams for the production of diboson pairs
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Figure 4.6: Example Feynman diagrams for the non-resonant +h production
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4.2 Simulated signal and background processes

The HVT signal processes were generated byMadGraph5_aMC@NLO v2.2.2 [154, 155] using the
NNPDF2.3 [156] LO PDF set, interfaced to Pythia 8.186 [157, 158] with the A14 [159] tune for the
parton showering. A number of signal samples for variousW′ masses ranging from 500GeV to 5 TeV
(cf. Appendix A.1) were generated for the HVT benchmark model A (cf. Section 2.1). The differences
in event kinematics between models A and B are expected to be smaller than the changes due to the
detector response and thus the same signal samples are used for the interpretations within the HVT
model B. The two models thus differ only by the predicted production and decay rates. The generated
samples include both the h → bb and h → cc Higgs decay modes. The SM values of branching
ratios B(h → bb) = 0.569 and B(h → cc) = 0.0287 and the Higgs boson mass of 125GeV were
assumed. The production cross sections for all simulated HVT signal processes are summarised
in Appendix A.1.

Top quark pair events (tt) were generated by Powheg-Box v2 v2 [160–162] at LO precision in QCD,
interfaced to Pythia 6 [158] for the showering and using the Perugia 2012 [163] parton shower tune.
The matrix elements were calculated with the CT10 [164] PDF set. The tt production cross section
was normalised to next-to-next-to-leading-order (NNLO) QCD precision using the Top++2.0 software
package [165–171], including soft gluon contributions up to next-to-next-to-leading-logarithm (NNLL)
precision in QCD. The predicted ?T distributions of the tt events were corrected to the corresponding
NNLO parton-level spectra [172].

Single top quark production processes were generated at NLO QCD precision by the same Powheg-
Box v2 program interfaced to Pythia 6, and using the Perugia 2012 tune. The B- and C-channels
as well as the Wt production were considered. Using the HATHOR v2.1 program [173, 174],
the cross sections for the B- and C-channel production were calculated at NLO precision. The Wt
process was approximated at NNLO precision based on soft-gluon resummation calculations at NNLL
accuracy [175].

The production of top quark pairs in association with a Higgs or a vector boson (ttH, tt+) were
simulated at NLO QCD precision byMadGraph5_aMC@NLO v2.3.2, with the NNPDF3.0 [176]
NLO PDF set. Pythia 8.210 [158, 177] with the A14 tune was used for the parton showering. The
top quark mass was assumed to be 172.5GeV for all top quark processes.

Higgs bosons produced in association with a vector boson in a non-resonant SM quark-antiquark
annihilation process (qq → Zh, qq → Wh) were simulated at LOQCDprecision by Pythia 8.186with
the NNPDF2.3 LO PDF set. The loop-induced gg→ Zh production was simulated at NLO in QCD
by Powheg-Box v2 with the CT10 PDF set. Showering was performed by an AZNLO-tuned [178]
version of Pythia 8.186, using the same PDF set as for the ME calculation.
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Vector bosons production in association with jets (++jets, where + = W , Z) were simulated by
Sherpa 2.2.1 [179] with the NNPDF3.0 NNLO PDF set for both the calculation of the matrix elements
and the showering. The Comix [180] and Open Loops [181] tools were used for the calculation of
matrix elements, which were then matched to the parton shower using theME+PS@NLOmethod [182].
Contributions with up to two additional parton emissions at the matrix-element level were simulated
at NLO precision in QCD, while processes with up to four partons are provided at LO accuracy. The
cross sections were normalised to NNLO accuracy in QCD [183].

The SM diboson processes (WW , ZW , ZZ) were generated using Sherpa 2.1.1 with the CT10 PDF
set. At LO, diagrams with up to three additional partons were considered. Furthermore, for ZZ up to
one additional parton was considered at NLO production. The cross sections were calculated at NLO
accuracy.

EvtGen v1.2.0 [184] was used for the bottom and charm hadron decays for all samples produced by
MadGraph5_aMC@NLOor Powheg, reducing potential differences of the decay properties between
the two generators.

The impact of multiple pp interactions per bunch-crossing (pile-up) was taken into account by
overlaying each signal and background event with minimum-bias events generated by Pythia 8.186
with the A2 tune [185] and the MSTW2008 LO PDF [186].

The response of the ATLAS detector was simulated by the ATLAS detector simulation software [125].
The simulated detector response is fed through the same event reconstruction software as the actual
collision data recorded by the ATLAS detector (cf. Section 3.4).

Table 4.1 summarises all simulated signal and background samples that are employed in the presented
analysis.

4.3 Data taking and trigger selection

The proton-proton collision data for the presented analysis were recorded during 2015 and 2016 at a
centre-of-mass energy of

√
B = 13TeV. The integrated luminosity amounts to 36 fb−1. A number of

data quality criteria have to be met, ensuring that only data recorded with a fully operational ATLAS
detector are used for further analysis. The Run 2 data quality operations are explained in more detail
in Ref. [187].

The studied ℓ± (—)

aℓbb signal final state can be triggered by dedicated �missT and single-lepton triggers.
The �missT triggers used for this search imposed varying lower thresholds of the �missT values during
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Table 4.1: Summary of simulated MC samples used for the W′→ Wh search together with the corresponding
matrix element generators, PDFs, and parton shower (PS) tunes. The precision in QCD of the inclusive cross
section calculation is included as well. MG is shorthand forMadGraph5_aMC@NLO.

Process ME generator ME PDF PS and had-
ronisation MC tune Cross section

calc. order

HVT W′ MG 2.2.2 NNPDF2.3 LO Pythia 8.186 A14 LO

tt Powheg-Box v2 CT 10 Pythia 6.428 Perugia 2012 NNLO+NNLL

single top Powheg-Box v2 CT 10 Pythia 6.428 Perugia 2012 NLO (Wt: approx.
NNLO)

+ + jets Sherpa 2.2.1 NNPDF3.0 NNLO Sherpa 2.2.1 Sherpa/MEPS@NLO NNLO

WW , ZW , ZZ Sherpa 2.1.1 CT 10 Sherpa 2.2.1 Sherpa/MEPS@NLO NLO

tt + h and tt ++ MG 2.3.2 NNPDF3.0 NLO Pythia 8.210 A14 NLO

SM qq → +h Pythia 8.186 NNPDF2.3 LO Pythia 8.186 A14 NNLO+NLO

SM gg→ +h Powheg-Box v2 CT 10 Pythia 8.186 AZNLO NLO+NLL

online1 data processing. For the 2015 data taking period this threshold was 70GeV, while for the
2016 data taking before and after mid-June it was set to 90GeV and 110GeV, respectively. These are
the un-prescaled �missT triggers with the lowest available thresholds.

The electron triggers used various requirements on the �T of the HLT electron, electron likelihood,
impact parameter, and isolation (cf. Section 3.4). For the 2015 data-taking period, the requirements
were �T > 24GeV and meeting the medium likelihood working point criteria. For 2016, the logical
or of several triggers was used. They included �T thresholds of 26, 60, 140, and 300GeV. The higher
�T thresholds were added for a maximal trigger efficiency over the full �T range. Moreover, they
comprised looser identification criteria compared to the low-�T triggers. A summary of all triggers
and their corresponding event selection criteria is given in Table B.1.

Single-muon triggers, even though available, were not used for this search, as it was found that they
had a negligible impact on the expected signal significance.

4.4 Event reconstruction

The particles from the recorded collisions and the corresponding simulated events are reconstructed
using dedicated reconstruction algorithms and selection criteria described in Section 3.4.

1 Here, the �missT value is calculated from jets reconstructed by the high-level trigger in real time.
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Aiming at theW → ℓa decay, exactly one charged lepton (electron or muon) is required to be present in
the event, with a ?T of at least 27GeV and satisfying certain identification and isolation requirements
(cf. Section 3.4.1): electrons (muons) are required to pass the FixedCutTight (FixedCutTightTrackOnly)
isolation criteria and the TightLH (LooseLH) identification requirements.

The h→ bb Higgs decay candidates are reconstructed using dedicated jet reconstruction algorithms.
For small resonance masses of <W′ . 2TeV, the Higgs boson in the W′ → Wh decay is produced
with a relatively small Lorentz boost, resulting in a large opening angle between the two b quarks. In
this scenario, the quarks hadronise in well separated regions of the detector and can be reconstructed
as two small-radius (radius parameter ' = 0.4) anti-:C calorimeter jets. The separation of signal and
background processes can be further enhanced by imposing b-tagging criteria on the reconstructed
small-radius jets, as will be detailed later on. For larger resonance masses, the opening angle between
the Higgs decay products is small and the angular separation of the corresponding small-radius jets
can be less than 0.4. Even though the anti-:C algorithm is robust enough to avoid double-counting
calorimeter clusters, the substructure of the resulting jets no longer resembles the partonic structure of
the initial quark system. The reconstruction of the h→ bb decay as a single large radius jet (' = 1.0)
mitigates this problem. In order to access the information on the flavour composition within the
large-radius jet, they are matched to track-based jets (cf. Section 3.4) which are within the large-radius
jet. The track jets are built from ID tracks using the anti-:C algorithm, with a fixed value of the
radius parameter of ' = 0.2. The b-tagging criteria are then applied on the track jets associated to
the large-radius jets, similar to the small-radius jets. Signal candidate events reconstructed using
small-radius jets are referred to as events within resolved topology, whilst merged event topology
refers to events with a large-radius jet. The event selection criteria for the resolved topology require at
least two and at most three signal jets (cf. Section 3.4.1). The presence of additional forward jets is
allowed. The event selection for the merged topology requires at least one large-radius jet in the final
state with at least one associated track jet.

Further requirements are imposed to suppress the overall background contamination. The requirements
involve kinematic properties of the final state particles, such as �missT values or the jet ?T, as well as
event-topology-inspired quantities, such as the presence of at least two small-radius jets in the resolved
topology. All event selection requirements are summarised in Table 4.2

The first selection criterion is the trigger requirement described in Section 4.3. Trigger scale factors,
correcting for differences between data and MC simulation due to trigger inefficiencies, are applied
where necessary. Next, the �missT value is required to be above a given threshold, mainly to suppress
the QCD backgrounds. With the signal having a real �missT contribution from the neutrino in the
vector boson decay, this threshold trades background suppression for signal efficiency, and an optimal
value in the resolved topology is found to be �missT > 30GeV if the event contains an electron. The
requirement is dropped if the event contains a muon. In contrast, the merged topology is mainly
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≥ 2 small-radius jet

in mjj mass window 

SR resolved

yes

no ≥ 1 large-radius jet

in mJ mass window

SR merged
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no ≥ 2 small-radius jet

in mjj mass sideband

CR resolved

yes

no ≥ 1 large-radius jets

in mJ mass sideband

CR merged

yes

no
discardAll events

Figure 4.7: The analysis prioritisation scheme defining the categorisation of events into the signal regions (SRs)
and sideband control regions (CRs) with the resolved and merged event topologies. The resolved topology
selection is preferred over the one with the merged topology.

Table 4.2: Summary of the event selection criteria for theW′→ Wh resonance search

Variable Resolved Merged

Number of jets 2 or 3 signal jets, ≥ 0 forward jets ≥1 large-radius jet
Associated track jets — ≥ 1
Leading jet ?T [GeV] > 45 > 250
Leading lepton ?T [GeV] > 27 > 27
�
miss
T [GeV] > 30 (e channel), > 0 (` channel) > 100

?T,, [GeV] > max[150, 710 − (3.3 × 105GeV)/<+h] > max[150, 394 · ln(<+h/(1 GeV)) − 2350]
<T,, [GeV] < 300 < 300
< 99 or <� [GeV] [110, 140] [75, 145]

sensitive to high mass resonances producing a highly boosted neutrino, and therefore a threshold
of �missT > 100GeV is used. A lower threshold is also introduced on the transverse momentum of
theW boson candidate, ?W

T , reconstructed from the final state lepton and �
miss
T . The threshold value

depends on the mass of the hypothesised W′ resonance. For the resolved topology, a maximal signal
significance is expected for a ?W

T threshold value of 710 − (3.3 × 10
5GeV)/<Wh/(1GeV), with the

minimal threshold value of 150GeV. Similarly, in the merged topology the threshold value is given by
the logarithmic function 394 · ln(<Wh/(1 GeV)) − 2350, again with the minimal threshold of 150GeV.
The transverse component of theW boson mass, <T, W , is required to be smaller than 300GeV in both
regimes, to avoid mismodelling in the tails of the <T, W distributions.

Events satisfying the above requirements are further categorised into signal regions (SRs) and control
regions (CRs) based on the reconstructed Higgs boson candidate mass. In the kinematic regions
with the resolved topology, the mass < 99 of the Higgs boson candidate is calculated by combining
the four-momenta of the two highest-?T signal jets. For the merged topology regime, the mass
of the highest-?T large-radius jet <� is used instead. Mass windows are defined according to the
experimentally measured Higgs boson mass of <h = 125GeV. In the regions with the resolved
topology, the SR mass window is set to 110GeV < < 99 < 140GeV and for the merged topology to
75GeV < <� < 145GeV. Events with Higgs candidate mass values outside this window but still
within 50GeV < < 99/� < 200GeV define the low and high < 99/� mass sidebands.

2 These sidebands

2 The symbol < 99/� is used synonymously for the Higgs candidate mass and corresponds to < 99 and <� in the resolved
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4.4 Event reconstruction

are combined into the < 99/� sideband CR and are employed to set constraints on the background
contributions in the SRs. For events that can be reconstructed both as the resolved and the merged
topology events, the selection criteria are chosen such that each event is uniquely assigned to one of
the two categories by a dedicated prioritisation scheme, as outlined in Figure 4.7. If an event contains
two small-radius signal jets with an invariant mass within the < 99 signal mass window, it is assigned
to the resolved SR. Otherwise, if a large-radius jet is present in the event and has a mass within the
<� signal window, the event is assigned to the merged SR. If an event satisfies neither the resolved
SR nor the merged SR requirements, it is considered a possible control region candidate, as long as
the requirements in Table 4.2, with the notable exception of the < 99/� requirements, are still satisfied.
If such an event contains two small-radius jets with a dĳet invariant mass within the < 99 sideband
mass window, it is assigned to the resolved sideband CR. Otherwise, if the highest-?T large-radius
jet has an invariant mass within the <� sideband mass window, the event is assigned to the merged
sideband CR. All other events are discarded from the analysis.

In order to better identify the Higgs boson candidates, the b-tagging procedure is applied on the jets,
using the MV2c10 b-tagging algorithm at the 70% b-tagging efficiency working point, as introduced
in Section 3.4.2. Small-radius signal jets are tagged directly, whilst large-radius jets are matched to
the smaller size track jets that can subsequently be b-tagged. The =-tag region in data is defined as
a collection of events with = 1-tagged small-radius jets (track jets) in the resolved (merged) event
topology. A veto is applied on events with the merged topology in which additional b-tagged track jets
not associated to the leading large-radius jet are present, which helps to suppress the contribution of tt
background events.

The signal is searched for in data by looking for a localised excess of events (compared to the
SM prediction) in the invariant mass distribution of the diboson resonance candidate, <Wh. This
final discriminant is calculated from the four-momenta of the final state particles, incorporating
Equation (4.1) for the neutrino momentum,

<Wh =

√
(�W + �

miss
T + �h)

2 − ( ®?W + ®?a + ®?h)
2
, (4.2)

where the indices W , h, and a indicate the corresponding particles. In order to improve the mass
calibration of the Wh system in the resolved event topology, the invariant mass of the dĳet system is
rescaled by 125GeV/< 99 .

and merged event topologies respectively.
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4 Search for heavy charged vector bosons in the ℓabb decay channel

4.5 Background modelling

The modelling of all dominant SM background processes relies on the simulated MC samples
introduced in Section 4.2. The validity of the MC predictions is studied in control regions, and, if
necessary, mismodellings are addressed by dedicated modelling uncertainties that are included in the
final fit model. In order to put tight constraints on the modelling uncertainties of these backgrounds,
the corresponding sideband control regions for events with the resolved topology are included in the
statistical interpretation. In particular, the normalisation of the tt, W+hf, and W+(b;, c;) background
components are determined entirely from the fit to data (cf. Section 4.10).

The simulated ++jets background components are grouped into categories according to the flavour of
the associated jets in order to provide separate modelling and at the same time eliminate unconstrained
degrees of freedom from the final fit to data. This study is described in Section 4.6.

Multĳet background events can not be reliably simulated, and a data-driven method is established
(cf. Section 4.7) by studying dedicated multĳet control regions. With this method, the expected
number of multĳet events in the signal regions is determined together with a shape template of the
<Wh multĳet background distribution and is included in the final statistical model. The background
estimate also contains dedicated uncertainties on the modelling and normalisation of the multĳet
background contribution.

4.6 Optimisation of the \+jet background modelling

The background sources introduced in the previous section are not all treated independently in the
statistical analysis of the data. Since the resonance candidate mass<Wh is used as the final discriminant,
processes that give similar shapes of this distribution can be treated as a single background template
distribution, that is, they are affected by the same set of fit parameters in the final statistical interpretation
of data (cf. Section 4.10). Generally, merging background templates is favourable, as it eliminates
degrees of freedom in the fit and thus reduces ambiguities of the statistical interpretation. Very similar
physics processes such as the different single top quark production modes are one example of processes
that are merged into a single background template in this analysis. A second example are ++jets
events (+ = W , Z) with vector bosons produced in association with jets. This background comprises
processes with different jet flavours, and there is some freedom whether different flavour components
should be combined into a single template. The presented analysis implements an approach that
combines flavour components based on their shape in the final discriminant, as described in detail
below.
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4.6 Optimisation of the ++jet background modelling

A flavour label specifies the jet flavour, and is based on particle-level information from the MC
generator. This is in contrast to flavour tagging, which is based on detector information. The advantage
of using particle-level information is that no uncertainty due to the inefficiency or misidentification
rate of the b-tagging algorithm needs to be considered. Moreover, after choosing an adequate labelling
scheme, no flavour labels in any given event can be missed. The latter is explained in greater detail
below.

Two different approaches to assign a flavour label to a given jet in the event are studied, using either
the so-called Δ'-matching method or the ghost association method. The former approach is based
on the angular separation between the hadrons at particle (generator) level and each reconstructed
jet in the event. If a generated b (c) quark at particle level has an angular distance Δ' ≤ 0.3 to the
reconstructed jet, the b (c) flavour is assigned to that jet. In case multiple particle-level b or c hadrons
can be matched to a single jet, the one with the smallest Δ' value is chosen for assigning the jet label.
Finally, if no b or c quark is matched to the jet, the light (;) flavour label is assigned. The collection of
reconstructed jets considered for the flavour labelling procedure differs for the resolved and merged
event topologies. In the resolved (merged) event topology, small-radius jets (track jets associated to the
large-radius jet) are used for the matching. In both cases only the two leading-?T jets are considered.
Since the event selection criteria for the merged topology also accepts events with only a single track
jet associated to the large-radius jet, ++jets events with only a single label are possible in the case of if
the Δ'-matching, even if there were two heavy flavour hadrons present at the particle-level.

In order to reach the additional flavour information in such special cases, the ghost association
approach [188] is used. The ghost association procedure involves an additional step in which
the existing reconstructed jets are re-clustered after adding generator-level particles to the original
reconstructed clusters. In general, all generator-level particles are added, but in this case, only hadrons
are considered. During the re-clustering, the ?T values of the generator-level particles are set to
be vanishing, such that the re-clustered jet does not significantly differ from the original one. All
generator-level particles that cluster with a given jet in this modified clustering step are considered to
be ghost associated with the original jet. By counting all ghost associated, rather than Δ'-matched,
particles for a given jet, more than one flavour label can be assigned even to events with a single track
jet within the large-radius jet.

Following the ghost-association procedure, the ++jets events with a single track jet in a large-radius
jet are then labelled using the following prioritisation:

1. +bb: single track jet is ghost associated to two or more b hadrons;

2. +bc: single track jet is ghost associated to one b and at least one c hadron;

3. +b;: single track jet is ghost associated to one b hadron and no c hadrons;
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4 Search for heavy charged vector bosons in the ℓabb decay channel

4. +cc: single track jet is ghost associated to two or more c hadrons;

5. +c;: single track jet is ghost associated to one c hadron;

6. +;: single track jet is ghost associated to neither a b nor a c hadron.

All other ++jets events are labelled using the Δ'-matching procedure.3 With this hybrid strategy of
ghost association for events with single track jets within a large-radius jet and Δ'-matching for all
other events, the following components of the ++jets background are defined: +bb, +bc, +cc, +b;,
+c;, and +;. The last component, +;, also contains events with two light jets, i.e. +;;.

The advantage of this hybrid flavour labelling strategy can be seen in Figure 4.8, where the <Wh

distributions are shown for the W+hf (= W+bb + W+bc + W+cc), W+(b;, c;) (= W+c; + W+b;),
and W+; background components defined via Δ'-matching only or via the hybrid flavour matching
procedure. In the case of Δ'-matching alone, if there is only a single b or c hadron matched to the
jet, the event is included in the W+(b;, c;) background component. The distributions are normalised
to a unity integral, allowing for a direct shape comparison. The number of simulated events from
each background component is quoted in the brackets. All events contributing to the analysis of
the merged topology are included. The W+hf component defined with the hybrid labelling strategy
contains significantly more events and has a harder <Wh distribution than the component defined
via Δ' matching alone. This is likely caused by the merging of the track jets in events with highly
boosted Higgs boson candidates. The angular track jet separation in these events may be smaller than
their radius parameter (' = 0.2) if the ?T of the Higgs boson candidate from which they originate is
& 1.2TeV. In these cases of real heavy flavour decays with two or more heavy flavour track jets, only a
single track jet is reconstructed and matched to the Higgs boson candidate large-radius jet. Therefore,
with the Δ'-matching labelling approach, these events are assigned only a single jet flavour (W+c,
W+b), although two heavy flavour bosons are present in the event. Consequently, these events are
included in theW+(b;, c;) component instead of theW+hf component. On average, these events have
a larger <Wh because of the mentioned jet boost. For the same reasoning, the W+(b;, c;) component
defined by the hybrid approach has fewer entries than from the Δ'-matching approach. This is
supported by the fact that the <Wh spectrum of the W+(b;, c;) component obtained with the hybrid
labelling approach is notably softer. The distributions of theW+; background components are hardly
affected by the choice of the flavour labelling approach.

Overall, the hybrid matching approach significantly alters the <Wh distributions of the W+jets
background components with at least one heavy flavour quark, and generally allows for a better
distinction between the W+hf and W+(b;, c;) components. This can be clearly seen in Figure 4.9,
where the <Wh distributions from the three W+ jets background components are compared to each

3 The ghost matching procedure is not required for the resolved topology, as the event selection requires at least two signal
jets, which can be used in the Δ'-matching procedure.
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Figure 4.8: The expected normalised <Wh distributions for different ofW+ jets background components defined
based on the Δ'-matching approach (grey filled histograms) and on the hybrid labelling approach (black dots):
(a) W+hf, (b) W+(b;, c;), and (c) W+; component. In the lower panel, the ratio of the two distributions is
shown. In both panels, only the statistical uncertainty of the background components defined by hybrid labelling
approach (indicated by the markers) are shown, as the two samples are statistically strongly correlated. The
number of events entering each component, # , is also provided in the legend. A subset of the simulated data is
used, corresponding to an initial data taking period with an integrated luminosity of 3.21 fb−1.
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Figure 4.9: Comparison of the shape of the <Wh distributions for the various W+ jets background components
defined by the (a) Δ'-matching, and (b) hybrid matching flavour labelling approach. The lower panel shows the
ratio of the W+hf to the W+(b;, c;) (black full circles) and W+; (red open circles) distribution, respectively.
The statistical uncertainty is indicated by the grey hatched for theW+hf component area and by the error bars
for the remaining components.

other for both flavour labelling approaches. Figure 4.9(a) shows the corresponding distributions
obtained with the Δ'-matching labelling approach. The distributions of the three components are
very similar, resulting in their ratio values being close to one. Thus, the background contributions
from these three components cannot be easily distinguished from one another in the fit to the data,
introducing a degree of degeneracy which limits the final signal sensitivity. On the other hand, the
distributions obtained with the hybrid flavour labelling approach (Figure 4.9(b)) are significantly more
distinct from each other, allowing in particular for better constraints on the W+hf and W+(b;, c;)
background components from the fit to data.

The hybrid flavour labelling approach is therefore chosen for the final statistical interpretation of the
data (cf. Section 4.10).

Due to similarities of the Z+jets and W+jets background processes in terms of the event generation
setup and the properties of final state products, the same flavour labelling strategy is chosen for the
less dominant Z+jets background as well. The differences in the <Wh distributions of the different
Z+jets components, however, are found to be much less pronounced.

4.7 Estimate of the multĳet background contribution

In pp collisions, the most likely interaction by far is an inelastic scattering of valence quarks, often
resulting in relatively low energy (soft) jets in the final state. Such events are usually referred to
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4.7 Estimate of the multĳet background contribution

as QCD or multĳet background. For every hard pp collision at 13 TeV in which a Higgs boson is
produced, there are about 10 billion soft collisions. Even though the multĳet events generally have
a very different event topology and kinematic properties compared to the Higgs boson production
or other hard-scatter processes, even a small imperfection in the detector response may lead to a
significant contribution of the multĳet background to virtually any final state. The ℓ± (—)

aℓbb final state
studied in this thesis, for example, can be mimicked by a pion decay into a muon and a neutrino within
a jet, accompanied by two additional jets, either originating from a b hadron, or being misidentified as
b jets. Also, even with no pion decays into leptons, a jet itself may be misidentified as an electron.

Such multĳet events are difficult to simulate, especially in the kinematic regions corresponding to
the hard-scatter signal. Moreover, the efficiency of misidentifying a jet as a charged lepton is rather
difficult to model as well. For this reason, multĳet background distributions obtained from simulation
often lack the statistical significance required for a proper estimate of this background contribution
in the signal region (SR). Instead, estimates based on dedicated data in control regions (CRs) are
required.

In this analysis, the so-called template method is used to determine a template of the <Wh distribution
from inelastic QCD events (multĳet template histogram), which is used for the final statistical
interpretation of the data. The method consists of two steps. First, the shape of the <Wh multĳet
distribution is determined in a CR that is enriched in multĳet events (so-called shape template
histogram, see Section 4.7.1). For a proper shape estimate the CR should cover a similar (yet disjoint)
portion of the phase space as the SR. The original normalisation of the shape template histogram
corresponds to the number of multĳet events in the dedicated CR. In order to extrapolate this
contribution to the multĳet contribution in the SR, the shape template histogram is normalised by a
transfer factor in a second step (see Section 4.7.3). The transfer factor is obtained from a fit of the �missT

distribution from the CR to the data in the nominal SR and < 99/� sidebands. The �
miss
T distribution is

chosen for two reasons. Firstly, it has negligible sensitivity to the potential HVTW′ signals, which have
relatively large Δ�missT /�

miss
T values, and secondly, it has a very strong discriminating power between

non-multĳet and multĳet backgrounds, as will be explained later on. The resulting normalised <Wh

template histogram is referred to as the QCD template and is used in the final statistical interpretation
of the data (cf. Section 4.11). The impact of potential sources of uncertainties from this method
is evaluated, and corresponding normalisation and shape uncertainties are assigned to the multĳet
template distribution for the final statistical interpretation.

4.7.1 Shape template histogram

An appropriate control region for the determination of the multĳet shape template histogram is found
by studying the charged lepton isolation properties. A charged lepton originating from a W boson
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Table 4.3: Identification and isolation criteria of the charged leptons in the signal and in the isolation-inverted
control regions.

Criterion Signal region Isolation-inverted control region

Electrons Identification WP TightLH TightLH
Track-based isolation �

e
track < 0.06 �

e
track < 0.06

Calorimeter isolation �
e
calo < 0.06 �

e
calo > 0.06

Muons Identification WP TightLH TightLH
Calorimeter-based isolation �

`

calo < 0.06 0.06 < �
`

calo < 0.15

decay has a trajectory that is compatible with the primary vertex and carries a relatively high ?T. As
such, prompt leptons are well isolated from hadronic activity in the inner detector and the calorimeters,
justifying the choice of the tight isolation criteria for the selection of signal candidates. In contrast,
leptons from multĳet events often originate from weak decays inside the jet (e.g. the aforementioned
pion decay into a muon and a neutrino) or from the misidentification of jets as leptons.

Isolation metrics quantifying the amount of hadronic activity around the lepton can be calculated
based on the calorimetric and inner detector activity around the lepton candidate. The multĳet CRs
can therefore be defined by applying the same set of event selection criteria as in the case of the
nominal event selection (cf. Table 4.2), except for the requirement on the calorimeter-based isolation,
�
e,`
calo, which is inverted for both electron and muon events. In case of muon final states, an upper
threshold of �`calo < 0.15 is required in addition to limit the phase space of the inverted region in
order to be closer to the SR. The isolation requirements in the SRs and isolation inverted CRs are
summarised in Table 4.3. Dedicated isolation-inverted CRs are defined separately for each of the
corresponding signal and sideband control regions with resolved and merged event topologies and
each =-tag category (cf. Section 4.4). In order to avoid the inconsistent requirements on the electron
isolation in electron triggers used for the nominal event selection (Table B.1) and to cover the largest
possible �T range, only the electron trigger with the lowest available �T threshold for any given data
taking period is used for template method. Potential biases in the shape oft the determined electron
multĳet shape template histogram are addressed by a dedicated shape uncertainty, as described in
Section 4.7.4.

The observed �missT and <Wh distributions in the isolation-inverted region corresponding to 1 b-tag
events with the resolved topology are shown in Figure 4.10, together with the MC prediction of the
contributions from all other simulated processes. In the following, both distributions will be studied as
the �missT distribution is used for the normalisation of the <Wh template in the SR, which in turn is used
in the final statistical interpretation of the data. Due to different origins of the reconstructed charged
leptons from the multĳet background, the final states with electrons and muons are analysed separately.
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4.7 Estimate of the multĳet background contribution

For both final states the difference between the observed and the simulated data is the largest at low
�
miss
T values, i.e. the multĳet background contributes mainly to the region with �missT values below
about 150 to 200GeV. The same is true for events with 2 b-tags, as shown in Figure 4.11, but the
relative contribution of multĳet events to the total background is much smaller in the case of events
with 2 b-tags. Smaller still is the contribution of multĳet events in the regimes with merged event
topology, mainly due to the increased �missT threshold requirement. The corresponding distributions
from the isolation-inverted control regions with merged event topology are shown in Appendix B.2.

4.7.2 Background normalisation in the isolation-inverted control region

Each component of the simulated non-multĳet background in Figures 4.10 and 4.11 is corrected
for by using dedicated scale factors obtained from a fit to the data in the isolation-inverted control
region. The fit is performed on the total simulated background sum in the high-�missT tail of the �missT

distribution for reasons discussed below.

The impact of these scaling factors on the distributions of QCD observables in the isolation-inverted
control region can be twofold. If each component of the simulated non-multĳet backgrounds is scaled
by an individual normalisation factor, the shape of the multĳet distribution can change. In contrast, if
all simulated non-multĳet backgrounds are scaled by the same normalisation factor, the shape of a
multĳet distribution remains unchanged and only its normalisation is affected. The notable exception
to the latter statement is the case where the difference between data and simulated non-multĳet
backgrounds is negative. Histograms with negative content correspond to a negative number of
expected multĳet events, and are truncated to zero, thus changing the original shape of the multĳet
distribution. By choosing an appropriate normalisation of the total simulated background, the number
of template histogram bins with negative content can be minimised. Such bins are mainly observed in
the tail of the �missT distribution, where the contribution of multĳet events is expected to be small.

The �missT distribution is chosen for the scaling of the non-multĳet backgrounds, since this distribution
provides a good discrimination from the multĳet process. In multĳet events, the �missT mainly originates
from imperfectly reconstructed jets rather than from neutrinos. As an example, a multĳet event with
three jets produced from a system at rest can be considered, as illustrated in Figure 4.12.4 In this
scenario, the net momentum of all jets is zero. However, if one of the jets is missed by the event
reconstruction, the ?T-sum of the remaining two reconstructed jets is different from zero, leading
to a finite value of �missT =

√
(?G

91 + ?
G
92)
2 + (?H

91 + ?
H

92)
2. Instead or in addition to the jets missed

completely by the jet reconstruction algorithms, mis-reconstructed jet energy can also contribute
significantly to the wrongly reconstructed �missT . The resulting �missT values are relatively small, cf.
4 This is a somewhat constructed and unrealistic example. However, it can be easily extended to a more realistic scenario
by allowing for some initial momentum in the system. This was omitted for the simplicity of the illustration.
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Figure 4.10: Observed distributions of the missing transverse energy (�missT ) and the mass of the Wh system
(<Wh) in the isolation-inverted control regions for events with 1 b-tag and the resolved topology for (left) the
electron and (right) the muon final states. The expected MC non-multĳet background contributions are shown
as filled histograms. The difference between data and the MC prediction is shown in the lower panels. The total
MC prediction is scaled to fit the data in the tail region with �missT > 200GeV, where the QCD contribution is
expected to be negligible.

64



4.7 Estimate of the multĳet background contribution

0

100

200

300

400

500

600

700

800

E
nt

ri
es

 / 
20

 G
eV

isolation-inverted CR
electron final state

data
Diboson
Z+j
W+c
W+b
single top
ttbar

-1 = 13 TeV, 36.1 fbs
-tags, res. topologyb2 

0 50 100 150 200250 300 350 400 450500
 [GeV]miss

TE

0

100

200

M
C

−
D

at
a

0

100

200

300

400

500

600

E
nt

ri
es

 / 
20

 G
eV

isolation-inverted CR
muon final state

data
Diboson
Z+j
W+c
W+b
single top
ttbar

-1 = 13 TeV, 36.1 fbs
-tags, res. topologyb2 

0 50 100 150 200250 300 350 400 450500
 [GeV]miss

TE

0
50

100

M
C

−
D

at
a

0

200

400

600

800

1000

1200

E
nt

ri
es

 / 
10

0 
G

eV

isolation-inverted CR
electron final state

data
Diboson
Z+j
W+c
W+b
single top
ttbar

-1 = 13 TeV, 36.1 fbs
-tags, res. topologyb2 

0 200 400 600 80010001200140016001800
 [GeV]

Wh
m

100−

0M
C

−
D

at
a

0

200

400

600

800

1000

E
nt

ri
es

 / 
10

0 
G

eV

isolation-inverted CR
muon final state

data
Diboson
Z+j
W+c
W+b
single top
ttbar

-1 = 13 TeV, 36.1 fbs
-tags, res. topologyb2 

0 200 400 600 80010001200140016001800
 [GeV]

Wh
m

100−

0M
C

−
D

at
a

Figure 4.11: Observed distributions of the missing transverse energy (�missT ) and the mass of the Wh system
(<Wh) in the isolation-inverted control regions for events with 2 b-tag and the resolved topology for (left) the
electron and (right) the muon final states. The expected MC non-multĳet background contributions are shown
as filled histograms. The difference between data and the MC prediction is shown in the lower panels. The total
MC prediction is scaled to fit the data in the tail region with �missT > 200GeV, where the QCD contribution is
expected to be negligible.
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Jet 1

Jet 2 Jet 3

pj1 + pj2

pj2

pj3

pj1

Figure 4.12: Illustration of ®�miss reconstruction due to mis-reconstructed jets. Jets 1, 2, and 3 are assumed to be
produced together at rest. Jet 3 is missed by the event reconstruction. Therefore, the �missT is calculated only
from Jets 1 and 2, leading to an ®�missT vector with a value equal and the direction opposite to the transverse
momentum vector of Jet 3.

Figures 4.10 and 4.11, where no multĳet contribution is observed for sufficiently large �missT values.
Based on this observation, the �missT distribution of the simulated total non-multĳet backgrounds is
fitted to the data above a certain �missT value in the isolation-inverted region to obtain a scaling of
non-multĳet backgrounds. Scale factors are determined for varying lower �missT thresholds between
150 and 300GeV. The results of these fits are summarised in Table 4.4. For �missT thresholds above
200GeV, the non-multĳet normalisation factors are converging to a constant value, indicating that
no multĳet contribution is present at higher missing transverse momentum. The statistical precision
decreases with higher �missT thresholds, since fewer events are available for the fit. As the best
compromise between the non-multĳet purity and the statistical precision, the normalisation scaling for
the total simulated non-multĳet background in Figures 4.10 and 4.11 is obtained from the fit in the
�
miss
T range above 200GeV.

4.7.3 Normalisation of the multĳet shape template histograms

With the procedure outlined above, multĳet shape template histograms for the <Wh distribution in the
one and two b-tag regions are obtained. A similar procedure is also applied to obtain the shape of
the multĳet �missT distributions. The <Wh template histograms can be employed to model the shapes
of the corresponding distributions in the signal and sideband control regions with isolated leptons.
However, as the normalisation of these distributions depends on the selection efficiency of multĳet
background in each region, this normalisation is expected to be very different between the regions
with and without isolated leptons. One possibility to address this issue is to let the normalisation be a
freely floating parameter in the final fit to data. The downside of this approach is that it is likely to be
susceptible even to small statistical fluctuations in data, since the multĳet background contribution is
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4.7 Estimate of the multĳet background contribution

Table 4.4: Normalisation factors for the total simulated non-multĳet background contributions in the isolation-
inverted CR, as obtained from the fit to the tails of the �missT distribution in that region. The fits are performed
separately for different =-tag event categories. The first column indicates the lower �missT threshold defining the
fit range. A dash “—” indicates a non-converging fit due to limited statistics. Only statistical uncertainties are
considered in the fit. The resulting uncertainties on the normalisation factors are negligible, and therefore only
the nominal values are reported.

electron final state muon final state
Fit range 0 b-tag 1 b-tag 2 b-tag 0 b-tag 1 b-tag 2 b-tag

�
miss
T > 160GeV 0.98 0.86 0.83 1.62 1.30 1.17

�
miss
T > 180GeV 0.93 0.83 0.83 1.54 1.23 1.12

�
miss
T > 190GeV 0.97 0.84 0.80 1.54 1.21 1.19

�
miss
T > 200GeV 0.96 0.82 0.77 1.49 1.24 1.15

�
miss
T > 220GeV 0.91 0.79 0.77 1.38 1.20 1.18

�
miss
T > 250GeV 0.93 0.81 0.77 1.28 1.11 1.24

�
miss
T > 300GeV 1.01 0.73 — 1.25 — —

expected to be very small compared to these fluctuations. Moreover, if the original normalisation of
the multĳet shape template histogram is very different from the true value in the fitted data region, a
typical fitting algorithm (e.g. gradient descent) can take a very long time to converge to the optimal
value, thus making the fit unnecessarily ineffective and potentially unstable. A preferred approach is
therefore to measure the normalisation of the multĳet shape template histogram already before the fit
to data in order to obtain a value which is as close as possible to the actual normalisation of the fitted
region. This measured normalisation is then allowed to be varied in the fit only within a certain range
of values, corresponding to the assigned uncertainties.

The normalisation of the multĳet shape template histograms is therefore determined using a simplified
fit of the expected �missT distribution to the data in the regions with isolated leptons. In this simplified
fit, only two shape template histograms are defined, one for the multĳet background and one for the
total non-multĳet background sum. The shape template for the multĳet background is taken from the
corresponding isolation-inverted region and the total non-multĳet background is determined from
simulated samples. Both template histograms are allowed to vary the shape within their bin-wise
statistical uncertainties and the normalisation of each component is allowed to float freely. The ratio
of the pre-fit and post-fit normalisations of the multĳet template serve as the transfer factor from the
isolation-inverted to the isolated region. Events with the resolved topology from the isolated signal
region and the < 99 sidebands are combined, while separate fits are performed for each =-tag category
and lepton flavour. The �missT observable is chosen for this fit as it provides good separation between
the multĳet and non-multĳet background components (cf. Figure 4.13) and because of its negligible
sensitivity to a potentialW′ signal. Since the shape of the �missT distribution of a hypotheticalW′ signal
is very similar to that of the total non-multĳet background sum, it becomes almost indistinguishable
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Figure 4.13: The �missT distributions of the multĳet template histogram (filled, pink) and non-multĳet background
(black line) normalised to unity for the event selection corresponding to the signal region plus < 99 sideband
control region with the resolved topology. Events in the electron (muon) final state are shown on the left (right).
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Figure 4.14: The �missT distribution in the combined signal and sideband regions with isolated leptons for events
with 1 b-tag, the resolved topology, and the (left) electron, and (right) muon final state. The total non-mulitjet
background and the multĳet shape template histogram normalisations are floating freely in the fit to data. The
determined fraction of multĳet events in the total background (MJ contribution) for each final state is indicated
in the figures.

from it in the fit and therefore (and because the signal is expected for the much smaller than the total
background) has no relevant contribution to the normalisation of the multĳet contribution. The fit
results for the 1 b-tag data region are shown in Figure 4.14. With the normalisation of the multĳet
shape template obtained from the described fit, the multĳet contribution (#multĳet/#total) relative to the
sum of all backgrounds can be calculated. In the electron channel, the relative multĳet contribution is
found to be negligible, while a relative contribution of (2.7 ± 1.0)% is measured in the muon channel.
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Figure 4.15: The �missT distribution in the combined signal and sideband regions with isolated leptons for events
with 2 b-tags, the resolved topology, and the (left) electron, and (right) muon final state. The total non-mulitjet
background and the multĳet shape template histogram normalisations are floating freely in the fit to data. The
determined fraction of multĳet events in the total background (MJ contribution) for each final state is indicated
in the figures.

The same fit procedure is repeated for the 2 b-tag region (shown in Figure 4.15), where the relative
contribution in the electron channel is again found to be negligible and amounts to (2.0 ± 1.6)% in
the muon channel. Applying the same fit procedure in the regions with merged event topologies
(cf. Figures 4.16 and 4.17) results in unphysically large relative multĳet contributions of 8% or more,
with an error 100%. This can be attributed to large statistical uncertainties on the multĳet shape
template which is caused by the small event yield in the non-isolated region resulting in insufficient
information for the fit to resolve the ambiguity between the multĳet and non-multĳet background
shapes. As mentioned before, the multĳet contribution to regions with the merged event topology is
expected to be much smaller than to the corresponding regions with the resolved topology. Therefore,
the multjiet contribution to events with the merged topology is not included in the final statistical
analysis of the data. In Table 4.5 all relative multĳet contributions as determined in the fit of the �missT

distribution are summarised. The corresponding nominal transfer factors from the isolation-inverted
to the isolated region are reported in Table 4.6.

In summary, multĳet background shape templates are obtained in the isolation-inverted region for
events with the resolved topology, separately for events with one and two b-tags. The shape templates
are transformed to multĳet background templates in the isolated signal region and < 99 sidebands by
employing transfer factors (cf. Table 4.6) obtained from a fit of the �missT distribution to the observed
data in the combined signal plus<bb sideband regions with isolated leptons. Uncertainties on the shape
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Figure 4.16: The �missT distribution in the combined signal and sideband regions with isolated leptons for events
with 1 b-tag, the merged topology, and the (left) electron, and (right) muon final state. The total non-mulitjet
background and the multĳet shape template histogram normalisations are floating freely in the fit to data. The
determined fraction of multĳet events in the total background (MJ contribution) for each final state is indicated
in the figures.
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Figure 4.17: The �missT distribution in the combined signal and sideband regions with isolated leptons for events
with 2 b-tags, the merged topology, and the (left) electron, and (right) muon final state. The total non-mulitjet
background and the multĳet shape template histogram normalisations are floating freely in the fit to data. The
determined fraction of multĳet events in the total background (MJ contribution) for each final state is indicated
in the figures.
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4.7 Estimate of the multĳet background contribution

Table 4.5: Relative multĳet background contribution to the total background in the different =-tag categories
with the isolated leptons as obtained from the template fit.

1 b-tag 2 b-tags
Electrons Muons Electrons Muons

Resolved (0.0 ± 1.7)% (2.7 ± 1.0)% (0.0 ± 3.2)% (2.0 ± 1.6)%
Merged (8.8 ± 3.1)% (18.1 ± 4.4)% (24.0 ± 24.3)% (13.3 ± 18.6)%

Table 4.6: Nominal multĳet background transfer factors

1 b-tag 2 b-tags
Electrons Muons Electrons Muons

Resolved 2.00 × 10−7 9.22 × 10−1 4.62 × 10−9 2.03
Merged 7.48 × 10−1 7.52 × 10−1 5.16 × 10−1 2.56 × 10−1

and normalisation of the multĳet background templates are obtained as described in the following.

4.7.4 Systematic uncertainties

Possible uncertainty sources for the multĳet template method are assessed and translated into
normalisation and shape uncertainties that are included in the final statistical analysis of the data.
A conservative normalisation uncertainty is determined that combines several possible sources of
uncertainty. Additionally, three different sources of shape variations are combined into a single shape
uncertainty component by adding the individual sources in quadrature.

The transfer factor that is determined by the template fit does not consider systematic uncertainties from
the non-multĳet background components. Moreover, instead of separately addressing the physical
processes comprising the non-multĳet background, they are all combined into a single template, thus
removing many degrees of freedom from the fit. These simplifications explain the residual post-fit
disagreement between the predicted multĳet and non-multĳet background and the observed data
(cf. Figures 4.14, 4.15, 4.16 and 4.17). The precision of the predicted multĳet normalisation is further
limited by the bin-wise statistical uncertainty of the shape template, which can be as high as 100% in
some bins. To account for all these factors, a very conservative multĳet normalisation uncertainty of
50% is used in the final fit to the data.

Sources of shape uncertainties are the trigger bias (cf. Section 4.7.1), shape variations in the total
non-multĳet background, and the residual ambiguity in the fit of the high �missT tails discussed in
Section 4.7.3. Since the relative impact of the multĳet background is small, the shape uncertainties are
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Figure 4.18: Ratio of the electron ?T distributions in the isolation-inverted region obtained by using only the
lowest �T threshold trigger and the logical “or” of all single electron triggers. Events with at least one b-tag and
the resolved topology are included. The ratio is fitted with a linear function (shown by the grey line) which is
used to parametrise the ?elT -based reweighting uncertainty for the nominal <+h multĳet distribution due to the
trigger bias in the isolation-inverted region.

conservatively added in quadrature into a single shape uncertainty for the final statistical interpretation
of the data.

The uncertainty due to the trigger bias applies only to events in the electron final state and is assessed
by studying the distributions of the transverse momentum of the electron, ?elT , in events selected by
the lowest �T-threshold trigger only and in event selected by a logical “or” of all un-prescaled single
electron triggers (Section 4.3). The ratio of the two ?elT distributions obtained in this way is shown
in Figure 4.18, and it is used as the uncertainty on the shape of the resulting multĳet <Wh template.
It is propagated to the <Wh multĳet template distribution template by reweighting each event based
on its respective ?elT value. The difference between the reweighted and the original multĳet template
histogram is taken as a corresponding shape uncertainty, which is in the order of 10% for small <Wh

values and amounts to up to 50% in the high-<Wh tail.

For an estimate of the shape uncertainty due to variations in the relative composition of the non-multĳet
backgrounds, the template method procedure is repeated with scale factors applied separately to the
dominant tt and W+jets background components. Analyses performed in similar regions of phase
space [189, 190] determined scale factors between the pre-fit prediction and the fit to data as extreme
as 0.9 and 1.6 for tt andW+jets, respectively. After employing the template method with these tt and
W+jets normalisation factors, relative variations of the multĳet shape of up to 30% are obtained.

Finally, the impact of different fit configurations for the fit of the high �missT tail (cf. Section 4.7.3) is
studied. Using different �missT thresholds for the fit results in slightly different final multĳet shape
template histograms. For a conservative estimate, the shape obtained by using the nominal �missT

threshold (200GeV) is compared to the shapes obtained from using the lowest and highest studied
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Figure 4.19: Shape variations of the multĳet estimate in the (left) electron and (right) muon final state due to the
uncertainties on the template method procedure. Events from the isolated signal regions with at least one b-tag
are shown. All sources of shape uncertainties are added in quadrature, as explained in the text.

thresholds. The lowest threshold is 160GeV and the highest threshold with a stable fit result is
300GeV (250GeV) for the electron (muon) channel. The lower threshold is used for the estimate of a
downward variation, while the upper threshold is used for an upward variation of the shape template.
Over the full <Wh range, the corresponding uncertainty on the nominal multĳet template shape is up
to 40%.

The quadratic sum of the shape uncertainties is shown in Figure 4.19, separately for events in the
electron and muon final state.

4.8 Pre-fit distributions of the final mWh discriminant

Based on the selection criteria outlined in Section 4.4, the signal and control regions that are fitted
simultaneously are defined, as summarised in Table 4.7. In order to validate the background modelling,
the discriminant distributions in the < 99/� sideband CRs are studied before looking into the SR data,
i.e., prior to the final fit to the data. This allows for the correction of the potential mismodellings
without introducing any bias from a potential signal in the SR. For completeness, Table 4.7 contains
also the regions with the inverted charged lepton isolation requirements. These are, however, only
used for the determination of the multĳet template histograms as described in Section 4.7 and do not
contribute to the final fit.

Figure 4.20 shows the expected and observed <Wh distributions for the < 99/� sideband CRs and
SRs, containing events with one and two b-tags for the resolved event topology. The corresponding
distributions in the regions with merged topology are shown in Figure 4.21. The relative disagreement
between data and the total MC prediction can be as large as about 12%, as seen in the < 99/� sideband
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Figure 4.20: Observed and pre-fit expected <Wh distributions in the data regions with resolved event topology:
(a) 1 b-tag sideband CR and (b) SR, and the (c) 2 b-tag CR and (d) SR. The lower panels show the ratio between
data after background subtraction (data − bg) and the total background prediction (bg). The uncertainties in
the lower panels (hatched area) include the statistical and normalisation uncertainties, as well as the shape
uncertainties of the different background components.
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Figure 4.21: Observed and pre-fit expected <Wh distributions in the data regions with merged event topology:
(a) 1 b-tag sideband CR and (b) SR, and the (c) 2 b-tag CR and (d) SR. The lower panels show the ratio between
data after background subtraction (data − bg) and the total background prediction (bg). The uncertainties in
the lower panels (hatched area) include the statistical and normalisation uncertainties, as well as the shape
uncertainties of the different background components.
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Table 4.7: Summary of data regions employed in the presented analysis. The signal regions (SRs) are shown in
the upper and the control regions (CRs) in the lower part of the table.

Event
topology < 99/� [GeV]

Number of
b-tags

Lepton
isolation Comment Used in

the fit

resolved [110, 140] 1 Nominal < 99/� SR X

resolved [110, 140] 2 Nominal < 99/� SR X

merged [75, 145] 1 Nominal < 99/� SR X

merged [75, 145] 2 Nominal < 99/� SR X

resolved [50, 110[ ∨ ]140, 200] 1 Nominal < 99/� CR X

resolved [50, 110[ ∨ ]140, 200] 2 Nominal < 99/� CR X

resolved [50, 200] 1 Inverted multĳet CR —
resolved [50, 200] 2 Inverted multĳet CR —
merged [50, 75[ ∨ ]145, 200] 1 Nominal < 99/� CR —
merged [50, 75[ ∨ ]145, 200] 2 Nominal < 99/� CR —
merged [50, 200] 1 Inverted multĳet CR —
merged [50, 200] 2 Inverted multĳet CR —

CR with 1 b-tag and the resolved topology. However, the discrepancies between data and simulation
are all covered by pre-fit uncertainties. Since there is no signal expected in the sideband CRs, the
fit including these regions is expected to impose additional constraints on different background
components, reducing the post-fit disagreement between data and MC, as well as constraining the
post-fit uncertainties. The most dominant background process in all regions is the tt production. Its
relative contribution to the total expected event yield ranges from 51% in the resolved 1 b-tag sideband
up to 71% in the merged 1 b-tag SR. Other major background components are single top quark and
W+jets events. A summary of the expected and observed event yields is given in Tables 4.8 and 4.9.
No significant excess of observed above the expected number of events is observed.

4.9 Systematic uncertainties

The expected distributions of the final <Wh fit discriminant in the fit regions (cf. Table 4.7) can be
affected by both experimental and theory uncertainties. Possible sources of uncertainties are identified
and their impact is quantified in dedicated studies, which are presented in this section.

4.9.1 Experimental uncertainties

Several sources of experimental uncertainties are considered. As a result of these uncertainties, both
the shape and the normalisation of signal and background discriminant distributions are affected as
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4.9 Systematic uncertainties

Table 4.8: Number of observed and expected (pre-fit) events in the signal regions of the analysis. The
uncertainties are calculated as the quadratic sum of all pre-fit uncertainties and are therefore by construction
conservative, as no correlations are taken into account. Possible differences between the sum of all contributions
and the total background are due to the rounding of individual contributions.

Resolved Merged
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

CC̄ 18 000 ± 1400 4000 ± 500 8900 ± 900 400 ± 150
single top 3760 ± 170 730 ± 70 1050 ± 100 108 ± 2
Z+l 35 ± 16 0.10 ± 0.14 12 ± 7 0.18 ± 0.30
Z+(bl,cl) 137 ± 21 0.9 ± 1.3 43 ± 8 0.38 ± 0.27
Z+(bb,bc,cc) 20 ± 5 13.4 ± 2.7 9.1 ± 1.9 3.8 ± 0.7
W+l 900 ± 350 9 ± 11 550 ± 320 0.13 ± 1.90
W+(bl,cl) 4400 ± 900 26 ± 12 1600 ± 400 20 ± 10
W+(bb,bc,cc) 590 ± 90 310 ± 40 320 ± 60 177 ± 25
Multĳet 240 ± 60 1.9 ± 6.1 220 ± 60 45 ± 6
Other 148 ± 16 83 ± 7 — —

Background sum 28 200 ± 1700 5200 ± 500 12 600 ± 1000 760 ± 150
Observed 28073 5348 12224 775

Table 4.9: Number of observed and expected (pre-fit) events in the < 99/� sideband regions of the analysis. The
uncertainties are calculated as the quadratic sum of all pre-fit uncertainties and are therefore by construction
conservative, as no correlations are taken into account. Possible differences between the sum of all contributions
and the total background are due to the rounding of individual contributions.

Resolved Merged
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

CC̄ 36 500 ± 2600 11 900 ± 1300 6400 ± 700 330 ± 130
single top 8600 ± 400 2170 ± 190 760 ± 70 65 ± 15
Z+l 160 ± 60 0.9 ± 0.9 13 ± 8 0.06 ± 0.10
Z+(bl,cl) 530 ± 80 6.1 ± 2.4 28 ± 6 0.24 ± 0.19
Z+(bb,bc,cc) 89 ± 15 60 ± 9 5.8 ± 1.4 3.3 ± 0.7
W+l 3200 ± 1200 15 ± 13 410 ± 230 1.6 ± 2.6
W+(bl,cl) 17 000 ± 4000 89 ± 34 1070 ± 300 7 ± 4
W+(bb,bc,cc) 2700 ± 400 1510 ± 160 270 ± 60 121 ± 20
Multĳet 1070 ± 270 4 ± 13 — —
Other 630 ± 120 161 ± 13 82 ± 19 10 ± 4
Background sum 71 000 ± 5000 15 900 ± 1300 9100 ± 800 540 ± 140
Observed 75153 16571 8787 546
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4 Search for heavy charged vector bosons in the ℓabb decay channel

quantified in dedicated studies, described below. For the analysis presented in this chapter, dominant
sources of uncertainty are given by the calibration and resolution of the jet energy scale and mass, as
well as uncertainties on the b-tagging identification and misidentification efficiencies. More details
about the considered sources of uncertainties are listed in the following:

• The uncertainty on the integrated luminosity of the data set used in this analysis amounts to
3.2% and has been determined using a methodology similar to the one detailed in Ref. [191].
This luminosity uncertainty is applied fully correlated to all signal and background samples.

• The performance of the trigger selection, as well as of the identification and reconstruction
efficiency of electrons [133] and muons [192] was studied and the resulting recommended
uncertainties are applied. These uncertainties were found to have negligible impact on the
normalisation of the final <Wh distributions and contribute only to the variation of the shape of
these distributions.

• The pile-up profile used for the simulation of the signal and background events is re-weighted to
match the actual pile-up distribution (i.e. the distribution of the number of pile-up interactions
in each collision) measured in data. This method introduces residual biases related to the
modelling of pile-up events.

• Small-radius jets are affected by uncertainties on the energy scale (JES) and resolution (JER),
which are broken down into 21 uncorrelated components [193, 194], which affect both the
normalisation and shape of the corresponding <Wh distributions.

• Large-radius jets are subject to ?T-scale uncertainties that are determined from in-situ cal-
ibrations, similar to the ones outlined in Ref. [195]. In addition, the uncertainty on the jet
energy resolution (JER) and mass resolution (JMR) are determined similarly to the small-radius
jets [193, 194], and contribute with two uncorrelated uncertainty components.

• Corrections accounting for the difference between simulated and observed b-tagging efficiencies
are determined separately for b-jets, c-jets, and light-flavour jets [196]. The corresponding
uncertainties are parametrised as 16 uncorrelated components, which are defined separately for
small-radius jets and track jets within a large-radius jet.

• The reconstruction of the missing transverse energy is affected by uncertainties on the �missT

soft term and the reconstruction of the underlying event, pile-up, and the hard objects (jets,
leptons, etc.), as detailed in Ref. [149].

• Uncertainties on the multĳet background are evaluated as described in Section 4.7.4.

The impact of the experimental uncertainties on the final <Wh discriminant for various processes
is summarised in Table 4.10. Most sources of uncertainties alter the normalisation by not more
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than 10%, but a few edge cases with larger impact exist. These cases, however, are observed in
low-statistics regions that have a negligible contribution to the overall result, since every given
uncertainty contribution is correlated across all fit regions.

Table 4.10: Experimental systematic uncertainties for the various processes and their impact on the normalisation
of the <Whdistribution in the signal regions of the fit. An “S” indicates a shape variation. Uncertainties that are
labelled only with “S” show a negligible impact on the overall normalisation of < 0.5%.

Process Uncertainty source Value

Signal Luminosity 3.2%
b-tagging S

tt JES, JER, JMR 0–3% + S
b-tagging 0–30% + S
lepton ID & eff. S

Single top quark Luminosity 3.2%
JES, JER, JMR 0–2% + S
b-tagging 0–13% + S
lepton ID & eff. S

Z+hf Luminosity 3.2%
JES, JER, JMR 0–8% + S
b-tagging 0–11% + S
lepton ID & eff. S

Z+(b;, c;) Luminosity 3.2%
JES, JER, JMR 0–26% + S
b-tagging 0–11% + S
lepton ID & eff. S

Z+; Luminosity 3.2%
JES, JER, JMR 0–6% + S
b-tagging 0–55% + S
lepton ID & eff. S

Process Uncertainty source Value

W+hf JES, JER, JMR S
b-tagging 0–13% + S
lepton ID & eff. S

W+(b;, c;) JES, JER, JMR S
b-tagging 0–54% + S
lepton ID & eff. S

W+; Luminosity 3.2%
JES, JER, JMR 0–13% + S
b-tagging 0–79% + S
lepton ID & eff. S

SM +ℎ Luminosity 3.2%
JES, JER, JMR 0–3% + S
b-tagging 0–7% + S
lepton ID & eff. S

Diboson Luminosity 3.2%
JES, JER, JMR 0–10% + S
b-tagging 0–25% + S
lepton ID & eff. S

Multĳet Luminosity 3.2%
Template method 50% + S

4.9.2 Theory uncertainties

The impact of assumptions of a given theory model on the predicted cross sections, acceptance, and
kinematic distributions of signal and background events is evaluated by comparison to alternative
simulated samples or by applying dedicated event-based variation weights which are intrinsic to the
nominal generator. Four major uncertainty sources are estimated.

1. The impact of uncertainties from a given PDF set is evaluated by means of event reweighting
according to each of the 101 PDFs that are contained in the NNPDF set. Also, simulated
samples with nominal and varied UB values are compared for the nominal PDF set [176], as are
the samples produced with the MMHT2014 NNLO and CT14 NNLO PDF sets [197] compared
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to the sample with the nominal PDF set. For a conservative estimate, the final PDF uncertainty
is given by the largest of these three impacts on the <Wh discriminant.

2. The impact of QCD scale uncertainties is estimated by varying the renormalisation scale `' and
factorisation scale `� by factors of two in both directions, resulting in six alternative (`', `� )
combinations additional to the nominal (`', `� ) = (1.0, 1.0) choice. Per-event weights are
calculated for every of the six alternative samples and applied to the nominal simulated sample.
The largest of the six deviations from the nominal distribution is taken as the uncertainty. For
hadronic processes, variations in the showering parameters are applied in order to account for
increased or decreased initial- and final-state radiation (ISR/FSR).

3. The requirement of at most three signal jets limits the phase space in a way that leads to an
underestimation of the QCD scale uncertainties that is accounted for by applying the Steward-
Tackmann (ST) method [198]. Details on the implementation in the presented analysis are given
in [199].

4. Matrix element (ME) and parton shower (PS) uncertainties are studied by comparison to
alternative samples where the nominal ME or parton shower generator was replaced by an
alternative one. ME uncertainties target the calculation of the ME itself as well as the matching
of the ME to the parton shower. The PS uncertainties are also studied based on a comparison to
a different set of tuned parameters for the same shower generator.

In addition to these uncertainty sources, relative uncertainties for the background selection efficiency
between the < 99/� sideband and signal region are studied by comparing the obtained selection
efficiency for the nominal and various alternative MC samples for a given process. The differences are
translated into uncertainties on the ratio of the two corresponding event yields, which are applied only
to the signal regions. Consequently, the normalisation of a given background processes in the < 99/�
sideband region is decorrelated from the corresponding normalisation in the signal region to a degree
that corresponds to the difference in the selection efficiencies in the < 99/� sideband and the signal
region. Similarly, uncertainties on the ratios of background selection efficiency between events with
resolved and merged topology are determined.

A summary of the impact of all studied theory uncertainties is shown in Table 4.11.

4.10 Fit model

The statistical interpretation of data, i.e. the test of the signal hypotheses, is performed via a fit of the
expected signal and background <Wh distributions to the observed data, simultaneously in all signal
and sideband control regions summarised in Table 4.7.
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Table 4.11: Theoretical uncertainties for the various processes and their impact on the normalisation of the
<Whdistribution in the signal regions of the fit. An “S” indicates a shape variation. Uncertainties on the relative
normalisation are indicated by a forward slash “/” between the corresponding regions. “Normalisation” refers
to the uncertainty on the total cross section × acceptance, and is determined entirely from data for processes
indicated with “float”.

Process Uncertainty source Value

tt normalisation float
< 99/� SR / < 99/� CR 5–7%
resolved / merged 26%
PS, ISR, FSR, ME, PDF S

Single top quark normalisation 19%
< 99/� SR / < 99/� CR 5–7%
resolved / merged 24%
PS, ISR, FSR, ME, PDF S

Z+hf normalisation 31%
resolved / merged 19%
< 99/� SR / < 99/� CR 6–8%

Z+(b;, c;) normalisation 20%
resolved / merged 28%
< 99/� SR / < 99/� CR 4–14%

Z+; normalisation 30%
resolved / merged 23%
< 99/� SR / < 99/� CR 5–6%

Process Uncertainty source Value

W+hf normalisation float
resolved / merged 28%
< 99/� SR / < 99/� CR 2–6%
ME/PS, matching, scale S

W+(b;, c;) normalisation float
resolved / merged 15%
< 99/� SR / < 99/� CR 1%
ME/PS, matching, scale S

W+; normalisation 3.2%
resolved / merged 16%
< 99/� SR / < 99/� CR 3–7%
ME/PS, matching, scale S

ttH, tt+ normalisation 50%

SM +ℎ normalisation 50%

Diboson normalisation 11%

Signal normalisation 3–7%

4.10.1 The binned maximum likelihood fit

A binned maximum likelihood fit is performed with the RooStats package [200], using the likelihood
function ! (`, ®\), which is a function of the signal strength5 ` and a set of nuisance parameters (NPs) ®\,
accounting for the systematic and statistical uncertainties (cf. Section 4.9). Depending on the type of
uncertainty, a nuisance parameter can be unconstrained or log-normal constrained in the fit. The latter
case assumes that the logarithm of the uncertainty is normally distributed, which is a good assumption
for the shape and cross section uncertainties. Unconstrained nuisance parameters, on the other hand,
are typically used for background normalisations, which should be determined entirely from control
data. Unconstrained (constrained) uncertainties are denoted #: (U:) for a specific uncertainty source
: of a given background. To constrain the nuisance parameters in the fit, auxiliary measurements are
performed in dedicated calibration data and in the control sideband regions with negligible signal
contribution. Correlations of uncertainty sources across various signal and sideband regions are
accounted for by correlating the corresponding nuisance parameters. Statistical uncertainties are
implemented as uncorrelated bin-by-bin uncertainties, W: . All nuisance parameters compose the

5 The signal strength connects the actual to the simulated cross section via fsignal = `f
MC
signal.
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components of the vector ®\ = { ®#, ®U, ®W}. The explicit form of the likelihood function is a product of
the Poissonian probabilities in each signal or sideband channel 2 and in bin 1 of the final distribution
of <Wh. This product is additionally multiplied by the constraints from the auxiliary measurements,

! (`, ®\) =
∏
2

∏
1

Pois
(
=
obs
21 | =

sig
21
(`, ®\) + =bkg

21
( ®\)

) ∏
?∈S+Γ

5? (F? |l?). (4.3)

Here, =obs21 is the number of observed events, while =
sig
21
and =bkg

21
are the expected signal and background

events in the given channel and bin. The terms 5? (F? |l?) are the constraints on the shape
uncertainties S = {U: } and bin-by-bin uncertainties Γ = {W: }. Thereby, the F? incorporates
information about the nuisance parameter l? from an auxiliary measurement, such that a post-fit
value l? ≠ F? introduces a penalty to the likelihood. The form of the penalty is defined by the
functional form of 5?, which in the case of this analysis is a Gaussian function.

In order to avoid histogram bins with limited precision, a re-binning algorithm is applied, which
merges neighbouring bins with low event yields. The re-binning procedure accounts for the expected
signal <Wh resolution and the expected number of events. Bins are required to have a width of at
least two times the expected natural W′ width at a givenW′ resonance mass. The bin width is then
iteratively increased until the relative statistical uncertainty on the total expected background sum in
the resized bin is smaller than 75%.

For every shape uncertainty U: and for every nominal signal or background distribution, there are two
alternative <Wh distributions, representing the up and down variations of the nominal <Wh distribution
for that process. The histograms are denoted ℎ0: (G), ℎ

+
: (G) and ℎ

−
: (G), for the nominal distribution,

and its up and down variations, respectively. The up and down variations are determined by varying a
given uncertainty source (e.g. the jet energy scale) by the corresponding ±1f uncertainty values. For
a given U: value, the modified nominal distribution is then given by

ℎ: (G) =

ℎ
0
: (G) + U:

(
ℎ
+
: (G) − ℎ

0
: (G)

)
, U: ≥ 0,

ℎ
0
: (G) − U:

(
ℎ
−
: (G) − ℎ

0
: (G)

)
, U: < 0.

(4.4)

Unconstrained uncertainties #: are allowed to float freely, i.e. they can assume any post-fit value
without introducing extra penalty to the likelihood. However, as they strongly impact the post-fit
number of expected background events, they nevertheless have a significant impact on the obtained
likelihood. Without the large penalty, such floating nuisance parameters introduce a large amount of
arbitrariness to the fit and should be avoided wherever possible. For most background contributions,
reliable constraints on the cross section and modelling uncertainties exist. However, in some cases
(such as events in extreme kinematic regions) the theoretical modelling is inadequate. For example, the
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normalisation of the tt,W+hf, andW+(b;, c;) background components are known to be mis-modelled
in the phase space of this analysis, such that the corresponding uncertainty bounds are difficult to
estimate. In such cases, the normalisation is left freely floating with the same nuisance parameters
describing the normalisation in the SR and the sideband regions. In this way, the background
components in the SR are constrained by the additional information from the sideband CRs.

To account for the slightly different phase space regions that are covered by the signal and control
regions, additional log-normal constrained nuisance parameters are introduced for the normalisations
of the tt, W+hf, and W+(b;, c;) background components. These nuisance parameters are then only
added to the signal regions, effectively decorrelating the normalisation in the signal and control
regions. The larger the prior of the constraint, the larger the reduction of the correlation. Typical
values for the prior are . 10%.

4.10.2 Test statistic

The test statistic employed to test a given signal hypothesis is based on a profile likelihood ratio
_(`) [201],

_(`) =
!

(
`,
ˆ̂®\
)

!

(
ˆ̀, ®̂\

) . (4.5)

The numerator of the profile likelihood ratio corresponds to the conditional maximum likelihood fit,

where
ˆ̂®\ is the set of nuisance parameter values that maximise the likelihood ! for a given `. The

denominator is the unconditional maximum likelihood, where both ˆ̀ and ®̂\ are the free parameters of
the fit, i.e. the maximum likelihood estimators of the likelihood !.

Further, the test statistic @0 for the discovery of a positive signal is defined as

@0 =


−2 ln_(0), ˆ̀ ≥ 0,

0 ˆ̀ < 0,
(4.6)

where _(0) is the profile likelihood ratio as given in Equation (4.5) evaluated at ` = 0. Based on the
test statistic, the level of disagreement between the data and the ` = 0 hypothesis can be calculated by
the ?0 value,

?0 =

∫ ∞

@0, obs

5 (@0 |0) d@0. (4.7)
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It can be shown [201] that, under the Wald’s approximation [202], the probability density function
(p.d.f.) 5 (@0 |0) reduces to a combination of the delta function and a chi-square distribution,

5 (@0 |0) =
1
2
X(@0) +

1
2
1
√
2c

1
√
@0

4
−@0/2, (4.8)

whose cumulative distribution is given by the cumulative distribution of the standard Gaussian with
zero mean and unit variance, Φ(G), as

� (@0 |0) = Φ(√@0) =
∫ √

@0

−∞

1
√
2c

4
−@2d@. (4.9)

Therefore, the ?0-value can be quickly obtained as ?0 = 1 − � (@0 |0) and the discovery significance
/0 is given by the formula

/0 = Φ
−1(1 − ?0) =

√
@0. (4.10)

For the case in which the background only hypothesis can not be excluded and upper limits on the
signal strength parameter ` need to be determined, the test statistic @` is defined

@` =


−2 ln_(`), ˆ̀ ≤ `,

0 ˆ̀ > `.
(4.11)

Similar to the background-only case, the level of agreement between the data and the hypothesised
` value is given by an integral that is (again using Wald’s approximation) related to the cumulative
distribution of the standard Gaussian

?` =

∫ ∞

@`

5 (@`
′ |`)d@`

′ = 1 − � (@` |`) = 1 −Φ(
√
@`). (4.12)

The value of ` is said to be excluded at a certain confidence level (C.L.) (1− U) if ?` < (1− U). That
is, the upper limit of the signal strength that is excluded at the C.L. (1 − U) is the largest ` for which
?` = (1 − U). It can be calculated [201] as

`up = ˆ̀ + fΦ
−1(1 − U), (4.13)

wheref corresponds to the uncertainty on the signal strength and generally depends on the hypothesised
`. The value of f for a given ` is determined from Asimov data [201].
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Finally, the uncertainty band at the (1 − U) C.L. corresponding to ±# standard variations at a given
value of `′ can be calculated [201] using

band#f = `
′ + f(Φ−1(1 − U) ± #). (4.14)

4.11 Results

In order to interpret the data by fully accounting for all uncertainties and their correlations across all
signal and control regions, a fit of the expected to the observed <Wh distributions is performed by
minimising the negative log likelihood ratio −2 ln_(`), with _(`) being defined by Equation (4.5).
The post-fit agreement between data and the expectation is studied in terms of pulls on the post-fit
nuisance parameters (NPs).

The nuisance parameter pull is defined as the fitted nuisance parameter value \̂ minus the pre-fit
expectation \0, divided by the corresponding post-fit uncertainty f(\̂),

pull =
\̂ − \0
f(\̂)

. (4.15)

For Gaussian uncertainties, the pull is expected to follow a Gaussian distribution, centred around zero
and with a unit standard deviation [203]. A pull value different from zero indicates that the nuisance
parameter is biased by the fit, meaning that the corresponding degree of freedom is required for an
adequate description of the observed data.

Having only a single experiment, i.e. only one data set to fit, the post-fit standard deviation of a given
nuisance parameter needs to be estimated from the covariance matrix of all fit nuisance parameters,
which in turn is estimated from the inverse of the Hessian matrix [201]

cov(8, 9) =
−

m
2 ln

(
!

(
ˆ̀, ®̂\

) )
m\8m\ 9


−1

. (4.16)

The post-fit standard deviation for the NPs is estimated by the diagonal elements of this matrix,
f(\:) = cov(:, :).

In case of post-fit standard deviations smaller than unity, the fit is able to impose additional constraints
on the corresponding nuisance parameter. In general, this scenario is related to either one of two
possible scenarios

• The pre-fit uncertainty was estimated too conservatively compared to the statistical fluctuations;
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• The nuisance parameter describes a data-to-simulation disagreement that is also addressed by
another nuisance parameter. The resulting degeneracy enables the fit to address the disagreement
with a smaller overall penalty on the likelihood which is also reflected by stronger post-fit
bounds on the nuisance parameter standard variation.

Post-fit standard deviations larger than unity generally indicate a problem with the implementation of
this nuisance parameter in the fit model. Such a large value means that altering this nuisance parameter
in a window of more than one (pre-fit) standard deviation shows no clear relationship with the obtained
likelihood and further investigations of the nuisance parameter are required. The performance and the
reliability of the fit is therefore verified by looking at the resulting nuisance parameter pulls.

All nuisance parameter pulls resulting from the fit are shown in Figures 4.22, 4.23 and 4.24. All post-fit
uncertainties are ≤ 1. The NPs with the greatest pull deviations from zero are the ones encoding the
uncertainty on the efficiency of tagging c-jets and light jets as b-jets in the resolved event topologies.
The origin of these deviations can be found in the flavour tagging methodology [204]. The tagging
efficiencies in the simulation are corrected to better match the data using data-to-simulation scale
factors which are measured in two calibration data sets, comprising mainly the tt and W+c process,
respectively. Figure 4.25 shows the corresponding scale factors for the 70% b-tagging working point
using the two measurement approaches. As can be seen, the uncertainty from theW+c measurement
method is large compared to the tt-based measurement. The flavour tagging nuisance parameter
representing the b-tagging uncertainty has a pre-fit uncertainty corresponding to the difference of the
central values from the two measurements added in quadrature. Considering that a negative post-fit
pull corresponds to an increase in the applied scale factors, the obtained negative pull indicates that
the fit prefers larger calibration factors, which are obtained from the tt method. The fit can converge to
these values due to the large uncertainty of the W+c measurement method.

Larger pull values are also observed for a set of NPs describing uncertainties on the tt background
modelling (cf. Figure 4.23). Since this is the dominant background component, a well-modelled tt
prediction is crucial and the pulls should be carefully examined. There is a twofold explanation why tt
NPs can be pulled (i.e. modifies the pre-fit tt prediction) and/or constrained (i.e. fit imposes additional
constraints on the uncertainty component). First, the fit to the sideband CRs has a relatively high
statistical power to constrain the theoretical uncertainties, which are determined by a conservative
comparison of different generator configurations (cf. Section 4.9.2). Second, a small variation of
these NPs can be expected to have a large impact on the likelihood. Any pre-fit mismodelling can
hence be expected to be corrected for, as long as there are suitable NPs addressing the mismodellings.
In particular, the NPs describing the matrix element, initial- and final-state radiation, and NNLO
re-weighting uncertainties are pulled with pull values of -1.05, -0.81, and 0.89, respectively. The
post-fit standard deviation of the matrix element and NNLO re-weighting uncertainties are also
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Figure 4.22: The pulls of various NPs after a fit to the expected (red) and observed data (black).The panels
show (a) flavour tagging uncertainties and (b) jet reconstruction uncertainties. The meaning of each nuisance
parameter is explained in more detail in Appendix B.3.

87



4 Search for heavy charged vector bosons in the ℓabb decay channel

6− 4− 2− 0 2 4
)θ(σ) / 0θ - θ(

 SherpaRen.W+l 

 SherpaFacW+l 

 SherpaAlphaPDFW+l 

 MadGraphW+l 

 SherpaRen.W+(bl,cl) 

 SherpaFacW+(bl,cl) 

 SherpaAlphaPDFW+(bl,cl) 

 MadGraphW+(bl,cl) 

 SherpaRen.W+(bb,bc,cc) 

 SherpaFacW+(bb,bc,cc) 

 MadGraphW+(bb,bc,cc) 

NNLORW

 ISR/FSRtt 

 Matrix Elementtt 

 Parton Showertt 

 single top ISR/FSR

 single top Matrix Element

 single top Parton Shower

W+lXS 

Z+(bb,bc,cc)XS 

Z+(bl,cl)XS 

W+lXS 

XS VV

XS VH125

XS single top

XS MJ 2tag

XS MJ 1tag

+0.05 ± 0.98

-0.00 ± 0.99

+0.00 ± 0.99

-0.02 ± 0.91

+0.23 ± 0.90

+0.00 ± 0.99

+0.01± 0.99

+0.01± 0.98

+0.01± 0.99

-0.00 ± 0.99

+0.01± 0.83

+0.02 ± 0.54

+0.00 ± 0.93

+0.01± 0.40

+0.02 ± 0.48

-0.01± 0.98

-0.00 ± 0.99

+0.01± 0.96

+0.01± 0.99

+0.00 ± 0.99

-0.01± 0.99

-0.00 ± 0.85

+0.00 ± 0.99

+0.03 ± 0.86

+0.09 ± 0.77

+0.00 ± 0.98

+0.06 ± 0.88

-0.02 ± 0.99

+0.05 ± 0.99

+0.00 ± 0.99

-0.45 ± 0.95

-0.05 ± 0.84

+0.02 ± 0.99

-0.09 ± 0.99

-0.45 ± 0.97

+0.12 ± 0.98

-0.05 ± 0.99

-0.49 ± 0.86

+0.89 ± 0.55

-0.81± 0.94

-1.05 ± 0.44

-0.01± 0.51

-0.28 ± 0.99

+0.41± 0.99

-0.66 ± 0.97

-0.07 ± 1.00

+0.10 ± 0.98

+0.13 ± 0.98

-0.18 ± 0.86

+0.00 ± 0.99

+0.35 ± 0.88

+0.16 ± 0.77

-0.13 ± 1.02

+0.15 ± 0.87

Observed data Asimov data

(a)

6− 4− 2− 0 2 4
)θ(σ) / 0θ - θ(

 L1ttnorm 

W+(bb,bc,cc)norm 

W+(bl,cl)norm 

PRW DATASF

 track-to-vertex sys.µ

 track-to-vertex stat.µ

ρ sagitta µ

 sagitta res. biasµ

 energy resolution MSµ

 isolation sys.µ

 isolation stat.µ

 energy resolution IDµ

 efficiency sys.µ

 efficiency stat.µ

MJ Shape

  SoftTrk Scalemiss
TE

  SoftTrk ResoPerpmiss
TE

  SoftTrk ResoParamiss
TE

 TrigTopmiss
TE

 TrigStatmiss
TE

 efficiency Triggere

 efficiency Recoe

 efficiency Isoe

 efficiency IDe

 energy scalee

 energy resolutione

PDF

Luminosity

IFSR

+1.01± 0.06

+0.99 ± 0.20

+0.98 ± 0.17

+0.05 ± 0.91

-0.00 ± 0.99

+0.00 ± 0.99

+0.01± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.98

-0.00 ± 0.99

-0.02 ± 0.97

-0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

-0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.98

+0.01± 0.99

-0.00 ± 0.99

-0.00 ± 0.99

-0.00 ± 0.99

+0.02 ± 0.98

-0.00 ± 0.99

+0.96 ± 0.06

+1.28 ± 0.22

+1.12 ± 0.16

+0.08 ± 0.92

-0.00 ± 0.99

-0.00 ± 0.99

+0.04 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

-0.01± 0.99

-0.00 ± 0.99

-0.00 ± 0.99

-0.23 ± 0.98

-0.01± 0.99

-0.26 ± 0.94

-0.07 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

-0.03 ± 0.99

-0.00 ± 0.99

+0.02 ± 0.99

+0.00 ± 0.99

-0.21± 0.98

+0.06 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.06 ± 0.98

+0.00 ± 0.99

Observed data Asimov data

(b)

Figure 4.23: The pulls of various NPs after a fit to the expected (red) and observed data (black). The panels
show (a) other experimental and (b) cross section and theoretical uncertainties. The meaning of each nuisance
parameter is explained in more detail in Appendix B.3.
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Figure 4.24: The pulls of various decorrelation NPs after a fit to the expected (red) and observed data (black).
The meaning of each nuisance parameter is explained in more detail in Appendix B.3.
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Figure 4.25: Data-to-simulation b-tagging scale factors for the inclusive c-jet sample, obtained by combining
the results from theW+c and tt calibration samples for the 70% b-tagging working point. The dark green band
represents the statistical-only uncertainty of the combined data-to-simulation scale factor while the light green
band shows the total (statistical+systematic) uncertainty. The red points (brown squares) indicate the results
from the tt (W+c) measurement alone. Modified from Ref. [204].

constrained to values of ±0.44 and ±0.55, indicating overly conservative pre-fit estimates of these
uncertainties. Therefore, a pull on these NPs is not considered biasing the fit results.

The impact of each nuisance parameter on the post-fit signal strength value, `, is studied by comparing
the fit result from an unconstrained fit to the result obtained by fixing the corresponding nuisance
parameter to the ±1f values of the post-fit uncertainty. The largest impact is found for NPs related to
the modelling of the tt background, the normalisation of the W+hf background component, and the
uncertainty on the efficiency of tagging c-jets as b-jets in the resolved event topologies. For fits with
signal hypotheses in the high-mass region (<Wh > 1.5TeV), the < 99/� CR / SR ratio uncertainties
and W+; theory uncertainties become dominant as well.

The <Wh distributions after the fit of the background-only hypothesis to the data can be seen in
Figure 4.26. The lower panels in Figure 4.26 show the data-to-background ratio. Data are in good
agreement with the background prediction, showing only sporadic statistical fluctuations in regions
with few observed events. The agreement is supported by the values of the reduced6 j2 between 0.4
and 0.9 in the different fit regions. The corresponding post-fit event yields are reported in Table 4.12.

6 Reduced j2 is Pearson’s j2 (see e.g. [203]) divided by the number of degrees of freedom (j2/ndf). Values� 1 indicate
a poor agreement between data and the fitted expectation, values close to 1 a fit that describes the data well, and values
� 1 indicate a fit with too many degrees of freedom, i.e. over-estimated uncertainties.
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Figure 4.26: Observed and expected post-fit <Wh distributions in the different control and signal regions. The
number of events in each bin is divided by the bin width in GeV. The background prediction is shown with
its uncertainties after an unconditional background-only binned maximum likelihood fit. The nominal signal
prediction of a 1.5 TeV W′ signal at a signal strength of ` = 10 is added on top of the total background for
reference. The lower panels show the ratio of data over background (black markers) together with the post-fit
uncertainty on the background (shaded area).
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4 Search for heavy charged vector bosons in the ℓabb decay channel

Table 4.12: The observed and post-fit expected event yields in all four signal regions in the <Wh mass range
from 0 to 6 TeV. The reported numbers correspond to the background-only fit. The quoted uncertainties are the
statistical and systematic post-fit uncertainties combined in quadrature. The uncertainty of the total background
is smaller than the quadratic sum of the individual components due to correlations of the normalisation nuisance
parameters.

Resolved Merged
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

tt 16 530 ± 200 3940 ± 40 8120 ± 80 382 ± 13
Single top quark 3820 ± 120 802 ± 28 1060 ± 50 107 ± 5
Diboson 111 ± 4 12.0 ± 0.5 219 ± 8 34.7 ± 1.4
Z+; 32 ± 4 0.083 ± 0.028 13.6 ± 1.6 0.19 ± 0.11
Z+(b;, c;) 152 ± 10 0.45 ± 0.27 43 ± 5 0.49 ± 0.11
Z+hf 21.9 ± 1.9 14.4 ± 1.2 9.41 ± 0.96 3.9 ± 0.4
W+; 570 ± 60 2.6 ± 2.0 640 ± 50 0.17 ± 0.07
W+(b;, c;) 5700 ± 130 22.6 ± 2.4 1720 ± 70 27.6 ± 2.6
W+hf 840 ± 28 450 ± 14 390 ± 21 210 ± 12
SM +h 60 ± 5 85 ± 7 14.0 ± 1.0 11.1 ± 0.9
Multĳet 283 ± 22 1.73 ± 0.32 — —

Total 28 110 ± 120 5330 ± 50 12 220 ± 70 777 ± 17
Data 28073 5348 12224 775

Since no significant excess of events is observed in any region of the <Wh mass distribution, exclusion
limits for the HVTW′ production cross section times the decay branching ratio are evaluated for the
different signal masses using the methods described in Section 4.10. The result is shown in Figure 4.27.
All cross section values below the observed upper limit (black line) are excluded at the 95% C.L. The
figure also shows the corresponding cross sections predicted by the HVT models A and B. Thus, the
HVTW′ resonances with masses up to 2.7 TeV and 2.9 TeV can be excluded at the 95% C.L. for HVT
Models A and B, respectively.

In an effort to constrain as much of the HVT parameter space as possible, the results of the ℓ± (—)

aℓbb
final state are combined with the independent analyses of the aabb and ℓ±ℓ∓bb final states [14]. Here,
the scenario in which the W′ and Z′ masses are degenerate is assumed. As a result, an upper limit
for the scaling factor (relative to the HVT Model A prediction) of the production cross-section for a
+
′ boson (+ ′ = W′, Z′) times its branching fraction to Wh/Zh is determined. The result is shown in
Figure 4.28. In this case, resonances with masses of up to 2.80 TeV (2.93 TeV) can be excluded at the
95% C.L. for the HVT Model A (Model B).
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resonance and its subsequent decay into Wh → ℓabb. The production cross sections predicted by the HVT
Model A and B are shown for comparison. Reproduced from [14].
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CHAPTER FIVE

SEARCH FOR HEAVY NEUTRAL DIBOSON RESONANCES IN
THE ..bb FINAL STATE

A search for a new heavy neutral Zh resonance is conducted in the aabb final state. The search is
performed with 139 fb−1 of pp collision data at

√
B = 13TeV recorded during the LHC Run 2 between

2015 and 2018. The results are interpreted within the two models introduced in Chapter 2: the Heavy
Vector Triplet (HVT) model, which predicts the existence of a heavy Z′ boson decaying into Zh, as
well as the Two-Higgs Doublet Model (2HDM) in which the predicted heavy CP-odd A boson decays
into Zh. For the latter, only the pure gluon-fusion production is considered in the standalone analysis
of the aabb final state. Due to a more complicated description of the background processes, the
b-associated production of the A boson is only studied in combination with the ℓ±ℓ∓bb final state, as
presented in Chapter 6.

All steps of the analysis are developed “blindly”, i.e. based only on simulation and without looking into
the signal region data before the final fit. In particular, data-driven background studies are performed
using only control data to avoid biases from a potential signal contribution.

In Section 5.1, the signal and background processes are summarised. Subsequently, in Section 5.2,
technical details about the simulated signal and background processes are given. Section 5.3
summarises the data set of the LHC Run 2 data taking period between 2015 and 2018 and the triggers
that are used for the baseline event selection. The subsequent event reconstruction is discussed
in Section 5.4. The shortcomings in the simulation-based description of the expected background
contributions are studied and corrected for in Section 5.5. In this section, residual mismodellings that
can not be corrected for on a pre-fit level are quantified in terms of additional modelling uncertainties
that are included into the final statistical analysis of the data. Next, the systematic experimental and
theoretical uncertainties contributing to the statistical analysis of the data are detailed Section 5.6. The
presented analysis profits from employing track jets with a variable radius parameter (cf. Section 3.4)
for the reconstruction of highly boosted Higgs decays, which provide a significant improvement with
respect to the intermediate analysis of the partial data set recorded between 2015 and 2016 [14]. The
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Figure 5.1: The signal process with the decay of a new resonance - , produced in a pp collision, into a Z boson
and a Higgs boson that subsequently decay into pairs of neutrinos and b-quarks, respectively.

employment of variable-radius track jets is presented in Section 5.7. In the same section, studies
targeting the ++jets and multĳet background components are presented. It will be shown that a ++jets
categorisation strategy similar to the one outlined in Section 4.6 can also be applied for the analysis
of the aabb final state and that the multĳet contribution can be suppressed to a negligible level by
using optimised requirements on multĳet-suppressing variables. A short summary of the fit model
that is very similar to the one detailed in the analysis of the ℓ± (—)

aℓbb final state (cf. Section 4.10) is
given in Section 5.8. Finally, the observed results for the HVT Z′ and 2HDM ggA analyses are shown
in Sections 5.9.1 and 5.9.2, respectively.

5.1 The signal and the main background processes

The hypothetical new boson, - , predicted by the BSM theory models introduced in Chapter 2
frequently decays into a SM Z boson and a SM-like Higgs boson. Searches for such resonances are
focusing on the final states with the dominant Higgs boson decay mode, h→ bb, while simultaneously
exploring several Z boson decay modes. In the presented analysis, the Z boson is assumed to decay
into a neutrino-antineutrino-pair, while the Z boson decays into two charged leptons are considered
elsewhere [15]. The searches in the two decay modes will be combined in Chapter 6. The signal
process produced in a proton-proton collision is illustrated in Figure 5.1. Examples of tree-level
Feynman diagrams for different production modes of the new heavy resonance - are shown in
Figure 5.2. The heavy vector boson Z′ predicted by the HVT model is predominantly produced in
a Drell-Yan-like quark annihilation process, while the A boson predicted by the 2HDM model is
expected to be predominantly produced via the ggA and bbA production.

Due to the two neutrinos in the final state, the four-momenta of the Z boson decay products cannot be
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Figure 5.2: Example tree-level Feynman diagrams for the production of a Zh resonance: (a) Drell-Yan like
production of a Z′ boson within the HVT model, and the production of a pseudoscalar A boson from the 2HDM
via (a) gluon fusion (ggA production), and via (c) associated production with b-quarks (bbA production).

fully reconstructed. Thus, the invariant mass of the Zh diboson system also cannot be reconstructed,
and is therefore approximated with the transverse component of the resonance mass, <T, +h, relying
on the total transverse missing energy ®�missT = (�missT, x , �

miss
T, y ) from the two neutrinos:

<T, +h =

√(
?

h
T + �

miss
T

) 2
−

(
®?h
T + ®�

miss
T

) 2
, (5.1)

where ®?h
T is the transverse momentum of the Higgs boson candidate, reconstructed from the final state

(flavour-tagged) jets.

Since the new physics is expected to occur at the TeV scale, this presented search considers - resonance
masses of at least 300GeV. The search for a heavy vector boson as predicted by the HVT model is
only limited by the available amount of LHC Run 2 data, which allows for searches up to resonance
masses of 5 TeV. The search for the CP-odd A boson, however, is only conducted up to 2 TeV as the
branching fraction of the �→ tt decay mode quickly dominates the relative branching fractions once
the tt mass threshold is surpassed, in which case the Zh decay mode is only relevant for a narrow
window of model parameters [106]. Moreover, the design of the A boson study in the bbA production
mode is optimised for combination with other final states, in particular ℓ±ℓ∓bb. This is motivated by
the small excess at <A = 440GeV, which was previously observed at a local (global) significance
level of 3.6f (2.4f) [14]. Since the ℓ±ℓ∓bb final state has much higher sensitivity in this region of
phase space, event reconstruction choices which are suboptimal for the aabb standalone analysis are
deliberately kept, as long as they are expected to benefit the subsequent combination with the ℓ±ℓ∓bb
final state.

The aabb final state is subject to the same background processes that were introduced for the ℓ± (—)

aℓbb
final state in Section 4.1.

96



5.2 Simulated signal and background processes

5.2 Simulated signal and background processes

Generally, the production of simulated background samples followed an approach similar to that of
the analysis of the ℓ± (—)

aℓbb final state (cf. Section 4.2). However, small modifications in terms of
generator parameter tunes and software package versions have been made. Only the production of
the HVT signal and of vector bosons in association with jets was done with the identical setup from
Section 4.2.

The ggA signal process within the 2HDMmodel was generated under the narrow width approximation
(NWA) at LO precision in QCD using theMadGraph5_aMC@NLO v2.2.2. [154] generator, with
the 2HDM FeynRules model [205, 206], and the NNPDF2.3LO PDF set [176]. The parton
shower is modelled using Pythia 8.186 [157, 177] with the A14 set of tuned parameters [159].
The bbA signal process was generated in the four-flavour scheme at NLO QCD precision by the
MadGraph5_aMC@NLO v2.2.2 generator using the same NNPDF2.3 NLO PDF set for the matrix
element modelling, and Pythia 8.186 with the A14 tune for the parton shower. A number of mass
points between 300GeV and 2TeV were simulated for each signal process, as listed in more detail
in Appendix A.2.

The top quark pair background (tt) was generated with by Powheg-Box [160–162], interfaced to
Pythia 8.230 [158, 177] with the A14 tune for the parton showering. The matrix elements were
calculated at NLO QCD precision using the NNPDF3.0 NLO [176] PDF set. The top mass was set
to <t = 172.5GeV and the hdamp parameter [207], which describes the damping scale of high-?T
radiation, was fixed to 1.5<t. The tt production cross section was normalised to the state-of-the-art
calculation at NNLO precision in perturbative QCD using Top++2.0 [170], including soft gluon
contributions up to NNLL precision in QCD [171]. Particle-level information was used to separate
the tt background events into two broad categories: tt+hf and tt+lf. The former (latter) relates to
tt pairs that are (are not) produced in association with heavy flavour (b or c) quarks. The tt+hf
events are mainly produced via gluon splitting from the initial- or final-state radiation or via the
heavy-flavour content of the proton [208, 209]. The theoretical description of these processes in
Monte Carlo simulation is shown to be suboptimal [210, 211]. The categorisation according to the
heavy flavour content allows for further constraints of each component using dedicated data-based
modelling corrections. The categorisation was performed according to the number of b-quarks not
originating from t→ Wb decays and the number of c-quarks not originating fromW boson decays. If
at least one such heavy flavour quark was found, the event was classified as a tt+hf, and otherwise as a
tt+lf event.

Single top quark production was also generated at NLO QCD precision by the Powheg-Box program
using the NNPDF3.0 NLO PDF set, and with Pythia 8.230 with the A14 tune for the parton shower.
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5 Search for heavy neutral diboson resonances in the aabb final state

The B- and C-channel as well as,C production modes were considered. Potential overlaps of Feynman
diagrams were removed using a diagram removal scheme [212].

The production of top quark pairs in association with a Higgs or a vector boson (ttH and tt+) were
simulated at NLO QCD precision byMadGraph5_aMC@NLO v2.3.2, with the NNPDF3.0 NLO
PDF set and Pythia 8.210 [158, 177] with the A14 tune for the parton showering. The top quark
mass was assumed to be 172.5GeV for all top quark processes.

The SM diboson processes (WW , ZW , ZZ) were produced separately for the gg and qq production
modes using Sherpa 2.2.1 with the NNPDF3.0 NNLO PDF set. Feynman diagrams with up to one
(up to three) additional emission(s) were considered at NLO (LO) accuracy. In the gg production
mode, diboson production is possible only at loop level. These processes were generated using
OpenLoops2 [213] interfaced with Sherpa 2.2.2, using the NNPDF3.0 NNLO PDF set.

The non-resonant SM production of a Higgs boson in association with a vector boson is an additional
background process which was simulated separately for the qq → Zh and gg→ Zh production modes.
The qq-initiated production was simulated using the Powheg-Box+GoSam+MiNLO generator [214,
215], with the NNPDF3.0 NLO PDF set, resulting in NLO precision in QCD. A scale factor that
depends on the transverse momentum of the vector boson is applied to account for electroweak
(EW) corrections at NLO, thereby relying on the differential cross-section computed with the Hawk
program [216, 217]. The inclusive pp→ Zh cross section was calculated at NNLO in QCD and NLO
for EW contributions. The gg-initiated production was generated by Powheg-Boxwith the NNPDF3.0
NLO tune, calculating the cross section at NLO precision and including soft gluon resummation up to
NLL. For both production modes Pythia 8.212 [158, 177] was used with the AZNLO [178] tune for
the showering.

The EvtGen v1.2.0 [184] program was used for the simulation of bottom and charm hadron decays for
all samples generated withMadGraph5_aMC@NLO or Powheg-Box reducing potential differences
of the decay properties between the two generators.

The impact of multiple pp interactions per bunch-crossing (pile-up) was taken into account by
overlaying each signal and background event with minimum-bias events generated using Pythia 8.186
with the A2 tune [185] and the MSTW2008 LO PDF [186].

The detailed response of the ATLAS detector was simulated by the GEANT 4-based [126] ATLAS
detector simulation software [125]. The simulated detector response undergoes the same event
reconstruction as the collision data recorded by the ATLAS detector (cf. Section 3.4).

The simulated signal and background Monte Carlo samples are summarised in Table 5.1.
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5.3 Data taking and trigger selection

Table 5.1: Summary of simulated MC samples used for the Z′ → Zh → aabb search together with the
corresponding matrix element generators, PDFs, and parton shower (PS) tunes. The precision in QCD of the
inclusive cross section calculation is included as well. MG is shorthand forMadGraph5_aMC@NLO.

Process ME generator ME PDF PS and had-
ronisation MC tune Cross section calc.

order in QCD

HVT Z′ MG 2.2.2 NNPDF2.3 LO Pythia 8.186 A14 LO

2HDM ggA MG 2.2.2 NNPDF2.3 LO Pythia 8.186 A14 LO

2HDM bbA MG 2.2.2 NNPDF2.3 LO Pythia 8.186 A14 LO

tt Powheg-Box NNPDF3.0 NLO Pythia 8.230 A14 NNLO+NNLL

single top Powheg-Box NNPDF3.0 NLO Pythia 8.230 A14 NLO

+ + jets Sherpa 2.2.1 NNPDF3.0 NNLO Sherpa 2.2.1 Sherpa/MEPS@NLO NNLO

WW , ZW , ZZ Sherpa 2.2.1 NNPDF3.0 NNLO Sherpa 2.2.1 Sherpa/MEPS@NLO NLO

tt + h and tt ++ MG 2.3.2 NNPDF3.0 NLO Pythia 8.210 A14 NLO

SM qq → Zh Powheg-Box NNPDF3.0 NLO Pythia 8.186 AZNLO NNLO (QCD) +
NLO (EW)

SM gg→ Zh Powheg-Box NNPDF3.0 NLO Pythia 8.186 AZNLO NLO+NLL

5.3 Data taking and trigger selection

This section contains a short summary of the ATLAS Run 2 data set and presents the triggers that
were employed for the baseline event selection.

5.3.1 The ATLAS Run 2 dataset

Collected between 2015 and 2018, the ATLAS Run 2 data set of pp collisions at
√
B = 13TeV

corresponds to an integrated luminosity of (139.0 ± 2.4) fb−1 [218, 219]. The data are required to
meet a number of data quality requirements, ensuring that all detector components were in good
operating conditions during the data taking. More details about the data quality requirements are given
in Ref. [187]. The evolution of the integrated luminosity over the Run 2 data taking period is shown
in Figure 5.3. A total integrated luminosity of 156 fb−1 was delivered by the LHC to the ATLAS
experiment, out of which 94% (147 fb−1) were recorded. Almost 95% (139 fb−1) of the recorded data
satisfy the quality requirements.
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Figure 5.3: The integrated luminosity over the Run 2 data taking period for pp collisions [113]. The luminosity
delivered by the LHC is shown in green. ATLAS recorded more than 94% of these data, as shown in yellow,
out of which 139 fb−1 are marked as good for physics analysis (blue).

5.3.2 Trigger requirements and trigger efficiency

The data for the analysis of the aabb final state are collected using �missT triggers with varying lower
thresholds, depending on the data taking period. The �missT value thereby is calculated from HLT
objects (online �

miss
T ). For the data recorded in 2015, a lower threshold of 70GeV was required. For

2016, the threshold varied between 90GeV and 110GeV. Finally, a threshold of 110GeV was applied
in data from 2017 and 2018. The triggers are also summarised in Table C.1.

For the jet-based �missT trigger, referred to as the mht trigger [220], the missing transverse energy is
calculated from the vector sum of the negative transverse momenta of all jets above a threshold of
7GeV before calibration. The jets are clustered with the anti-:C algorithm, using calibrated topological
calorimeter clusters as inputs. This method uses all energy clusters in the calorimeter and therefore
has a significant pileup dependency. The pufit (pileup fit) algorithm [120], on the other hand, greatly
reduces the pileup dependency. In this algorithm, the clusters are grouped into [-q patches with
a size that roughly corresponds to that of a jet with ' = 0.4, which are individually corrected for
pile-up effects on a per-event basis. The correction accounts for the deposited energy and its spatial
fluctuations in the calorimeter [220], which allows the pufit algorithm to outperform other trigger
algorithms, like e.g. the mht algorithm. In order to compare the two algorithms, the so-called trigger
cross section is defined, which is the product of the measured instantaneous luminosity and the online
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Figure 5.4: (a) Trigger cross section as a function of the average number of pile-up interactions per proton-proton
bunch crossing. (b) �

miss
T trigger efficiency as a function of the �missT value calculated during the offline

reconstruction. The black dots show the L1 trigger with a �missT requirement of 50GeV. The red and turquoise
dots show the HLT trigger with a threshold of online �missT > 110GeV for the mht and pufit algorithms,
respectively. Originally published in Ref. [221].

trigger rate. In an ideal setting, this quantity should be independent of the average number of pile-up
events 〈`〉 per bunch-crossing. The dependency of the trigger cross section on 〈`〉 is shown in
Figure 5.4(a) for both algorithms. A strong dependency of the trigger cross section on the 〈`〉 value
can be observed for the mht algorithm, while the pufit algorithm is a lot more resilient against pile-up
effects. Since the values of 〈`〉 = 50 have been on average exceeded during the 2017 and 2018 data
taking periods (cf. Figure 3.2, p. 30), the pufit algorithm is used for this data taking period, allowing
for more than a factor of six smaller trigger cross sections, compared to the mht algorithm. At the
same time, the trigger efficiency with the pufit algorithm remains very similar to the efficiency of the
mht algorithm, as can be seen in Figure 5.4(b). The figure shows the corresponding trigger efficiencies
as measured in W → `a events. At an offline �missT value of 150GeV both algorithms reach an
efficiency of 80% and both are fully efficient at �missT & 230GeV. The mht trigger algorithm reaches
the 60% efficiency mark a bit faster, but at that mark the pufit algorithm catches up and reaches the
full efficiency plateau sooner than the mht algorithm.

Since the analysis considers events with offline �missT values in the steeply rising turn-on region of the
�
miss
T triggers between roughly 50 and 230GeV, a bias from the non-unity efficiency of the trigger is
introduced, as events with a �missT value below 230GeV are systematically selected at a lower rate. To
correct for this systematic effect, dedicated trigger scale factors were determined in the framework
of the search for the non-resonant SM Zh production [222], which can also be employed for the
presented analysis. The scale factors are obtained by comparing the number of events selected by the
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5 Search for heavy neutral diboson resonances in the aabb final state

�
miss
T trigger to the number of events selected by other control triggers, that are known to have no
systematic dependency on the �missT value. In this particular analysis,W → `a+jets events are studied
both in simulated data and in data control regions which are enriched in events of this process. The
alternative trigger is the single muon trigger which can select the muon from the W boson decay, and
it is independent of the momentum of the final state neutrino, which induces the �missT in the final
state. Dedicated uncertainties describing the impact of the limited size of the control data sample, as
well as the dependency on the physical process that is used for comparison are provided by the authors
of Ref. [222] and are included in the final statistical analysis of the data.

5.4 Event reconstruction

The reconstruction of the Higgs boson decay into a pair of b-quarks is similar to the one in the Wh
resonance search described in Section 4.4. Thus, similar signal and control regions with resolved and
merged event topology are defined. Notable differences, however, are the signal mass window for
resolved-topology events, which is defined to be 100 < < 99 < 140GeV, and the usage of track jets
with a variable, ?T-dependent radius parameter (VR track jets, cf. Sections 3.4 and 5.7.1) instead of
the track jets with a fixed (' = 0.2) radius parameter. Referring to the notation of Section 5.7.1, the
effective radius parameter of the VR track jets is 'min = 0.02 < 'eff < 0.4 = 'max. The classification
of events into signal and control regions is prioritised using the same prioritisation scheme as in the
Wh diboson resonance search, as summarised in Figure 4.7.

Events with merged topology containing overlapping VR track jets are vetoed, as required by the
calibration of the b-tagging algorithm. Two track jets are considered to overlap if the angular separation
of their jet axes is smaller than the smaller jet radius, i.e. jets 8 and 9 with radii '8, 9 are overlapping if
Δ'( 98 , 9 9) < min('8 , ' 9). The index 8 runs over all VR track jets that are used for applying b-tags
and the index 9 considers all VR track jets in the event with a ?T of at least 5GeV

1 and at least two
associated tracks, even if the track jet does not meet the remaining requirements specified in this
section. In all cases 8 ≠ 9 .

Since there are no charged leptons produced in the signal process, events with charged leptons
(electrons or muons) reconstructed at the Loose working point are vetoed.

A veto is also applied on events with a hadronically decaying tau candidate satisfying the Medium
working point. This veto targets the backgrounds processes with hadronic g decays, such as the
W → gag decays in the W+jets, tt, and diboson background components.

1 In contrast, track jets matched to large-radius jets are required to have a ?T of at least 7GeV.
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Signal candidate events are expected to have a large �missT value due to the Z → aa decay and
are selected using the triggers introduced in Section 5.3.2. The events are further required to have
�
miss
T > 150GeV (> 200GeV) in the resolved (merged) event topology. These lower thresholds are
chosen such that the contribution of multĳet background events are suppressed efficiently without
loosing too much sensitivity to the hypothesised signals at lower resonance masses. The multĳet
background contribution is further suppressed by requiring thresholds on the track-based missing
energy, ?missT > 60GeV; the angular separation between ®�missT and ®?missT , Δq( ®�missT , ®?missT ) < c/2; the
angular separation between ®�missT and the Higgs candidate, Δq( ®�missT , ®?h) > 2c/3; and on the minimal
angular separation between ®�missT and the small-radius jets in the event, min[Δq( ®?jet, ®�

miss
T )] > c/9

(> c/6) for events with up to three (more than three) jets. Finally, the <T, +h-dependent threshold on
the �missT significance is applied, as described in more detail in Section 5.7.3.

The events are further categorised into the < 99/� signal and sideband control regions. For the
signal region with resolved topology, the reconstructed mass of the dĳet system is required to be
100 < < 99 < 140GeV, whilst for the merged topology the reconstructed leading large-radius jet mass
is required to be 75 < <� < 145GeV. Events with < 99/� values outside these windows are selected
for the sideband control region, as long as their respective < 99/� values are not smaller than 50GeV
and not larger than 200GeV.

A summary of all selection requirements is given in Table 5.2.

Following these requirements, the b-tagging procedure is applied on the jets from the candidate
Higgs decay, based on the MV2c10 algorithm and using the 70% working point as introduced in
Section 3.4.2. The tagging is applied directly on either small-radius signal jets or VR track jets
for events with resolved and merged topology, respectively. The =-tag signal or sideband region
then contains events with = 1-tagged small-radius jets (VR track jets) in the resolved (merged) event
topology. In the merged topology, all jets are counted, including those that are not matched to the
leading large-radius jet. Events are then grouped based on the number of counted b-tags. In the
resolved event topology, regions with exactly one, exactly two, and with three or more b-tags are
defined, whilst regions with exactly one and with exactly two b-tagged VR track jets are introduced in
the merged event topology. In the latter case, additional b-tagged jets outside the large-radius jet are
also allowed in order to increase the sensitivity to the bbA signal process. However, these regions
with and without additional b-tagged VR track jets are analysed separately.

Based on the outlined requirements, the regions summarised in Table 5.3 are defined. The table also
includes the regions used in the statistical interpretation on the 2HDM bbA signal model, which will
be presented in Chapter 6.

For the signal regions with the resolved and merged topologies of the different b-tag multiplicities,
the overall signal selection efficiency, i.e. the signal acceptance times reconstruction efficiency, is
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5 Search for heavy neutral diboson resonances in the aabb final state

Table 5.2: Summary of the event selection criteria for the signal regions of the Zh diboson resonance search in
the aabb channel. The requirement on the Higgs candidate mass < 99/� is inverted for the sideband control
regions.

Observable Resolved topology Merged topology

< 99/� [GeV] 110–140 75–145
Leading jet ?T [GeV] > 45 > 250
�
miss
T [GeV] > 150 > 200

Δq 9 9 < 7c/9 —
Number of jets ≥ 2 small-radius jets ≥ 1 large-radius jet

#e,`,ghad 0
min[Δq( ®?jet, ®�

miss
T )] > c/9 (2 or 3 jets), > c/6 (≥ 4 jets)

?
miss
T [GeV] > 30

Δq( ®�misT , ®?misT ) < c/2
Δq( ®�misT , ®?h) > 2c/3

�
miss
T significance


> 9 <T, +h < 400,
> 6.6 + 0.01 · <T, +h 400 < <T, +h < 700,
> 13.6 <T, +h > 700,

Table 5.3: Summary of data regions employed in the presented analysis. The signal regions (SRs) are shown in
the upper and the control regions (CRs) in the lower part of the table. The number of additional b-tagged track
jets in the merged topology that are not matched to the leading large-radius jet is abbreviated with “add.”.

Event
topology < 99/� [GeV]

Number of
b-tags Comment Used in the

Z′, ggA fit
Used in
the bbA fit

resolved [110, 140] 1 < 99/� SR X X

resolved [110, 140] 2 < 99/� SR X X

resolved [110, 140] 3+ < 99/� SR — X

merged [75, 145] 1, 0 add. < 99/� SR X X

merged [75, 145] 2, 0 add. < 99/� SR X X

merged [75, 145] 2, 1+ add. < 99/� SR — X

resolved [50, 110[ ∨ ]140, 200] 1 < 99/� CR X —
resolved [50, 110[ ∨ ]140, 200] 2 < 99/� CR X —
merged [50, 75[ ∨ ]145, 200] 1, 0 add. < 99/� CR X —
merged [50, 75[ ∨ ]145, 200] 2, 0 add. < 99/� CR X —
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5.5 Control data for background estimates

studied for different signal models, as shown in Figure 5.5. As a result of the selection requirements,
the selection efficiency of A (Z′) bosons is relatively small up to a resonance mass of about 400GeV
(600GeV), which is mainly driven by the required �missT threshold, which implies a sufficiently large
boost of the Z boson. However, for these relatively light resonances, the theory models also predict
relatively large production cross sections, such that a competitive measurement is possible, even if the
signal efficiency is small. Peak selection efficiencies of about 35–55% are reached at intermediate
resonance masses, with similar values expected for both the resolved and the merged regime. At
very high resonance masses, the signal selection efficiency drops again due to a reduced number of
events with resolved topology and due to losses in the signal regions with high b-tag multiplicity.
Nevertheless, also here the efficiency remains at a high level of 30–40%.

5.5 Control data for background estimates

In this section, the modelling of major background processes is studied by comparing the predicted
distributions of key observables to the observed data in the sideband regions outside the < 99/� mass
window and in the regions with exactly zero b-tags, in which the ++jets processes (in particular
++light jets) are ubiquitous. Moreover, the agreement between data and prediction is evaluated in
validation regions in which the veto on hadronically decaying g-leptons (ghad) is replaced by requiring
exactly one ghad. The main background process in these regions is tt.

Two ways of addressing potential disagreements are realised in this analysis. In the first approach,
differences between the predicted and observed data are parametrised and the original prediction is
replaced by an alternative, corrected prediction. This method is applied to the mismodelling of the
distribution of the dĳet pair transverse momentum, ?bb

T . The second approach only defines alternative
distributions based on the difference between predicted and observed data and these alternative
distributions are then included as additional uncertainties in the fit model. This is done for the
residual disagreements observed in the ?missT distributions and for a mismodelling observed in the ?T
description of the leading large-radius jet in events with merged topology.

The main reason why these two approaches are chosen is that in the former case the observed
mismodelling can be clearly attributed to a specific background process, while in latter case no such
attribution is possible. Therefore, the additional degrees of freedom from the residual mismodellings
are included in the statistical model, where they can be constrained by the additional correlations that
are taken into account by the final fit to data.

The studies and the evaluation of the applied corrections are described in more detail below.
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Figure 5.5: Product of signal acceptance and reconstruction efficiency for the various signals as a function of
the resonance mass. The signal modes are (a) gg→ A→ Zh→ aabb, (b) gg→ bbA,A→ Zh→ aabb, and
(c) Z′ → Zh → aabb. The total product of acceptance and efficiency (black full circle markers) are shown
together with the separate values for each of the signal regions. The number of additional b-tagged jets not
matched to the leading large-radius jet in the merged topology is abbreviated with “add.” in the legends.
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Figure 5.6: Observed and expected background distributions of discriminating observables in the resolved-
topology < 99 sideband regions with exactly one b-tagged jet per event after applying the ?bb

T -based event

reweighting: (a) <T, +h, (b) ?bb
T and (c) ?missT distributions. The lower panels show the ratio between data and

total background prediction. The uncertainty bands show only the statistical uncertainties.

5.5.1 Background modelling corrections from different kinematic distributions

In order to evaluate the quality of the pre-fit modelling of the individual background processes,
the data-to-prediction ratio of different kinematic distributions in the sideband control regions is
studied. Figure 5.6 shows the distributions of <T, +h, ?

bb
T , and ?

miss
T in the < 99 sideband regions with

exactly one b-tagged jet per event in the resolved event topology. While the <T, +h distribution is the
discriminant distribution that is used in the final fit to the data, the remaining distributions are shown
as well since there are significant pre-fit data-to-prediction disagreements identified for them. For the
?
miss
T distribution, a clear slope in the data-to-prediction ratio with a trend towards smaller ratio values
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Figure 5.7: Observed and expected background distributions of discriminating observables in the resolved-
topology < 99 sideband regions with exactly two b-tagged jets per event after applying the ?bb

T -based event

reweighting: (a) <T, +h, (b) ?bb
T and (c) ?missT distributions. The lower panels show the ratio between data and

total background prediction. The uncertainty bands show only the statistical uncertainties.

for larger ?missT values is visible up to ?
miss
T values of about 200GeV, while the data-to-prediction

disagreements for the <T, +h and ?
bb
T distributions show a more localised disagreement between data

and prediction in the bins with the highest numbers of contributing events. Additionally, a trend
towards smaller values can be observed in the tail of the respective distribution. Similar effects are also
observed in the resolved sideband regions with two b-tagged jets, shown in Figure 5.7. The description
of the <T, +h observable in the region with two b-tagged jets is worse than in the region with one
b-tagged jet, with the ratio of data and prediction exhibiting a slope towards positive values.

Since the presented analysis is designed for the combination with the ℓ±ℓ∓bb final state and since a
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Figure 5.8: (a) Pre-fit distribution of the ?bb
T observable in events with resolved topology and a veto on b-tagged

jets. All events within 50 < <bb/GeV < 200 are shown. The ratio of data and the prediction from simulation,
“data/prediction”, is shown in the bottom panel, where the impact of the statistical uncertainty of the simulation
is indicated by the grey hatched area.(b) A fit to the ratio of data and ++jets prediction after subtracting all but
the ++jets background predictions from data.

significant mismodelling of the corresponding ?
bb
T distribution is found in this final state, the ?

bb
T

mismodelling shown in Figures 5.6 and 5.7 is studied first. The main background contribution in
the ℓ±ℓ∓bb final state is from ++jets events (+ = W , Z), which is why the mismodelling of the ?bb

T
distribution is attributed to this background component. The ℓ±ℓ∓bb and aabb final states cover similar
phase space regions, and therefore the ?bb

T mismodelling is also attributed to the ++jets background
processes in the presented analysis. Therefore, the disagreement between the++jets prediction and the
observed data after subtracting all but the ++jets predictions, (#data − #other BGs)/#V+jets, is studied.
Moreover, this ratio is studied in the event selection with a veto on b-tagged jets, where the ++jets
background components are by far dominant. The ?

bb
T distribution for these events is shown in

Figure 5.8(a), and the corresponding ratio in Figure 5.8(b). Figure 5.8(b) also includes an overlay of
the fit function that is obtained by a three-component fit to the ratio. The three components represent
the parametrisation of the ++jets modelling corrections, which are applied as weights to each ++jets
event:

F

(
?

bb
T

)
=


0.946 for 0 < ?

bb
T ≤ 130,

0.888 + 0.001 ?
bb
T

1GeV − 2.003 · 10
−6

(
?

bb
T

1GeV

) 2
for 130 < ?

bb
T ≤ 470,

0.917 for ?
bb
T ≥ 470.

(5.2)
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Figure 5.9: Observed and expected background distributions of discriminating observables in the < 99 sideband

regions with exactly one b-tagged jet per event: (a) <T, +h, (b) ?
bb
T and (c) ?

miss
T distributions. The lower

panels show the ratio between data and total background prediction. The uncertainty bands show only the
statistical uncertainties.

After applying the ?bb
T corrections, new <T, +h, ?

bb
T and ?

miss
T distributions are obtained for the

resolved-topology events with one and two b-tagged jets, shown in Figures 5.9 and 5.10. Compared to
the distributions before the ?bb

T correction, the agreement between data and prediction from simulation
improved for the <T, +h distributions. However, the mismodelling observed for the ?

miss
T distribution

remains for both the region with one and with two b-tagged jets.

In contrast to the ?bb
T mismodelling, the mismodelling of the ?

miss
T distribution can not be clearly

attributed to the ++jets backgrounds alone, as becomes clear when studying the corresponding
distributions in the ghad sideband validation regions. In these sideband regions, the veto on hadronically
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Figure 5.10: Observed and expected background distributions of discriminating observables in the < 99 sideband

regions with exactly two b-tagged jets per event: (a) <T, +h, (b) ?bb
T and (c) ?missT distributions. The lower

panels show the ratio between data and total background prediction. The uncertainty bands show only the
statistical uncertainties.

111



5 Search for heavy neutral diboson resonances in the aabb final state

(a)

1000

2000

3000

4000

5000

6000
E

ve
nt

s/
bi

n
-1 = 13 TeV, 139 fbs

 sideband
jj

-CR,  1-tag mτ
uncer.

Z + (bb, cc, bc)

Z + (bl, bc)

Z + l

other bkg.

data

top bkg.

W + (bb, cc, bc)

W + (bl, cl)

W + l

200 300 400 500 600 700 800

 [GeV]T, Vhm

0.8

1

1.2

D
at

a 
/ p

re
d.

(b)

500

1000

1500

2000

2500

E
ve

nt
s/

bi
n

-1 = 13 TeV, 139 fbs
 sideband

jj
-CR,  2-tag mτ

uncer.

Z + (bb, cc, bc)

Z + (bl, bc)

Z + l

other bkg.

data

top bkg.

W + (bb, cc, bc)

W + (bl, cl)

W + l

200 300 400 500 600 700 800

 [GeV]T, Vhm

0.5

1

1.5

D
at

a 
/ p

re
d.

(c)

1000

2000

3000

4000

5000

6000

7000

8000

E
ve

nt
s/

bi
n

-1 = 13 TeV, 139 fbs
 sideband

jj
-CR,  1-tag mτ

uncer.

Z + (bb, cc, bc)

Z + (bl, bc)

Z + l

other bkg.

data

top bkg.

W + (bb, cc, bc)

W + (bl, cl)

W + l

0 100 200 300 400

 [GeV]
T
missp

0.8

1

1.2

D
at

a 
/ p

re
d.

(d)

500

1000

1500

2000

2500

E
ve

nt
s/

bi
n

-1 = 13 TeV, 139 fbs
 sideband

jj
-CR,  2-tag mτ

uncer.

Z + (bb, cc, bc)

Z + (bl, bc)

Z + l

other bkg.

data

top bkg.

W + (bb, cc, bc)

W + (bl, cl)

W + l

0 100 200 300 400

 [GeV]
T
missp

0.5

1

1.5

D
at

a 
/ p

re
d.

Figure 5.11: Observed and expected background distributions in validation regions with a ghad requirement per
event after applying the ?bb

T -based event reweighting: the (a) <+h, 1 b-tag (b) <+h, 2 b-tags (c) ?missT , 1 b-tag
(d) ?missT , 2 b-tags distributions. The uncertainty bands account only for the statistical uncertainties.

decaying tau leptons is inverted by requiring exactly one of them in the event. The main background
contribution in these regions stems from tt events. As can be seen in Figure 5.11, a good modelling of
the <T, +h distribution is observed, while a similar mismodelling as in the nominal sideband regions is
found for the ?missT distribution. This implies that the cause of the mis-modelled ?missT distribution also
affects the tt background component to a similar extent as it affects the combination of all backgrounds
that is studied in the nominal sideband regions. Thus, based on the available control and validation data,
no individual background component can be identified as the source of the mismodelling, and instead
of applying a correction to a certain background process, an overall modelling uncertainty based on
the observed slope is defined. This modelling uncertainty is included separately (i.e. uncorrelated) for
every background component in the final fit to the data, which can impose additional constraints on
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Figure 5.12: A fit to the ratio of data and background prediction from simulation for the ?missT distributions in the
resolved-topology regions after applying the ?bb

T -based event reweighting with: (a) 1, (b) 2, and (c) 3 b-tagged
jets. The stepwise continuous functions resulting from a fit to the ratio are overlaid on top of the data points.

the background modelling uncertainties based on the full correlation scheme (cf. Section 5.6).

In order to obtain a quantitative description of the ?missT modelling uncertainty, the residualmismodelling
of the ?missT distribution in the resolved topology is studied, separately in the sideband control regions
with one, two, and more than two b-tagged jets. Correction functions are obtained from a fit to
the data-to-prediction ratio, shown in Figure 5.12, and summarised in Table 5.4. Based on these
reweighting functions, the nominal background predictions are reweighted and the resulting alternative
distributions are used to define an additional modelling uncertainties on the simulated predictions of
the background processes.

The impact of the obtained reweighting functions on the <T, +h and ?
miss
T distributions in the signal

regions is visualised in Figure 5.13. While the ?bb
T correction only has a very small impact on both the

<T, +h and ?
miss
T distributions, the ?missT correction shows a larger impact and significantly modifies

the <T, +h distribution. Deviations from the nominal distribution of about 10% are observed in the
high-<T, +h tail.

Similar to the ?missT uncertainty determination, a residual mismodelling observed in the ?T-distributions
of the leading large-radius jet is addressed. The ratios between data and simulated prediction from
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Figure 5.13: The (left) <T, +h and (right) ?missT distributions of the sum of all simulated backgrounds before any

correction (dashed line), after the ?bb
T correction (blue solid line), and after the ?

miss
T correction (black solid

line). The distributions are shown for events with the resolved topology, within the < 99 mass signal window,
and with (from top to bottom) one, two, or more than two b-tagged jets. The bottom panels show the ratio of the
corrected to the original distribution.
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5.5 Control data for background estimates

Table 5.4: Summary of correction (reweighting) functions that address the residual ?missT mismodelling of all
background processes after the ?bb

T correction was applied on the ++jets process. In the relevant ?
miss
T range the

correction is always smaller than 10%.

Number of b-tags Weight formula ?
miss
T range in GeV

1 1.200 − 0.003 ?
miss
T
1GeV + 5.801 × 10

−6
(
?
miss
T
1GeV

) 2
50–180

0.926 > 180

2 1.116 − 0.001 ?
miss
T
1GeV 50–220

0.901 > 220

3+ 1.140 − 0.001 ?
miss
T
1GeV 50–170

0.92 > 170
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Figure 5.14: A fit to the ratio of data and background prediction from simulation for the ?T-distributions of the
leading large radius jets in the merged-topology regions with merged topology and: (a) 1, and (b) 2 b-tagged
track jets. The continuous functions resulting from a fit to the ratio are overlaid on top of the data points.

events in the merged topology with one and two b-tagged track jets are fitted separately with a quadratic
function. The corresponding ratios are shown in Figure 5.14 and the resulting fit functions defining
the event weights are parametrised as follows:

F(?T,J) =

1.3651 − 0.0010 · ?T,J

1GeV + 3.4051 · 10
−8

(
?T,J
1GeV

) 2
for 250GeV < ?T,J ≤ 850GeV,

0.5340 for ?T,J ≥ 850GeV,
(5.3)

for events with one b-tagged track jet, and

F(?T,J) =

1.0622 + 0.0002 · ?T,J

1GeV − 1.0254 · 10
−6

(
?T,J
1GeV

) 2
for 250GeV < ?T,J ≤ 700GeV,

0.7499 for ?T,J ≥ 700GeV,
(5.4)
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5 Search for heavy neutral diboson resonances in the aabb final state

Table 5.5: Number of observed and expected (pre-fit) events in the signal and sideband regions of the
Z′→ Zh→ aabb analysis at an integrated luminosity of 139 fb−1. Possible differences between the sum of all
background contributions and the total background are due to the rounding of individual contributions and
correlations of the uncertainties.

Signal regions resolved event topology merged event topology
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 44 800 ± 500 11 130 ± 100 2500 ± 140 90 ± 4
Z+hf 2910 ± 110 2283 ± 97 530 ± 40 242 ± 13
Z+(b;, c;) 17 300 ± 1200 102 ± 10 2390 ± 180 17.5 ± 1.4
Z+; 1890 ± 180 6.8 ± 1.6 660 ± 50 2.48 ± 0.27
W+hf 930 ± 60 680 ± 40 223 ± 28 97 ± 15
W+(b;, c;) 8500 ± 900 77 ± 9 1000 ± 160 7.5 ± 0.8
W+; 1970 ± 180 13.8 ± 2.5 335 ± 32 1.11 ± 0.13
SM +h 192 ± 14 251 ± 18 20.5 ± 1.5 12.7 ± 0.9
SM Diboson 720 ± 50 103 ± 7 433 ± 32 117 ± 9
Total 79 170 ± 310 14 650 ± 80 8090 ± 70 587 ± 12
Data 80 110 14 681 7260 584

Sideband regions resolved event topology merged event topology
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 86 800 ± 2100 30 200 ± 400 670 ± 60 21.54 ± 0.97
Z+hf 11 400 ± 600 9100 ± 500 273 ± 25 102 ± 7
Z+(b;, c;) 63 000 ± 7000 360 ± 50 1210 ± 130 7.9 ± 0.6
Z+; 7300 ± 1000 21 ± 6 460 ± 40 1.24 ± 0.16
W+hf 4200 ± 400 3390 ± 260 124 ± 17 48 ± 7
W+(b;, c;) 30 000 ± 5000 220 ± 40 450 ± 110 2.53 ± 0.29
W+; 6300 ± 900 25 ± 6 220 ± 26 0.50 ± 0.11
SM +h 220 ± 28 131 ± 15 2.50 ± 0.30 0.380 ± 0.032
SM Diboson 3800 ± 500 1010 ± 110 95 ± 10 8.9 ± 0.8
Total 212 800 ± 1200 44 440 ± 230 3510 ± 50 193 ± 8
Data 222 882 46 277 3435 230

for events with two b-tagged track jets. Once more, alternative <T, +h distributions are obtained by
applying the weights from the corresponding fit function and are used as an additional modelling
uncertainty in the final fit to data.

With these corrections applied, the pre-fit yields as reported in Table 5.5 are obtained.
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5.6 Systematic uncertainties

5.5.2 Post-fit background prediction in the m j j/P sideband regions

The described corrections of the background modelling and all systematic uncertainties (cf. Section 5.6)
including their correlations are taken into account in the final fit of the expected to the observed data,
simultaneously in all signal and control regions (cf. Section 5.8).

The agreement between data and background prediction is also studied in signal-depleted data regions
after the final fit to data (post-fit background distributions). For this purpose, the fit is performed under
a background-only hypothesis, i.e. assuming no signal contributions. The expected post-fit <T, +h

distributions and the corresponding observations are shown in Figure 5.15 for different sideband
regions, using one of the two different fit scenarios.

In the first scenario, all background processes with top quarks are treated as a single background
component, whilst in the second scenario the tt+hf process is fitted separately from the remaining
top quark background components. The first fit scenario is applied in the resolved and merged mass
sideband regions with exactly one or exactly two b-tagged jets (shown in Figures 5.15(a), 5.15(b),
5.15(c) and 5.15(d)). In the resolved (merged) regions with three or more b-tagged jets (two b-tagged
jets inside and at least one outside the large-radius jet), the second fit scenario is applied (shown in
Figures 5.15(e) and 5.15(f)). This is motivated by the fact that the first four regions are included in the
final fit targeting the HVT Z′ and 2HDM ggA signal hypotheses, covered in this section (cf. Table 5.3).
The regions with more than two b-tagged jets are only used in the search for the bbA production,
which is performed in combination with the ℓ±ℓ∓bb final state and has a slightly modified fit strategy
(cf. Chapter 6).

In all cases, the prediction is in good agreement with the observation. In particular, no residual slopes
can be seen in the distributions of the ratio of data to the background prediction. The few remaining
small discrepancies are all within the range of statistical fluctuations.

5.6 Systematic uncertainties

The expected distributions of the final <T, +h fit discriminant in the fit regions can be affected by both
experimental and theory uncertainties. Possible sources of uncertainties are identified and their impact
is quantified in dedicated studies, which are presented in this section. Very similar uncertainty sources
as for the ℓ± (—)

aℓbb final state presented in Section 4.9 are considered. However, small differences exist,
mainly due to the different final state and the larger (full Run 2) data set that is used for the full Run 2
analysis of the aabb final state.
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Figure 5.15: Observed and expected (post-fit) distributions of the transverse+hmass, <T, +h, after a background-
only fit to data in the < 99/� mass sideband regions with different numbers of b-tagged jets in the resolved
topology: with (a) one, (c) two, and (e) more than two b-tagged jets, as well as in the merged topology with
(b) one, and (d, f) two b-tagged track jets within the leading large-radius jet. The results in the latter case are
obtained for events (d) without and (f) with additional b-tagged track jets that are not marched to the leading
large-radius jet. The bottom panels show the ratio of data over the post-fit background expectation and the
hatched area indicates the total post-fit uncertainty.
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5.6 Systematic uncertainties

5.6.1 Experimental uncertainties

Similar to Section 4.9, experimental uncertainty sources are studied and included in the statistical
interpretation. Dominant uncertainty sources are associated with the calibration and resolution of
the jet energy scale and mass, and with the identification efficiency and misidentification rate of e.g.
leptons and b-jets. Details for all estimated uncertainties are listed below.

• The Run-2 integrated luminosity is (139.0 ± 2.4) fb−1 [218, 219]. This corresponds to an
uncertainty of 1.7% (cf. Section 5.3.1), which is applied globally to the normalisation of all
signal and background processes.

• The uncertainties on the �missT trigger are described in Section 5.3.2.

• The efficiency of the veto on hadronically decaying g leptons is affected by the uncertainty on the
efficiency of the reconstruction and identification of hadronically decaying g-leptons, together
with their energy scale and resolution measurements at the given g-identification working point
(cf. Section 5.4).

• An uncertainty on the pile-up re-weighting procedure is introduced similar to Section 4.9.

• Small-radius jets are subject to a number of uncertainty sources. A total of 125 uncorrelated
uncertainty sources are considered for the jet energy scale (JES) [223], targeting effects from
pile-up, jet flavour dependence, [ intercalibration, and in situ calibrations. They are then reduced
to a set of 30 effective components by following the reduction scheme outlined in Ref. [223].
This procedure preserves the total uncertainty and reduces the number of components at the cost
of a small loss of correlation information. The jet energy resolution (JER) comprises 8 effective
components, which are determined from jet energy resolution measurements in dĳet events,
as well as from measurements of the noise that is induced by pile-up and electronics-related
effects, as detailed in Ref. [223].

• Uncertainties on the ?T-scale of the large-radius jet are determined from data-driven calibrations
of the calorimeter- and track-based jet energy and jet mass measurements [195, 224]. The
impact of the uncertainties from the jet mass resolution measurement is evaluated by randomly
smearing the reconstructed large-radius jet mass by up to 20%.

• The flavour-tagging efficiency is measured in control data and simulation and is translated to
correction factors that are applied to b-jets, c-jets, as well as light-flavour jets. An extrapolation
for the efficiency of tagging jets with high-?T is also performed [153, 225, 226]. The uncertainties
are decomposed into a set of three, four, and five uncorrelated uncertainty components for the
b-, c-, and light-flavour jets, respectively. The uncertainty from the extrapolation to large jet
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5 Search for heavy neutral diboson resonances in the aabb final state

?T-values is accounted for by two additional uncertainty components. All uncertainties are
determined separately for small- and large-radius jets.

• The reconstruction of the missing transverse energy is affected by the same uncertainties that
are introduced in Section 4.9.

The impact of experimental uncertainties on the various signal and background processes is summarised
in Table 5.6. Only the uncertainty sources that have a significant impact (either on the <T, +h shape
distribution or the normalisation) of 0.5% on average are shown. Most uncertainties affect the signal
or background normalisation by not more than 10%, but in few cases there is a larger impact. These
cases, however, mostly affect data regions with small amount of data, and therefore only marginally
affect the final result of the analysis.

Table 5.6: Impact of different experimental systematic uncertainties on the shape and normalisation of the
<T, +h distribution from the various signal and background processes in the signal and control regions. The
values are obtained for an integrated luminosity of 139 fb−1. The impact on the normalisation is calculated as
the average normalisation change due to a given uncertainty over all fit regions with at least 100 events of the
given background component. An “S” indicates the shape-only uncertainties.

Process Uncertainty source Value

Signal Luminosity 1.7%
JES, JER S
b-tagging S

top quarks �
miss
T trigger S
JES, JER 1.6% + S
b-tagging 1.8% + S
�
miss
T , ghad S

Z+hf JES, JER 6.0% + S
b-tagging 2.1% + S

Z+(b;, c;) �
miss
T trigger S
JES, JER 6.7% + S
b-tagging 3.5% + S

Z+; Luminosity 1.7%
�
miss
T trigger S
JES, JER 4.7% + S
b-tagging 34.6% + S

Process Uncertainty source Value

W+hf Luminosity 1.7%
�
miss
T trigger S
JES, JER 5.1% + S
b-tagging 2.0% + S

W+(b;, c;) Luminosity 1.7%
�
miss
T trigger S
JES, JER 6.8% + S
b-tagging 3.6% + S

W+; Luminosity 1.7%
�
miss
T trigger S
JES, JER 5.7% + S
b-tagging 34.1% + S
�
miss
T , ghad S

SM +h Luminosity 1.7%
?
miss
T reweight. S

SM Diboson Luminosity 1.7%
?
miss
T reweight. S
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5.6 Systematic uncertainties

5.6.2 Theory uncertainties

The study of theory uncertainties follows the steps outlined in Section 4.9.2. As no upper threshold on
the number of signal jets is defined for the analysis presented in this chapter, the Stewart-Tackmann
method is not applied to the QCD scale uncertainties. On the other hand, the background modelling
studies presented in Section 5.5 give rise to additional uncertainties on the shape of certain background
distributions. The uncertainty on the shape of the <T, +h distribution from ++jets processes is

determined by comparing the simulated distribution to the one obtained after the ?bb
T -dependent event

reweighting. Similarly, the differences between the original and reweighted ?missT distributions are
accounted as additional uncertainties. The ?bb

T uncertainty component is correlated for all background
processes, while individual components of the ?missT -related uncertainty are defined separately for
the different types of background processes (top quarks, Z + jets, W+ jets, etc.). Additionally, the
alternative distributions based on the large-radius jet ?T-reweighting are also added as additional
uncertainties that are correlated for all background processes.

For the ++jets backgrounds, combined ME+PS uncertainties are determined from the comparison
to alternative samples produced withMadGraph5_aMC@NLO 2.2.2, interfaced to Pythia 8.186
using the CKKW-L merging procedure [227, 228], the A14 set of tuned parton shower parameters,
and the NNPDF 2.3 LO PDF set. The QCD scale uncertainties are evaluated from the variations of
renormalisation and factorisation scales as described in Section 4.9.2.

ME and PS uncertainties for the tt background are determined by comparison to alternative dedicated
samples. For the uncertainty related to the ME calculation and to the matching to the PS, a comparison
to a sample produced with MadGraph5_aMC@NLO instead of Powheg-Box is made. The PS
uncertainty is estimated from a comparison to an alternative sample where Pythia 8 is replaced by
Herwig++ 2.7.1 [229]. Variations in the amount of initial- and final-state radiation are addressed by
changing the renormalisation and factorisation scales in combination with using dedicated intrinsic
ISR/FSR eigenvariations of the A14 tune [159]. The renormalisation and factorisation (renormalisation
only) scales are varied by factors of two in the ISR (FSR) case.

As an example, the impact of the Z+jets theoretical modelling uncertainties on the shape of the <T, +h

distribution is shown in Figure 5.16, using the signal regions with one b-tagged jet in resolved and
merged event topologies. Similar input is seen also in the regions with more b-tags. The nominal
distributions from Z+hf events are shown together with relative changes due to different uncertainty
sources. Throughout all signal and control regions, the <T, +h shape can vary up to 10%, 2%, and 4%
due to the ME+PS, QCD scale, and UB uncertainties, respectively. Only a subset of six intrinsic PDF
variations within the NNPDF set is shown in the figure. The average of all 100 intrinsic variations,
which is used as the uncertainty in the final fit to data, is indicated by the grey area. The UB, intrinsic
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Figure 5.16: Impact of various modelling uncertainties on the shape of the <T, +h distribution from Z+hf events.
The left-hand (right-hand) side corresponds to signal regions with resolved (merged) event topology with one
b-tagged jet per event. The nominal distributions are shown in the first panel on the top, and below are the
relative changes due to the uncertainties from: the ME and PS modelling; the renormalisation and factorisation
scales; UB; intrinsic PDF variations; different PDF sets. The grey area in the ratio panels is obtained as an
envelope of the corresponding uncertainty components and defines the ±1f interval of the given uncertainty.

NNPDF, and external PDF uncertainties are combined into a single, conservative uncertainty by
choosing the one of the three components with the largest deviation from the nominal value.

To account for uncertainties in the composition of the top quark background, an additional normalisation
uncertainty of 19% (50%) is assumed for the single top quark (ttH/tt+) production. The uncertainty
value for the single top quark production is obtained from comparisons of different MC generator
setups, while the very subdominant tt+ /ttH processes are addressed by a conservative uncertainty
in order to give the fit a large enough freedom to adjust their post-fit normalisation. The CMS
collaboration recently reported the observation of the SM +h process [222] with an uncertainty on the
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5.6 Systematic uncertainties

signal strength in the order of 20%, which is taken as a statistically independent estimate for the cross
section uncertainty of the SM +h process.

Similarly as for the Z+hf background, the impact of the tt modelling uncertainties on the shape of
the <T, +h distribution of tt events can be seen in Figure 5.17. Generally, the impact of the theory
uncertainties on the background modelling is below 10% in the bulk of the tt distribution.

For all signal and background processes, the obtained uncertainties are expressed in terms of additional
nuisance fit parameters (cf. Section 5.8) for the shape and overall normalisation of the fitted distributions.
Single-sided variations, i.e. variations with only an upward or a downward fluctuation, are symmetrised
around the nominal values.

A summary of all estimated theory uncertainties is shown in Table 5.7.

Table 5.7: Impact of theoretical systematic uncertainties on the selection of signal and background processes.
The values are obtained for an integrated luminosity of 139 fb−1. The label “S” indicates a shape-only variation.
The normalisations between two kinematic regions, i.e. the migration of events from one region to another, are
indicated by a forward slash “/”. “Normalisation” refers on the total event yield, and is determined entirely
from data for processes indicated with “float”. Uncertainties targeting the relative composition of a background
category are indicated by “comp.”.

Process Uncertainty source Value

top normalisation float
resolved / merged migration 9–46%
SR / CR migration 2%
PS, ISR, FSR, ME, PDF S
single top comp. 19%
ttH/tt+comp. 50%
?
�
T , ?

miss
T reweight. S

Z+hf normalisation float
resolved / merged migration 10–14%
SR / CR migration 5–6%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

Z+(b;, c;) normalisation float
resolved / merged migration 15–21%
SR / CR migration 4–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

Z+; normalisation 19%
resolved / merged migration 8–50%
SR / CR migration 5–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

Process Uncertainty source Value

W+hf normalisation 20%
resolved / merged migration 46%
SR / CR migration 5–7%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

W+(b;, c;) normalisation 30%
resolved / merged migration 20–43%
SR / CR migration 10–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

W+; normalisation 30%
resolved / merged migration 18–24%
SR / CR migration 5–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T , ?

miss
T reweight. S

SM +ℎ normalisation 20%

Diboson normalisation 50%

Signal normalisation 2–7%
PS, ISR-FSR, PDF S
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Figure 5.17: Impact of various modelling uncertainties on the shape of the <T, +h distribution from tt events.
The left-hand (right-hand) side corresponds to signal regions with resolved (merged) event topology with one
b-tagged jet per event. The nominal distributions are shown in the first panel from the top, and below them
the relative changes due to the uncertainties from: the PS; the ME matching; ISR; FSR; UB; intrinsic PDF
variations; different PDF sets. The grey area in the ratio panels is obtained as an envelope of the corresponding
uncertainty components and defines the ±1f interval of the given uncertainty.
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5.7 Optimisation studies

5.7.1 Track jets with variable radius parameter

Track jets with a variable radius parameter (cf. Section 3.4.1) are introduced to increase the signal
reconstruction efficiency in events with highly boosted Higgs bosons. The effective radius of the jets
from the Higgs boson decay decreases significantly at large Higgs boson momenta. In order to improve
the reconstruction of track jets, an anti-:C algorithm is used with a radius parameter depending on
the track jet ?T, rather than using a fixed radius parameter of ' = 0.2. A comparison of the signal
efficiency in the merged event topology for each of the two types of track jets can seen in Figure 5.18.
Here, similar to Figure 5.5, the acceptance times efficiency, � × Y, is shown for events with different
b-jet multiplicities. In contrast to Figure 5.5, the number of b-jets are counted based on generator-level
flavour information, thus eliminating potential biases arising from the employed b-tagging algorithm.
Only the two leading-?T track jets in the event are considered, even if more than two track jets are
reconstructed. The comparison shows that the total � × Y after summing over all signal regions with
merged topology is the same for both track jet collections and for all three signal processes. However,
a significant fraction of events migrates from the one b-jet to the two b-jet region at large resonance
masses. This is particularly prominent for the HVT Z′ signal with masses of <Z′ > 2TeV. While the
events with one b-jet become dominant at <Z′ > 3TeV in the case of track jets with a fixed radius
parameter, these events partially migrate to the region with two b-jets. This leads to an increased
signal sensitivity due to the small background contamination in the two b-tag region.

5.7.2 Optimisation of the \+jet background modelling

The modelling of the ++jets (+ = W , Z) background processes depends on the flavour content of the
associated jets. This background contribution is therefore classified into several categories according
to the flavour content, while at the same time combining the components with similar shapes of the
<T, +h distribution to reduce the number of degrees of freedom in the fit to data. Similarly as in the
study presented in Section 4.6, different groupings of ++jets background components are studied.

Figure 5.19 shows the <T, +h distributions of different ++jets background components normalised to
unit area. In Figure 5.19(a), the shape of the <T, +h distribution is shown for the Z+hf process, and
the corresponding individual sub-contributions from the Z+bb, Z+bc, and Z+cc processes. The ratio
panel shows that all distributions are compatible with each other over the largest part of the <T, +h

range, allowing for the combination of the individual components into a single Z+hf background
category. The corresponding distributions of the remaining Z+jets background components are shown
in Figure 5.19(b). The shape of the Z boson plus at least one light jet (Z+;) component differs
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Figure 5.18: Product of signal acceptance and reconstruction efficiency in the merged event topology when
using track jets with a (left-hand side) fixed and (right-hand side) variable radius parameter for the various
signal processes as a function of the resonance mass. The signal modes are: (top row) gg→ A→ Zh→ aabb;
(middle row) gg→ bbA,A→ Zh→ aabb; and (bottom row) qq → Z′ → Zh→ aabb. The total product of
acceptance and efficiency (black full circle markers) are shown together with the separate values for each of the
signal regions. The number of additional b-tagged jets not matched to the leading large-radius jet is abbreviated
with “add.” in the legends.
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Figure 5.19: The expected shape of the <T, +hdistributions for the different ++jets background components
in events with resolved event topology, shown for: Z boson production with (a) two heavy flavour jets, and
(b) fewer than two heavy flavour jets; and W boson production with (c) two heavy flavour jets, and (d) fewer
than two heavy flavour jets. The lower panels show the ratio with respect to the filled histogram.

significantly from the corresponding distributions from a Z boson plus exactly one heavy flavour (b or
c) and one light jet (Z+b; or Z+c;) at large <T, +h values. Therefore, two additional categories are
defined: Z+(b;, c;) and Z+;.

The corresponding distributions for the W+ jets background processes are shown in Figures 5.19(c)
and 5.19(d). Similar to the Z+hf category, the W+hf category containing W+bb, W+bc, and W+cc
processes is defined. In contrast to the differences between the Z+; and Z+(b;, c;) background
components, however, the shape of the <T, +h distribution of theW+; component is in good agreement
with the shape of the distributions from the W+(b;, c;) processes. However, for a consistent treatment
of W+jets and Z+jets processes, the same splitting into W+(b;, c;) and W+; categories is used.

In summary, the following six ++jets background components are modelled and fitted separately to
the data in the presented analysis: Z+hf, Z+(b;, c;), Z+;, W+hf, W+(b;, c;), and W+;.
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Figure 5.20: Two-dimensional distributions of the �missT significance ( for simulated (left) signal and (right)
background processes in dependence on <T, +h. Resolved-topology events with one or two b-tagged jets and the
nominal selection requirements except for the ( requirement are shown. The data correspond to an integrated
luminosity of 36 fb−1 and the I-axis shows the number of selected events.

5.7.3 Suppression of multĳet background using the Kmiss
T significance

The contribution of multĳet background processes with multiple jets in the final state is expected to
be small in the introduced signal regions. Similar previous analyses found the multĳet background
contribution to be negligible [150, 230], especially when employing requirements on the object-based
�
miss
T significance ((, cf. Section 3.4.1) for the event selection. The employment of this discriminant
variable is therefore studied also in the presented analysis. In a first step, an optimal lower threshold
on ( is determined, which maximises the expected signal significance. In a second step, the efficacy of
the ( requirement is evaluated in a data-driven measurement of the multĳet background contribution
(cf. Section 5.7.4).

A large value of ( indicates that the observed �missT does not originate solely from detector resolution
effects and suggests that an unobserved particle such as a neutrino escaped the detector without any
interaction with the detector material. Thus, a lower threshold on ( allows for the discrimination
between the signal and the background processes with minor or no neutrino contributions. The
distribution of ( in dependence of <T, +h is shown in Figure 5.20, separately for the signal and the total
background contribution. Here, only HVT Z′ signal processes are included. However, the 2HDM
signal processes are expected to behave analogously, as the �missT stems from the same Z → aa decay.
It can be seen that a lower threshold on ( can be used to suppress background contributions in the
<T, +h region below approximately 1 TeV. The goal is therefore to find the optimal value of the lower
threshold on ( in this region, without compromising the signal selection efficiency by a significant
amount.

In order to find the optimal (-threshold value, the <T, +h slices corresponding to <T, +h bins with a
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Figure 5.21: Optimal lower threshold on ( (blue dots) which maximises the expected Z′→ Zh→ aabb signal
significance for the given<T, +h value. The simplified threshold dependence on<T, +h, as applied in the analysis,
is also shown (full red line).

width of 60GeV in Figure 5.20 are studied separately. In each slice, the expected significance / is
calculated for varying ( thresholds using the expression [231]

/ (=, 1, f) =

√√√
2

(
= ln

[
=(1 + f2)
1
2 + =f2

]
− 1

2

f
2 ln

[
1 + f

2(= − 1)
1(1 + f2)

] )
, (5.5)

where = is the total number of expected events, defined as = = B + 1, with B being the expected number
of signal and 1 the expected number of background events. The quantity 1 is only known with an
uncertainty f, which is assumed to be 10% in all cases2. This formula assumes = > 1, i.e. a positive
number of signal events.

For every <T, +h slice, the range 0 < ( < 60 is divided into 100 bins of equal width. Given the lower
threshold value on the �missT significance in the 8-th bin, (8 , the expected significance /8 is calculated
using Equation (5.5) for all signal and background events that satisfy ( ≥ (8 in a given <T, +h slice.
The optimal lower threshold (opt for a given <T, +h yields a maximum signal significance / . The
resulting threshold values in each <T, +h slice are shown as the blue dots in Figure 5.21 for the HVT
Z′ signal process. The figure also shows the simplified ( threshold dependence on <T, +h as actually
applied in the data analysis. In the mass window below 300GeV, the lower threshold of (thr = 9

2 The study was also repeated using a significantly higher value of f = 50% and the impact on the outcome was found to
be negligible.
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is applied, as no significant amount of signal events is observed below this value. The quadratic
dependence of (opt on <T, +h in the mass window 300GeV < <T, +h < 800GeV is obtained from the
fit to (opt values, resulting in the following parametrisation:

((<T, +h) = 4.06 + 17.1
<T, +h

1TeV
− 5.96

(<T, +h)
2

1TeV2
. (5.6)

With increasing <T, +h values, the background contribution decreases, which is why the requirement
on ( can be kept at a constant level of (thr = 15.56 for <T, +h > 800GeV. This value corresponds to
the (thr value from Equation (5.6) at <T, +h = 0.8TeV.

5.7.4 Multĳet background measurement using the ABCD template method

The total number of multĳet events in each signal region of the analysis is expected to be very small
and is estimated using the so-called ABCD method, based on the extrapolation from three control
regions (B, C, and D) in data into the signal region A. The regions, A, B, C, and D are defined by the
requirements on the multĳet-sensitive discriminating variables ( and min[Δq( ®?jet, ®�

miss
T )].

Region A is the signal region with events fulfilling all requirements specified in Table 5.2. The
number of multĳet events in this target region of the ABCD method is estimated from the other three
regions. In region D, the requirements on ( and min[Δq( ®?jet, ®�

miss
T )] are both inverted compared

to the nominal selection, i.e. ( < (
thr and min[Δq( ®?jet, ®�

miss
T )] < c/9 or c/6, depending on the

number of jets in the event (cf. Section 5.4). In region B, the requirement on ( is inverted, while the
min[Δq( ®?jet, ®�

miss
T )] requirement is not, and vice versa for the region C. The definition of each region

is illustrated in Figure 5.22. Regions B, C, and D are signal-depleted, while also having an enhanced
contribution of multĳet background events compared to other background processes. Assuming that
the discriminating variables ( andmin[Δq( ®?jet, ®�

miss
T )] are uncorrelated, the following equation holds

for the number of multĳet background events #� in the signal region A:

#� =
#�

#�

#�, (5.7)

where #8 ∈ {�,�, �} is the number of multĳet events in the regions B, C, and D, respectively.
Assuming signal-free regions B, C, and D, the number of multĳet background events in each region
is obtained from the difference between observed data and predicted non-multĳet contributions.
Therefore, Equation (5.7) can be written as

#� =
#
data
� − #

MC
�

#
data
� − #

MC
�

(#data� − #
MC
� ), (5.8)
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Figure 5.22: Definition of the data regions A, B, C, and D used for the data-driven measurement of the
multĳet background contribution. The regions are distinguished based on two discriminating variables:
min[Δq( ®?jet, ®�

miss
T )] and the �

miss
T significance (. The threshold on min[Δq( ®?jet, ®�

miss
T )] is c/9 or c/6,

depending on the number of jets in the event, as described in the text.

where #data8 is the total number of events observed in the region 8 and #
MC
8 is the non-multĳet

background contribution predicted from simulation in that region. The latter is considered as
contamination of the multĳet control regions B, C, and D and needs to be subtracted to obtain the pure
multĳet component in each control region. The expression in Equation (5.8) can also be generalised to
determine the multĳet content in each bin of the <T, +h distribution separately. The procedure is first
applied for the signal regions with the resolved topology, since the multĳet contribution in the signal
regions with merged topology can in general be assumed to be smaller, mainly due to the stricter
�
miss
T requirement. The <T, +h distributions for data and all simulated non-multjiet backgrounds are
determined separately for the regions B, C, and D. The difference between data and simulation in
region B is referred to as the multĳet template, and is expected to have the same shape as the multĳet
<T, +h distribution in the signal region A, but with a different normalisation. The transfer factor, i.e.
the normalisation scaling, from region B to region A is derived by dividing the corresponding number
of multĳet background events (determined from the “data−MC” distributions) in regions C and D.
Figures 5.23 and 5.24 show the resulting multĳet templates for the signal regions with one and two
1-tagged jets, respectively.

The total number of estimated multĳet events in each region is reported in Table 5.8. With an estimated
66.9 ± 14.5 events in the 1 1-tag channel and 26.2 ± 8.3 events in the 2 1-tag channel, the expected
multĳet contribution is about an order of magnitude smaller than the statistical uncertainty on the total
expected number of events in the signal region (cf. Table 5.5), implying a negligible impact of the
multĳet contribution to the signal sensitivity. The multĳet contribution in the signal regions with
merged topology can therefore also be neglected.

131



5 Search for heavy neutral diboson resonances in the aabb final state

0

100

200

300

400

500

E
nt

ri
es

 / 
bi

n

data
background sum

-1 = 13 TeV, 139 fbs
-tagbresolved topology, 1 

Region C

200 400 600 800 1000 1200 1400
 [GeV]T, Vhm

20−

0

20

40

60

80

100

120

 M
C

−
da

ta
 

0

5000

10000

15000

20000

25000

E
nt

ri
es

 / 
bi

n

data
background sum

-1 = 13 TeV, 139 fbs
-tagbresolved topology, 1 

Region A

200 400 600 800 1000 1200 1400
 [GeV]T, Vhm

0

5

10

15

20

m
ul

tij
et

 p
re

di
ct

io
n

 14.5± = 66.9 AN

0

1000

2000

3000

4000

5000

6000

7000

E
nt

ri
es

 / 
bi

n

data
background sum

-1 = 13 TeV, 139 fbs
-tagbresolved topology, 1 

Region D

200 400 600 800 1000 1200 1400
 [GeV]T, Vhm

0

500

1000

1500

2000

2500

 M
C

−
da

ta
 

0

2000

4000

6000

8000

10000

12000

14000

E
nt

ri
es

 / 
bi

n

data
background sum

-1 = 13 TeV, 139 fbs
-tagbresolved topology, 1 

Region B

200 400 600 800 1000 1200 1400
 [GeV]T, Vhm

0

200

400

600

800

1000

 M
C

−
da

ta
 

Figure 5.23: The <T, +h distribution in the signal region A and the multĳet control regions B, C, and D for events
with a dĳet mass of 110GeV < < 99 < 140GeV in the resolved topology with exactly one b-tagged jet. The
upper panels show the observed data and the sum of all non-multĳet backgrounds in the corresponding region.
For the control regions B, C, and D, the bottom panels show the multĳet template defined as the difference
between observed data and non-multĳet backgrounds (“data−MC”). For the signal region A, the bottom panel
shows the multĳet template from region B scaled with the transfer factor (“multĳet prediction”) as described in
the text. The obtained number of multĳet events #� is also quoted.
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Figure 5.24: The <T, +h distribution in the signal region A and the multĳet control regions B, C, and D for events
with a dĳet mass of 110GeV < < 99 < 140GeV in the resolved topology with exactly two b-tagged jets. The
upper panels show the observed data and the sum of all non-multĳet backgrounds in the corresponding region.
For the control regions B, C, and D, the bottom panels show the multĳet template defined as the difference
between observed data and non-multĳet backgrounds (“data−MC”). For the signal region A, the bottom panel
shows the multĳet template from region B scaled with the transfer factor (“multĳet prediction”) as described in
the text. The obtained number of multĳet events #� is also quoted.
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5 Search for heavy neutral diboson resonances in the aabb final state

Table 5.8: Number of multĳet events in the control regions B, C, and D, and the determined number of multĳet
events in the signal region #� for events with the resolved topology and one or two b-tagged jets at an integrated
luminosity of 139 fb−1.

1-tags #
data−MC
� #

data−MC
� #

data−MC
� #�

1 3498 ± 229 288 ± 59 15072 ± 183 66.9 ± 14.5
2 758 ± 85 90.8 ± 26.8 2631 ± 72 26.2 ± 8.3
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Figure 5.25: Two-dimensional distribution of min[Δq( ®?jet, ®�
miss
T )] and ( in observed data for the sideband

regions with the resolved event topology and with (a) 1 b-tag, and (b) 2 b-tags. In every min[Δq( ®?jet, ®�
miss
T )]

slice, the mean ( value is overlaid (blue line). A correlation between the two variables of 46% is observed in
both cases.

Several cross-checks are performed to confirm the validity of this result. The first cross-check
investigates the impact of the correlations between the two chosen discriminant observables, ( and
min[Δq( ®?jet, ®�

miss
T )]. These are not fully uncorrelated, reaching correlation values of more than

40%, as can be seen in Figure 5.25. In order to understand the effect of this correlation on the
multĳet estimate, the regions C and D that fail the min[Δq( ®?jet, ®�

miss
T )] requirement are further

divided into four new regions, labelled A′, B′, C′, and D′, as illustrated in Figure 5.26. Each
event in these regions fails the min[Δq( ®?jet, ®�

miss
T )] requirement from Table 5.2. The regions C

′

and D′ select events with min[Δq( ®?jet, ®�
miss
T )] < 5°, whereas regions A

′ and B′ select events with
5° < min[Δq( ®?jet, ®�

miss
T )] < 20°(30°), depending on the number of jets in the event. Since the region

A′ is disjoint from the signal region A, the observed number of events in the region A′ is not blinded
and can be looked at and compared to the estimate from the regions B′, C′, and D′. The ABCDmethod
applied to these modified regions of data predicts 190 ± 27 multĳet events in the region A′, while
only 96 ± 53 are observed. Conservatively, this difference could be used as a non-closure uncertainty
on the normalisation of the multĳet template. This would yield a normalisation uncertainty in the
normalisation not larger than a factor of two, which is still an order of magnitude below the statistical
uncertainty on the total number of expected events in the signal region.
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A′
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D′
< 5°

S > Sthr
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min [Δϕ(ET
miss, pjet)]

> 20° / 30°
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B

Figure 5.26: Modified regions A′, B′, C′, and D′ used for the validation of the multĳet background estimate.
All regions fail the min[Δq( ®?jet, ®�

miss
T )] cut of 20° or 30° (depending on the number of jets in the event), and

are divided by the min[Δq( ®?jet, ®�
miss
T )] threshold at 5°.

In another cross-check, the number of multĳet events is predicted from the < 99 sidebands. Here,
outside the mass window, more events are predicted by simulation than there are observed in the data
(cf. Table 5.5). If the discrepancy is assumed to come only from the multĳet background, this would
yield a negative number of multĳet events, and the multĳet contribution can therefore be considered
negligible. Nevertheless, ABCD sideband regions are defined by repeating the approach sketched in
Figure 5.22 and a predicted number of multĳet events in the sideband region of #sideband� = 292 ± 25
(88± 12) is obtained for events with one (two) b-tagged jet(s). Once more, the ABCD template method
predicts a number of multĳet background events that can be considered both conservative (i.e. larger
than the one obtained from the “data−MC” value in the sideband region A) and negligible (i.e. much
smaller than the statistical uncertainty on the predicted number of background events in the sideband
region A).

Ultimately, the multĳet background is not considered for the final interpretation of data.

5.8 Fit model for the statistical interpretation of data

The statistical analysis is based on the maximisation of the likelihood function from Equation (4.3),
which is achieved by minimising the test statistic from Equation (4.6). The nuisance parameters in the
likelihood function account for the statistical uncertainty of simulated signal and background samples
as well the experimental and theoretical systematic uncertainties outlined in Section 5.6.
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5 Search for heavy neutral diboson resonances in the aabb final state

The fit is performed using the <T, +h distribution as the final discriminant simultaneously in the
signal and control regions introduced in Table 5.3. This section summarises the fitted background
components, as well as the nuisance parameters employed in the fit.

Nuisance parameters related to uncertainties in background normalisations are implemented as
scale factors for individual or groups of background processes. They are either unconstrained or
log-normal constrained. Nuisance parameters related to the shape of the <T, +h distributions are
log-normal constrained and are also implemented either for individual or groups of background
processes. Unconstrained nuisance parameters are initialised to unity and then allowed to float freely,
while log-normal constrained nuisance parameters are initialised to zero and their post-fit deviation
from zero correlates with the post-fit size of the corresponding uncertainty. More details about the
types of nuisance parameters are given in Section 4.10.

5.8.1 General fit configuration

For the HVT Z′ boson and 2HDM A pseudo-scalar interpretations, all signal and < 99/� sideband
regions with exactly one or two b-tagged (track) jets are simultaneously fitted (cf. Table 5.3). For the
merged event topology, only those signal and sideband regions without additional b-tagged track jets
that are not matched to the leading large-radius jet are considered.

The background processes are grouped as follows

• top quark processes, consisting of tt, single top quark, tt+ , and ttH processes;

• Z+hf, comprising events with a Z boson and the heavy flavour jet combinations bb, bc, and cc;

• Z+(b;, c;), comprising events with a Z boson and one b- or c-jet, accompanied by zero or more
light-flavour jets (= u, d, s quark, or a gluon);

• Z+;, comprising events with a Z boson and zero or more light-flavour jets;

• W+hf, comprising events with aW boson and the heavy flavour jet combinations bb, bc, and cc;

• W+(b;, c;), comprising events with a W boson and one b- or c-jet, accompanied by zero or
more light-flavour jets;

• W+;, comprising events with a W boson and zero or more light-flavour jets;

• SM diboson events, comprising the diboson production processes qq → WW/ZZ/WZ and
gg→ ZZ/WW;
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5.8 Fit model for the statistical interpretation of data

• SM +h background, comprising the SM +h production in the channels qq → Zh/Wh and
gg→ Zh, with subsequent h→ bb Higgs boson decays. The Higgs boson mass of 125GeV is
assumed.

5.8.2 Normalisation-related nuisance parameters

Normalisation-related nuisance parameters allow for modifications of the original normalisation of
a given background process, defined by its production cross section times the acceptance times the
reconstruction efficiency. The nuisance parameters account for both the uncertainty on the total cross
section, and on the acceptances in different kinematic regions of the analysis.

The normalisation uncertainties for all top quark, Z+hf and Z+(b;, c;) processes are described by
unconstrained nuisance parameters, separately for each process. This allows for the data-driven fit of
the corresponding background normalisations from the control regions in data. These normalisation
parameters are applied globally in all signal and sideband regions.

The normalisation nuisance parameters are defined according to Tables 5.6 and 5.7. Unconstrained
nuisance parameters are defined for the processes marked with “float” and for the others the pre-fit
constraint is given by the specified value.

5.8.3 Shape-related nuisance parameters

Shape-related nuisance parameters allow for the modification of the nominal shape of the <T, +h

distribution of a given background or signal sample. Each shape uncertainty is implemented in terms
of an alternative distribution corresponding to a 1f uncertainty. The amount of the modification
after the fit (i.e. the morphing between the nominal and alternative shapes) is given by the post-fit
value (“pull”) on the corresponding nuisance parameter. A pull of zero corresponds to using only
the nominal distribution and a pull of one to the 1f deviation from the nominal shape (i.e. to the
alternative shape). All other pull values correspond to a morphing between the nominal and alternative
distributions by an appropriate amount by means of linear inter- and extrapolation. At pre-fit level, all
shape nuisance parameters are set to zero.

The main sources of <T, +h shape variations are the experimental uncertainties, in particular the
b-tagging and jet uncertainties (cf. Section 5.6.1). Moreover, modelling uncertainties obtained with
alternative signal and background samples (cf. Section 5.6.2) are also translated into shape nuisance
parameters. Finally, the residual mismodelling of some background processes (cf. Section 5.5) is also
translated into shape uncertainties.
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5 Search for heavy neutral diboson resonances in the aabb final state

5.9 Results

This section contains the results of the statistical interpretation of the Run 2 dataset within the
framework of the HVT and 2HDM models. In Section 5.9.1, the results of the search for a HVT Z′

boson resonance in the aabb final state are shown. The results of the search for a 2HDM A boson
resonance produced via gluon fusion (ggA) in the same final state are presented in Section 5.9.2. The
results are reproduced from the data published in [15].

5.9.1 Results of the HVT Z′ boson search

In the search for a Z′ boson as predicted by the HVT model, a fit to data is performed according to the
strategy outlined in the previous sections. In general, the expected post-fit background-only event
yields are compatible with the observed data within the uncertainties, as reported in Table 5.9. The
observed data and the expected post-fit <T, +h distributions are shown in Figure 5.27 for the signal
regions and in Figure 5.28 for the < 99/� sideband regions. For comparison, the distributions also show
the total expected background prior to the fit (pre-fit). The largest differences (up to approximately
a factor of two) with respect to the total post-fit background are observed in the tails of the <T, +h

spectra, where the modelling uncertainties are non-negligible.

The signal distribution is employed in the signal-plus-background fit to data to determine the upper
limit on the signal cross section in an iterative procedure, starting with a reference cross section
f(pp → Z′) × B(Z′ → Zh) × B(h → bb, cc) × B(Z → aa) = 0.0002 pb. The signal strength
is then varied in steps until the signal is excluded at the 95% C.L., which is calculated using
Equation (4.13). A dedicated constrained fit is performed at every step to obtain an updated estimate
of the post-fit uncertainties f. For the example signal shown in Figure 5.27 with a Z′ resonance mass
of <Z′ = 700GeV, this method yields an upper limit at the 95% C.L. on the cross section of

fup(pp→ Z′) × B(Z′→ Zh) ≡ f
up
pp→Z′→Zh

= 3.3 × 10−2 pb, (5.9)

where the SM values for B(Z → aa) = 0.2 and B(h→ bb, cc) = 0.5977 are assumed.

Similarly, the expected upper limit is obtained from the signal-plus-background fit to the expected
background only distribution—with nuisance parameters set to the values obtained from the background-
only fit to the data—yielding fup, exp.

pp→Z′→Zh
= 2.89+1.14−0.81 × 10

−2 pb. The uncertainties thereby correspond
to the Gaussian quantile at the signal strength `′ = 0 (cf. Equation (4.14)).

The limit calculation is repeated for all signal mass hypotheses. The resulting observed and expected
cross section limits together with the corresponding uncertainties are quoted in Table 5.10 and

138



5.9 Results

2−10

1−10

1

10

210

310

410

510

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

1 b-tag, resolved

200 300 400 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
Z' 0.7TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(a)

2−10

1−10

1

10

210

310

410

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

2 b-tags, resolved

200 300 400 1000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
Z' 0.7TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(b)

3−10

2−10

1−10

1

10

210

310

410

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

1 b-tag, merged

500 600 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
Z' 0.7TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(c)

3−10

2−10

1−10

1

10

210

310

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

2 b-tags, merged

500 600 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
Z' 0.7TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(d)

Figure 5.27: Observed and expected post-fit <T, +h distributions in the signal regions of the Zh → aabb
resonance search. Events from the resolved event selection are shown in panels (a) and (b), whilst panels (c) and
(d) show events from the merged event selection. Panels (a) and (c) contain events with one b-tag and panels
(b) and (d) events with two b-tags. The total pre-fit background sum is indicated by the dashed black line
and the expected signal distribution of a 700GeV HVT Z′ boson with f(pp→ Z′) × B(Z′→ Zh) × B(Z →
aa) × B(h→ bb, cc) = 1 pb is shown as the dotted red line. The data-to-background ratio together with the
post-fit background uncertainty is shown in the bottom panels.
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Figure 5.28: Observed and expected post-fit <T, +h distributions in the sideband regions of the Zh → aabb
resonance search. Events from the resolved event selection are shown in panels (a) and (b), whilst panels (c) and
(d) show events from the merged event selection. Panels (a) and (c) contain events with one b-tag and panels
(b) and (d) events with two b-tags. The total pre-fit background sum is indicated by the dashed black line. The
data-to-background ratio together with the post-fit background uncertainty is shown in the bottom panels.
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5.9 Results

Table 5.9: The number of observed and expected (post-fit) events in the various signal and mass sideband
regions of the HVT Z′ boson and 2HDM ggA pseudoscalar searches for an integrated luminosity of 139 fb−1.
Numbers are individually rounded and therefore the Total background can be different from the sum of the
individual components.

Signal regions

resolved topology merged topology
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 39 900 ± 500 10 340 ± 110 1650 ± 110 66.3 ± 3.4
Z+hf 3900 ± 140 3140 ± 110 680 ± 50 313 ± 18
Z+(b;, c;) 22 800 ± 1200 124 ± 15 3090 ± 190 14.4 ± 1.6
Z+; 1580 ± 170 4.6 ± 1.6 370 ± 40 0.53 ± 0.28
W+hf 990 ± 60 740 ± 40 252 ± 33 117 ± 19
W+(b;, c;) 8500 ± 1100 69 ± 9 800 ± 160 4.3 ± 0.8
W+; 1920 ± 200 12.2 ± 3.0 201 ± 32 0.30 ± 0.13
SM +h 194 ± 14 254 ± 18 20.6 ± 1.6 12.90 ± 0.97
Diboson 330 ± 50 49 ± 7 200 ± 33 56 ± 9
Total background 80 070 ± 230 14 740 ± 80 7270 ± 60 585 ± 13
Data 80 110 14 681 7260 584

< 99/� sideband regions

resolved topology merged topology
Process name 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 78 900 ± 2100 28 800 ± 400 510 ± 50 17.5 ± 0.8
Z+hf 15 300 ± 800 12 500 ± 600 360 ± 34 137 ± 9
Z+(b;, c;) 82 000 ± 6000 420 ± 70 1610 ± 140 6.6 ± 0.7
Z+; 6100 ± 1000 15 ± 6 260 ± 40 0.27 ± 0.14
W+hf 4400 ± 400 3670 ± 310 142 ± 21 60 ± 9
W+(b;, c;) 28 000 ± 6000 190 ± 40 380 ± 110 1.30 ± 0.29
W+; 6100 ± 900 21 ± 7 128 ± 26 0.18 ± 0.09
SM +h 222 ± 29 132 ± 16 2.52 ± 0.31 0.384 ± 0.033
Diboson 1800 ± 500 480 ± 120 44 ± 10 4.6 ± 0.8
Total background 222 900 ± 500 46 220 ± 200 3430 ± 50 227 ± 9
Data 222 882 46 277 3435 230
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5 Search for heavy neutral diboson resonances in the aabb final state

Table 5.10: Expected and observed upper limit on the HVT Z′ signal cross section fup
pp→Z′→Zh

at the 95% C.L.,
together with the ±1f and ±2f uncertainty bands for the different <Z′ mass points. The values are obtained for
an integrated luminosity of 139 fb−1.

Z′ mass
[GeV]

f
up, exp.
pp→Z′→Zh
[fb]

−2f
[fb]

−1f
[fb]

+1f
[fb]

+2f
[fb]

f
up, obs.
pp→Z′→Zh
[fb]

300 4.50 × 104 2.42 × 104 3.24 × 104 6.24 × 104 8.35 × 104 3.14 × 104

400 6.16 × 102 3.31 × 102 4.44 × 102 8.55 × 102 1.14 × 103 9.39 × 102

500 1.31 × 102 7.05 × 101 9.46 × 101 1.83 × 102 2.45 × 102 1.28 × 102

600 5.51 × 101 2.96 × 101 3.97 × 101 7.67 × 101 1.03 × 102 3.18 × 101

700 2.89 × 101 1.55 × 101 2.08 × 101 4.03 × 101 5.44 × 101 3.31 × 101

800 1.59 × 101 8.53 1.15 × 101 2.23 × 101 3.02 × 101 2.17 × 101

900 1.05 × 101 5.62 7.55 1.47 × 101 2.01 × 101 1.15 × 101

1000 8.17 4.39 5.89 1.15 × 101 1.57 × 101 8.85
1200 5.25 2.82 3.78 7.45 1.03 × 101 4.10
1400 4.41 2.36 3.17 6.26 8.68 3.04
1600 3.39 1.82 2.44 4.84 6.79 2.51
1800 2.57 1.38 1.85 3.69 5.23 2.10
2000 2.04 1.09 1.47 2.95 4.23 2.70
2200 1.64 8.81 × 10−1 1.18 2.39 3.46 2.61
2400 1.38 7.39 × 10−1 9.93 × 10−1 2.01 2.93 2.13
2600 1.15 6.16 × 10−1 8.27 × 10−1 1.68 2.47 1.65
2800 9.81 × 10−1 5.27 × 10−1 7.07 × 10−1 1.44 2.15 1.22
3000 8.31 × 10−1 4.46 × 10−1 5.99 × 10−1 1.23 1.85 8.68 × 10−1

3500 6.50 × 10−1 3.49 × 10−1 4.69 × 10−1 9.69 × 10−1 1.49 5.52 × 10−1

4000 5.26 × 10−1 2.82 × 10−1 3.79 × 10−1 7.92 × 10−1 1.24 4.06 × 10−1

4500 4.59 × 10−1 2.46 × 10−1 3.31 × 10−1 6.96 × 10−1 1.11 3.54 × 10−1

5000 4.12 × 10−1 2.21 × 10−1 2.97 × 10−1 6.28 × 10−1 1.02 3.24 × 10−1

visualised in Figure 5.29. All observed upper limits are compatible with the respective expected upper
limit within the ±2f uncertainty bands, indicating that there is no signal present in the data. Based on
the model predictions (cf. Appendix A.1), Z′ boson resonances with masses of up to 2.8 TeV (3.3 TeV)
are excluded for HVT Model A (Model B) at the 95% C.L. Independently of the assumed model, Z′

production cross sections fpp→Z′→Zh between 32 pb (at <Z′ = 300GeV) and 0.5 fb (at <Z′ = 5TeV)
are excluded at the 95% C.L.

The agreement between the background-only hypothesis and the observed data is further confirmed by
the measured probability ?0 (cf. Figure 5.30), i.e. the probability that the observed excess of events in
the data above the expected background originates from background fluctuations alone. The ?0 values
are referred to as “local” because they are calculated for a given fixed value of the resonance mass,
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Figure 5.29: The observed (full black line) and expected (full blue line) 95% C.L. upper limits on the product
of the cross section and branching ratio, fpp→Z′→Zh in the aaqq final state. SM branching fractions of
B(h → bb, cc) = 0.5977 and B(Z → aa) = 0.2 are assumed. The green and yellow bands indicate the
±1f and ±2f uncertainties on the expected upper cross section limit, respectively. For comparison, the
corresponding signal production cross sections predicted by the HVT Models A and B are overlaid.
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rather than in a global mass-independent way. Values above ?0 = 0.5 are truncated, since in that case
the background-only hypothesis is at least as likely as a signal-plus-background hypothesis, and the
background-only hypothesis is preferred. The largest deviation from the background-only hypothesis
is observed for the 800GeV signal mass point with a local ?0 value of 0.05, corresponding to a signal
significance of 1.64 standard deviations.

In order to evaluate the robustness of the presented results, the impact of the nuisance parameters on
the signal significance is also studied by looking at their impact on the best-fit signal strength ˆ̀, which
results from an unconditional maximum likelihood fit of the signal-plus-background hypothesis to
the observed data. In this process, the nuisance parameters are each varied by ±1 (post-fit) standard
variations around their respective best-fit values. Then, the fit is repeated twice with the nuisance
parameter constrained to the plus and minus one (post-fit) standard deviation, respectively, and the
corresponding impact Δ ˆ̀ is obtained from the difference of the ˆ̀ values from the two constrained
fits with respect to the unconstrained fit. The 20 nuisance parameters with the largest Δ ˆ̀ impact
obtained with this procedure are shown in Figures 5.31 and 5.32 for the 700GeV and 2TeV signal
mass hypotheses, respectively. The impact is measured relative to the total impact of all statistical and
systematic uncertainty sources, Δ ˆ̀tot. For the 700GeV signal mass point, the most impactful nuisance
parameters are due to theW+hf matrix element and parton showering uncertainties (ME+PS), followed
by the ?bb

T -based reweighting of the ++jets background events, and the Z+hf ME+PS uncertainties.
These nuisance parameters correspond to approximately 40%, 30%, and 20% of Δ ˆ̀tot. The most
impactful nuisance parameters for the 2 TeV signal mass point are related to the Z+; andW+; ME+PS
uncertainties, and the uncertainties on the extrapolation of b-tagging scale factors from low- to high-?T
jets in the merged regime. For the higher resonance mass, the impact of the systematic uncertainties is
significantly smaller (below 5% for all nuisance parameters), as only few background events contribute
to the corresponding kinematic region of the discriminant variable. The analysis is thus dominated
by the statistical uncertainty on the data for large resonance masses. For completeness, the pull
distributions of all nuisance parameters are shown in Appendix C.2.

Finally, the expected and observed correlations between the fitted nuisance parameters in the
background-only fit are shown in Figures 5.33 and 5.34, respectively. The correlations of the
normalisation and the cross section nuisance parameters, which both affect the absolute normalisation
of a given background process, indicate a limitation of the statistical fit model for this analysis. Since
all major background components contribute to all signal and control regions, no single component
can be fitted independently of the others, introducing residual correlations of both the normalisation
and the shape uncertainties of individual background components. For example, the freely floating
normalisation nuisance parameter for the Z+(b;, c;) background component is highly anti-correlated
with the Gaussian constrained cross section (XS) nuisance parameter of the W+(b;, c;) background
component, with an observed correlation coefficient of A = −75%. Similarly, the normalisation of the
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Figure 5.31: The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit signal strength ˆ̀
with respect to the best-fit value. The best-fit value ˆ̀ is obtained from an unconstrained fit to the data using a
signal-plus-background hypothesis with a signal mass of <Z′ = 700GeV and fpp→Z′→Zh = 20 fb. The impact
Δ ˆ̀ is obtained by repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit)
standard deviation around their best-fit values. The nuisance parameter standard deviations are indicated in the
figure by black bars. The post-fit pull (\̂ − \0)/Δ\ on a given nuisance parameter \ is indicated by the black dot.
The exact pull values are written explicitly next to each nuisance parameter. A value of Δ ˆ̀ = 1 corresponds to a
change in the production cross section of 20 fb.
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Figure 5.32: The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit signal strength ˆ̀
with respect to the best-fit value. The best-fit value ˆ̀ is obtained from an unconstrained fit to the data using a
signal-plus-background hypothesis with a signal mass of <Z′ = 2TeV and fpp→Z′→Zh = 2 fb. The impact Δ ˆ̀ is
obtained by repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit) standard
deviation around their best-fit values. The nuisance parameter standard deviations are indicated in the figure by
black bars. The post-fit pull (\̂ − \0)/Δ\ on a given nuisance parameter \ is indicated by the black dot. The
exact pull values are written explicitly next to each nuisance parameter. A value of Δ ˆ̀ = 1 corresponds to a
change in the production cross section of 2 fb.
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Figure 5.33: Expected correlation coefficients obtained from a fit to expected pseudo-data for the background-only
hypothesis for the 20 nuisance parameters with the largest correlations.
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Figure 5.34: Observed correlation coefficients obtained from a fit to the observed data for the background-only
hypothesis for the 20 nuisance parameters with the largest correlations.
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5.9 Results

Z+hf component is correlated with the one of the W+hf component (A = −45%). Effectively, this
indicates that these background components cannot be well distinguished in the fit, which ultimately
may reduce the signal sensitivity. A combination of the search in the 0-lepton channel with searches in
other final states, for example with the ℓ±ℓ∓bb channel, which is dominated by the Z + jets background
components, will introduce additional information to the fit, thereby reducing correlations between
the individual nuisance parameters, and improving the fit sensitivity. Other sources of correlation are
indicated by nuisance parameters describing the shape uncertainties. For instance, the Z+hf nuisance
parameter describing the matrix element and parton shower uncertainties (ME+PS) is correlated with
the nuisance parameter that corresponds to the uncertainty of the ?bb

T mismodelling of the ++jets
background components. When the nominal MC-based background prediction contains residual
mismodellings of the shape of a given distribution, the fit tries to compensate the deviation from
the observed distribution by pulling the corresponding shape nuisance parameters. Since the matrix
element and parton shower uncertainty is determined by comparison of a nominal to an alternative
MC generator and the ?bb

T -reweighting uncertainty by comparison to the observed data in control
regions, both of these uncertainties allow to pull the nominal distribution closer to the observed data
in the fit, resulting in the observed correlation coefficient of A = 40%. In this case, the correlations
are introduced by construction and reflect the limited knowledge at the pre-fit level and ultimately
also limit the total sensitivity of the fit. In future, they can be reduced either by more accurate MC
modelling samples that show fewer residual mismodellings or by additional modelling corrections
with dedicated control regions of data.

5.9.2 Results of the search for a 2HDM A boson produced via gluon fusion

In the search for a pseudoscalar A boson produced to 100% via gluon fusion (ggA), within the 2HDM
model, the same fit model is used as in the case of the HVT Z′ search, with only the signal model
being replaced.

The observed and expected upper limits on the cross section f(gg→ A→ Zh) are summarised in
Table 5.11 and visualised in Figure 5.35. Similar as in Section 5.9.1, the branching ratios of Z → aa

and h→ bb decays are assumed to correspond to the SM predictions. Again, all observed limits are
compatible with the background-only expectation within the ±2f uncertainty bands. No significant
excess of events above the expected background is found, as seen by the local ?0 values in Figure 5.36.
Production cross sections below 15 pb (3.8 fb) are excluded at the 95% C.L. for an A boson mass of
300GeV (2 TeV).

Compared to the limits obtained for the HVT Z′ resonance, similar limits on the cross-section are
also obtained for the ggA production. The differences observed between the two are due to small
differences in the signal acceptances × efficiency for the two production modes (quark annihilation
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5 Search for heavy neutral diboson resonances in the aabb final state

Table 5.11: The expected and observed upper limit on the 2HDM ggA signal cross section fupgg→A→Zh at the
95% C.L., together with the ±1f and ±2f uncertainty bands for the different <A mass points. The values are
obtained for an integrated luminosity of 139 fb−1.

A mass
[GeV]

f
up, exp.
gg→A→Zh
[10 fb]

−2f
[10 fb]

−1f
[10 fb]

+1f
[10 fb]

+2f
[10 fb]

f
up, obs.
gg→A→Zh
[10 fb]

300 2.93 × 103 1.57 × 103 2.11 × 103 4.07 × 103 5.45 × 103 1.51 × 103

400 7.99 × 101 4.29 × 101 5.76 × 101 1.11 × 102 1.48 × 102 1.15 × 102

420 5.20 × 101 2.79 × 101 3.75 × 101 7.21 × 101 9.64 × 101 7.84 × 101

440 3.69 × 101 1.98 × 101 2.66 × 101 5.11 × 101 6.83 × 101 5.36 × 101

460 3.42 × 101 1.84 × 101 2.46 × 101 4.75 × 101 6.36 × 101 4.71 × 101

500 1.81 × 101 9.74 1.31 × 101 2.53 × 101 3.40 × 101 1.90 × 101

600 7.75 4.16 5.58 1.08 × 101 1.45 × 101 4.50
700 3.99 2.14 2.88 5.57 7.52 4.34
800 2.29 1.23 1.65 3.22 4.38 3.13
900 1.52 8.16 × 10−1 1.10 2.14 2.92 1.72
1000 1.13 6.08 × 10−1 8.16 × 10−1 1.59 2.17 1.21
1200 7.13 × 10−1 3.83 × 10−1 5.14 × 10−1 1.01 1.40 5.52 × 10−1

1400 6.02 × 10−1 3.23 × 10−1 4.34 × 10−1 8.55 × 10−1 1.19 4.18 × 10−1

1600 4.81 × 10−1 2.58 × 10−1 3.47 × 10−1 6.87 × 10−1 9.62 × 10−1 3.72 × 10−1

2000 3.02 × 10−1 1.62 × 10−1 2.17 × 10−1 4.36 × 10−1 6.24 × 10−1 3.86 × 10−1

in the HVT model vs. gluon fusion in 2HDM), as studied in Section 5.4. Generally, more jets are
expected in the final state in case of the ggA signal. This results in a higher probability to select a
wrong jet pair for the Higgs boson candidate, and thus reduces the event reconstruction efficiency
within the Higgs mass window. For this reason, the upper limit on the ggA production is never lower
than the corresponding limit on the HVT Z′ production cross section.
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Figure 5.35: The observed (full black line) and expected (full blue line) 95% C.L. upper limits on the product
of the cross section and branching ratio, fgg→A→Zh in the aabb final state. SM branching fractions of
B(h→ bb) = 0.569 and B(Z → aa) = 0.2 are assumed. The green and yellow bands indicate the ±1f and
±2f uncertainties on the expected upper cross section, respectively.
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CHAPTER SIX

THE SEARCH FOR HEAVY BOSONS IN THE COMBINATION OF
..bb AND ℓ±ℓ∓bb FINAL STATES

Similar to the aabb final state that was presented in Chapter 5, the final state with two charged leptons
(ℓ = e, `) is also analysed in terms of the searches for a HVT Z′ boson and 2HDM pseudoscalar A
boson. In this chapter, the two final states are combined in the final fit to the observed data. The
analysis strategy is based on the results presented in Ref. [15].

The general strategy of the combination effort is outlined in Section 6.1. In Section 6.2, the main
differences between the 0- and the 2-lepton final states and the corresponding differences in the
event reconstruction are summarised. In Section 6.3, the combined fit model is introduced. A study
employing simulated pseudo-data with signal contributions (“injected signal”) quantifies the expected
discovery potential for the combined fit to the data and the results of these sensitivity studies are
presented in Section 6.4. It will be shown that the set of simulated signal samples with different
resonance masses is not sufficient to fully cover the entire mass range, resulting in an underestimated
discovery potential for resonance masses in the intermediate range between simulated points. In
order to recover the sensitivity drop for these intermediate resonance mass points, additional signal
samples for more mass points are generated by means of a morphing technique, which is described in
Section 6.5. Finally, the results of the combined 0- and 2-lepton final state analysis with the full Run 2
data set are shown in Section 6.6. The results are reproduced from the data published in [15]. The
differences with respect to the published results are summarised in Appendix D.1.

6.1 Motivation and general strategy of the combination

The standalone analysis of the aabb final state that was presented in detail in Chapter 5 is combined
with the analysis of the ℓ±ℓ∓bb final state [15]. On its own, this final state provides a similar signal
sensitivity as the aabb final state. The combination of the two final states is expected to add several
beneficial contributions to the separate results. Firstly, the main background component in the ℓ±ℓ∓bb
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

final state is composed of Z+jets events that also significantly contribute to the aabb final state.
Therefore, correlating the Z+jets contributions in both analyses is expected to significantly reduce the
post-fit Z+jets uncertainties, thus improving the fit sensitivity. Secondly, the ℓ±ℓ∓bb final state can be
fully reconstructed, as it does not contain neutrinos that cannot be detected by the ATLAS detector.
Therefore, the invariant mass resolution of the ℓ±ℓ∓bb resonance candidate is significantly improved
with respect to the aabb analysis, which also improves the discrimination between the signal and
the background processes in kinematic regions with significant background contributions. Finally,
the correlated treatment of experimental and theoretical uncertainty sources also reduces the post-fit
uncertainties, again improving the fit sensitivity.

The combination is performed on the fully reconstructed invariant mass distributions of the resonance
candidates (<T, +h in the aabb final state and <+h ≡ <ℓℓbb in the ℓ

±
ℓ
∓bb final state) and is realised

by correlating the nuisance parameters that enter the common fit model. Since the two final states
cover very similar phase space regions, the uncertainty sources are generally assumed to be mutually
compatible within the precision of the measurement and therefore the corresponding nuisance
parameters can be correlated. The fit model is described in more detail in Section 6.3.

As mentioned in Section 5.1, the combination is performed for the interpretations in the framework of
three signal models: the HVT Z′ boson, the 2HDM A pseudoscalar produced via gluon fusion, and,
additionally, the 2HDM A pseudoscalar produced in association with b-quarks. The latter signal model
was not included in the standalone analysis of the aabb final state, since the background contributions
in the signal regions with additional b-jets can only be fully constrained in a combined fit of the two
final states.

6.2 Overview of the ℓ±ℓ∓bb analysis

The analysis strategy for the ℓ±ℓ∓bb final state is described in detail in Ref. [15]. It is optimised for
the search for a new Zh resonance, produced by the BSM theories introduced in Chapter 2, using the
same signal hypotheses that were introduced in Section 5.1. The main difference with respect to the
aabb final state is that the Z boson is required to decay into a pair of charged same-flavour leptons
(electrons or muons) rather than a pair of neutrinos and that therefore the full mass of the resonance
candidate, <+h, can be reconstructed. In consequence, the same signal and simulated background
processes as presented in Chapter 5 are also employed in the analysis of the ℓ±ℓ∓bb final state.
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6.2 Overview of the ℓ±ℓ∓bb analysis

Table 6.1: Summary of the event selection criteria for the signal regions of the Zh diboson resonance search in
the ℓ±ℓ∓bb final state. The requirement on the Higgs candidate mass < 99/� is inverted for the sideband control
regions.

Observable Resolved topology Merged topology

< 99/� [GeV] 100–145 75–145
Leading jet ?T [GeV] > 45 > 250
Leading lepton ?T [GeV] > 27 > 27
Sub-leading lepton ?T [GeV] > 20 > 25
�
miss
T /

√
�T [
√
GeV] < 1.15 + 8 × 10−3<+h/1GeV

?
ℓℓ

T [GeV] > 20 + 9
√
<+h/1GeV − 320 for <+h ≥ 320GeV

<ℓℓ [GeV]
[
max[40, 87 − 0.030<+h/1GeV], 97 + 0.013<+h/1GeV

]
Number of jets ≥ 2 small-radius jets ≥ 1 large-radius jet

6.2.1 Event reconstruction

The reconstruction of signal candidate events is—similar to the strategy presented in Section 5.4—based
on a set of consecutive requirements on kinematic properties of final state products, thereby mainly
relying on a veto on events with large �missT values, and on kinematic properties of the final state
leptons. Here, the �missT is divided by the square-root of the scalar sum of all transverse momenta
?T from leptons and small-radius jets in the event, �T ≡

∑
8∈{leptons, jets} ?T, 8, which was found to

improve the suppression of multĳet events. The exact signal selection requirements are summarised in
Table 6.1.

Again, < 99/� signal and control regions are defined, where events in the signal (control) region are
required to satisfy (fail) the requirement on the < 99/� values specified in Table 6.1. An additional CR
is defined for events with resolved topology containing opposite-flavour leptons, which is > 99% pure
in tt events and is thus used as a dedicated CR for the tt process. In this CR, the < 99 requirement is
the same as for the nominal signal region.

After the event reconstruction, b-tagging is applied on the small-radius jets (VR track jets) in the
resolved (merged) event topology using the 70% working point of the MV2c10 algorithm, and the
events are categorised according to their b-tag multiplicity in the same was as for the analysis of the
aabb final state.
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

6.2.2 Experimental and theoretical systematic uncertainties

Due to the similar phase space covered by the ℓ±ℓ∓bb final state, the identical uncertainty sources as
presented in Section 5.6 are studied and contribute as nuisance parameters to the combined fit model.
Moreover, the ℓ±ℓ∓bb final state also has implemented dedicated modelling uncertainties based on
studies of the pre-fit ?bb

T (?T of the leading large-radius jet) distributions in the resolved (merged)
event topology, which are determined analogously to the corresponding uncertainties in the aabb final
state (cf. Section 5.5).

The impact of experimental uncertainties on the various signal and background processes in the
ℓ
±
ℓ
∓bb final state is shown in Table 6.2. As for the aabb analysis, dominant uncertainty contributions

arise from the calibration and resolution of the jet energy scale and mass, and from the identification
efficiency and misidentification rate of e.g. leptons and b-jets. The corresponding impact of theoretical

Table 6.2: Impact of different experimental systematic uncertainties on the shape and normalisation of the <+h

distribution from the various signal and background processes in the signal and control regions of the ℓ±ℓ∓bb
final state. The values are obtained for an integrated luminosity of 139 fb−1. The impact on the normalisation is
calculated as the average normalisation change due to a given uncertainty over all fit regions with at least 100
events of the given background component. An “S” indicates the shape-only uncertainties.

Process Uncertainty source Value

Signal Luminosity 1.7%
JES, JER S
b-tagging S

top quarks JES, JER 0.9% + S
b-tagging 1.1% + S
lepton ID & trigger 1.0% + S

tt+hf JES, JER 3.2% + S
b-tagging 0.9% + S
lepton ID & trigger 1.0% + S

Z+hf JES, JER 3.5% + S
b-tagging 3.1% + S
lepton ID & trigger 1.0% + S

Z+(b;, c;) JES, JER 5.1% + S
b-tagging 6.9% + S
lepton ID & trigger 1.0% + S

Z+; Luminosity 1.7%
JES, JER 4.0% + S
b-tagging 33% + S
lepton ID & trigger 1.0% + S

Process Uncertainty source Value

W+hf Luminosity 1.7%
JES, JER S
b-tagging S
lepton ID & trigger 1.0% + S

W+(b;, c;) Luminosity 1.7%
JES, JER S
b-tagging S
lepton ID & trigger 1.0% + S

W+; Luminosity 1.7%
JES, JER S
b-tagging S
lepton ID & trigger 1.0% + S

SM +h Luminosity 1.7%
JES, JER 2.1% + S
b-tagging 0.9% + S
lepton ID & trigger 1.0% + S

SM Diboson Luminosity 1.7%
JES, JER 3.9% + S
b-tagging 6.1% + S
lepton ID & trigger 1.0% + S

uncertainties is shown in Table 6.3. All uncertainty contributions are smaller than 10% in the bulk of
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6.3 The combined fit model

Table 6.3: Impact of theoretical systematic uncertainties on the selection of signal and background processes in
the ℓ±ℓ∓bb final state. The values are obtained for an integrated luminosity of 139 fb−1. The label “S” indicates
a shape-only variation. The normalisations between two kinematic regions, i.e. the migration of events from
one region to another, are indicated by a forward slash “/”. “Normalisation” refers on the total event yield,
and is determined entirely from data for processes indicated with “float”. Uncertainties targeting the relative
composition of a background category are indicated by “comp.”.

Process Uncertainty source Value

top quarks normalisation float
resolved / merged migration 18%
SR / CR migration 0.2%
PS, ISR, FSR, ME, PDF S
single top comp. 19%
ttH/tt+comp. 50%
?
�
T reweight. S

Z+hf normalisation float
resolved / merged migration 19–28%
SR / CR migration 5–6%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

Z+(b;, c;) normalisation float
resolved / merged migration 15–21%
SR / CR migration 4–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

Z+; normalisation 19%
resolved / merged migration 8–50%
SR / CR migration 5–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

Process Uncertainty source Value

W+hf normalisation 30%
resolved / merged migration 14%
SR / CR migration 5–7%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

W+(b;, c;) normalisation 30%
resolved / merged migration 19%
SR / CR migration 10–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

W+; normalisation 19%
resolved / merged migration 17%
SR / CR migration 5–20%
ME/PS, matching, scale S
?

bb
T , ?

�
T reweight. S

SM +ℎ normalisation 20%

Diboson normalisation 50%

Signal normalisation 2–7%
PS, ISR-FSR, PDF S

the <+h distributions and larger values are only obtained for regions or background components with
small numbers of contributing events, which have negligible impact on the result of the final statistical
interpretation of data.

6.3 The combined fit model

Two general fit configurations are distinguished for the combination of the aabb and ℓ±ℓ∓bb final
states. The first configuration targets the signal hypotheses with a HVT Z′ boson and a 2HDM A
pseudoscalar produced via gluon fusion (ggA production), and it is based on the standalone analysis of
the aabb final state that was presented in Section 5.8. This setup is referred to as the Z′/ggA fit in the
following. The second configuration targets the 2HDM A pseudoscalar produced in association with a
b-quark pair (bbA production) and includes additional, dedicated signal regions with a high b-tag
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.4: Summary of data regions employed in the combined fit of the aabb and ℓ
±
ℓ
∓bb final states,

distinguished below by the number of final state leptons. The signal regions (SRs) are shown in the upper and
the control regions (CRs) in the lower part of the table. The opposite-flavour control region is abbreviated by
“OF CR”. The number of additional b-tagged track jets in the merged topology that are not matched to the
leading large-radius jet is abbreviated with “add.”.

Event
topology < 99/� [GeV]

Number of
leptons

Number of
b-tags Comment Used in the

Z′/ggA fit
Used in
the bbA fit

resolved [110, 140] 0 1 < 99/� SR X X

resolved [110, 140] 0 2 < 99/� SR X X

resolved [110, 140] 0 3+ < 99/� SR — X

merged [75, 145] 0 1, 0 add. < 99/� SR X X

merged [75, 145] 0 2, 0 add. < 99/� SR X X

merged [75, 145] 0 2, 1+ add. < 99/� SR — X

resolved [100, 145] 2 1 < 99/� SR X X

resolved [100, 145] 2 2 < 99/� SR X X

resolved [100, 145] 2 3+ < 99/� SR — X

merged [75, 145] 2 1, 0 add. < 99/� SR X X

merged [75, 145] 2 2, 0 add. < 99/� SR X X

merged [75, 145] 2 1+, 1+ add. < 99/� SR — X

resolved [50, 110[ ∨ ]140, 200] 0 1 < 99/� CR X —
resolved [50, 110[ ∨ ]140, 200] 0 2 < 99/� CR X —
merged [50, 75[ ∨ ]145, 200] 0 1, 0 add. < 99/� CR X —
merged [50, 75[ ∨ ]145, 200] 0 2, 0 add. < 99/� CR X —
resolved [100, 145] 2 1 & 2 OF CR X X

multiplicity requirement. Due to the additional b-tags, the selected part of the phase space in these
additional signal regions is quite different from the remaining signal regions, such that the constraints
on the background contributions can not be fully correlated. Since the overall number of contributing
background events is also small, the dominant Z+jets and tt background components can only be
constrained in a combined fit of both final states. In the following, this fit configuration is referred to
as the bbA fit. The fit regions that are defined for the two setups based on the event reconstruction
requirements outlined in Sections 5.4 and 6.2 and are summarised in Table 6.4.

In order to account for the different phase space region selected by requiring a high b-tag multiplicity
in the bbA fit, the uncertainties on the background components with heavy flavour quark content are
addressed with dedicated nuisance parameters. As mentioned in Section 5.2, the description of the
tt+hf background process in MC simulation is found to be suboptimal. Therefore, a dedicated floating
normalisation nuisance parameter—correlated over the aabb and ℓ±ℓ∓bb final states—is defined for
the tt+hf shape templates. Moreover, nuisance parameters targeting theoretical shape uncertainties
are decorrelated from the remaining background processes containing top quarks, thus allowing the fit
to determine independent normalisation and shape corrections for the tt+hf background component.
Similarly, a floating normalisation and dedicated shape nuisance parameters are defined for the Z+hf
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6.4 Expected sensitivity from signal injection studies

background process in the regions with three or more b-tagged (track) jets. Since the Z+hf process
is by far dominant in these regions and thus the Z+(b;, c;) and Z+; processes have only negligible
impact on the overall result, a combined template of Z + jets background processes is used instead
of the separate (Z+hf, Z+(b;, c;), Z+;) components to reduce the number of free parameters. The
different treatments of background with heavy flavour content in the two fit setups are summarised in
Table 6.5.

Table 6.5: Differences in the treatment of the uncertainties on the background components with heavy flavour
content in the Z′/ggA and bbA fit configurations. The “low b-tag” (“high b-tag”) refers to the signal regions
with at most (more than) two b-tags.

Process Z′/ggA fit bbA fit (low b-tag SR) bbA fit (high b-tag SR)

tt+hf combined with top quark
background component dedicated uncertainties

Z+jets separate Z+hf, Z+(b;, c;),
Z+; uncertainties

separate Z+hf, Z+(b;, c;),
Z+; uncertainties

combined Z + jets
uncertainties

6.4 Expected sensitivity from signal injection studies

The expected discovery potential from the combined analysis is determined from a fit to pseudo-data
that consist of the nominal simulated background contributions and a signal with a known resonance
mass and production cross section. The addition of the BSM signal to the SM expectation is referred
to as the signal injection. By studying the local ?0 values resulting from fits with injected signal, the
discovery potential for a given model is evaluated. The study is performed using the bbA signal model,
but is expected to generalise also to the other signal models, as the relevant quantity affecting shape of
the signal distributions is the natural width of the resonance mass distribution, which is similar for all
signal models, with maximum differences below 10%.

There are three sets of pseudo-data with injected signal defined, for resonance mass hypotheses of
<A = 440, 1200, and 1600GeV. The final discriminant distributions of injected signals are normalised
to the production cross section fgg→bbA→bbZh of 0.23 pb, 0.017 pb, and 0.011 pb for the injected signal
masses of 440GeV, 1200GeV, and 1600GeV, respectively. The values roughly correspond to the
upper cross section exclusion limits at the 95% C.L. obtained with the partial data set recorded in
2015 and 2016 [14]. The corresponding local ?0 values obtained by performing the fit to pseudo-data
for a range of signal mass hypotheses, <A, are shown in Figure 6.1.
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Figure 6.1: The local ?0 values in dependence on the signal mass hypothesis, <A, as obtained from combined
fits (bbA fit configuration) to pseudo-data with an injected bbA signal with a mass of (a) <A = 440GeV,
(b) <A = 1200GeV, and (c) <A = 1600GeV. For reference, the signal significance levels up to 5f are indicated
by the red dotted lines.

As expected, the probability ?0 of the background-only hypothesis in each <A scan is smallest for the
hypothesised signal mass value <A, corresponding to the mass of the injected signal. At this mass
point, the background-only hypothesis is ruled out with a significance of 4 standard deviations (4f) or
more. However, already a small variation of the mass hypothesis leads to a significant increase of
the ?0 value. For example, the ?0 value at <A = 440GeV for the fit with a 440GeV injected signal
(cf. Figure 6.1(a)) is approximately 1 × 10−8. On the other hand, for very close-by simulated signal
mass hypotheses of 420GeV and 460GeV, the ?0 values of approximately 5 × 10

−4 and 3 × 10−5,
respectively, are obtained from the corresponding fits. This shows that if the simulated signal in the fit
model has a mass that is only 20GeV different from the true value in the data, the discovery potential
is reduced from a significance well above 5f to a value that is only between 3f and 4f.

The same holds also for the injected signals with resonance masses of 1200GeV and 1600GeV
(cf. Figures 6.1(b) and 6.1(c)). However, for these injected signals, some residual sensitivity is
observed even for the signal mass hypotheses that are 200GeV away from the injected mass. For
such large resonance masses, the combined sensitivity is mainly driven by the aabb final state
(cf. Section 6.6). Since the resolution of the <T, +h discriminant in the aabb final state is substantially
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6.5 Signal modelling using morphing techniques

worse than the corresponding resolution of the <+h discriminant in the ℓ
±
ℓ
∓bb final state, the signal

is smeared out over a wider <T, +h range, causing the residual sensitivity even if the signal mass
hypothesis is more than 10% different from the true value in data.

In summary, this study shows that for relatively small resonance masses a narrow grid of simulated
mass points (i.e. Δ< ' 10 − 20GeV) is required for optimum coverage of all signal masses. For larger
resonance masses, especially above approximately 1.2 TeV, a slightly wider grid (Δ< ' 50− 100GeV)
is sufficient.

6.5 Signal modelling using morphing techniques

Generating a grid of signal samples in which the distance between the simulated mass points
approximately corresponds to the resonance mass resolution in the most sensitive channel (Section 6.4)
is computationally expensive and inefficient. A dedicated signal interpolation technique (referred to
as morphing) is therefore introduced to emulate additional signal samples with intermediate mass
points between the ones in the original grid of samples.

In this section, the moment morphing technique [232] is discussed. It is used to emulate the
so-called morphed signal samples from a set of original simulated ones. In order to validate the
morphing procedure, an additional set of morphed validation samples is generated and compared
to the detailed MC-based simulation of the detector response. For brevity, they are referred to as
morphed and simulated samples, respectively. These comparisons between morphed and validation
signal predictions are performed separately for each signal model, i.e. HVT Z′, 2HDM ggA, and
2HDM bbA processes. The simulated signal samples of each signal model are divided into two sets
(referred to as training and testing class, respectively): the first set of samples in a given signal sample
is used to generate the morphed validation samples and second to compare the morphed validation
samples to the simulated samples.

For the final fit to data, an optimal compromise between additional computing cost and the recovery
of expected signal sensitivity is found for the set of the simulated and the additional morphed samples
with resonance mass distances as summarised in Table 6.6.

6.5.1 Overview of the morphing technique

This analysis makes use of the moment morphing technique introduced in Ref. [232]. The technique
introduces a morphing p.d.f. 5 (®G |<) that transforms the set of observables ®G based on the single
morphing parameter <. While the method is able to transform several observables ®G = (G1, G2, G3, . . .)
at once, its application in this analysis is limited to the single observable, i.e. the (transverse) invariant

161



6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.6: Optimal distance Δ< between the simulated resonance mass points. The first column specifies the
resonance mass range and the remaining columns indicate the Δ< with which signal samples (either originally
simulated or morphed) are produced. A dash “—” indicates that no signal sample is available for the specified
resonance mass range.

Δ< [GeV]

Resonance mass range HVT Z′ 2HDM ggA 2HDM bbA

300GeV – 350GeV 100 50 50
350GeV – 390GeV — 10 10
400GeV – 490GeV 25 10 10
500GeV – 780GeV 25 20 20
800GeV – 1000GeV 50 50 50
1050GeV – 3000GeV 50 — —
3100GeV – 5000GeV 100 — —

mass of the candidate+h system. The morphing parameter< is the resonance mass of the hypothesised
signal (<Z′ or <A). For the p.d.f. 5 (®G |<), the authors of Ref. [232] suggest using a Taylor series up to
order (= − 1) around a reference mass point <0. Given = known (simulated) values of <, one can
write the vector equation

5 (®G |<8) ≈
=−1∑
9=0
(<8 − <0)

9
5
′
9 (®G |<0) =

=−1∑
9=0

"89 5
′
9 (®G |<0), (6.1)

where "89 is the = × = transformation matrix "89 = (<8 − <0)
9 , and 5 (®G |<8) and 5

′
9 (®G |<0) are the

distributions of the set of observables ®G of the = known values of <8 (8 = 0, 1, . . . , = − 1) and the
reference mass point <0, respectively. The inversion of the transformation matrix allows to predict the
template shape at any given model parameter (i.e. mass point) <′

5pred(®G |<
′) =

=−1∑
9=0

28 (<
′) 5 (®G |<8). (6.2)

where, in the case of this analysis, the 5 (®G |<8) p.d.f.s are given by the originally simulated signal
samples for the various mass points <8 and the coefficients 28 (<

′) are obtained from the inverted
transformation matrix,

28 (<
′) =

=−1∑
9=0
(<′ − <0) ("

−1) 98 . (6.3)
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6.5 Signal modelling using morphing techniques

In summary, the moment morphing technique consists of the following steps:

1. Determination of the transformation matrix based on = given simulated samples,

2. Inversion of the transformation matrix,

3. Definition of (= − 1) p.d.f.s 5 (®G |<8) based on the simulated samples, and

4. Predictions of 5 (®G |<8) for any value of <
′ using Equation (6.2).

Since this technique does not consider the statistical uncertainties of the input distributions, the
statistical uncertainty of the resulting morphed signal shape template is calculated from average
statistical uncertainties of the two neighbouring originally simulated signal samples (one at the lower
and one at the higher signal mass point). Using their respective integrals �low and �high and statistical
uncertainties flow and fhigh, the statistical uncertainty of the morphed sample at a mass point " is
defined as

f"

�"
=
1
√
2

(
flow
�low
+
fhigh

�high

)
, (6.4)

which is equivalent to the arithmetic mean of the statistical uncertainties of the neighbouring simulated
samples, increased by a factor of

√
2, which is added to account for potential residual correlations

between the simulated samples.

Systematic uncertainties for the morphed signal samples are obtained by repeating the moment
morphing technique with the <T, +h/<+h distributions modified with respect to the nominal ones
according to the corresponding systematic uncertainties.

6.5.2 Validation of the morphed signal samples for the HVT Z′ model

The 22 simulated mass points for the HVT Z′ signal hypothesis are divided into training and testing
samples as summarised in Table 6.7. Based on the training signal samples, the morphing p.d.f. is

Table 6.7: Training and testing classes for the validation of the Z′ signal morphing.

Group Z′ Signal Mass Points [GeV] Total

train 300, 500, 700, 900, 1200, 1600, 2000, 2400, 2800, 3500, 4500 11
test 400, 600, 800, 1000, 1400, 1800, 2200, 2600, 3000, 4000 10

calculated, from which signal samples corresponding to the same mass points as in the testing group
are generated. The comparison of these simulated testing and morphed signal samples is given in
Figure 6.2 for a selected subset of the morphed mass points and signal regions. The subset of mass
points and signal regions is chosen such that it contains examples of all typical observations made
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Figure 6.2: Comparison of simulated and morphed distributions of the reconstructed resonance candidate mass
for the HVT Z′ boson signal with a resonancemass of (a)<Z′ = 400GeV in the ℓ

±
ℓ
∓bb 1 b-tag resolved-topology

signal region, (b) <Z′ = 600GeV in the ℓ
±
ℓ
∓bb 2 b-tag resolved-topology signal region, (c) <Z′ = 1.0TeV in

the ℓ±ℓ∓bb 2 b-tag resolved-topology signal region, (d) <Z′ = 1.4TeV in the aabb 1 b-tag merged-topology
signal region, (e) <Z′ = 3.0TeV in the aabb 1 b-tag merged-topology signal region, and (f) <Z′ = 4.0TeV in
the aabb 1 b-tag merged-topology signal region. The morphed distributions are shown as the full histograms.
The distributions from simulated samples are shown as the full markers with the corresponding statistical
uncertainty. The bottom panels show the ratio of the morphed distribution over the simulated reference, with
the statistical uncertainties corresponding to the uncertainty of the morphed sample.
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6.5 Signal modelling using morphing techniques

when comparing the reference simulated to the morphed signal samples. At several presented mass
points, the peak value of the morphed mass distribution is shifted with respect to the simulated
validation distribution. In these cases, an “S”-shape is observed for the ratio of the two distributions
(e.g. Figures 6.2(b) and 6.2(d)). The corresponding difference between the two samples can be as
large as 20%. These differences are expected to decrease with a finer grid of training samples, since
the training samples represent only half of all samples that will be used for the final morphing (the
other half being the testing samples). The final morphing based on both training and testing samples
is expected to significantly decrease the described mismodelling. In some cases (e.g. Figure 6.2(c)),
the overall normalisation of the morphed sample is smaller compared to the corresponding simulated
sample, i.e. the morphed signal sample predicts a smaller number of signal events. In the statistical
analysis this leads to more conservative (weaker) exclusion limits. For the reported example, the
normalisation of the morphed distribution 20% smaller than the original one, which is well within
the expected uncertainty expected from the final fit to the data. In most cases, however, the morphed
distributions agree well with the original simulation (cf. Figures 6.2(e) and 6.2(f)).

6.5.3 Validation of the morphed signal samples for the 2HDM A model

For the 2HDM A pseudoscalar signal, 15 simulated samples are produced in each of the two production
modes (ggA mode and bbA mode). They are each divided into training and testing classes as
summarised in Table 6.8. Morphed signal distributions are produced from the training set, separately
for each production mode. The simulated distributions from testing samples are again compared to

Table 6.8: Training and testing classes for the validation of the 2HDM A signal morphing.

Group ggA Signal Mass Points [GeV] Total

train 300, 420, 460, 600, 800, 1000, 1400, 2000 8
test 400, 440, 500, 700, 900, 1200, 1600 7

the corresponding morphed distributions based on selected subsets of distributions in Figures 6.3
and 6.4 for the 2HDM A pseudoscalar produced in gluon fusion and in association with b-quarks,
respectively. Similar observations as for the HVT Z′ signals (cf. Section 6.5.2) are made. In addition,
the bbA distributions are in general subject to larger statistical uncertainties due to a smaller signal
reconstruction efficiency compared to signal events from other signal models (cf. Figure 5.5).

6.5.4 Precision of morphed signal predictions

Upper limits `up on the signal strength ` obtained at the 95% C.L. using simulated signal samples are
compared to the corresponding limits obtained using a morphed signal sample at a given resonance
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

mass (cf. Table 6.9). In most cases, the expected upper limit on the signal strength obtained both from

Table 6.9: Upper limits `up on the signal strength ` at the 95% C.L. obtained from the simulated and the
corresponding morphed signal samples for selected mass points within three signal models. The values are
obtained from the fit to pseudo-data corresponding to an integrated luminosity of 139 fb−1.

Signal process and mass `
simulated
up `

morphed
up (`morphedup /`simulatedup ) − 1

Z′, <Z′ = 500GeV 7.687 × 101 8.139 × 101 +5.9%
Z′, <Z′ = 2GeV 1.227 1.230 +0.2%
Z′, <Z′ = 4TeV 3.528 × 10−1 3.657 × 10−1 +3.7%

ggA, <A = 400GeV 9.007 × 10−1 7.920 × 10−1 −12%
ggA, <A = 800GeV 2.547 × 10−2 2.584 × 10−2 +1.5%
ggA, <A = 1.6TeV 6.911 × 10−3 6.888 × 10−3 −0.3%

bbA, <A = 400GeV 1.135 1.143 +0.7%
bbA, <A = 800GeV 3.199 × 10−2 3.456 × 10−2 +8.0%
bbA, <A = 1.6TeV 6.428 × 10−3 9.987 × 10−3 +55%

simulated and from morphed signal samples agree within 5%–10%, with a tendency towards slightly
higher (i.e. more conservative) limits in case of the morphed signal samples. The largest differences
are seen for the expected limit on the ggA signal with a signal mass of <A = 400GeV and for the
bbA signal with a signal mass of <A = 1.6TeV. However, only a single simulated signal sample is
available with lower (higher) resonance mass for the <A = 400GeV (<A = 1.6TeV) morphed signal,
indicating that the precision of the morphing method is significantly decreased in such edge cases.
Therefore, morphed samples are only used in the final fit to the data if at least two simulated signal
samples with lower and two with higher resonance mass are available.
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Figure 6.3: Comparison of simulated and morphed distributions of the reconstructed resonance candidate mass
for the 2HDM A pseudoscalar produced in pure gluon fusion with a resonance mass of (a) <A = 440GeV in
the aabb 2 b-tag resolved-topology signal region, (b) <A = 500GeV in the aabb 2 b-tag resolved-topology
signal region, (c) <A = 700GeV in the aabb 2 b-tag resolved-topology signal region, (d) <A = 900GeV in the
aabb 1 b-tag resolved-topology signal region, (e) <A = 1.2TeV in the aabb 2 b-tag merged-topology signal
region, and (f) <A = 1.6TeV in the aabb 1 b-tag merged-topology signal region. The morphed distributions
are shown as the full histograms. The distributions from simulated samples are shown as the full markers with
the corresponding statistical uncertainty. The bottom panels show the ratio of the morphed distribution over the
simulated reference, with the statistical uncertainties corresponding to the uncertainty of the morphed sample.
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Figure 6.4: Comparison of simulated and morphed distributions of the reconstructed resonance candidate mass
for the 2HDM A pseudoscalar produced in association with b-quarks with a resonance mass of (a) <A = 440GeV
in the aabb 2 b-tag resolved-topology signal region, (b) <A = 500GeV in the aabb 2 b-tag resolved-topology
signal region, (c) <A = 700GeV in the aabb 2 b-tag resolved-topology signal region, (d) <A = 900GeV in the
aabb 1 b-tag resolved-topology signal region, (e) <A = 1.2TeV in the aabb 2 b-tag merged-topology signal
region, and (f) <A = 1.6TeV in the aabb 1 b-tag merged-topology signal region. The morphed distributions
are shown as the full histograms. The distributions from simulated samples are shown as the full markers with
the corresponding statistical uncertainty. The bottom panels show the ratio of the morphed distribution over the
simulated reference, with the statistical uncertainties corresponding to the uncertainty of the morphed sample.
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6.6 Results of the combined analysis

This section presents the results of the combined fits of the expected final discriminant distributions in
the aabb and ℓ±ℓ∓bb final states to the observed data from the LHC Run 2 dataset of pp collisions at
√
B = 13TeV with an integrated luminosity of 139 fb−1. In general, all observations are compatible
with the background-only expectation and therefore upper limits on the signal cross section are derived,
similarly to the results presented in Sections 4.11 and 5.9. The results are also interpreted in terms of
limits on the selected parameters of the HVT model, in particular in the two-dimensional parameter
space spanned by the model parameters (62/6+ )2� and 6+ 2� , similar as for the previous results
which are summarised in Chapter 2 (cf. Figure 2.9). In addition to the results of the search for a
HVT Z′ boson, which is presented in Section 6.6.1, the searches for a 2HDM A boson produced via
gluon fusion (ggA) and in association with b-quarks (bbA) are shown in Sections 6.6.2 and 6.6.3,
respectively. The results of the search for the 2HDM A boson produced via both the ggA and the bbA
production mode is presented in Section 6.6.4.

6.6.1 Results of the HVT Z′ boson search

The observed and expected numbers of background events in the signal regions of the Z′/ggA fit setup
are shown in Table 6.10. The corresponding numbers in the aabb sideband control regions are given
in Table 6.11. The expected values are obtained from a background-only fit to the data simultaneously
in all signal and control regions. All observed event yields are compatible with the corresponding
expected value within the post-fit uncertainties. The post-fit distributions of the final discriminant
variables are shown in Figures 6.5, 6.6 and 6.7 for the aabb signal regions, ℓ±ℓ∓bb signal regions,
and control regions from both final states, respectively. The numbers of expected background events
and <T, +h distributions corresponding to the aabb signal and control regions are very similar to the
corresponding ones obtained from the standalone analysis of the aabb final state, yet small differences
exist due to the slightly different best-fit values of the contributing nuisance parameters. No excess of
events beyond the background-only expectation is observed and therefore upper limits on the HVT
Z′→ Zh cross section are determined at the 95% C.L., as summarised in Table 6.12 and visualised in
Figure 6.8. The observed upper cross section limits are in agreement with the expectation within the
2f uncertainty band for all Z′ boson mass hypotheses, except at <Z′ = 500GeV, where a small excess
of events with a significance of 2.14 standard deviations above the SM background is observed. The
local probabilities of the background-only hypothesis, ?0, are shown for all signal mass hypotheses in
Figure 6.9.

Based on these observations and in combination with the predicted cross sections of the HVTModels A
and B (cf. Appendix A.1), Z′ boson resonances with masses of up to 2.8 TeV and 3.3GeV, respectively,
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.10: The number of observed and expected (post-fit) events in the various aabb and ℓ±ℓ∓bb signal regions
in the Z′/ggA fit setup. The reported numbers correspond to an integrated luminosity of 139 fb−1. Numbers
are individually rounded and therefore the Total background can be different from the sum of the individual
components. Cells are marked with a dash “—” if fewer than 1 event of the corresponding process is expected.

aabb signal regions

resolved topology merged topology
Process 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 39 700 ± 500 10 380 ± 90 1710 ± 80 66.8 ± 2.5
Z+hf 3670 ± 120 2980 ± 80 670 ± 40 303 ± 13
Z+(b;, c;) 22 100 ± 500 115 ± 15 2650 ± 80 12.8 ± 1.4
Z+; 1510 ± 200 4.0 ± 1.8 372 ± 34 —
W+hf 1110 ± 50 840 ± 40 268 ± 28 122 ± 15
W+(b;, c;) 9490 ± 310 75 ± 9 1140 ± 90 5.8 ± 0.6
W+; 1910 ± 230 11 ± 4 215 ± 29 —
SM +h 211 ± 7 276 ± 9 22.5 ± 0.8 14.1 ± 0.5
Diboson 367 ± 27 54.3 ± 3.5 220 ± 17 62 ± 5
Total background 80 070 ± 220 14 740 ± 80 7260 ± 60 588 ± 13
Data 80 110 14 681 7260 584

ℓ
±
ℓ
∓bb signal regions

resolved topology merged topology
Process 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 8090 ± 50 6130 ± 60 47 ± 4 3.25 ± 0.32
Z+hf 22 190 ± 310 17 000 ± 110 213 ± 6 100.7 ± 3.4
Z+(b;, c;) 104 100 ± 800 430 ± 40 728 ± 17 4.11 ± 0.21
Z+; 6600 ± 700 23 ± 9 156 ± 10 —
W+hf 4.2 ± 0.8 1.48 ± 0.08 — —
W+(b;, c;) 21.0 ± 1.7 — 1.43 ± 0.06 —
SM +h 321 ± 8 402 ± 11 5.08 ± 0.20 2.60 ± 0.12
Diboson 1354 ± 29 383.1 ± 9.7 77.1 ± 1.8 17.5 ± 0.6
Total background 142 670 ± 270 24 370 ± 90 1229 ± 16 128 ± 4
Data 142 672 24 371 1220 133
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(a)

2−10

1−10

1

10

210

310

410

510

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

1 b-tag, resolved

200 300 400 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
HVT 1.4TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(b)

2−10

1−10

1

10

210

310

410

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

2 b-tags, resolved

200 300 400 1000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
HVT 1.4TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(c)

3−10

2−10

1−10

1

10

210

310

410

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

1 b-tag, merged

500 600 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
HVT 1.4TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

(d)

3−10

2−10

1−10

1

10

210

310

E
ve

nt
s/

G
eV -1 = 13 TeV, 139 fbs

SR 0-lep.

2 b-tags, merged

500 600 1000 2000
 [GeV]VhT, m

0.8
0.9

1
1.1
1.2

da
ta

 / 
bk

g

Data
HVT 1.4TeV, 1pb
top
Z+(bb,bc,cc)
Z+(bl,cl), Z+l

W+(bb,bc,cc)
W+(bl,cl), W+l
other
pre-fit BG sum
uncertainty

Figure 6.5: Observed and expected post-fit <T, +h distributions obtained from the Z′/ggA fit setup in the aabb
signal regions, with (a) 1 b-tag and (b) 2 b-tag events with the resolved topology and (c) 1 b-tag and (d) 2 b-tag
events with the merged topology. The total pre-fit background contribution is indicated by the dashed black
line and the expected signal distribution from a HVT Z′ boson with a mass of 1.4 TeV and fpp→Z′→Zh = 1 pb
is shown as the dotted red line. The data-to-background ratio where the hatched area indicates the post-fit
background uncertainty is shown in the bottom panels.
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Figure 6.6: Observed and expected post-fit <+h distributions obtained from the Z′/ggA fit setup in the ℓ±ℓ∓bb
signal regions, with (a) 1 b-tag and (b) 2 b-tag events with the resolved topology and (c) 1 b-tag and (d) 2 b-tag
events with the merged topology. The total pre-fit background contribution is indicated by the dashed black
line and the expected signal distribution from a HVT Z′ boson with a mass of 1.4 TeV and fpp→Z′→Zh = 1 pb
is shown as the dotted red line. The data-to-background ratio where the hatched area indicates the post-fit
background uncertainty is shown in the bottom panels.
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Figure 6.7: Observed and expected post-fit <T, +h and <+h distributions obtained from the Z′/ggA fit setup in
the aabb and ℓ±ℓ∓bb control regions, with (a) 1 b-tag and (b) 2 b-tag events in the sideband control regions
with the resolved topology, and (c) 1 b-tag and (d) 2 b-tag events in the sideband control regions with the
merged topology of the aabb final state, and (e) 1 and 2 b-tag events in the opposite-flavour control region with
resolved topology in the ℓ±ℓ∓bb final state. The total pre-fit background contribution is indicated by the dashed
black line. The data-to-background ratio where the hatched area indicates the post-fit background uncertainty is
shown in the bottom panels.
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.11: The number of observed and expected (post-fit) events in the aabb sideband control regions in
the Z′/ggA fit setup. The reported numbers correspond to an integrated luminosity of 139 fb−1. Numbers
are individually rounded and therefore the Total background can be different from the sum of the individual
components. Cells are marked with a dash “—” if fewer than 1 event of the corresponding process is expected.

aabb sideband control regions

resolved topology merged topology
Process 1 b-tag 2 b-tags 1 b-tag 2 b-tags

top quarks 78 800 ± 1700 28 900 ± 400 530 ± 40 17.9 ± 0.7
Z+hf 14 300 ± 600 11 800 ± 400 359 ± 19 135 ± 7
Z+(b;, c;) 79 300 ± 3100 390 ± 70 1400 ± 60 5.4 ± 0.5
Z+; 5800 ± 1200 13 ± 6 256 ± 30 —
W+hf 4980 ± 350 4150 ± 290 155 ± 16 65 ± 7
W+(b;, c;) 31 600 ± 1200 210 ± 40 540 ± 60 1.69 ± 0.17
W+; 6000 ± 1200 20 ± 9 141 ± 23 —
SM +h 242 ± 15 144 ± 8 2.75 ± 0.16 —
Diboson 1940 ± 240 530 ± 60 48 ± 5 5.0 ± 0.4
Total background 222 900 ± 500 46 210 ± 200 3420 ± 50 230 ± 8
Data 222 882 46 277 3435 230
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Figure 6.8: The observed (full black line) and expected (full blue line) 95% C.L. upper limits on the cross
section times branching ratio, fpp→Z′→Zh, for the combination of the aabb (0L, dashed orange line) and ℓ±ℓ∓bb
(2L, dashed purple line) final states. SM branching fractions of B(h→ bb) = 0.569, B(Z → aa) = 0.2, and
B(Z → ℓ

+
ℓ
−) = 0.1 are assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on the

expected cross section limit, respectively. For comparison, the corresponding signal production cross sections
predicted by the HVT Models A and B are overlaid.
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6.6 Results of the combined analysis

Table 6.12: The observed and the expected 95% C.L. upper limit on the HVT Z′ → Zh signal cross section
f
up
pp→Z′→Zh

with ±1f and ±2f uncertainty bands for the different Z′ masses. The results are obtained from the

combined analysis of the aabb and ℓ±ℓ∓bb final states using the LHC Run 2 pp data set at
√
B = 13TeV with an

integrated luminosity of 139 fb−1. Only the mass points corresponding to simulated signal samples are shown.

Z′ mass
[GeV]

f
up, exp.
pp→Z′→Zh
[fb]

−2f
[fb]

−1f
[fb]

+1f
[fb]

+2f
[fb]

f
up, obs.
pp→Z′→Zh
[fb]

300 7.32 × 102 3.93 × 102 5.28 × 102 1.02 × 103 1.37 × 103 9.77 × 102

400 1.62 × 102 8.71 × 101 1.17 × 102 2.26 × 102 3.05 × 102 1.51 × 102

500 5.97 × 101 3.20 × 101 4.30 × 101 8.34 × 101 1.13 × 102 1.14 × 102

600 3.07 × 101 1.65 × 101 2.21 × 101 4.29 × 101 5.80 × 101 3.01 × 101

700 1.83 × 101 9.81 1.32 × 101 2.56 × 101 3.47 × 101 1.56 × 101

800 1.09 × 101 5.87 7.88 1.53 × 101 2.09 × 101 1.18 × 101

900 7.86 4.22 5.66 1.10 × 101 1.51 × 101 8.30
1000 6.27 3.36 4.52 8.81 1.20 × 101 6.12
1200 4.18 2.24 3.01 5.92 8.20 3.05
1400 3.60 1.93 2.59 5.10 7.05 2.38
1600 2.89 1.55 2.08 4.11 5.74 1.79
1800 2.25 1.21 1.62 3.22 4.54 1.59
2000 1.79 9.59 × 10−1 1.29 2.58 3.68 2.10
2200 1.42 7.64 × 10−1 1.03 2.07 2.98 2.07
2400 1.19 6.36 × 10−1 8.54 × 10−1 1.73 2.51 1.72
2600 9.95 × 10−1 5.34 × 10−1 7.17 × 10−1 1.45 2.13 1.52
2800 8.61 × 10−1 4.62 × 10−1 6.21 × 10−1 1.26 1.87 1.27
3000 7.46 × 10−1 4.00 × 10−1 5.38 × 10−1 1.10 1.64 9.14 × 10−1

3500 5.92 × 10−1 3.18 × 10−1 4.26 × 10−1 8.82 × 10−1 1.34 5.37 × 10−1

4000 4.86 × 10−1 2.61 × 10−1 3.50 × 10−1 7.32 × 10−1 1.14 3.69 × 10−1

4500 4.20 × 10−1 2.25 × 10−1 3.02 × 10−1 6.37 × 10−1 1.01 3.16 × 10−1

5000 3.83 × 10−1 2.06 × 10−1 2.76 × 10−1 5.86 × 10−1 9.45 × 10−1 2.96 × 10−1
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Figure 6.9: The observed local ?0-values for the HVT Z′ signal mass hypotheses between 300GeV and 5TeV.
For reference, the signal significance levels of 1f and 2f are indicated by the red dotted lines.

are excluded at the 95% C.L. The excluded mass values are similar to the ones obtained in the aabb
standalone analysis, since the combined signal sensitivity is dominated by the aabb final state in
the case of an almost background-free kinematic region with <T, +h & 2TeV. For higher resonance
masses, the signal-to-background ratio saturates, as only very few background events are expected
for <T, +h and <+h values above 1.5 TeV. This reduces the impact of the post-fit uncertainties on
the result such that the aabb final state drives the combined sensitivity due to the larger number of
events in the aabb than in the ℓ±ℓ∓bb signal regions with merged topology. For lower signal masses,
particularly in the intermediate region between <Z′ = 700GeV and <Z′ = 1500GeV, the combined
result is significantly better than the corresponding results from either of the two individual analyses.
In this kinematic region, there are still substantial contributions from background processes, and
thus the reduced post-fit uncertainties due to the correlated treatment of uncertainty sources improve
the combined sensitivity. For even smaller resonance masses, the ℓ±ℓ∓bb standalone analysis is
significantly more sensitive than the aabb analysis, such that the benefit of the combined analysis is
negligible. In total, the combined expected upper cross section limit is always better than the ones
from each individual analysis over the full <Z′ range. Cross sections for the production of a HVT Z′

boson decaying into Zh, fpp→Z′→Zh, that are above 0.98 pb at <Z′ = 300GeV and above 0.30 fb at
<Z′ = 5TeV are excluded at the 95% C.L.

The observed upper cross section limits are also compared to the signal cross sections predicted
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Figure 6.10: The observed contours at the 95% C.L. of excluded HVT model parameter combinations
6� = 6+ 2� and 6� = (62/6+ )2� for HVT Z′ signals with resonance masses of 2 TeV (inner dashed line),
3 TeV (dotted line), and 4 TeV (outer dashed line). Areas outside the contours (i.e. larger absolute values of the
parameters 6� and 6+ ) are excluded. The parameter settings corresponding to the reference HVTModels A and
B are indicated by the full dots. The grey area indicates the model parameter space in which the approximation
of a narrow width resonance is no longer valid, i.e. Γ/< > 5%.

by a general HVT model, i.e. in terms of fermion coupling 6� = (62/6+ )2� and the Higgs and
vector boson coupling 6� = 6+ 2� (cf. Section 2.1). The corresponding (6� , 6+ ) exclusion contours
obtained at the 95% C.L. for resonance masses of 2 TeV, 3 TeV, and 4 TeV are shown in Figure 6.10.
The largest part of the (6� , 6+ ) parameter space with narrow width resonances is excluded for a
resonance with <Z′ = 2TeV. With increasing resonance masses, e.g. 3TeV and 4GeV, the excluded
regions become smaller. Figure 6.10 also shows the (6� , 6+ ) points corresponding to the HVT
reference Models A and B. In agreement with the observation in Figure 6.8, the HVT Z′ boson with
<Z′ = 3TeV is almost excluded (is excluded) at the 95% C.L. for the reference Model A (Model B).

The impact Δ ˆ̀ of the individual nuisance parameters on the best fit signal strength ˆ̀ is quantified
relative to the total impact Δ ˆ̀tot of all uncertainties, as shown in Figures 6.11 and 6.12 for the fits to
the observed data with a signal mass of <Z′ = 700GeV and <Z′ = 2TeV, respectively. Compared to
the standalone fit in the aabb final state, the overall impact of the systematic uncertainties decreased
in the combined fit and is now below approximately 20% (2%) for any given nuisance parameter at
<Z′ = 700GeV (2 TeV). This shows that the correlated treatment of uncertainty sources significantly
decreases the post-fit uncertainties. For the 700GeV signal mass point, the W+hf matrix element
and parton shower (ME+PS) uncertainties have the largest relative impact of approximately 20%.

177



6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

3− 2− 1− 0 1 2 3 4

top mrg./res. ratio

MET hard obj.

Z+hf QCD Scale

small-R JER / DataVsMC

small-R JES / NP3

Z+(bl, cl) QCD scale

small-R b-tag / c_1

small-R JES Pile-Up / NP2

W+hf mrg./res. ratio

Z+hf 0-lep./2-lep. ratio

small-R JES Pile-Up / NP1

Z+(bl, cl) normalisation

small-R b-tag / light_0

Z+hf SR/CR ratio res.

W+hf SR/CR ratio

 reweight 0Lbb

T
V+jets p

Z+hf ME+PS

SM Vh(bb) cross section

 reweight 2Lbb

T
Z+jets p

W+hf ME+PS

1− 0.5− 0 0.5 1 1.5
tot

µ∆/µ∆

3− 2− 1− 0 1 2 3 4

θ∆)/0θ - θ(

 0.80±-0.84 

 0.86±0.02 

 0.84±0.16 

 0.76±0.41 

 0.83±-0.31 

 0.69±-0.32 

 0.96±0.43 

 0.89±-0.47 

 0.71±0.22 

 0.62±0.50 

 0.88±-0.05 

 0.06±1.18 

 0.75±0.52 

 0.84±0.15 

 0.89±-0.25 

 0.40±0.23 

 0.44±-0.77 

 0.95±0.41 

 0.41±-0.28 

 0.73±0.24 

Observed pull

Prefit uncertainty

µPostfit impact on 
-1 = 13 TeV, 139 fbs

Figure 6.11: The individual impact Δ ˆ̀ of the 20 most relevant nuisance parameters on the best-fit HVT Z′
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Figure 6.12: The individual impact Δ ˆ̀ of the 20 most relevant nuisance parameters on the best-fit HVT Z′ boson
signal strength ˆ̀ with respect to the nominal best-fit value, obtained from an unconstrained fit to the data of the
signal-plus-background hypothesis with a signal mass <Z′ = 2TeV and fpp→Z′→Zh = 2 fb. The Δ ˆ̀ are given
relative to the total impact Δ ˆ̀tot of all systematic and statistical uncertainties. They are obtained by repeating
the fit with nuisance parameters being shifted by ±1 standard deviation with respect to their best-fit values. The
post-fit pulls (\̂ − \0)/Δ\ of the nuisance parameters \ are indicated by the black dots with black error bars Δ\.
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Further dominant uncertainty sources are related to the Z+jets ?bb
T -based reweighting in the ℓ

±
ℓ
∓bb

final state and to the predicted cross section of the SM +h process. The relative importance of the
remaining uncertainties targeting the Z+jets background components is decreased compared to the
standalone analysis of the aabb final state due to the constraints from the ℓ±ℓ∓bb final state. For the
2 TeV signal mass point, uncertainties on the mass resolution of large-radius jets and the extrapolation
of the b-tagging efficiency calibration to high-?T large-radius jets are dominant. TheW+hf ME+PS
modelling uncertainties contribute as the third-highest ranking nuisance parameter. However, this
analysis is strongly limited by the statistical uncertainties, as even the highest-ranking nuisance
parameter contributes only about 2% to the total change of Δ ˆ̀tot.

The impact of a set of related nuisance parameters on the total uncertainty of the best-fit signal strength
ˆ̀ is evaluated by comparing two fit results: one with the full set of nuisance parameters (yielding
the uncertainty ftot) and one with a particular set of nuisance parameters excluded (yielding the
uncertainty f ®\8excluded, with

®\8 indicating the set of excluded nuisance parameters). The exclusion
of nuisance parameters from the fit is achieved by setting the values of the corresponding nuisance
parameters to their best-fit values and not allowing these values to be changed by the fit. The impact
of the given set of nuisance parameters on ˆ̀ is then defined via the quadratic difference of the two
obtained uncertainties on ˆ̀

f\8
=

√
f
2
tot − f

2
\8 excluded. (6.5)

The nuisance parameters are grouped corresponding to the uncertainty sources presented in Sections 5.6
and 6.2.2. The obtained uncertainty values for the fits with pseudo-data containing signal masses
of 700GeV and 2TeV are summarised in Table 6.13. For both signal mass points, the dominant
contribution to the total uncertainty originates from statistical uncertainties on the data set. For
completeness, the pull distributions of all nuisance parameters are shown in Appendix D.2.1.

The observed and expected correlation between the nuisance parameters are shown in Figures 6.13
and 6.14, respectively. Even though additional constraints on the Z + jets background components are
available from the ℓ±ℓ∓bb final state (with respect to the standalone fit of the aabb signal regions), a
large correlation is observed between the normalisation of the top quark and the Z+hf background
processes, indicating that constraints on the Z+jets background components alone are not sufficient to
resolve the residual redundancy in the statistical description of these background components. Most of
the other remaining correlations are related to the ++jets background components and the similarity
in the shapes of the respective final fit discriminant. This is especially pronounced in the aabb final
state, due to the worse resonance mass resolution.
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6.6 Results of the combined analysis

Table 6.13: The expected uncertainties on the best-fit signal strength ˆ̀ at an integrated luminosity of 139 fb−1

for the combined analysis of the aabb and ℓ±ℓ∓bb final states in the Z′/ggA fit setup with two different signal
mass points. The uncertainty on the signal strength is given for a specific set of uncertainty sources, for the sum
of all systematic uncertainties, and for the statistical uncertainties on the data. The values are obtained from an
unconstrained fit to pseudo-data containing an HVT Z′ signal with fpp→Z′→Zh = 20 fb (2 fb) at <Z′ = 700GeV
(2 TeV).

Uncertainty on ˆ̀ [%]

Uncertainty source <Z′ = 700GeV <Z′ = 2TeV

b-tagging (small-radius jets) 2.6 0.6
b-tagging (track jets) 0.6 1.5
top quark normalisation 0.7 0.2
Z+hf normalisation 0.1 0.2
Z+(b;, c;) normalisation 1.2 0.1
Jets 0.8 0.6
Leptons 0.1 0.0
Taus 0.1 0.0
�
miss
T 1.1 0.1
Luminosity 1.9 1.7
Pileup 0.2 0.1
?
miss
T reweight 0.6 0.3

?
bb
T reweight 4.8 0.5
large-radius ?T-based reweighting 0.2 2.6
Theory uncertainties (top quarks) 1.5 0.2
Theory uncertainties (Z+jets) 4.5 1.2
Theory uncertainties (W+jets) 7.0 1.2
Theory uncertainties (signal) 1.0 2.0
Diboson normalisation 1.2 1.1
SM +h normalisation 2.8 0.7
MC stat. 6.4 2.4

Total syst. 16.8 5.5
Data stat. 22.1 22.3

Total 27.8 22.9
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states
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Figure 6.13: Expected correlation coefficients between the 20 nuisance parameters with the largest correlations,
obtained from a fit to expected pseudo-data for the background-only hypothesis in the Z′/ggA fit setup.
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6.6 Results of the combined analysis
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Figure 6.14: Observed correlation coefficients between the 20 nuisance parameters with the largest correlations,
obtained from a fit to the observed data for the background-only hypothesis in the Z′/ggA fit setup.
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.14: The observed and the expected 95% C.L. upper limits on the 2HDM A→ Zh signal cross section
f
up
gg→A→Zh with ±1f and ±2f uncertainty bands for different A masses. The A boson is assumed to be
exclusively produced in gluon fusion (ggA). The results are obtained from the combined analysis of the aabb
and ℓ±ℓ∓bb final states using the LHC Run 2 pp data set at

√
B = 13TeV with an integrated luminosity of

139 fb−1. Only the mass points corresponding to simulated signal samples are shown.

A mass
[GeV]

f
up, exp.
gg→A→Zh
[fb]

−2f
[fb]

−1f
[fb]

+1f
[fb]

+2f
[fb]

f
up, obs.
gg→A→Zh
[fb]

300 4.50 × 102 2.42 × 102 3.24 × 102 6.26 × 102 8.40 × 102 5.94 × 102

400 1.22 × 102 6.52 × 101 8.76 × 101 1.70 × 102 2.29 × 102 1.06 × 102

420 1.05 × 102 5.63 × 101 7.55 × 101 1.46 × 102 1.98 × 102 6.74 × 101

440 8.94 × 101 4.80 × 101 6.44 × 101 1.25 × 102 1.69 × 102 6.40 × 101

460 7.48 × 101 4.01 × 101 5.39 × 101 1.05 × 102 1.41 × 102 7.16 × 101

500 5.41 × 101 2.90 × 101 3.90 × 101 7.57 × 101 1.03 × 102 1.04 × 102

600 2.97 × 101 1.59 × 101 2.14 × 101 4.17 × 101 5.67 × 101 3.12 × 101

700 1.83 × 101 9.82 1.32 × 101 2.57 × 101 3.52 × 101 1.39 × 101

800 1.20 × 101 6.46 8.68 1.70 × 101 2.33 × 101 1.19 × 101

900 9.46 5.08 6.82 1.33 × 101 1.82 × 101 1.02 × 101

1000 7.21 3.87 5.19 1.02 × 101 1.40 × 101 6.75
1200 4.90 2.63 3.53 6.96 9.68 3.51
1400 4.26 2.29 3.07 6.06 8.45 2.99
1600 3.60 1.93 2.59 5.13 7.17 2.28
2000 2.46 1.32 1.77 3.54 5.03 2.66

6.6.2 Results of the search for a 2HDM A boson produced via gluon fusion

The search for a 2HDM A pseudoscalar produced via gluon fusion (ggA mode, cf. Figure 5.2(b)) is
performed using the same fit configuration as the search presented in the previous section (Z′/ggA
fit setup). Therefore, the same numbers of post-fit expected and observed events are obtained and
no excess of events above the background-only expectation is observed. Based on the dedicated
ggA signal samples, upper limits at the 95% C.L. are determined on the production cross section of
an A boson produced via gluon fusion, fupgg→A→Zh, as summarised in Table 6.14 and visualised in
Figure 6.15. All observed limits are compatible with the respective expected limit within the ±2f
uncertainty band, except for the signal mass hypothesis of <A = 500GeV hypothesis, where a small
excess of events with a significance of 2.14 standard deviations is observed. Production cross sections
above 450 fb at <A = 300GeV and above 2.46 fb at <A = 2TeV are excluded at the 95% C.L. The
observed local ?0 values of the background-only hypothesis are shown in Figure 6.16. The values
are very similar to the corresponding ones obtained from the HVT Z′ analysis (cf. Section 6.6.1),
underlining the similarity of the two signal models in terms of their respective distributions of the
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Figure 6.15: The observed (full black line) and expected (full blue line) 95% C.L. upper limits on the cross
section times branching ratio, fgg→A→Zh, for the combination of the aabb (0L, dashed orange line) and ℓ±ℓ∓bb
(2L, dashed purple line) final states. SM branching fractions of B(h→ bb) = 0.569, B(Z → aa) = 0.2, and
B(Z → ℓ

+
ℓ
−) = 0.1 are assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on the

expected cross section limit, respectively.

final discriminating variables.

6.6.3 Results of the search for a 2HDM A boson produced with b quarks

A dedicated fit to the observed data including additional signal regions is performed when searching
for a 2HDM A boson produced in association with a b-quark pair (bbA mode, cf. Figure 5.2(c)),
as described in Section 6.3. All observed numbers of events in the various signal regions are
compatible with the background-only post-fit expectation (cf. Table 6.15). The observed and post-fit
expected background distributions of the final discriminating variables are shown in Figures 6.17,
6.18 and 6.19 for the aabb signal regions, the ℓ±ℓ∓bb signal regions with resolved topology, and the
ℓ
±
ℓ
∓bb signal regions with merged topology, respectively. As no significant excess of events beyond

the background-only expectation is observed, upper limits at the 95% C.L. are obtained on the bbA
signal cross section, as reported in Table 6.16 and visualised in Figure 6.20. All observed cross section
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Figure 6.16: The observed local ?0-values for the 2HDM A (produced via gluon fusion) signal mass hypotheses
between 300GeV and 2TeV. For reference, the signal significance levels of 1f and 2f are indicated by the red
dotted lines.

limits are compatible with the corresponding expected limits within the ±2f uncertainty band. Cross
sections for the production of a 2HDM A boson produced in association with b-quarks and decaying
into Zh, fgg→bbA→bbZh, that are above 0.42 pb at <A = 300GeV and above 2.7 fb at <A = 2TeV are
excluded at the 95% C.L. The compatibility of the observed data with the background-only hypothesis
is further emphasised by the local ?0 values, which are all well below a significance level of 2 standard
deviations (2f), as shown in Figure 6.21.

The nuisance parameters with the largest impact on the best-fit ˆ̀ are summarised in Figures 6.22
and 6.23 for the <A = 400GeV and <A = 1.6TeV bbA signal mass points, respectively. For the lower
mass point, where there are significant background contributions to the <T, +h/<+h, the dedicated
treatment of the Z+jets background components in the high b-tag signal regions with resolved topology
has the largest impact on the best-fit ˆ̀ value of about 10%, indicating that these regions have the
overall largest sensitivity in the analysis. Other dominant nuisance parameters are related to the
QCD scale uncertainties of Z+hf events (8%) and the parton shower tune in signal events (7%). For
the fit at the 1.6 TeV bbA signal mass point, the uncertainties on the predicted cross sections of the
SM diboson processes have the largest impact on ˆ̀, about 15%, indicating that the corresponding
distributions of the discriminating variables are to some extent mutually indistinguishable. The second-
and third-highest ranking nuisance parameters describe the theoretical uncertainties on the signal
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Figure 6.17: Observed and expected post-fit <T, +h distributions obtained from the bbA fit setup in the aabb
signal regions, with (a) 1 b-tag, (b) 2 b-tag, and (c) 3 or more b-tag events with the resolved topology, and
(d) 1 b-tag, (e) 2 b-tag, and (f) 2 b-tag with additional b-tagged track jets not matched to the leading large-radius
jet events with the merged topology. The total pre-fit background contribution is indicated by the dashed black
line and the expected signal distribution from a 2HDM A boson (ggA mode) with a mass of 700GeV (1.4 TeV)
and fgg→bbA→bbZh = 10 fb (1 fb) is shown as the dotted red line for the distributions corresponding to events in
the resolved (merged) topology. The data-to-background ratio where the hatched area indicates the post-fit
background uncertainty is shown in the bottom panels.
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Figure 6.18: Observed and expected post-fit <+h distributions obtained from the bbA fit setup in the ℓ
±
ℓ
∓bb

signal regions with resolved topology and (a) 1 b-tag, (b) 2 b-tag, and (c) 3 or more b-tag events. In (d), the
<+h distribution obtained from events with 1 or 2 b-tagged jets in the tt control region with opposite-flavour
leptons is shown. The total pre-fit background contribution is indicated by the dashed black line and the
expected signal distribution of a 700GeV 2HDM A boson produced in association with a b-quark pair with
fgg→bbA→bbZh = 10 fb is shown as the dotted red line. The data-to-background ratio where the hatched area
indicates the post-fit background uncertainty is shown in the bottom panels.
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Figure 6.19: Observed and expected post-fit <+h distributions obtained from the bbA fit setup in the ℓ
±
ℓ
∓bb

signal regions with merged topology and events with (a) 1 b-tag, (b) 2 b-tags, and (c) 1 or more b-tags together
with additional b-tagged track jets not matched to the leading large-radius jet. In (d), the <+h distribution
obtained from events with 1 or 2 b-tagged track jets matched to the leading large-radius jet in the tt control
region with opposite-flavour leptons is shown. The total pre-fit background contribution is indicated by the
dashed black line and the expected signal distribution of a 1.4 TeV 2HDM A boson produced in association
with a b-quark pair with fgg→bbA→bbZh = 1 fb is shown as the dotted red line. The data-to-background ratio
where the hatched area indicates the post-fit background uncertainty is shown in the bottom panels.
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Table 6.15: The number of observed and expected (post-fit) events in the various aabb and ℓ±ℓ∓bb signal
regions in the bbA fit setup. The reported numbers correspond to an integrated luminosity of 139 fb−1. Numbers
are individually rounded and therefore the Total background can be different from the sum of the individual
components. Cells are marked with a dash “—” if fewer than 1 event of the corresponding process is expected.
The number of additional b-tagged VR track jets not matched to the leading large-radius track jet is abbreviated
with “add.”.

aabb signal regions

resolved topology merged topology
Process 1 b-tag 2 b-tags 3+ b-tags 1 b-tag 2 b-tags, 0 add. 2 b-tags, 1+ add.

tt+hf 4070 ± 310 1310 ± 110 406 ± 21 280 ± 40 14.4 ± 2.2 22.9 ± 3.4
top quarks 36 300 ± 500 8990 ± 120 736 ± 20 1690 ± 70 57.5 ± 2.3 53.9 ± 2.5
Z+hf 3776 ± 97 3000 ± 70 81.7 ± 3.3 665 ± 28 304 ± 12 19.2 ± 1.3
Z+(b;, c;) 20 800 ± 400 113 ± 15 5.92 ± 0.95 2340 ± 70 12.5 ± 0.9 2.39 ± 0.23
Z+; 1690 ± 230 5.8 ± 2.2 — 388 ± 31 — —
W+hf 1000 ± 40 750 ± 40 27.8 ± 1.4 213 ± 17 94 ± 8 3.6 ± 0.5
W+(b;, c;) 9780 ± 310 89.0 ± 9.6 3.8 ± 0.6 1120 ± 90 6.0 ± 0.6 —
W+; 2030 ± 270 14 ± 4 — 239 ± 29 — —
SM +h 226 ± 14 295 ± 18 3.77 ± 0.21 24.5 ± 1.7 15.4 ± 1.1 —
Diboson 500 ± 60 73 ± 8 4.0 ± 0.5 300 ± 40 83 ± 11 2.75 ± 0.32
Total 80 110 ± 220 14 650 ± 90 1270 ± 21 7250 ± 60 587 ± 13 106 ± 5
Data 80 110 14 681 1265 7260 584 105

ℓ
±
ℓ
∓bb signal regions

resolved topology merged topology
Process 1 b-tag 2 b-tags 3+ b-tags 1 b-tag 2 b-tags, 0 add. 1+ b-tags, 1+ add.

tt+hf 1280 ± 70 1137 ± 35 106.1 ± 3.2 10.5 ± 0.5 — 25.7 ± 1.3
top quarks 6750 ± 100 4860 ± 90 27.8 ± 1.9 38.9 ± 2.4 2.66 ± 0.20 58 ± 4
Z+hf 23 000 ± 500 17 050 ± 110 333 ± 9 213 ± 7 99 ± 4 33.5 ± 2.2
Z+(b;, c;) 102 400 ± 1200 470 ± 40 22.1 ± 2.3 724 ± 18 4.66 ± 0.22 164 ± 7
Z+; 7300 ± 1100 35 ± 11 0 152 ± 12 — 18.8 ± 1.7
W+hf 4.66 ± 0.99 1.51 ± 0.13 — — — —
W+(b;, c;) 22.9 ± 3.2 — — 1.368 ± 0.034 — —
W+; — — — — — —
SM +h 331 ± 14 402 ± 13 5.18 ± 0.19 5.08 ± 0.25 2.59 ± 0.13 —
Diboson 1540 ± 80 426 ± 19 12.3 ± 0.6 84.3 ± 2.9 18.8 ± 0.8 10.1 ± 0.4
Total 142 680 ± 310 24 387 ± 95 506 ± 12 1230 ± 16 129 ± 4 311 ± 7
Data 142 672 24 371 505 1220 133 311

parton shower modelling (10%) and the matching of the matrix element to parton shower generator
(ME-to-PS) for the top quark processes (10%).

The expected impact of different sets of nuisance parameters on the best-fit uncertainty on the signal
strength is determined following Equation (6.5) and is shown in Table 6.17. For both investigated
signal mass points, the statistical uncertainty of the recorded data set is the dominant contributor to
the total uncertainty. The uncertainty due to the statistical fluctuations in data is particularly large
for the 400GeV signal mass point, indicating that the dominant contribution to the signal strength `
stems from the less populated resolved-topology signal regions with three or more b-tagged jets. In
these regions, there is only a very limited number of contributing events compared to other signal
regions with resolved topology. The post-fit pull values for complete set of nuisance parameters are
shown in Appendix D.2.2.
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6.6 Results of the combined analysis

Table 6.16: The observed and the expected 95% C.L. upper limits on the 2HDM A→ Zh signal cross section
f
up
gg→bbA→bbZh

with ±1f and ±2f uncertainty bands for different A masses. The A boson is assumed to be
exclusively produced in association with b-quarks (bbA). The results are obtained from the combined analysis of
the aabb and ℓ±ℓ∓bb final states using the LHC Run 2 pp data set at

√
B = 13TeV with an integrated luminosity

of 139 fb−1. Only the mass points corresponding to simulated signal samples are shown.

A mass
[GeV]

f
up, exp.
gg→bbA→bbZh
[fb]

−2f
[fb]

−1f
[fb]

+1f
[fb]

+2f
[fb]

f
up, obs.
gg→bbA→bbZh
[fb]

300 4.15 × 102 2.23 × 102 2.99 × 102 5.79 × 102 7.84 × 102 3.56 × 102

400 1.14 × 102 6.14 × 101 8.25 × 101 1.61 × 102 2.22 × 102 1.20 × 102

420 1.01 × 102 5.41 × 101 7.26 × 101 1.42 × 102 1.95 × 102 1.32 × 102

440 8.28 × 101 4.45 × 101 5.97 × 101 1.17 × 102 1.61 × 102 9.65 × 101

460 6.87 × 101 3.69 × 101 4.95 × 101 9.71 × 101 1.34 × 102 6.97 × 101

500 5.54 × 101 2.97 × 101 3.99 × 101 7.84 × 101 1.08 × 102 9.29 × 101

600 3.20 × 101 1.72 × 101 2.30 × 101 4.55 × 101 6.36 × 101 4.35 × 101

700 1.87 × 101 1.01 × 101 1.35 × 101 2.68 × 101 3.78 × 101 1.87 × 101

800 1.30 × 101 6.97 9.36 1.85 × 101 2.60 × 101 1.17 × 101

900 1.00 × 101 5.39 7.23 1.43 × 101 1.99 × 101 8.91
1000 8.48 4.55 6.11 1.21 × 101 1.68 × 101 5.85
1200 5.57 2.99 4.01 7.93 1.10 × 101 3.65
1400 4.40 2.36 3.17 6.34 9.03 3.23
1600 3.77 2.02 2.72 5.44 7.77 2.50
2000 2.67 1.43 1.92 3.92 5.79 2.48

The expected and observed correlations between nuisance parameters are shown in Figures 6.24
and 6.25, respectively. Once more, the largest correlations are observed across the normalisations of
the ++jets and top quark background components.

6.6.4 Combined interpretation of the 2HDM ggA and bbA production modes

The signal hypotheses presented in Sections 6.6.2 and 6.6.3 correspond to the 2HDM A being produced
exclusively via gluon fusion and in association with b-quarks, respectively. Within the 2HDM model,
the relative contribution of the two production modes are fixed for any given set of 2HDM parameters.
Thus, a simultaneous fit of both ggA and bbA signal contributions will provide direct constraints on
the 2HDM parameter space. In order to allow for a simultaneous fit of signal contributions from both
production modes in the statistical analysis of the observed data, a dedicated fit is performed with both
production modes included in the signal hypothesis. For this fit, the number of expected signal events
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states

Table 6.17: The expected uncertainties on the best-fit signal strength ˆ̀ at an integrated luminosity of 139 fb−1

for the combined analysis of the aabb and ℓ±ℓ∓bb final states in the bbA fit setup with two different signal mass
points. The uncertainty on the signal strength is given for a specific set of uncertainty sources, for the sum
of all systematic uncertainties, and for the statistical uncertainties on the data. The values are obtained from
an unconstrained fit to pseudo-data containing a 2HDM A signal produced in association with b-quarks with
fgg→bbA→bbZh = 120 fb (14 fb) at <A = 400GeV (1.6 TeV).

Uncertainty on ˆ̀ [%]

Uncertainty source <A = 400GeV <A = 1.6TeV

b-tagging (small-radius jets) 2.6 1.8
b-tagging (track jets) 0.4 2.2
Jets 0.8 1.1
Leptons 0.2 0.1
Taus 0.3 0.1
�
miss
T 0.6 0.1
Luminosity 1.6 0.3
Pileup 0.3 0.0
?
miss
T reweight 2.3 0.6

?
bb
T reweight 2.3 1.0
large-radius ?T-based reweighting 0.1 0.7
Theory uncertainties (top quarks) 5.3 0.9
Theory uncertainties (Z+jets) 4.5 1.3
Theory uncertainties (W+jets) 3.3 0.6
Theory uncertainties (signal) 1.6 0.9
top quark normalisation 2.8 0.2
Z+hf normalisation 0.1 0.4
Z+(b;, c;) normalisation 1.8 0.6
Diboson normalisation 1.6 0.9
SM +h normalisation 3.3 1.1
MC stat. 12.5 2.2

Total syst. 26.9 5.8
Data stat. 43.7 15.1

Total 51.3 16.2
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Figure 6.20: The observed (full black line) and expected (full blue line) 95% C.L. upper limits on the cross
section times branching ratio, fgg→bbA→bbZh, for the combination of the aabb (0L, dashed orange line) and
ℓ
±
ℓ
∓bb (2L, dashed purple line) final states. SM branching fractions of B(h→ bb) = 0.569, B(Z → aa) = 0.2,

and B(Z → ℓℓ) = 0.1 are assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on
the expected cross section limit, respectively.

from Equation (4.3) is modified to

=
sig
21

→ =
sig, total
21

= 5ggA · =
sig, ggA
21

+ 5bbA · =
sig, bbA
21

, (6.6)

where the signal fractions 5ggA and 5bbA are introduced as configurable parameters to individually
scale the fraction of signal events produced exclusively via gluon fusion (=sig, ggA

21
) and in association

with a b-quark pair (=sig, bbA
21

).

By scanning simultaneously over the two signal fractions and calculating the test statistic value
(cf. Equation (4.6)) at each point ( 5ggA, 5bbA), two-dimensional upper cross section limits are obtained
(i.e. simultaneous cross section limits depending on fupgg→A→Zh vs. fup

gg→bbA→bbZh
). For simulated

background-only pseudo-data, the resulting expected limits on the two cross sections are shown
in Figure 6.26. The best-fit value (point of the highest probability) coincides with the origin at
( 5ggA, 5bbA) = (0, 0) by construction, and the 68% and 95% C.L. intervals correspond to the smallest
areas that contain the corresponding probability.1 The corresponding observed exclusion contours are
shown in Figure 6.27, where the background-only scenario (i.e. (0, 0)) is contained within the 68%
1 These values do not necessarily coincide with the one-dimensional upper cross section limits at the 95% C.L. as described
in more detail in Ref. [233].
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300GeV and 2TeV. For reference, the signal significance levels of 0.5f, 1f, and 1.5f are indicated by the red
dotted lines.

C.L. contour for all tested values of <A.
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Figure 6.22: The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit signal strength
ˆ̀ with respect to the nominal best-fit value. The best-fit value ˆ̀ is obtained from an unconstrained fit to the
data using a signal-plus-background hypothesis (for the 2HDM A boson produced in association with b-quarks)
with a signal mass of <A = 400GeV and fgg→A→Zh = 120 fb. The impact Δ ˆ̀ is obtained by repeating the fit
with the respective nuisance parameter being modified by ±1 (post-fit) standard deviation around their best-fit
values. The nuisance parameter standard deviations are indicated in the figure by black bars. The post-fit pull
(\̂ − \0)/Δ\ on a given nuisance parameter \ is indicated by the black dot. The exact pull values are written
explicitly next to each nuisance parameter.
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Figure 6.23: The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit signal strength
ˆ̀ with respect to the nominal best-fit value. The best-fit value ˆ̀ is obtained from an unconstrained fit to the
data using a signal-plus-background hypothesis (for the 2HDM A boson produced in association with b-quarks)
with a signal mass of <A = 1.6TeV and fgg→A→Zh = 14 fb. The impact Δ ˆ̀ is obtained by repeating the fit
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explicitly next to each nuisance parameter.
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Figure 6.24: Expected correlation coefficients between the 20 nuisance parameters with the largest correlations,
obtained from a fit to expected pseudo-data for the background-only hypothesis in the bbA fit setup.
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Figure 6.25: Observed correlation coefficients between the 20 nuisance parameters with the largest correlations,
obtained from a fit to the observed data for the background-only hypothesis in the bbA fit setup.
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6.6 Results of the combined analysis
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Figure 6.26: The expected upper limit contours at 68% C.L. (grey) and 95% C.L. (black) on the cross sections
for the gluon fusion, fupgg→A→Zh, and the b-quark associated signal production, fup

gg→bbA→bbZh
, obtained from a

combined fit of the aabb and ℓ±ℓ∓bb final state fit regions to background-only pseudo-data. Both cross sections
are multiplied with the branching fraction for an A boson into a Zh boson pair, �(A→ Zh). The best-fit value is
indicated by the black cross. The area on the top-right above each contour line is excluded at the corresponding
confidence level. SM branching fractions of B(h→ bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1

are assumed. The scan is performed for A boson masses between 300GeV and 2000GeV.
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6 The search for heavy bosons in the combination of aabb and ℓ±ℓ∓bb final states
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Figure 6.27: The observed upper limit contours at 68% C.L. (grey) and 95% C.L. (black) on the cross sections
for the gluon fusion, fupgg→A→Zh, and the b-quark associated signal production, fup

gg→bbA→bbZh
, obtained from

a combined fit of the aabb and ℓ±ℓ∓bb final state fit regions to the recorded data. Both cross sections are
multiplied with the branching fraction for an A boson into a Zh boson pair, �(A→ Zh). The best-fit value is
indicated by the black cross. The area on the top-right above each contour line is excluded at the corresponding
confidence level. SM branching fractions of B(h→ bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1

are assumed. The scan is performed for A boson masses between 300GeV and 2000GeV.
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CHAPTER SEVEN

CONCLUSIONS AND OUTLOOK

Since its discovery in 2012, the Higgs boson has become a key probe for the exploration of new
physics scenarios beyond the Standard Model (BSM). In addition to the measurement of Higgs
boson properties and searching for deviations from SM predictions, the SM Higgs boson may also
be produced in decays of new BSM particles. The discovered Higgs boson could, for example, be
part of an extended scalar sector with additional Higgs bosons—like a pseudoscalar A boson—as
described by Two-Higgs Doublet Models (2HDMs). Other extensions of the Standard Model—such
as the Heavy Vector Triplet (HVT) model—predict the existence of additional heavy vector bosons
W′± and Z′, which couple to the SM Higgs boson h. Searches for new heavy resonances decaying into
the Higgs boson strongly constrain many extensions of the Standard Model. In this thesis, searches
for such resonances (W′±, Z′, A) decaying into a weak vector boson and a Higgs boson have been
performed, using the LHC Run-2 (2015–2018) pp collision data recorded by the ATLAS experiment
at a centre-of-mass energy of 13 TeV.

The search for a new heavy charged vector boson W′ in W′ → Wh decays predicted by the HVT
model was performed in the ℓ± (—)

aℓbb final state using the dataset of pp collisions recorded in 2015 and
2016 that corresponds to an integrated luminosity of 36.1 fb−1. The focus of this thesis for this search
was on the modelling of the background processes. The contribution of multĳet background was
estimated using a dedicated data-driven method. The ++jets background was classified according to
their jet flavour, in order to optimise the modelling of this background. No significant excess of events
over the expected background contribution was observed. Therefore, 95% C.L. upper limits on the
production cross time branching fraction, fpp→W′→,ℎ

×B(ℎ→ bb, cc), of a heavyW′→ Wh vector
boson resonance were set for representative W′ masses. Values of fpp→W′→,ℎ

× B(ℎ → bb, cc)
above 0.29 pb and 1.1 fb are excluded for W′ resonance masses of 300GeV and 5TeV, respectively.
Correspondingly,W′ boson masses above 2.7 TeV and 2.8 TeV are excluded at 95% C.L. in the HVT
reference models A and B, respectively. In a combined analysis of the aabb, ℓ± (—)

aℓbb, and ℓ±ℓ∓bb
final states, assuming degenerated Z′ and W′ boson masses in the HVT model, resonance masses
above 2.8 TeV and 2.9 TeV are excluded at 95% C.L. for the HVT models A and B, respectively.
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7 Conclusions and outlook

The searches for a neutral pseudoscalar A and a heavy vector Z′ boson have been performed in the
aabb final state using the full Run-2 dataset with an integrated luminosity of 139 fb−1. Compared
to the preceding analysis based on the 2015 and 2016 dataset, significant improvements to the
analysis strategy have been made within the context of this thesis, increasing the search sensitivity
beyond the mere improvement of the statistical precision of the recorded dataset. The employment of
track jets with a variable, ?T-dependent radius parameter greatly improves the search sensitivity for
large resonance masses. A threshold on the object-based �missT significance allowed for the efficient
suppression of the multĳet background to a negligible level, as demonstrated by a new data-driven
background estimation method. The ++jets background was classified similarly to the analysis of
the ℓ± (—)

aℓbb final state. The work done within the context of this thesis also contributed the complete
statistical interpretation of the data, including the calculation of 95% C.L. upper cross section limits.
No significant excess over the background-only expectation was observed. Consequently, 95% C.L.
upper limits on the signal production cross section times branching ratio are derived for the 2HDM A
boson and the HVT Z′ boson resonances decaying subsequently into the SM Higgs boson and a Z
boson (- → Zh). The interpretation in terms of a 2HDM pseudoscalar A is limited to the A boson
production via gluon fusion. Production cross sections times branching ratios fpp→Z′→Zh of 31 pb,
2.7 fb, and 0.32 fb are excluded at the 95% C.L. for HVT Z′ resonances with masses of 300GeV,
2 TeV, and 5TeV, respectively. These limits are up to a factor of two lower for 2HDM A boson
production via gluon fusion.

The combined statistical interpretation of the data in the aabb and the ℓ±ℓ∓bb final states was
performed as a part of this thesis. It allows for up to 30-fold stronger constraints on new heavy boson
production compared to the limits from the aabb final state alone. Additionally, the combination
also provides sensitivity to A boson production in association with b-quarks by employing dedicated
signal regions. In an effort to restore the sensitivity to new signals with resonance masses in the range
between the simulated signal mass points, a morphing signal modelling technique was implemented.
As no excess over the background in either of the two final states was observed, combined upper
limits on the production cross section times branching ratio of new heavy resonances were determined.
Values of fpp→Z′→Zh larger than 0.98 pb, 2.1 fb, and 0.30 fb are excluded at 95% C.L. for resonance
masses of 300GeV, 2 TeV, and 5 TeV, respectively. Differences of approximately a factor of two are
observed in the 2HDM interpretations. The results are also translated into exclusion contours in the
two-dimensional parameter space of couplings of the new heavy boson to W , Z, and Higgs bosons
(6� ) and to fermions (6� ) in the HVT model. The results of the interpretations of 2HDM A boson
production via gluon fusion (ggA) and in association with b-quarks (bbA) are combined to obtain
exclusion contours in the plane fgg→A→Zh vs. fgg→bbA→bbZh. The Standard Model background-only
hypothesis is contained within the 68%C.L. exclusion contours for all tested 2HDMA boson resonance
masses between 300GeV and 2TeV.
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The presented upper limits on the production cross sections of new resonances are obtained using only
minimal assumptions about the tested theoretical models. The main assumption is that the natural
decay width Γ of the new heavy boson with mass < is small enough, Γ/< . 5%, allowing for these
particles to observed as a narrow resonance on top of the smoothly falling background spectrum.
Therefore, the results can be re-interpreted in terms of various other models with spin-0 or spin-1
resonances decaying to Wh or Zh.

Searches for heavy diboson resonances have also been carried out in other decay modes. New results
for searches in the fully hadronic +h→ qqbb (+ = W , Z) final state [234], and in the semileptonic
++ decay mode [235] have recently been published. The former search sets particularly strong upper
cross section limits for resonance masses below 3TeV, while the latter provides very similar limits
to those presented in this thesis over the full range of resonance masses. By accepting a certain
model dependence related to the relative branching fractions for different resonance decay modes, the
statistical combination of these searches will further strengthen the constraints on the production of
new heavy resonances. Such a combination was published with the partial dataset recorded in 2015
and 2016 [236] and the update with the full Run-2 dataset is expected to exclude HVT Model A and B
resonances for masses beyond 4TeV.

In the future, the search for+h resonances can be significantly improved by further increasing the signal
reconstruction efficiency. The current reconstruction of the h→ bb Higgs boson decay candidates
often leads to the selection of a wrong jet pair. Especially in the case of 2HDM A boson production in
association with a b-quark pair, the selection of the correct h→ bb candidate is challenging and a
large fraction of the signal does not pass the signal selection criteria. By including more information
on the kinematic properties of the final state jets using multivariate analysis methods leveraging the
correlations between the jet properties, the signal acceptance can be significantly improved. Moreover,
additional Higgs boson decay modes, like h→ gg, can be included in the search. A major advantage
of this Higgs decay mode is that a clear distinction between the Higgs decay products and the b-quarks
produced in association with the A boson is possible. With a branching ratio of B(h→ gg) = 6.3%
in the Standard Model [237], this decay mode provides a relatively large number of signal events,
while the background contributions are smaller compared to the bb final state. For highly boosted
Higgs boson decays, the h→ WW decay mode into two hadronically decayingW bosons, with SM
branching fraction B(h→ WW → jets) = 0.21 · (0.67)2 = 9.4%, can also be considered for future
searches. In the case of a highly boosted Higgs boson decay, all final state products can be contained
within a single large-radius jet. Efforts in this direction can be based on preceding work, presented for
instance in Refs. [238, 239], where large-radius jets incorporating track jet information [240] are used
to extract substructure information from the large-radius jet.

Nine years after the discovery of the Higgs boson, no new heavy particle beyond the Standard Model
has been observed at the LHC. Instead, the experiments at the LHC provide increasingly stronger
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7 Conclusions and outlook

constraints on all extensions of the Standard Model. With no clear preference for any model, it is
important to provide the search results in an unbiased, largely model-independent way. Based on the
published results from LHC Run 1 and Run 2 data, the models have evolved and many possibilities
for finding new particles at yet unexplored mass scales exist for the upcoming Run 3 of the LHC
and for the high-luminosity LHC upgrade. With the possibility for direct observation and fairly
model-independent selection of new particles, the search for +h resonances will continue to play an
important role in the future ATLAS and LHC physics programme.
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CHAPTER A

SIGNAL CROSS SECTION TABLES

A.1 HVT production cross sections

The production cross sections for heavy vector boson resonances are calculated using the software
tools provided in Ref. [12]. The predicted values fpp→Z′→Zh within the HVT benchmark Model A
and Model B are shown in Table A.1. The corresponding values for a W′ resonance are summarised
in Table A.2.
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A.1 HVT production cross sections

300GeV 400GeV 500GeV 600GeV 700GeV 800GeV 900GeV

Model A 2.45 · 101 8.6 3.6 1.79 9.81 · 10−1 5.8 · 10−1 3.6 · 10−1

Model B — — — — — 4.9 · 10−1 3.7 · 10−1

1000GeV 1100GeV 1200GeV 1300GeV 1400GeV 1500GeV 1600GeV

Model A 2.31 · 10−1 1.55 · 10−1 1.06 · 10−1 7.4 · 10−2 5.3 · 10−2 3.9 · 10−2 2.84 · 10−2

Model B 2.64 · 10−1 1.89 · 10−1 1.36 · 10−1 9.86 · 10−2 7.2 · 10−2 5.4 · 10−2 4.0 · 10−2

1700GeV 1800GeV 1900GeV 2000GeV 2100GeV 2200GeV 2300GeV

Model A 2.11 · 10−2 1.58 · 10−2 1.20 · 10−2 9.2 · 10−3 7.0 · 10−3 5.4 · 10−3 4.2 · 10−3

Model B 3.02 · 10−2 2.29 · 10−2 1.75 · 10−2 1.35 · 10−2 1.04 · 10−2 8.1 · 10−3 6.3 · 10−3

2400GeV 2500GeV 2600GeV 2700GeV 2800GeV 2900GeV 3000GeV

Model A 3.30 · 10−3 2.58 · 10−3 2.03 · 10−3 1.60 · 10−3 1.27 · 10−3 1.01 · 10−3 8.0 · 10−4

Model B 5.0 · 10−3 3.9 · 10−3 3.08 · 10−3 2.44 · 10−3 1.93 · 10−3 1.54 · 10−3 1.23 · 10−3

3100GeV 3200GeV 3300GeV 3400GeV 3500GeV 3600GeV 3700GeV

Model A 6.4 · 10−4 5.1 · 10−4 4.1 · 10−4 3.27 · 10−4 2.62 · 10−4 2.11 · 10−4 1.69 · 10−4

Model B 9.79 · 10−4 7.8 · 10−4 6.3 · 10−4 5.0 · 10−4 4.0 · 10−4 3.25 · 10−4 2.62 · 10−4

3800GeV 3900GeV 4000GeV 4100GeV 4200GeV 4300GeV 4400GeV

Model A 1.36 · 10−4 1.10 · 10−4 8.8 · 10−5 7.1 · 10−5 5.7 · 10−5 4.6 · 10−5 3.7 · 10−5

Model B 2.11 · 10−4 1.70 · 10−4 1.37 · 10−4 1.10 · 10−4 8.9 · 10−5 7.2 · 10−5 5.8 · 10−5

4500GeV 4600GeV 4700GeV 4800GeV 4900GeV 5000GeV 5100GeV

Model A 3.00 · 10−5 2.42 · 10−5 1.95 · 10−5 1.57 · 10−5 1.27 · 10−5 1.02 · 10−5 8.2 · 10−6

Model B 4.7 · 10−5 3.8 · 10−5 3.04 · 10−5 2.45 · 10−5 1.97 · 10−5 1.59 · 10−5 1.28 · 10−5

5200GeV 5300GeV 5400GeV 5500GeV 5600GeV 5700GeV 5800GeV

Model A 6.6 · 10−6 5.3 · 10−6 4.2 · 10−6 3.40 · 10−6 2.72 · 10−6 2.18 · 10−6 1.74 · 10−6

Model B 1.03 · 10−5 8.3 · 10−6 6.6 · 10−6 5.3 · 10−6 4.3 · 10−6 3.41 · 10−6 2.72 · 10−6

5900GeV 6000GeV 6100GeV 6200GeV 6300GeV 6400GeV 6500GeV

Model A 1.39 · 10−6 1.11 · 10−6 8.8 · 10−7 7.0 · 10−7 5.5 · 10−7 4.4 · 10−7 3.45 · 10−7

Model B 2.17 · 10−6 1.73 · 10−6 1.38 · 10−6 1.09 · 10−6 8.7 · 10−7 6.9 · 10−7 5.4 · 10−7

6600GeV 6700GeV 6800GeV 6900GeV 7000GeV 7100GeV 7200GeV

Model A 2.72 · 10−7 2.14 · 10−7 1.68 · 10−7 1.31 · 10−7 1.02 · 10−7 8.0 · 10−8 6.2 · 10−8

Model B 4.3 · 10−7 3.35 · 10−7 2.63 · 10−7 2.06 · 10−7 1.61 · 10−7 1.25 · 10−7 9.70 · 10−8

7300GeV 7400GeV 7500GeV 7600GeV 7700GeV 7800GeV 7900GeV

Model A 4.8 · 10−8 3.7 · 10−8 2.84 · 10−8 2.18 · 10−8 1.66 · 10−8 1.27 · 10−8 9.60 · 10−9

Model B 7.5 · 10−8 5.8 · 10−8 4.5 · 10−8 3.41 · 10−8 2.61 · 10−8 1.99 · 10−8 1.51 · 10−8

Table A.1: Production cross sections times Zh branching fraction, fpp→Z′→Zh, in pb of a neutral Z
′ heavy vector

boson in the HVT Model A and B benchmarks. The values are generated with the tools provided in Ref. [12].
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A Signal cross section tables

300GeV 400GeV 500GeV 600GeV 700GeV 800GeV 900GeV

Model A 3.9 · 101 1.43 · 101 6.4 3.23 1.80 1.08 6.8 · 10−1

Model B — — — — — 8.8 · 10−1 6.9 · 10−1

1000GeV 1100GeV 1200GeV 1300GeV 1400GeV 1500GeV 1600GeV

Model A 4.4 · 10−1 3.00 · 10−1 2.08 · 10−1 1.47 · 10−1 1.06 · 10−1 7.8 · 10−2 5.8 · 10−2

Model B 5.0 · 10−1 3.6 · 10−1 2.65 · 10−1 1.94 · 10−1 1.44 · 10−1 1.08 · 10−1 8.1 · 10−2

1700GeV 1800GeV 1900GeV 2000GeV 2100GeV 2200GeV 2300GeV

Model A 4.3 · 10−2 3.28 · 10−2 2.50 · 10−2 1.93 · 10−2 1.49 · 10−2 1.16 · 10−2 9.1 · 10−3

Model B 6.2 · 10−2 4.7 · 10−2 3.6 · 10−2 2.83 · 10−2 2.20 · 10−2 1.72 · 10−2 1.35 · 10−2

2400GeV 2500GeV 2600GeV 2700GeV 2800GeV 2900GeV 3000GeV

Model A 7.1 · 10−3 5.6 · 10−3 4.4 · 10−3 3.50 · 10−3 2.78 · 10−3 2.21 · 10−3 1.77 · 10−3

Model B 1.07 · 10−2 8.4 · 10−3 6.7 · 10−3 5.3 · 10−3 4.2 · 10−3 3.38 · 10−3 2.70 · 10−3

3100GeV 3200GeV 3300GeV 3400GeV 3500GeV 3600GeV 3700GeV

Model A 1.41 · 10−3 1.13 · 10−3 9.0 · 10−4 7.2 · 10−4 5.8 · 10−4 4.6 · 10−4 3.7 · 10−4

Model B 2.16 · 10−3 1.73 · 10−3 1.39 · 10−3 1.11 · 10−3 8.9 · 10−4 7.2 · 10−4 5.7 · 10−4

3800GeV 3900GeV 4000GeV 4100GeV 4200GeV 4300GeV 4400GeV

Model A 2.98 · 10−4 2.39 · 10−4 1.92 · 10−4 1.54 · 10−4 1.23 · 10−4 9.85 · 10−5 7.9 · 10−5

Model B 4.6 · 10−4 3.7 · 10−4 2.97 · 10−4 2.38 · 10−4 1.91 · 10−4 1.53 · 10−4 1.22 · 10−4

4500GeV 4600GeV 4700GeV 4800GeV 4900GeV 5000GeV 5100GeV

Model A 6.3 · 10−5 5.0 · 10−5 4.0 · 10−5 3.19 · 10−5 2.54 · 10−5 2.02 · 10−5 1.60 · 10−5

Model B 9.79 · 10−5 7.8 · 10−5 6.2 · 10−5 5.0 · 10−5 4.0 · 10−5 3.15 · 10−5 2.50 · 10−5

5200GeV 5300GeV 5400GeV 5500GeV 5600GeV 5700GeV 5800GeV

Model A 1.27 · 10−5 1.00 · 10−5 7.9 · 10−6 6.2 · 10−6 4.9 · 10−6 3.9 · 10−6 3.02 · 10−6

Model B 1.98 · 10−5 1.57 · 10−5 1.24 · 10−5 9.75 · 10−6 7.7 · 10−6 6.0 · 10−6 4.7 · 10−6

5900GeV 6000GeV 6100GeV 6200GeV 6300GeV 6400GeV 6500GeV

Model A 2.36 · 10−6 1.84 · 10−6 1.43 · 10−6 1.11 · 10−6 8.6 · 10−7 6.6 · 10−7 5.1 · 10−7

Model B 3.7 · 10−6 2.87 · 10−6 2.23 · 10−6 1.73 · 10−6 1.34 · 10−6 1.03 · 10−6 8.0 · 10−7

6600GeV 6700GeV 6800GeV 6900GeV 7000GeV 7100GeV 7200GeV

Model A 3.9 · 10−7 2.99 · 10−7 2.28 · 10−7 1.73 · 10−7 1.32 · 10−7 9.96 · 10−8 7.5 · 10−8

Model B 6.1 · 10−7 4.7 · 10−7 3.6 · 10−7 2.72 · 10−7 2.06 · 10−7 1.56 · 10−7 1.18 · 10−7

7300GeV 7400GeV 7500GeV 7600GeV 7700GeV 7800GeV 7900GeV

Model A 5.7 · 10−8 4.2 · 10−8 3.18 · 10−8 2.37 · 10−8 1.77 · 10−8 1.32 · 10−8 9.78 · 10−9

Model B 8.9 · 10−8 6.7 · 10−8 5.0 · 10−8 3.7 · 10−8 2.78 · 10−8 2.07 · 10−8 1.53 · 10−8

Table A.2: Production cross sections times Zh branching fraction, fpp→W′→Zh, in pb of a charged W′ heavy
vector boson in the HVT Model A and B benchmarks. The values are generated with the tools provided in
Ref. [12].
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A.2 2HDM production cross sections

A.2 2HDM production cross sections

The predicted production cross sections for a pseudoscalar A produced via gluon fusion as predicted
by the 2HDM are calculated for several values of tan V and for masses between 300GeV and 2TeV for
the four types of 2HDM. The values for the type I, type II, type III, and type IV scenario are shown in
Tables A.3, A.4, A.5 and A.6, respectively.

The values corresonding to the b-associated production for the four respective models are shown in
Tables A.7, A.8, A.9 and A.10.

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.10 3.13 × 103 2.77 × 103 2.13 × 103 1.66 × 103 1.31 × 103 8.32 × 102 3.04 × 102 1.26 × 102 5.73 × 101 2.80 × 101 1.45 × 101 4.44 1.55
0.12 2.17 × 103 1.93 × 103 1.48 × 103 1.15 × 103 9.08 × 102 5.78 × 102 2.11 × 102 8.74 × 101 3.98 × 101 1.95 × 101 1.01 × 101 3.08 1.08
0.14 1.60 × 103 1.41 × 103 1.09 × 103 8.47 × 102 6.67 × 102 4.25 × 102 1.55 × 102 6.42 × 101 2.92 × 101 1.43 × 101 7.40 2.26 7.90 × 10−1

0.16 1.22 × 103 1.08 × 103 8.33 × 102 6.49 × 102 5.11 × 102 3.25 × 102 1.19 × 102 4.92 × 101 2.24 × 101 1.09 × 101 5.67 1.73 6.05 × 10−1

0.18 9.65 × 102 8.56 × 102 6.58 × 102 5.13 × 102 4.04 × 102 2.57 × 102 9.37 × 101 3.89 × 101 1.77 × 101 8.65 4.48 1.37 4.78 × 10−1

0.20 7.82 × 102 6.93 × 102 5.33 × 102 4.15 × 102 3.27 × 102 2.08 × 102 7.59 × 101 3.15 × 101 1.43 × 101 7.00 3.63 1.11 3.87 × 10−1

0.24 5.43 × 102 4.81 × 102 3.70 × 102 2.88 × 102 2.27 × 102 1.45 × 102 5.27 × 101 2.19 × 101 9.95 4.86 2.52 7.70 × 10−1 2.69 × 10−1

0.28 3.99 × 102 3.54 × 102 2.72 × 102 2.12 × 102 1.67 × 102 1.06 × 102 3.87 × 101 1.61 × 101 7.31 3.57 1.85 5.66 × 10−1 1.97 × 10−1

0.32 3.05 × 102 2.71 × 102 2.08 × 102 1.62 × 102 1.28 × 102 8.13 × 101 2.97 × 101 1.23 × 101 5.60 2.74 1.42 4.33 × 10−1 1.51 × 10−1

0.36 2.41 × 102 2.14 × 102 1.65 × 102 1.28 × 102 1.01 × 102 6.42 × 101 2.34 × 101 9.71 4.42 2.16 1.12 3.42 × 10−1 1.19 × 10−1

0.40 1.95 × 102 1.73 × 102 1.33 × 102 1.04 × 102 8.17 × 101 5.20 × 101 1.90 × 101 7.87 3.58 1.75 9.07 × 10−1 2.77 × 10−1 9.68 × 10−2

0.46 1.48 × 102 1.31 × 102 1.01 × 102 7.85 × 101 6.18 × 101 3.93 × 101 1.44 × 101 5.95 2.71 1.32 6.86 × 10−1 2.10 × 10−1 7.32 × 10−2

0.52 1.16 × 102 1.03 × 102 7.88 × 101 6.14 × 101 4.83 × 101 3.08 × 101 1.12 × 101 4.66 2.12 1.04 5.36 × 10−1 1.64 × 10−1 5.73 × 10−2

0.58 9.30 × 101 8.24 × 101 6.34 × 101 4.94 × 101 3.89 × 101 2.47 × 101 9.03 3.74 1.70 8.33 × 10−1 4.31 × 10−1 1.32 × 10−1 4.60 × 10−2

0.64 7.63 × 101 6.77 × 101 5.21 × 101 4.05 × 101 3.19 × 101 2.03 × 101 7.41 3.07 1.40 6.84 × 10−1 3.54 × 10−1 1.08 × 10−1 3.78 × 10−2

0.70 6.38 × 101 5.66 × 101 4.35 × 101 3.39 × 101 2.67 × 101 1.70 × 101 6.20 2.57 1.17 5.72 × 10−1 2.96 × 10−1 9.05 × 10−2 3.16 × 10−2

0.80 4.89 × 101 4.33 × 101 3.33 × 101 2.59 × 101 2.04 × 101 1.30 × 101 4.74 1.97 8.95 × 10−1 4.38 × 10−1 2.27 × 10−1 6.93 × 10−2 2.42 × 10−2

0.90 3.86 × 101 3.42 × 101 2.63 × 101 2.05 × 101 1.61 × 101 1.03 × 101 3.75 1.55 7.07 × 10−1 3.46 × 10−1 1.79 × 10−1 5.48 × 10−2 1.91 × 10−2

1.0 3.13 × 101 2.77 × 101 2.13 × 101 1.66 × 101 1.31 × 101 8.32 3.04 1.26 5.73 × 10−1 2.80 × 10−1 1.45 × 10−1 4.44 × 10−2 1.55 × 10−2

1.2 2.17 × 101 1.93 × 101 1.48 × 101 1.15 × 101 9.08 5.78 2.11 8.74 × 10−1 3.98 × 10−1 1.95 × 10−1 1.01 × 10−1 3.08 × 10−2 1.08 × 10−2

1.4 1.60 × 101 1.41 × 101 1.09 × 101 8.47 6.67 4.25 1.55 6.42 × 10−1 2.92 × 10−1 1.43 × 10−1 7.40 × 10−2 2.26 × 10−2 7.90 × 10−3

1.6 1.22 × 101 1.08 × 101 8.33 6.49 5.11 3.25 1.19 4.92 × 10−1 2.24 × 10−1 1.09 × 10−1 5.67 × 10−2 1.73 × 10−2 6.05 × 10−3

1.8 9.65 8.56 6.58 5.13 4.04 2.57 9.37 × 10−1 3.89 × 10−1 1.77 × 10−1 8.65 × 10−2 4.48 × 10−2 1.37 × 10−2 4.78 × 10−3

2.0 7.82 6.93 5.33 4.15 3.27 2.08 7.59 × 10−1 3.15 × 10−1 1.43 × 10−1 7 × 10−2 3.63 × 10−2 1.11 × 10−2 3.87 × 10−3

2.2 6.46 5.73 4.41 3.43 2.70 1.72 6.27 × 10−1 2.60 × 10−1 1.18 × 10−1 5.79 × 10−2 3 × 10−2 9.16 × 10−3 3.20 × 10−3

2.4 5.43 4.81 3.70 2.88 2.27 1.44 5.27 × 10−1 2.19 × 10−1 9.95 × 10−2 4.86 × 10−2 2.52 × 10−2 7.70 × 10−3 2.69 × 10−3

2.6 4.63 4.10 3.15 2.46 1.93 1.23 4.49 × 10−1 1.86 × 10−1 8.48 × 10−2 4.14 × 10−2 2.15 × 10−2 6.56 × 10−3 2.29 × 10−3

2.8 3.99 3.54 2.72 2.12 1.67 1.06 3.87 × 10−1 1.61 × 10−1 7.31 × 10−2 3.57 × 10−2 1.85 × 10−2 5.66 × 10−3 1.97 × 10−3

3.0 3.47 3.08 2.37 1.85 1.45 9.25 × 10−1 3.37 × 10−1 1.40 × 10−1 6.37 × 10−2 3.11 × 10−2 1.61 × 10−2 4.93 × 10−3 1.72 × 10−3

3.4 2.71 2.40 1.84 1.44 1.13 7.20 × 10−1 2.63 × 10−1 1.09 × 10−1 4.96 × 10−2 2.42 × 10−2 1.25 × 10−2 3.84 × 10−3 1.34 × 10−3

3.8 2.17 1.92 1.48 1.15 9.05 × 10−1 5.76 × 10−1 2.10 × 10−1 8.72 × 10−2 3.97 × 10−2 1.94 × 10−2 1 × 10−2 3.07 × 10−3 1.07 × 10−3

4.2 1.77 1.57 1.21 9.41 × 10−1 7.41 × 10−1 4.72 × 10−1 1.72 × 10−1 7.14 × 10−2 3.25 × 10−2 1.59 × 10−2 8.22 × 10−3 2.51 × 10−3 8.78 × 10−4

4.6 1.48 1.31 1.01 7.85 × 10−1 6.18 × 10−1 3.93 × 10−1 1.44 × 10−1 5.95 × 10−2 2.71 × 10−2 1.32 × 10−2 6.86 × 10−3 2.10 × 10−3 7.32 × 10−4

5.0 1.25 1.11 8.53 × 10−1 6.64 × 10−1 5.23 × 10−1 3.33 × 10−1 1.21 × 10−1 5.04 × 10−2 2.29 × 10−2 1.12 × 10−2 5.80 × 10−3 1.77 × 10−3 6.19 × 10−4

6.0 8.69 × 10−1 7.70 × 10−1 5.92 × 10−1 4.61 × 10−1 3.63 × 10−1 2.31 × 10−1 8.43 × 10−2 3.50 × 10−2 1.59 × 10−2 7.78 × 10−3 4.03 × 10−3 1.23 × 10−3 4.30 × 10−4

7.0 6.38 × 10−1 5.66 × 10−1 4.35 × 10−1 3.39 × 10−1 2.67 × 10−1 1.70 × 10−1 6.20 × 10−2 2.57 × 10−2 1.17 × 10−2 5.72 × 10−3 2.96 × 10−3 9.05 × 10−4 3.16 × 10−4

8.0 4.89 × 10−1 4.33 × 10−1 3.33 × 10−1 2.59 × 10−1 2.04 × 10−1 1.30 × 10−1 4.74 × 10−2 1.97 × 10−2 8.95 × 10−3 4.38 × 10−3 2.27 × 10−3 6.93 × 10−4 2.42 × 10−4

9.0 3.86 × 10−1 3.42 × 10−1 2.63 × 10−1 2.05 × 10−1 1.61 × 10−1 1.03 × 10−1 3.75 × 10−2 1.55 × 10−2 7.07 × 10−3 3.46 × 10−3 1.79 × 10−3 5.48 × 10−4 1.91 × 10−4

10 3.13 × 10−1 2.77 × 10−1 2.13 × 10−1 1.66 × 10−1 1.31 × 10−1 8.32 × 10−2 3.04 × 10−2 1.26 × 10−2 5.73 × 10−3 2.80 × 10−3 1.45 × 10−3 4.44 × 10−4 1.55 × 10−4

15 1.39 × 10−1 1.23 × 10−1 9.48 × 10−2 7.38 × 10−2 5.81 × 10−2 3.70 × 10−2 1.35 × 10−2 5.60 × 10−3 2.55 × 10−3 1.25 × 10−3 6.45 × 10−4 1.97 × 10−4 6.88 × 10−5

20 7.82 × 10−2 6.93 × 10−2 5.33 × 10−2 4.15 × 10−2 3.27 × 10−2 2.08 × 10−2 7.59 × 10−3 3.15 × 10−3 1.43 × 10−3 7 × 10−4 3.63 × 10−4 1.11 × 10−4 3.87 × 10−5

25 5 × 10−2 4.44 × 10−2 3.41 × 10−2 2.66 × 10−2 2.09 × 10−2 1.33 × 10−2 4.86 × 10−3 2.01 × 10−3 9.17 × 10−4 4.48 × 10−4 2.32 × 10−4 7.10 × 10−5 2.48 × 10−5

30 3.47 × 10−2 3.08 × 10−2 2.37 × 10−2 1.85 × 10−2 1.45 × 10−2 9.25 × 10−3 3.37 × 10−3 1.40 × 10−3 6.37 × 10−4 3.11 × 10−4 1.61 × 10−4 4.93 × 10−5 1.72 × 10−5

35 2.55 × 10−2 2.26 × 10−2 1.74 × 10−2 1.36 × 10−2 1.07 × 10−2 6.79 × 10−3 2.48 × 10−3 1.03 × 10−3 4.68 × 10−4 2.29 × 10−4 1.18 × 10−4 3.62 × 10−5 1.26 × 10−5

40 1.95 × 10−2 1.73 × 10−2 1.33 × 10−2 1.04 × 10−2 8.17 × 10−3 5.20 × 10−3 1.90 × 10−3 7.87 × 10−4 3.58 × 10−4 1.75 × 10−4 9.07 × 10−5 2.77 × 10−5 9.70 × 10−6

45 1.54 × 10−2 1.37 × 10−2 1.05 × 10−2 8.20 × 10−3 6.46 × 10−3 4.11 × 10−3 1.50 × 10−3 6.22 × 10−4 2.83 × 10−4 1.38 × 10−4 7.16 × 10−5 2.19 × 10−5 7.60 × 10−6

50 1.25 × 10−2 1.11 × 10−2 8.53 × 10−3 6.64 × 10−3 5.23 × 10−3 3.33 × 10−3 1.21 × 10−3 5.04 × 10−4 2.29 × 10−4 1.12 × 10−4 5.80 × 10−5 1.77 × 10−5 6.20 × 10−6

Table A.3: Production cross section in pb of a pseudoscalar A produced via the gluon-fusion mode for several
mass points in a type I 2HDM [241–245].
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A Signal cross section tables

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 3.09 × 103 2.77 × 103 2.13 × 103 1.66 × 103 1.31 × 103 8.35 × 102 3.05 × 102 1.27 × 102 5.76 × 101 2.82 × 101 1.46 × 101 4.46 1.56
0.12 2.15 × 103 1.93 × 103 1.48 × 103 1.16 × 103 9.10 × 102 5.80 × 102 2.12 × 102 8.79 × 101 4.00 × 101 1.96 × 101 1.01 × 101 3.10 1.08
0.14 1.58 × 103 1.42 × 103 1.09 × 103 8.49 × 102 6.69 × 102 4.26 × 102 1.56 × 102 6.45 × 101 2.94 × 101 1.44 × 101 7.44 2.28 7.94 × 10−1

0.16 1.21 × 103 1.08 × 103 8.34 × 102 6.50 × 102 5.12 × 102 3.26 × 102 1.19 × 102 4.94 × 101 2.25 × 101 1.10 × 101 5.70 1.74 6.08 × 10−1

0.18 9.54 × 102 8.56 × 102 6.59 × 102 5.14 × 102 4.05 × 102 2.58 × 102 9.41 × 101 3.90 × 101 1.78 × 101 8.69 4.50 1.38 4.80 × 10−1

0.2 7.72 × 102 6.94 × 102 5.34 × 102 4.16 × 102 3.28 × 102 2.09 × 102 7.63 × 101 3.16 × 101 1.44 × 101 7.04 3.65 1.12 3.89 × 10−1

0.24 5.36 × 102 4.82 × 102 3.71 × 102 2.89 × 102 2.28 × 102 1.45 × 102 5.30 × 101 2.20 × 101 1.00 × 101 4.89 2.53 7.74 × 10−1 2.70 × 10−1

0.28 3.94 × 102 3.54 × 102 2.72 × 102 2.12 × 102 1.67 × 102 1.07 × 102 3.89 × 101 1.61 × 101 7.35 3.59 1.86 5.69 × 10−1 1.99 × 10−1

0.32 3.02 × 102 2.71 × 102 2.09 × 102 1.63 × 102 1.28 × 102 8.16 × 101 2.98 × 101 1.24 × 101 5.63 2.75 1.42 4.36 × 10−1 1.52 × 10−1

0.36 2.38 × 102 2.14 × 102 1.65 × 102 1.28 × 102 1.01 × 102 6.44 × 101 2.35 × 101 9.77 4.45 2.17 1.13 3.44 × 10−1 1.20 × 10−1

0.4 1.93 × 102 1.73 × 102 1.34 × 102 1.04 × 102 8.19 × 101 5.22 × 101 1.91 × 101 7.91 3.60 1.76 9.12 × 10−1 2.79 × 10−1 9.74 × 10−2

0.46 1.46 × 102 1.31 × 102 1.01 × 102 7.87 × 101 6.20 × 101 3.95 × 101 1.44 × 101 5.98 2.72 1.33 6.90 × 10−1 2.11 × 10−1 7.36 × 10−2

0.52 1.14 × 102 1.03 × 102 7.90 × 101 6.16 × 101 4.85 × 101 3.09 × 101 1.13 × 101 4.68 2.13 1.04 5.40 × 10−1 1.65 × 10−1 5.76 × 10−2

0.58 9.15 × 101 8.25 × 101 6.35 × 101 4.95 × 101 3.90 × 101 2.48 × 101 9.08 3.77 1.71 8.39 × 10−1 4.34 × 10−1 1.33 × 10−1 4.64 × 10−2

0.64 7.51 × 101 6.77 × 101 5.21 × 101 4.07 × 101 3.20 × 101 2.04 × 101 7.46 3.09 1.41 6.89 × 10−1 3.57 × 10−1 1.09 × 10−1 3.81 × 10−2

0.7 6.27 × 101 5.66 × 101 4.36 × 101 3.40 × 101 2.68 × 101 1.71 × 101 6.24 2.59 1.18 5.76 × 10−1 2.98 × 10−1 9.12 × 10−2 3.18 × 10−2

0.8 4.79 × 101 4.34 × 101 3.34 × 101 2.60 × 101 2.05 × 101 1.31 × 101 4.78 1.98 9.03 × 10−1 4.42 × 10−1 2.29 × 10−1 6.99 × 10−2 2.44 × 10−2

0.9 3.78 × 101 3.43 × 101 2.64 × 101 2.06 × 101 1.62 × 101 1.03 × 101 3.78 1.57 7.14 × 10−1 3.49 × 10−1 1.81 × 10−1 5.53 × 10−2 1.93 × 10−2

1.0 3.06 × 101 2.78 × 101 2.14 × 101 1.67 × 101 1.31 × 101 8.38 3.06 1.27 5.79 × 10−1 2.83 × 10−1 1.47 × 10−1 4.48 × 10−2 1.56 × 10−2

1.2 2.11 × 101 1.93 × 101 1.49 × 101 1.16 × 101 9.13 5.82 2.13 8.85 × 10−1 4.03 × 10−1 1.97 × 10−1 1.02 × 10−1 3.12 × 10−2 1.09 × 10−2

1.4 1.54 × 101 1.42 × 101 1.09 × 101 8.52 6.72 4.29 1.57 6.52 × 10−1 2.97 × 10−1 1.45 × 10−1 7.52 × 10−2 2.30 × 10−2 8.03 × 10−3

1.6 1.17 × 101 1.09 × 101 8.37 6.53 5.15 3.29 1.20 5 × 10−1 2.28 × 10−1 1.12 × 10−1 5.77 × 10−2 1.77 × 10−2 6.16 × 10−3

1.8 9.20 8.58 6.62 5.17 4.08 2.60 9.54 × 10−1 3.97 × 10−1 1.81 × 10−1 8.84 × 10−2 4.58 × 10−2 1.40 × 10−2 4.89 × 10−3

2.0 7.39 6.95 5.37 4.19 3.31 2.11 7.76 × 10−1 3.22 × 10−1 1.47 × 10−1 7.19 × 10−2 3.72 × 10−2 1.14 × 10−2 3.98 × 10−3

2.2 6.05 5.75 4.44 3.47 2.74 1.75 6.43 × 10−1 2.68 × 10−1 1.22 × 10−1 5.97 × 10−2 3.09 × 10−2 9.46 × 10−3 3.30 × 10−3

2.4 5.03 4.83 3.74 2.92 2.31 1.48 5.43 × 10−1 2.26 × 10−1 1.03 × 10−1 5.04 × 10−2 2.61 × 10−2 7.99 × 10−3 2.79 × 10−3

2.6 4.24 4.12 3.19 2.50 1.97 1.26 4.65 × 10−1 1.93 × 10−1 8.82 × 10−2 4.32 × 10−2 2.24 × 10−2 6.84 × 10−3 2.39 × 10−3

2.8 3.61 3.56 2.75 2.16 1.71 1.09 4.02 × 10−1 1.68 × 10−1 7.65 × 10−2 3.74 × 10−2 1.94 × 10−2 5.93 × 10−3 2.07 × 10−3

3.0 3.11 3.10 2.40 1.88 1.49 9.56 × 10−1 3.52 × 10−1 1.47 × 10−1 6.70 × 10−2 3.28 × 10−2 1.70 × 10−2 5.20 × 10−3 1.81 × 10−3

3.4 2.36 2.42 1.88 1.48 1.17 7.51 × 10−1 2.77 × 10−1 1.16 × 10−1 5.28 × 10−2 2.59 × 10−2 1.34 × 10−2 4.10 × 10−3 1.43 × 10−3

3.8 1.83 1.94 1.51 1.19 9.44 × 10−1 6.07 × 10−1 2.25 × 10−1 9.40 × 10−2 4.29 × 10−2 2.10 × 10−2 1.09 × 10−2 3.34 × 10−3 1.16 × 10−3

4.2 1.46 1.60 1.25 9.82 × 10−1 7.80 × 10−1 5.03 × 10−1 1.87 × 10−1 7.82 × 10−2 3.57 × 10−2 1.75 × 10−2 9.08 × 10−3 2.78 × 10−3 9.69 × 10−4

4.6 1.18 1.34 1.05 8.26 × 10−1 6.57 × 10−1 4.25 × 10−1 1.58 × 10−1 6.63 × 10−2 3.03 × 10−2 1.49 × 10−2 7.71 × 10−3 2.36 × 10−3 8.23 × 10−4

5.0 9.65 × 10−1 1.14 8.94 × 10−1 7.07 × 10−1 5.63 × 10−1 3.65 × 10−1 1.36 × 10−1 5.72 × 10−2 2.62 × 10−2 1.28 × 10−2 6.66 × 10−3 2.04 × 10−3 7.11 × 10−4

6.0 6.25 × 10−1 8.08 × 10−1 6.39 × 10−1 5.08 × 10−1 4.06 × 10−1 2.65 × 10−1 9.98 × 10−2 4.20 × 10−2 1.93 × 10−2 9.45 × 10−3 4.90 × 10−3 1.50 × 10−3 5.23 × 10−4

7.0 4.40 × 10−1 6.12 × 10−1 4.88 × 10−1 3.90 × 10−1 3.14 × 10−1 2.06 × 10−1 7.81 × 10−2 3.30 × 10−2 1.51 × 10−2 7.43 × 10−3 3.85 × 10−3 1.18 × 10−3 4.10 × 10−4

8.0 3.42 × 10−1 4.89 × 10−1 3.93 × 10−1 3.16 × 10−1 2.54 × 10−1 1.68 × 10−1 6.44 × 10−2 2.72 × 10−2 1.25 × 10−2 6.14 × 10−3 3.19 × 10−3 9.73 × 10−4 3.39 × 10−4

9.0 2.96 × 10−1 4.10 × 10−1 3.31 × 10−1 2.68 × 10−1 2.17 × 10−1 1.44 × 10−1 5.53 × 10−2 2.35 × 10−2 1.08 × 10−2 5.29 × 10−3 2.74 × 10−3 8.37 × 10−4 2.91 × 10−4

10 2.87 × 10−1 3.57 × 10−1 2.91 × 10−1 2.36 × 10−1 1.92 × 10−1 1.28 × 10−1 4.93 × 10−2 2.09 × 10−2 9.61 × 10−3 4.71 × 10−3 2.44 × 10−3 7.43 × 10−4 2.58 × 10−4

15 5.29 × 10−1 2.84 × 10−1 2.33 × 10−1 1.90 × 10−1 1.55 × 10−1 1.03 × 10−1 3.95 × 10−2 1.66 × 10−2 7.55 × 10−3 3.67 × 10−3 1.89 × 10−3 5.67 × 10−4 1.94 × 10−4

20 1.05 3.44 × 10−1 2.78 × 10−1 2.23 × 10−1 1.80 × 10−1 1.17 × 10−1 4.36 × 10−2 1.80 × 10−2 8.04 × 10−3 3.86 × 10−3 1.96 × 10−3 5.80 × 10−4 1.96 × 10−4

25 1.77 4.65 × 10−1 3.68 × 10−1 2.92 × 10−1 2.32 × 10−1 1.49 × 10−1 5.38 × 10−2 2.17 × 10−2 9.59 × 10−3 4.55 × 10−3 2.29 × 10−3 6.68 × 10−4 2.24 × 10−4

30 2.67 6.31 × 10−1 4.93 × 10−1 3.86 × 10−1 3.05 × 10−1 1.93 × 10−1 6.81 × 10−2 2.71 × 10−2 1.18 × 10−2 5.57 × 10−3 2.79 × 10−3 8.03 × 10−4 2.67 × 10−4

35 3.73 8.34 × 10−1 6.46 × 10−1 5.03 × 10−1 3.94 × 10−1 2.47 × 10−1 8.59 × 10−2 3.38 × 10−2 1.46 × 10−2 6.85 × 10−3 3.41 × 10−3 9.75 × 10−4 3.22 × 10−4

40 4.97 1.07 8.25 × 10−1 6.39 × 10−1 4.99 × 10−1 3.11 × 10−1 1.07 × 10−1 4.17 × 10−2 1.80 × 10−2 8.38 × 10−3 4.15 × 10−3 1.18 × 10−3 3.88 × 10−4

45 6.38 1.35 1.03 7.96 × 10−1 6.19 × 10−1 3.84 × 10−1 1.31 × 10−1 5.08 × 10−2 2.18 × 10−2 1.01 × 10−2 5.01 × 10−3 1.42 × 10−3 4.65 × 10−4

50 7.95 1.65 1.26 9.71 × 10−1 7.55 × 10−1 4.66 × 10−1 1.58 × 10−1 6.10 × 10−2 2.61 × 10−2 1.21 × 10−2 5.97 × 10−3 1.68 × 10−3 5.51 × 10−4

Table A.4: Production cross section in pb of a pseudoscalar A produced via the gluon-fusion mode for several
mass points in a type II 2HDM [241–245].
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A.2 2HDM production cross sections

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 3.13 × 103 2.77 × 103 2.13 × 103 1.66 × 103 1.31 × 103 8.32 × 102 3.04 × 102 1.26 × 102 5.73 × 101 2.80 × 101 1.45 × 101 4.44 1.55
0.12 2.17 × 103 1.93 × 103 1.48 × 103 1.15 × 103 9.08 × 102 5.78 × 102 2.11 × 102 8.74 × 101 3.98 × 101 1.95 × 101 1.01 × 101 3.08 1.08
0.14 1.60 × 103 1.41 × 103 1.09 × 103 8.47 × 102 6.67 × 102 4.25 × 102 1.55 × 102 6.42 × 101 2.92 × 101 1.43 × 101 7.40 2.26 7.90 × 10−1

0.16 1.22 × 103 1.08 × 103 8.33 × 102 6.49 × 102 5.11 × 102 3.25 × 102 1.19 × 102 4.92 × 101 2.24 × 101 1.09 × 101 5.67 1.73 6.05 × 10−1

0.18 9.65 × 102 8.56 × 102 6.58 × 102 5.13 × 102 4.04 × 102 2.57 × 102 9.37 × 101 3.89 × 101 1.77 × 101 8.65 4.48 1.37 4.78 × 10−1

0.2 7.82 × 102 6.93 × 102 5.33 × 102 4.15 × 102 3.27 × 102 2.08 × 102 7.59 × 101 3.15 × 101 1.43 × 101 7.00 3.63 1.11 3.87 × 10−1

0.24 5.43 × 102 4.81 × 102 3.70 × 102 2.88 × 102 2.27 × 102 1.45 × 102 5.27 × 101 2.19 × 101 9.95 4.86 2.52 7.70 × 10−1 2.69 × 10−1

0.28 3.99 × 102 3.54 × 102 2.72 × 102 2.12 × 102 1.67 × 102 1.06 × 102 3.87 × 101 1.61 × 101 7.31 3.57 1.85 5.66 × 10−1 1.97 × 10−1

0.32 3.05 × 102 2.71 × 102 2.08 × 102 1.62 × 102 1.28 × 102 8.13 × 101 2.97 × 101 1.23 × 101 5.60 2.74 1.42 4.33 × 10−1 1.51 × 10−1

0.36 2.41 × 102 2.14 × 102 1.65 × 102 1.28 × 102 1.01 × 102 6.42 × 101 2.34 × 101 9.71 4.42 2.16 1.12 3.42 × 10−1 1.19 × 10−1

0.4 1.95 × 102 1.73 × 102 1.33 × 102 1.04 × 102 8.17 × 101 5.20 × 101 1.90 × 101 7.87 3.58 1.75 9.07 × 10−1 2.77 × 10−1 9.68 × 10−2

0.46 1.48 × 102 1.31 × 102 1.01 × 102 7.85 × 101 6.18 × 101 3.93 × 101 1.44 × 101 5.95 2.71 1.32 6.86 × 10−1 2.10 × 10−1 7.32 × 10−2

0.52 1.16 × 102 1.03 × 102 7.88 × 101 6.14 × 101 4.83 × 101 3.08 × 101 1.12 × 101 4.66 2.12 1.04 5.36 × 10−1 1.64 × 10−1 5.73 × 10−2

0.58 9.30 × 101 8.24 × 101 6.34 × 101 4.94 × 101 3.89 × 101 2.47 × 101 9.03 3.74 1.70 8.33 × 10−1 4.31 × 10−1 1.32 × 10−1 4.60 × 10−2

0.64 7.63 × 101 6.77 × 101 5.21 × 101 4.05 × 101 3.19 × 101 2.03 × 101 7.41 3.07 1.40 6.84 × 10−1 3.54 × 10−1 1.08 × 10−1 3.78 × 10−2

0.7 6.38 × 101 5.66 × 101 4.35 × 101 3.39 × 101 2.67 × 101 1.70 × 101 6.20 2.57 1.17 5.72 × 10−1 2.96 × 10−1 9.05 × 10−2 3.16 × 10−2

0.8 4.89 × 101 4.33 × 101 3.33 × 101 2.59 × 101 2.04 × 101 1.30 × 101 4.74 1.97 8.95 × 10−1 4.38 × 10−1 2.27 × 10−1 6.93 × 10−2 2.42 × 10−2

0.9 3.86 × 101 3.42 × 101 2.63 × 101 2.05 × 101 1.61 × 101 1.03 × 101 3.75 1.55 7.07 × 10−1 3.46 × 10−1 1.79 × 10−1 5.48 × 10−2 1.91 × 10−2

1.0 3.13 × 101 2.77 × 101 2.13 × 101 1.66 × 101 1.31 × 101 8.32 3.04 1.26 5.73 × 10−1 2.80 × 10−1 1.45 × 10−1 4.44 × 10−2 1.55 × 10−2

1.2 2.17 × 101 1.93 × 101 1.48 × 101 1.15 × 101 9.08 5.78 2.11 8.74 × 10−1 3.98 × 10−1 1.95 × 10−1 1.01 × 10−1 3.08 × 10−2 1.08 × 10−2

1.4 1.60 × 101 1.41 × 101 1.09 × 101 8.47 6.67 4.25 1.55 6.42 × 10−1 2.92 × 10−1 1.43 × 10−1 7.40 × 10−2 2.26 × 10−2 7.90 × 10−3

1.6 1.22 × 101 1.08 × 101 8.33 6.49 5.11 3.25 1.19 4.92 × 10−1 2.24 × 10−1 1.09 × 10−1 5.67 × 10−2 1.73 × 10−2 6.05 × 10−3

1.8 9.65 8.56 6.58 5.13 4.04 2.57 9.37 × 10−1 3.89 × 10−1 1.77 × 10−1 8.65 × 10−2 4.48 × 10−2 1.37 × 10−2 4.78 × 10−3

2.0 7.82 6.93 5.33 4.15 3.27 2.08 7.59 × 10−1 3.15 × 10−1 1.43 × 10−1 7 × 10−2 3.63 × 10−2 1.11 × 10−2 3.87 × 10−3

2.2 6.46 5.73 4.41 3.43 2.70 1.72 6.27 × 10−1 2.60 × 10−1 1.18 × 10−1 5.79 × 10−2 3 × 10−2 9.16 × 10−3 3.20 × 10−3

2.4 5.43 4.81 3.70 2.88 2.27 1.44 5.27 × 10−1 2.19 × 10−1 9.95 × 10−2 4.86 × 10−2 2.52 × 10−2 7.70 × 10−3 2.69 × 10−3

2.6 4.63 4.10 3.15 2.46 1.93 1.23 4.49 × 10−1 1.86 × 10−1 8.48 × 10−2 4.14 × 10−2 2.15 × 10−2 6.56 × 10−3 2.29 × 10−3

2.8 3.99 3.54 2.72 2.12 1.67 1.06 3.87 × 10−1 1.61 × 10−1 7.31 × 10−2 3.57 × 10−2 1.85 × 10−2 5.66 × 10−3 1.97 × 10−3

3.0 3.47 3.08 2.37 1.85 1.45 9.25 × 10−1 3.37 × 10−1 1.40 × 10−1 6.37 × 10−2 3.11 × 10−2 1.61 × 10−2 4.93 × 10−3 1.72 × 10−3

3.4 2.71 2.40 1.84 1.44 1.13 7.20 × 10−1 2.63 × 10−1 1.09 × 10−1 4.96 × 10−2 2.42 × 10−2 1.25 × 10−2 3.84 × 10−3 1.34 × 10−3

3.8 2.17 1.92 1.48 1.15 9.05 × 10−1 5.76 × 10−1 2.10 × 10−1 8.72 × 10−2 3.97 × 10−2 1.94 × 10−2 1 × 10−2 3.07 × 10−3 1.07 × 10−3

4.2 1.77 1.57 1.21 9.41 × 10−1 7.41 × 10−1 4.72 × 10−1 1.72 × 10−1 7.14 × 10−2 3.25 × 10−2 1.59 × 10−2 8.22 × 10−3 2.51 × 10−3 8.78 × 10−4

4.6 1.48 1.31 1.01 7.85 × 10−1 6.18 × 10−1 3.93 × 10−1 1.44 × 10−1 5.95 × 10−2 2.71 × 10−2 1.32 × 10−2 6.86 × 10−3 2.10 × 10−3 7.32 × 10−4

5.0 1.25 1.11 8.53 × 10−1 6.64 × 10−1 5.23 × 10−1 3.33 × 10−1 1.21 × 10−1 5.04 × 10−2 2.29 × 10−2 1.12 × 10−2 5.80 × 10−3 1.77 × 10−3 6.19 × 10−4

6.0 8.69 × 10−1 7.70 × 10−1 5.92 × 10−1 4.61 × 10−1 3.63 × 10−1 2.31 × 10−1 8.43 × 10−2 3.50 × 10−2 1.59 × 10−2 7.78 × 10−3 4.03 × 10−3 1.23 × 10−3 4.30 × 10−4

7.0 6.38 × 10−1 5.66 × 10−1 4.35 × 10−1 3.39 × 10−1 2.67 × 10−1 1.70 × 10−1 6.20 × 10−2 2.57 × 10−2 1.17 × 10−2 5.72 × 10−3 2.96 × 10−3 9.05 × 10−4 3.16 × 10−4

8.0 4.89 × 10−1 4.33 × 10−1 3.33 × 10−1 2.59 × 10−1 2.04 × 10−1 1.30 × 10−1 4.74 × 10−2 1.97 × 10−2 8.95 × 10−3 4.38 × 10−3 2.27 × 10−3 6.93 × 10−4 2.42 × 10−4

9.0 3.86 × 10−1 3.42 × 10−1 2.63 × 10−1 2.05 × 10−1 1.61 × 10−1 1.03 × 10−1 3.75 × 10−2 1.55 × 10−2 7.07 × 10−3 3.46 × 10−3 1.79 × 10−3 5.48 × 10−4 1.91 × 10−4

10 3.13 × 10−1 2.77 × 10−1 2.13 × 10−1 1.66 × 10−1 1.31 × 10−1 8.32 × 10−2 3.04 × 10−2 1.26 × 10−2 5.73 × 10−3 2.80 × 10−3 1.45 × 10−3 4.44 × 10−4 1.55 × 10−4

15 1.39 × 10−1 1.23 × 10−1 9.48 × 10−2 7.38 × 10−2 5.81 × 10−2 3.70 × 10−2 1.35 × 10−2 5.60 × 10−3 2.55 × 10−3 1.25 × 10−3 6.45 × 10−4 1.97 × 10−4 6.88 × 10−5

20 7.82 × 10−2 6.93 × 10−2 5.33 × 10−2 4.15 × 10−2 3.27 × 10−2 2.08 × 10−2 7.59 × 10−3 3.15 × 10−3 1.43 × 10−3 7 × 10−4 3.63 × 10−4 1.11 × 10−4 3.87 × 10−5

25 5 × 10−2 4.44 × 10−2 3.41 × 10−2 2.66 × 10−2 2.09 × 10−2 1.33 × 10−2 4.86 × 10−3 2.01 × 10−3 9.17 × 10−4 4.48 × 10−4 2.32 × 10−4 7.10 × 10−5 2.48 × 10−5

30 3.47 × 10−2 3.08 × 10−2 2.37 × 10−2 1.85 × 10−2 1.45 × 10−2 9.25 × 10−3 3.37 × 10−3 1.40 × 10−3 6.37 × 10−4 3.11 × 10−4 1.61 × 10−4 4.93 × 10−5 1.72 × 10−5

35 2.55 × 10−2 2.26 × 10−2 1.74 × 10−2 1.36 × 10−2 1.07 × 10−2 6.79 × 10−3 2.48 × 10−3 1.03 × 10−3 4.68 × 10−4 2.29 × 10−4 1.18 × 10−4 3.62 × 10−5 1.26 × 10−5

40 1.95 × 10−2 1.73 × 10−2 1.33 × 10−2 1.04 × 10−2 8.17 × 10−3 5.20 × 10−3 1.90 × 10−3 7.87 × 10−4 3.58 × 10−4 1.75 × 10−4 9.07 × 10−5 2.77 × 10−5 9.70 × 10−6

45 1.54 × 10−2 1.37 × 10−2 1.05 × 10−2 8.20 × 10−3 6.46 × 10−3 4.11 × 10−3 1.50 × 10−3 6.22 × 10−4 2.83 × 10−4 1.38 × 10−4 7.16 × 10−5 2.19 × 10−5 7.60 × 10−6

50 1.25 × 10−2 1.11 × 10−2 8.53 × 10−3 6.64 × 10−3 5.23 × 10−3 3.33 × 10−3 1.21 × 10−3 5.04 × 10−4 2.29 × 10−4 1.12 × 10−4 5.80 × 10−5 1.77 × 10−5 6.20 × 10−6

Table A.5: Production cross section in pb of a pseudoscalar A produced via the gluon-fusion mode for several
mass points in a type III 2HDM [241–245].
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A Signal cross section tables

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 3.09 × 103 2.77 × 103 2.13 × 103 1.66 × 103 1.31 × 103 8.35 × 102 3.05 × 102 1.27 × 102 5.76 × 101 2.82 × 101 1.46 × 101 4.46 1.56
0.12 2.15 × 103 1.93 × 103 1.48 × 103 1.16 × 103 9.10 × 102 5.80 × 102 2.12 × 102 8.79 × 101 4.00 × 101 1.96 × 101 1.01 × 101 3.10 1.08
0.14 1.58 × 103 1.42 × 103 1.09 × 103 8.49 × 102 6.69 × 102 4.26 × 102 1.56 × 102 6.45 × 101 2.94 × 101 1.44 × 101 7.44 2.28 7.94 × 10−1

0.16 1.21 × 103 1.08 × 103 8.34 × 102 6.50 × 102 5.12 × 102 3.26 × 102 1.19 × 102 4.94 × 101 2.25 × 101 1.10 × 101 5.70 1.74 6.08 × 10−1

0.18 9.54 × 102 8.56 × 102 6.59 × 102 5.14 × 102 4.05 × 102 2.58 × 102 9.41 × 101 3.90 × 101 1.78 × 101 8.69 4.50 1.38 4.80 × 10−1

0.2 7.72 × 102 6.94 × 102 5.34 × 102 4.16 × 102 3.28 × 102 2.09 × 102 7.63 × 101 3.16 × 101 1.44 × 101 7.04 3.65 1.12 3.89 × 10−1

0.24 5.36 × 102 4.82 × 102 3.71 × 102 2.89 × 102 2.28 × 102 1.45 × 102 5.30 × 101 2.20 × 101 1.00 × 101 4.89 2.53 7.74 × 10−1 2.70 × 10−1

0.28 3.94 × 102 3.54 × 102 2.72 × 102 2.12 × 102 1.67 × 102 1.07 × 102 3.89 × 101 1.61 × 101 7.35 3.59 1.86 5.69 × 10−1 1.99 × 10−1

0.32 3.02 × 102 2.71 × 102 2.09 × 102 1.63 × 102 1.28 × 102 8.16 × 101 2.98 × 101 1.24 × 101 5.63 2.75 1.42 4.36 × 10−1 1.52 × 10−1

0.36 2.38 × 102 2.14 × 102 1.65 × 102 1.28 × 102 1.01 × 102 6.44 × 101 2.35 × 101 9.77 4.45 2.17 1.13 3.44 × 10−1 1.20 × 10−1

0.4 1.93 × 102 1.73 × 102 1.34 × 102 1.04 × 102 8.19 × 101 5.22 × 101 1.91 × 101 7.91 3.60 1.76 9.12 × 10−1 2.79 × 10−1 9.74 × 10−2

0.46 1.46 × 102 1.31 × 102 1.01 × 102 7.87 × 101 6.20 × 101 3.95 × 101 1.44 × 101 5.98 2.72 1.33 6.90 × 10−1 2.11 × 10−1 7.36 × 10−2

0.52 1.14 × 102 1.03 × 102 7.90 × 101 6.16 × 101 4.85 × 101 3.09 × 101 1.13 × 101 4.68 2.13 1.04 5.40 × 10−1 1.65 × 10−1 5.76 × 10−2

0.58 9.15 × 101 8.25 × 101 6.35 × 101 4.95 × 101 3.90 × 101 2.48 × 101 9.08 3.77 1.71 8.39 × 10−1 4.34 × 10−1 1.33 × 10−1 4.64 × 10−2

0.64 7.51 × 101 6.77 × 101 5.21 × 101 4.07 × 101 3.20 × 101 2.04 × 101 7.46 3.09 1.41 6.89 × 10−1 3.57 × 10−1 1.09 × 10−1 3.81 × 10−2

0.7 6.27 × 101 5.66 × 101 4.36 × 101 3.40 × 101 2.68 × 101 1.71 × 101 6.24 2.59 1.18 5.76 × 10−1 2.98 × 10−1 9.12 × 10−2 3.18 × 10−2

0.8 4.79 × 101 4.34 × 101 3.34 × 101 2.60 × 101 2.05 × 101 1.31 × 101 4.78 1.98 9.03 × 10−1 4.42 × 10−1 2.29 × 10−1 6.99 × 10−2 2.44 × 10−2

0.9 3.78 × 101 3.43 × 101 2.64 × 101 2.06 × 101 1.62 × 101 1.03 × 101 3.78 1.57 7.14 × 10−1 3.49 × 10−1 1.81 × 10−1 5.53 × 10−2 1.93 × 10−2

1.0 3.06 × 101 2.78 × 101 2.14 × 101 1.67 × 101 1.31 × 101 8.38 3.06 1.27 5.79 × 10−1 2.83 × 10−1 1.47 × 10−1 4.48 × 10−2 1.56 × 10−2

1.2 2.11 × 101 1.93 × 101 1.49 × 101 1.16 × 101 9.13 5.82 2.13 8.85 × 10−1 4.03 × 10−1 1.97 × 10−1 1.02 × 10−1 3.12 × 10−2 1.09 × 10−2

1.4 1.54 × 101 1.42 × 101 1.09 × 101 8.52 6.72 4.29 1.57 6.52 × 10−1 2.97 × 10−1 1.45 × 10−1 7.52 × 10−2 2.30 × 10−2 8.03 × 10−3

1.6 1.17 × 101 1.09 × 101 8.37 6.53 5.15 3.29 1.20 5 × 10−1 2.28 × 10−1 1.12 × 10−1 5.77 × 10−2 1.77 × 10−2 6.16 × 10−3

1.8 9.20 8.58 6.62 5.17 4.08 2.60 9.54 × 10−1 3.97 × 10−1 1.81 × 10−1 8.84 × 10−2 4.58 × 10−2 1.40 × 10−2 4.89 × 10−3

2.0 7.39 6.95 5.37 4.19 3.31 2.11 7.76 × 10−1 3.22 × 10−1 1.47 × 10−1 7.19 × 10−2 3.72 × 10−2 1.14 × 10−2 3.98 × 10−3

2.2 6.05 5.75 4.44 3.47 2.74 1.75 6.43 × 10−1 2.68 × 10−1 1.22 × 10−1 5.97 × 10−2 3.09 × 10−2 9.46 × 10−3 3.30 × 10−3

2.4 5.03 4.83 3.74 2.92 2.31 1.48 5.43 × 10−1 2.26 × 10−1 1.03 × 10−1 5.04 × 10−2 2.61 × 10−2 7.99 × 10−3 2.79 × 10−3

2.6 4.24 4.12 3.19 2.50 1.97 1.26 4.65 × 10−1 1.93 × 10−1 8.82 × 10−2 4.32 × 10−2 2.24 × 10−2 6.84 × 10−3 2.39 × 10−3

2.8 3.61 3.56 2.75 2.16 1.71 1.09 4.02 × 10−1 1.68 × 10−1 7.65 × 10−2 3.74 × 10−2 1.94 × 10−2 5.93 × 10−3 2.07 × 10−3

3.0 3.11 3.10 2.40 1.88 1.49 9.56 × 10−1 3.52 × 10−1 1.47 × 10−1 6.70 × 10−2 3.28 × 10−2 1.70 × 10−2 5.20 × 10−3 1.81 × 10−3

3.4 2.36 2.42 1.88 1.48 1.17 7.51 × 10−1 2.77 × 10−1 1.16 × 10−1 5.28 × 10−2 2.59 × 10−2 1.34 × 10−2 4.10 × 10−3 1.43 × 10−3

3.8 1.83 1.94 1.51 1.19 9.44 × 10−1 6.07 × 10−1 2.25 × 10−1 9.40 × 10−2 4.29 × 10−2 2.10 × 10−2 1.09 × 10−2 3.34 × 10−3 1.16 × 10−3

4.2 1.46 1.60 1.25 9.82 × 10−1 7.80 × 10−1 5.03 × 10−1 1.87 × 10−1 7.82 × 10−2 3.57 × 10−2 1.75 × 10−2 9.08 × 10−3 2.78 × 10−3 9.69 × 10−4

4.6 1.18 1.34 1.05 8.26 × 10−1 6.57 × 10−1 4.25 × 10−1 1.58 × 10−1 6.63 × 10−2 3.03 × 10−2 1.49 × 10−2 7.71 × 10−3 2.36 × 10−3 8.23 × 10−4

5.0 9.65 × 10−1 1.14 8.94 × 10−1 7.07 × 10−1 5.63 × 10−1 3.65 × 10−1 1.36 × 10−1 5.72 × 10−2 2.62 × 10−2 1.28 × 10−2 6.66 × 10−3 2.04 × 10−3 7.11 × 10−4

6.0 6.25 × 10−1 8.08 × 10−1 6.39 × 10−1 5.08 × 10−1 4.06 × 10−1 2.65 × 10−1 9.98 × 10−2 4.20 × 10−2 1.93 × 10−2 9.45 × 10−3 4.90 × 10−3 1.50 × 10−3 5.23 × 10−4

7.0 4.40 × 10−1 6.12 × 10−1 4.88 × 10−1 3.90 × 10−1 3.14 × 10−1 2.06 × 10−1 7.81 × 10−2 3.30 × 10−2 1.51 × 10−2 7.43 × 10−3 3.85 × 10−3 1.18 × 10−3 4.10 × 10−4

8.0 3.42 × 10−1 4.89 × 10−1 3.93 × 10−1 3.16 × 10−1 2.54 × 10−1 1.68 × 10−1 6.44 × 10−2 2.72 × 10−2 1.25 × 10−2 6.14 × 10−3 3.19 × 10−3 9.73 × 10−4 3.39 × 10−4

9.0 2.96 × 10−1 4.10 × 10−1 3.31 × 10−1 2.68 × 10−1 2.17 × 10−1 1.44 × 10−1 5.53 × 10−2 2.35 × 10−2 1.08 × 10−2 5.29 × 10−3 2.74 × 10−3 8.37 × 10−4 2.91 × 10−4

10 2.87 × 10−1 3.57 × 10−1 2.91 × 10−1 2.36 × 10−1 1.92 × 10−1 1.28 × 10−1 4.93 × 10−2 2.09 × 10−2 9.61 × 10−3 4.71 × 10−3 2.44 × 10−3 7.43 × 10−4 2.58 × 10−4

15 5.29 × 10−1 2.84 × 10−1 2.33 × 10−1 1.90 × 10−1 1.55 × 10−1 1.03 × 10−1 3.95 × 10−2 1.66 × 10−2 7.55 × 10−3 3.67 × 10−3 1.89 × 10−3 5.67 × 10−4 1.94 × 10−4

20 1.05 3.44 × 10−1 2.78 × 10−1 2.23 × 10−1 1.80 × 10−1 1.17 × 10−1 4.36 × 10−2 1.80 × 10−2 8.04 × 10−3 3.86 × 10−3 1.96 × 10−3 5.80 × 10−4 1.96 × 10−4

25 1.77 4.65 × 10−1 3.68 × 10−1 2.92 × 10−1 2.32 × 10−1 1.49 × 10−1 5.38 × 10−2 2.17 × 10−2 9.59 × 10−3 4.55 × 10−3 2.29 × 10−3 6.68 × 10−4 2.24 × 10−4

30 2.67 6.31 × 10−1 4.93 × 10−1 3.86 × 10−1 3.05 × 10−1 1.93 × 10−1 6.81 × 10−2 2.71 × 10−2 1.18 × 10−2 5.57 × 10−3 2.79 × 10−3 8.03 × 10−4 2.67 × 10−4

35 3.73 8.34 × 10−1 6.46 × 10−1 5.03 × 10−1 3.94 × 10−1 2.47 × 10−1 8.59 × 10−2 3.38 × 10−2 1.46 × 10−2 6.85 × 10−3 3.41 × 10−3 9.75 × 10−4 3.22 × 10−4

40 4.97 1.07 8.25 × 10−1 6.39 × 10−1 4.99 × 10−1 3.11 × 10−1 1.07 × 10−1 4.17 × 10−2 1.80 × 10−2 8.38 × 10−3 4.15 × 10−3 1.18 × 10−3 3.88 × 10−4

45 6.38 1.35 1.03 7.96 × 10−1 6.19 × 10−1 3.84 × 10−1 1.31 × 10−1 5.08 × 10−2 2.18 × 10−2 1.01 × 10−2 5.01 × 10−3 1.42 × 10−3 4.65 × 10−4

50 7.95 1.65 1.26 9.71 × 10−1 7.55 × 10−1 4.66 × 10−1 1.58 × 10−1 6.10 × 10−2 2.61 × 10−2 1.21 × 10−2 5.97 × 10−3 1.68 × 10−3 5.51 × 10−4

Table A.6: Production cross section in pb of a pseudoscalar A produced via the gluon-fusion mode for several
mass points in a type IV 2HDM [241–245].
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A.2 2HDM production cross sections

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 2.20 6.60 × 10−1 5.34 × 10−1 4.35 × 10−1 3.57 × 10−1 2.45 × 10−1 1.04 × 10−1 4.94 × 10−2 2.52 × 10−2 1.37 × 10−2 7.90 × 10−3 3.04 × 10−3 1.49 × 10−3

0.12 1.53 4.58 × 10−1 3.71 × 10−1 3.02 × 10−1 2.48 × 10−1 1.70 × 10−1 7.26 × 10−2 3.43 × 10−2 1.75 × 10−2 9.54 × 10−3 5.49 × 10−3 2.11 × 10−3 1.03 × 10−3

0.14 1.12 3.37 × 10−1 2.72 × 10−1 2.22 × 10−1 1.82 × 10−1 1.25 × 10−1 5.33 × 10−2 2.52 × 10−2 1.29 × 10−2 7.01 × 10−3 4.03 × 10−3 1.55 × 10−3 7.59 × 10−4

0.16 8.59 × 10−1 2.58 × 10−1 2.08 × 10−1 1.70 × 10−1 1.39 × 10−1 9.56 × 10−2 4.08 × 10−2 1.93 × 10−2 9.85 × 10−3 5.37 × 10−3 3.09 × 10−3 1.19 × 10−3 5.81 × 10−4

0.18 6.79 × 10−1 2.04 × 10−1 1.65 × 10−1 1.34 × 10−1 1.10 × 10−1 7.56 × 10−2 3.22 × 10−2 1.52 × 10−2 7.78 × 10−3 4.24 × 10−3 2.44 × 10−3 9.38 × 10−4 4.59 × 10−4

0.2 5.50 × 10−1 1.65 × 10−1 1.33 × 10−1 1.09 × 10−1 8.92 × 10−2 6.12 × 10−2 2.61 × 10−2 1.23 × 10−2 6.31 × 10−3 3.43 × 10−3 1.98 × 10−3 7.59 × 10−4 3.72 × 10−4

0.24 3.82 × 10−1 1.15 × 10−1 9.27 × 10−2 7.55 × 10−2 6.20 × 10−2 4.25 × 10−2 1.81 × 10−2 8.57 × 10−3 4.38 × 10−3 2.38 × 10−3 1.37 × 10−3 5.27 × 10−4 2.58 × 10−4

0.28 2.81 × 10−1 8.42 × 10−2 6.81 × 10−2 5.55 × 10−2 4.55 × 10−2 3.12 × 10−2 1.33 × 10−2 6.30 × 10−3 3.22 × 10−3 1.75 × 10−3 1.01 × 10−3 3.87 × 10−4 1.90 × 10−4

0.32 2.15 × 10−1 6.44 × 10−2 5.21 × 10−2 4.25 × 10−2 3.49 × 10−2 2.39 × 10−2 1.02 × 10−2 4.82 × 10−3 2.46 × 10−3 1.34 × 10−3 7.71 × 10−4 2.97 × 10−4 1.45 × 10−4

0.36 1.70 × 10−1 5.09 × 10−2 4.12 × 10−2 3.36 × 10−2 2.75 × 10−2 1.89 × 10−2 8.06 × 10−3 3.81 × 10−3 1.95 × 10−3 1.06 × 10−3 6.10 × 10−4 2.34 × 10−4 1.15 × 10−4

0.4 1.37 × 10−1 4.12 × 10−2 3.34 × 10−2 2.72 × 10−2 2.23 × 10−2 1.53 × 10−2 6.53 × 10−3 3.08 × 10−3 1.58 × 10−3 8.59 × 10−4 4.94 × 10−4 1.90 × 10−4 9.30 × 10−5

0.46 1.04 × 10−1 3.12 × 10−2 2.52 × 10−2 2.06 × 10−2 1.69 × 10−2 1.16 × 10−2 4.94 × 10−3 2.33 × 10−3 1.19 × 10−3 6.49 × 10−4 3.73 × 10−4 1.44 × 10−4 7.03 × 10−5

0.52 8.14 × 10−2 2.44 × 10−2 1.97 × 10−2 1.61 × 10−2 1.32 × 10−2 9.06 × 10−3 3.86 × 10−3 1.83 × 10−3 9.33 × 10−4 5.08 × 10−4 2.92 × 10−4 1.12 × 10−4 5.50 × 10−5

0.58 6.54 × 10−2 1.96 × 10−2 1.59 × 10−2 1.29 × 10−2 1.06 × 10−2 7.28 × 10−3 3.11 × 10−3 1.47 × 10−3 7.50 × 10−4 4.08 × 10−4 2.35 × 10−4 9.03 × 10−5 4.42 × 10−5

0.64 5.37 × 10−2 1.61 × 10−2 1.30 × 10−2 1.06 × 10−2 8.71 × 10−3 5.98 × 10−3 2.55 × 10−3 1.21 × 10−3 6.16 × 10−4 3.35 × 10−4 1.93 × 10−4 7.42 × 10−5 3.63 × 10−5

0.7 4.49 × 10−2 1.35 × 10−2 1.09 × 10−2 8.88 × 10−3 7.28 × 10−3 5 × 10−3 2.13 × 10−3 1.01 × 10−3 5.15 × 10−4 2.80 × 10−4 1.61 × 10−4 6.20 × 10−5 3.04 × 10−5

0.8 3.44 × 10−2 1.03 × 10−2 8.34 × 10−3 6.80 × 10−3 5.58 × 10−3 3.83 × 10−3 1.63 × 10−3 7.71 × 10−4 3.94 × 10−4 2.15 × 10−4 1.23 × 10−4 4.75 × 10−5 2.33 × 10−5

0.9 2.72 × 10−2 8.15 × 10−3 6.59 × 10−3 5.37 × 10−3 4.41 × 10−3 3.02 × 10−3 1.29 × 10−3 6.09 × 10−4 3.11 × 10−4 1.70 × 10−4 9.75 × 10−5 3.75 × 10−5 1.84 × 10−5

1.0 2.20 × 10−2 6.60 × 10−3 5.34 × 10−3 4.35 × 10−3 3.57 × 10−3 2.45 × 10−3 1.04 × 10−3 4.94 × 10−4 2.52 × 10−4 1.37 × 10−4 7.90 × 10−5 3.04 × 10−5 1.49 × 10−5

1.2 1.53 × 10−2 4.58 × 10−3 3.71 × 10−3 3.02 × 10−3 2.48 × 10−3 1.70 × 10−3 7.26 × 10−4 3.43 × 10−4 1.75 × 10−4 9.54 × 10−5 5.49 × 10−5 2.11 × 10−5 1.03 × 10−5

1.4 1.12 × 10−2 3.37 × 10−3 2.72 × 10−3 2.22 × 10−3 1.82 × 10−3 1.25 × 10−3 5.33 × 10−4 2.52 × 10−4 1.29 × 10−4 7.01 × 10−5 4.03 × 10−5 1.55 × 10−5 7.60 × 10−6

1.6 8.59 × 10−3 2.58 × 10−3 2.08 × 10−3 1.70 × 10−3 1.39 × 10−3 9.56 × 10−4 4.08 × 10−4 1.93 × 10−4 9.85 × 10−5 5.37 × 10−5 3.09 × 10−5 1.19 × 10−5 5.80 × 10−6

1.8 6.79 × 10−3 2.04 × 10−3 1.65 × 10−3 1.34 × 10−3 1.10 × 10−3 7.56 × 10−4 3.22 × 10−4 1.52 × 10−4 7.78 × 10−5 4.24 × 10−5 2.44 × 10−5 9.40 × 10−6 4.60 × 10−6

2.0 5.50 × 10−3 1.65 × 10−3 1.33 × 10−3 1.09 × 10−3 8.92 × 10−4 6.12 × 10−4 2.61 × 10−4 1.23 × 10−4 6.31 × 10−5 3.43 × 10−5 1.98 × 10−5 7.60 × 10−6 3.70 × 10−6

2.2 4.55 × 10−3 1.36 × 10−3 1.10 × 10−3 8.99 × 10−4 7.37 × 10−4 5.06 × 10−4 2.16 × 10−4 1.02 × 10−4 5.21 × 10−5 2.84 × 10−5 1.63 × 10−5 6.30 × 10−6 3.10 × 10−6

2.4 3.82 × 10−3 1.15 × 10−3 9.27 × 10−4 7.55 × 10−4 6.20 × 10−4 4.25 × 10−4 1.81 × 10−4 8.57 × 10−5 4.38 × 10−5 2.38 × 10−5 1.37 × 10−5 5.30 × 10−6 2.60 × 10−6

2.6 3.25 × 10−3 9.76 × 10−4 7.90 × 10−4 6.43 × 10−4 5.28 × 10−4 3.62 × 10−4 1.55 × 10−4 7.30 × 10−5 3.73 × 10−5 2.03 × 10−5 1.17 × 10−5 4.50 × 10−6 2.20 × 10−6

2.8 2.81 × 10−3 8.42 × 10−4 6.81 × 10−4 5.55 × 10−4 4.55 × 10−4 3.12 × 10−4 1.33 × 10−4 6.30 × 10−5 3.22 × 10−5 1.75 × 10−5 1.01 × 10−5 3.90 × 10−6 1.90 × 10−6

3.0 2.44 × 10−3 7.33 × 10−4 5.93 × 10−4 4.83 × 10−4 3.97 × 10−4 2.72 × 10−4 1.16 × 10−4 5.48 × 10−5 2.80 × 10−5 1.53 × 10−5 8.80 × 10−6 3.40 × 10−6 1.70 × 10−6

3.4 1.90 × 10−3 5.71 × 10−4 4.62 × 10−4 3.76 × 10−4 3.09 × 10−4 2.12 × 10−4 9.04 × 10−5 4.27 × 10−5 2.18 × 10−5 1.19 × 10−5 6.80 × 10−6 2.60 × 10−6 1.30 × 10−6

3.8 1.52 × 10−3 4.57 × 10−4 3.70 × 10−4 3.01 × 10−4 2.47 × 10−4 1.70 × 10−4 7.24 × 10−5 3.42 × 10−5 1.75 × 10−5 9.50 × 10−6 5.50 × 10−6 2.10 × 10−6 1 × 10−6

4.2 1.25 × 10−3 3.74 × 10−4 3.03 × 10−4 2.47 × 10−4 2.02 × 10−4 1.39 × 10−4 5.92 × 10−5 2.80 × 10−5 1.43 × 10−5 7.80 × 10−6 4.50 × 10−6 1.70 × 10−6 8 × 10−7

4.6 1.04 × 10−3 3.12 × 10−4 2.52 × 10−4 2.06 × 10−4 1.69 × 10−4 1.16 × 10−4 4.94 × 10−5 2.33 × 10−5 1.19 × 10−5 6.50 × 10−6 3.70 × 10−6 1.40 × 10−6 7 × 10−7

5.0 8.80 × 10−4 2.64 × 10−4 2.13 × 10−4 1.74 × 10−4 1.43 × 10−4 9.79 × 10−5 4.18 × 10−5 1.97 × 10−5 1.01 × 10−5 5.50 × 10−6 3.20 × 10−6 1.20 × 10−6 6 × 10−7

6.0 6.11 × 10−4 1.83 × 10−4 1.48 × 10−4 1.21 × 10−4 9.91 × 10−5 6.80 × 10−5 2.90 × 10−5 1.37 × 10−5 7 × 10−6 3.80 × 10−6 2.20 × 10−6 8 × 10−7 4 × 10−7

7.0 4.49 × 10−4 1.35 × 10−4 1.09 × 10−4 8.88 × 10−5 7.28 × 10−5 5 × 10−5 2.13 × 10−5 1.01 × 10−5 5.10 × 10−6 2.80 × 10−6 1.60 × 10−6 6 × 10−7 3 × 10−7

8.0 3.44 × 10−4 1.03 × 10−4 8.34 × 10−5 6.80 × 10−5 5.58 × 10−5 3.83 × 10−5 1.63 × 10−5 7.70 × 10−6 3.90 × 10−6 2.10 × 10−6 1.20 × 10−6 5 × 10−7 2 × 10−7

9.0 2.72 × 10−4 8.15 × 10−5 6.59 × 10−5 5.37 × 10−5 4.41 × 10−5 3.02 × 10−5 1.29 × 10−5 6.10 × 10−6 3.10 × 10−6 1.70 × 10−6 1 × 10−6 4 × 10−7 2 × 10−7

10 2.20 × 10−4 6.60 × 10−5 5.34 × 10−5 4.35 × 10−5 3.57 × 10−5 2.45 × 10−5 1.04 × 10−5 4.90 × 10−6 2.50 × 10−6 1.40 × 10−6 8 × 10−7 3 × 10−7 1 × 10−7

15 9.78 × 10−5 2.93 × 10−5 2.37 × 10−5 1.93 × 10−5 1.59 × 10−5 1.09 × 10−5 4.60 × 10−6 2.20 × 10−6 1.10 × 10−6 6 × 10−7 4 × 10−7 1 × 10−7 1 × 10−7

20 5.50 × 10−5 1.65 × 10−5 1.33 × 10−5 1.09 × 10−5 8.90 × 10−6 6.10 × 10−6 2.60 × 10−6 1.20 × 10−6 6 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00
25 3.52 × 10−5 1.06 × 10−5 8.50 × 10−6 7 × 10−6 5.70 × 10−6 3.90 × 10−6 1.70 × 10−6 8 × 10−7 4 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00
30 2.44 × 10−5 7.30 × 10−6 5.90 × 10−6 4.80 × 10−6 4 × 10−6 2.70 × 10−6 1.20 × 10−6 5 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00
35 1.80 × 10−5 5.40 × 10−6 4.40 × 10−6 3.60 × 10−6 2.90 × 10−6 2 × 10−6 9 × 10−7 4 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00
40 1.37 × 10−5 4.10 × 10−6 3.30 × 10−6 2.70 × 10−6 2.20 × 10−6 1.50 × 10−6 7 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00 0.00
45 1.09 × 10−5 3.30 × 10−6 2.60 × 10−6 2.10 × 10−6 1.80 × 10−6 1.20 × 10−6 5 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00 0.00
50 8.80 × 10−6 2.60 × 10−6 2.10 × 10−6 1.70 × 10−6 1.40 × 10−6 1 × 10−6 4 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00 0.00

Table A.7: Production cross section in pb of a pseudoscalar A produced via the 1-associated production mode
for several mass points in a type I 2HDM [241–245].

213



A Signal cross section tables

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 5.75 × 10−5 6.09 × 10−5 5.09 × 10−5 4.23 × 10−5 3.51 × 10−5 2.44 × 10−5 1.04 × 10−5 4.90 × 10−6 2.50 × 10−6 1.40 × 10−6 8 × 10−7 3 × 10−7 1 × 10−7

0.12 1.54 × 10−4 8.99 × 10−5 7.44 × 10−5 6.15 × 10−5 5.08 × 10−5 3.51 × 10−5 1.50 × 10−5 7.10 × 10−6 3.60 × 10−6 2 × 10−6 1.10 × 10−6 4 × 10−7 2 × 10−7

0.14 2.67 × 10−4 1.24 × 10−4 1.02 × 10−4 8.41 × 10−5 6.94 × 10−5 4.79 × 10−5 2.05 × 10−5 9.70 × 10−6 4.90 × 10−6 2.70 × 10−6 1.50 × 10−6 6 × 10−7 3 × 10−7

0.16 3.98 × 10−4 1.64 × 10−4 1.34 × 10−4 1.10 × 10−4 9.08 × 10−5 6.26 × 10−5 2.67 × 10−5 1.26 × 10−5 6.50 × 10−6 3.50 × 10−6 2 × 10−6 8 × 10−7 4 × 10−7

0.18 5.47 × 10−4 2.09 × 10−4 1.70 × 10−4 1.40 × 10−4 1.15 × 10−4 7.92 × 10−5 3.38 × 10−5 1.60 × 10−5 8.20 × 10−6 4.50 × 10−6 2.60 × 10−6 1 × 10−6 5 × 10−7

0.2 7.13 × 10−4 2.59 × 10−4 2.11 × 10−4 1.73 × 10−4 1.42 × 10−4 9.78 × 10−5 4.18 × 10−5 1.97 × 10−5 1.01 × 10−5 5.50 × 10−6 3.20 × 10−6 1.20 × 10−6 6 × 10−7

0.24 1.10 × 10−3 3.75 × 10−4 3.05 × 10−4 2.49 × 10−4 2.05 × 10−4 1.41 × 10−4 6.02 × 10−5 2.84 × 10−5 1.45 × 10−5 7.90 × 10−6 4.60 × 10−6 1.70 × 10−6 9 × 10−7

0.28 1.55 × 10−3 5.12 × 10−4 4.16 × 10−4 3.40 × 10−4 2.79 × 10−4 1.92 × 10−4 8.19 × 10−5 3.87 × 10−5 1.98 × 10−5 1.08 × 10−5 6.20 × 10−6 2.40 × 10−6 1.20 × 10−6

0.32 2.08 × 10−3 6.70 × 10−4 5.44 × 10−4 4.44 × 10−4 3.65 × 10−4 2.51 × 10−4 1.07 × 10−4 5.05 × 10−5 2.58 × 10−5 1.41 × 10−5 8.10 × 10−6 3.10 × 10−6 1.50 × 10−6

0.36 2.67 × 10−3 8.50 × 10−4 6.89 × 10−4 5.62 × 10−4 4.62 × 10−4 3.17 × 10−4 1.35 × 10−4 6.40 × 10−5 3.27 × 10−5 1.78 × 10−5 1.02 × 10−5 3.90 × 10−6 1.90 × 10−6

0.4 3.33 × 10−3 1.05 × 10−3 8.51 × 10−4 6.95 × 10−4 5.70 × 10−4 3.92 × 10−4 1.67 × 10−4 7.90 × 10−5 4.04 × 10−5 2.20 × 10−5 1.26 × 10−5 4.90 × 10−6 2.40 × 10−6

0.46 4.46 × 10−3 1.39 × 10−3 1.13 × 10−3 9.19 × 10−4 7.55 × 10−4 5.18 × 10−4 2.21 × 10−4 1.04 × 10−4 5.34 × 10−5 2.91 × 10−5 1.67 × 10−5 6.40 × 10−6 3.10 × 10−6

0.52 5.74 × 10−3 1.78 × 10−3 1.44 × 10−3 1.17 × 10−3 9.64 × 10−4 6.62 × 10−4 2.83 × 10−4 1.33 × 10−4 6.82 × 10−5 3.71 × 10−5 2.14 × 10−5 8.20 × 10−6 4 × 10−6

0.58 7.19 × 10−3 2.21 × 10−3 1.79 × 10−3 1.46 × 10−3 1.20 × 10−3 8.24 × 10−4 3.51 × 10−4 1.66 × 10−4 8.48 × 10−5 4.62 × 10−5 2.66 × 10−5 1.02 × 10−5 5 × 10−6

0.64 8.78 × 10−3 2.70 × 10−3 2.18 × 10−3 1.78 × 10−3 1.46 × 10−3 1 × 10−3 4.28 × 10−4 2.02 × 10−4 1.03 × 10−4 5.63 × 10−5 3.24 × 10−5 1.24 × 10−5 6.10 × 10−6

0.7 1.05 × 10−2 3.23 × 10−3 2.61 × 10−3 2.13 × 10−3 1.75 × 10−3 1.20 × 10−3 5.12 × 10−4 2.42 × 10−4 1.24 × 10−4 6.73 × 10−5 3.87 × 10−5 1.49 × 10−5 7.30 × 10−6

0.8 1.38 × 10−2 4.21 × 10−3 3.41 × 10−3 2.78 × 10−3 2.28 × 10−3 1.57 × 10−3 6.69 × 10−4 3.16 × 10−4 1.61 × 10−4 8.79 × 10−5 5.06 × 10−5 1.94 × 10−5 9.50 × 10−6

0.9 1.75 × 10−2 5.34 × 10−3 4.32 × 10−3 3.52 × 10−3 2.89 × 10−3 1.98 × 10−3 8.46 × 10−4 4 × 10−4 2.04 × 10−4 1.11 × 10−4 6.40 × 10−5 2.46 × 10−5 1.21 × 10−5

1.0 2.17 × 10−2 6.59 × 10−3 5.33 × 10−3 4.35 × 10−3 3.57 × 10−3 2.45 × 10−3 1.04 × 10−3 4.94 × 10−4 2.52 × 10−4 1.37 × 10−4 7.90 × 10−5 3.04 × 10−5 1.49 × 10−5

1.2 3.13 × 10−2 9.49 × 10−3 7.68 × 10−3 6.26 × 10−3 5.14 × 10−3 3.53 × 10−3 1.50 × 10−3 7.11 × 10−4 3.63 × 10−4 1.98 × 10−4 1.14 × 10−4 4.37 × 10−5 2.14 × 10−5

1.4 4.26 × 10−2 1.29 × 10−2 1.05 × 10−2 8.52 × 10−3 6.99 × 10−3 4.80 × 10−3 2.05 × 10−3 9.67 × 10−4 4.94 × 10−4 2.69 × 10−4 1.55 × 10−4 5.95 × 10−5 2.92 × 10−5

1.6 5.57 × 10−2 1.69 × 10−2 1.37 × 10−2 1.11 × 10−2 9.13 × 10−3 6.27 × 10−3 2.67 × 10−3 1.26 × 10−3 6.46 × 10−4 3.52 × 10−4 2.02 × 10−4 7.78 × 10−5 3.81 × 10−5

1.8 7.06 × 10−2 2.14 × 10−2 1.73 × 10−2 1.41 × 10−2 1.16 × 10−2 7.93 × 10−3 3.39 × 10−3 1.60 × 10−3 8.17 × 10−4 4.45 × 10−4 2.56 × 10−4 9.84 × 10−5 4.82 × 10−5

2.0 8.72 × 10−2 2.64 × 10−2 2.13 × 10−2 1.74 × 10−2 1.43 × 10−2 9.79 × 10−3 4.18 × 10−3 1.97 × 10−3 1.01 × 10−3 5.49 × 10−4 3.16 × 10−4 1.22 × 10−4 5.95 × 10−5

2.2 1.06 × 10−1 3.19 × 10−2 2.58 × 10−2 2.10 × 10−2 1.73 × 10−2 1.19 × 10−2 5.06 × 10−3 2.39 × 10−3 1.22 × 10−3 6.65 × 10−4 3.82 × 10−4 1.47 × 10−4 7.20 × 10−5

2.4 1.26 × 10−1 3.80 × 10−2 3.07 × 10−2 2.50 × 10−2 2.06 × 10−2 1.41 × 10−2 6.02 × 10−3 2.84 × 10−3 1.45 × 10−3 7.91 × 10−4 4.55 × 10−4 1.75 × 10−4 8.57 × 10−5

2.6 1.47 × 10−1 4.46 × 10−2 3.61 × 10−2 2.94 × 10−2 2.41 × 10−2 1.66 × 10−2 7.06 × 10−3 3.34 × 10−3 1.70 × 10−3 9.29 × 10−4 5.34 × 10−4 2.05 × 10−4 1.01 × 10−4

2.8 1.71 × 10−1 5.17 × 10−2 4.18 × 10−2 3.41 × 10−2 2.80 × 10−2 1.92 × 10−2 8.19 × 10−3 3.87 × 10−3 1.98 × 10−3 1.08 × 10−3 6.19 × 10−4 2.38 × 10−4 1.17 × 10−4

3.0 1.96 × 10−1 5.93 × 10−2 4.80 × 10−2 3.91 × 10−2 3.21 × 10−2 2.20 × 10−2 9.40 × 10−3 4.44 × 10−3 2.27 × 10−3 1.24 × 10−3 7.11 × 10−4 2.73 × 10−4 1.34 × 10−4

3.4 2.52 × 10−1 7.62 × 10−2 6.17 × 10−2 5.03 × 10−2 4.13 × 10−2 2.83 × 10−2 1.21 × 10−2 5.71 × 10−3 2.92 × 10−3 1.59 × 10−3 9.13 × 10−4 3.51 × 10−4 1.72 × 10−4

3.8 3.15 × 10−1 9.52 × 10−2 7.70 × 10−2 6.28 × 10−2 5.15 × 10−2 3.54 × 10−2 1.51 × 10−2 7.13 × 10−3 3.64 × 10−3 1.98 × 10−3 1.14 × 10−3 4.39 × 10−4 2.15 × 10−4

4.2 3.85 × 10−1 1.16 × 10−1 9.41 × 10−2 7.67 × 10−2 6.29 × 10−2 4.32 × 10−2 1.84 × 10−2 8.71 × 10−3 4.45 × 10−3 2.42 × 10−3 1.39 × 10−3 5.36 × 10−4 2.62 × 10−4

4.6 4.62 × 10−1 1.40 × 10−1 1.13 × 10−1 9.20 × 10−2 7.55 × 10−2 5.18 × 10−2 2.21 × 10−2 1.04 × 10−2 5.34 × 10−3 2.91 × 10−3 1.67 × 10−3 6.43 × 10−4 3.15 × 10−4

5.0 5.46 × 10−1 1.65 × 10−1 1.33 × 10−1 1.09 × 10−1 8.92 × 10−2 6.12 × 10−2 2.61 × 10−2 1.23 × 10−2 6.31 × 10−3 3.43 × 10−3 1.98 × 10−3 7.59 × 10−4 3.72 × 10−4

6.0 7.86 × 10−1 2.37 × 10−1 1.92 × 10−1 1.57 × 10−1 1.28 × 10−1 8.81 × 10−2 3.76 × 10−2 1.78 × 10−2 9.08 × 10−3 4.95 × 10−3 2.84 × 10−3 1.09 × 10−3 5.36 × 10−4

7.0 1.07 3.23 × 10−1 2.61 × 10−1 2.13 × 10−1 1.75 × 10−1 1.20 × 10−1 5.12 × 10−2 2.42 × 10−2 1.24 × 10−2 6.73 × 10−3 3.87 × 10−3 1.49 × 10−3 7.29 × 10−4

8.0 1.40 4.22 × 10−1 3.41 × 10−1 2.78 × 10−1 2.28 × 10−1 1.57 × 10−1 6.69 × 10−2 3.16 × 10−2 1.61 × 10−2 8.79 × 10−3 5.06 × 10−3 1.94 × 10−3 9.52 × 10−4

9.0 1.77 5.34 × 10−1 4.32 × 10−1 3.52 × 10−1 2.89 × 10−1 1.98 × 10−1 8.46 × 10−2 4 × 10−2 2.04 × 10−2 1.11 × 10−2 6.40 × 10−3 2.46 × 10−3 1.21 × 10−3

10 2.18 6.59 × 10−1 5.33 × 10−1 4.35 × 10−1 3.57 × 10−1 2.45 × 10−1 1.04 × 10−1 4.94 × 10−2 2.52 × 10−2 1.37 × 10−2 7.90 × 10−3 3.04 × 10−3 1.49 × 10−3

15 4.91 1.48 1.20 9.78 × 10−1 8.03 × 10−1 5.51 × 10−1 2.35 × 10−1 1.11 × 10−1 5.67 × 10−2 3.09 × 10−2 1.78 × 10−2 6.83 × 10−3 3.35 × 10−3

20 8.74 2.64 2.13 1.74 1.43 9.79 × 10−1 4.18 × 10−1 1.97 × 10−1 1.01 × 10−1 5.49 × 10−2 3.16 × 10−2 1.22 × 10−2 5.95 × 10−3

25 1.36 × 101 4.12 3.33 2.72 2.23 1.53 6.53 × 10−1 3.08 × 10−1 1.58 × 10−1 8.59 × 10−2 4.94 × 10−2 1.90 × 10−2 9.30 × 10−3

30 1.97 × 101 5.93 4.80 3.91 3.21 2.20 9.40 × 10−1 4.44 × 10−1 2.27 × 10−1 1.24 × 10−1 7.11 × 10−2 2.73 × 10−2 1.34 × 10−2

35 2.68 × 101 8.08 6.54 5.33 4.37 3.00 1.28 6.05 × 10−1 3.09 × 10−1 1.68 × 10−1 9.68 × 10−2 3.72 × 10−2 1.82 × 10−2

40 3.49 × 101 1.05 × 101 8.54 6.96 5.71 3.92 1.67 7.90 × 10−1 4.04 × 10−1 2.20 × 10−1 1.26 × 10−1 4.86 × 10−2 2.38 × 10−2

45 4.42 × 101 1.34 × 101 1.08 × 101 8.81 7.23 4.96 2.12 1.00 5.11 × 10−1 2.78 × 10−1 1.60 × 10−1 6.15 × 10−2 3.01 × 10−2

50 5.46 × 101 1.65 × 101 1.33 × 101 1.09 × 101 8.92 6.12 2.61 1.23 6.31 × 10−1 3.43 × 10−1 1.98 × 10−1 7.59 × 10−2 3.72 × 10−2

Table A.8: Production cross section in pb of a pseudoscalar A produced via the 1-associated production mode
for several mass points in a type II 2HDM [241–245].
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A.2 2HDM production cross sections

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 2.20 6.60 × 10−1 5.34 × 10−1 4.35 × 10−1 3.57 × 10−1 2.45 × 10−1 1.04 × 10−1 4.94 × 10−2 2.52 × 10−2 1.37 × 10−2 7.90 × 10−3 3.04 × 10−3 1.49 × 10−3

0.12 1.53 4.58 × 10−1 3.71 × 10−1 3.02 × 10−1 2.48 × 10−1 1.70 × 10−1 7.26 × 10−2 3.43 × 10−2 1.75 × 10−2 9.54 × 10−3 5.49 × 10−3 2.11 × 10−3 1.03 × 10−3

0.14 1.12 3.37 × 10−1 2.72 × 10−1 2.22 × 10−1 1.82 × 10−1 1.25 × 10−1 5.33 × 10−2 2.52 × 10−2 1.29 × 10−2 7.01 × 10−3 4.03 × 10−3 1.55 × 10−3 7.59 × 10−4

0.16 8.59 × 10−1 2.58 × 10−1 2.08 × 10−1 1.70 × 10−1 1.39 × 10−1 9.56 × 10−2 4.08 × 10−2 1.93 × 10−2 9.85 × 10−3 5.37 × 10−3 3.09 × 10−3 1.19 × 10−3 5.81 × 10−4

0.18 6.79 × 10−1 2.04 × 10−1 1.65 × 10−1 1.34 × 10−1 1.10 × 10−1 7.56 × 10−2 3.22 × 10−2 1.52 × 10−2 7.78 × 10−3 4.24 × 10−3 2.44 × 10−3 9.38 × 10−4 4.59 × 10−4

0.2 5.50 × 10−1 1.65 × 10−1 1.33 × 10−1 1.09 × 10−1 8.92 × 10−2 6.12 × 10−2 2.61 × 10−2 1.23 × 10−2 6.31 × 10−3 3.43 × 10−3 1.98 × 10−3 7.59 × 10−4 3.72 × 10−4

0.24 3.82 × 10−1 1.15 × 10−1 9.27 × 10−2 7.55 × 10−2 6.20 × 10−2 4.25 × 10−2 1.81 × 10−2 8.57 × 10−3 4.38 × 10−3 2.38 × 10−3 1.37 × 10−3 5.27 × 10−4 2.58 × 10−4

0.28 2.81 × 10−1 8.42 × 10−2 6.81 × 10−2 5.55 × 10−2 4.55 × 10−2 3.12 × 10−2 1.33 × 10−2 6.30 × 10−3 3.22 × 10−3 1.75 × 10−3 1.01 × 10−3 3.87 × 10−4 1.90 × 10−4

0.32 2.15 × 10−1 6.44 × 10−2 5.21 × 10−2 4.25 × 10−2 3.49 × 10−2 2.39 × 10−2 1.02 × 10−2 4.82 × 10−3 2.46 × 10−3 1.34 × 10−3 7.71 × 10−4 2.97 × 10−4 1.45 × 10−4

0.36 1.70 × 10−1 5.09 × 10−2 4.12 × 10−2 3.36 × 10−2 2.75 × 10−2 1.89 × 10−2 8.06 × 10−3 3.81 × 10−3 1.95 × 10−3 1.06 × 10−3 6.10 × 10−4 2.34 × 10−4 1.15 × 10−4

0.4 1.37 × 10−1 4.12 × 10−2 3.34 × 10−2 2.72 × 10−2 2.23 × 10−2 1.53 × 10−2 6.53 × 10−3 3.08 × 10−3 1.58 × 10−3 8.59 × 10−4 4.94 × 10−4 1.90 × 10−4 9.30 × 10−5

0.46 1.04 × 10−1 3.12 × 10−2 2.52 × 10−2 2.06 × 10−2 1.69 × 10−2 1.16 × 10−2 4.94 × 10−3 2.33 × 10−3 1.19 × 10−3 6.49 × 10−4 3.73 × 10−4 1.44 × 10−4 7.03 × 10−5

0.52 8.14 × 10−2 2.44 × 10−2 1.97 × 10−2 1.61 × 10−2 1.32 × 10−2 9.06 × 10−3 3.86 × 10−3 1.83 × 10−3 9.33 × 10−4 5.08 × 10−4 2.92 × 10−4 1.12 × 10−4 5.50 × 10−5

0.58 6.54 × 10−2 1.96 × 10−2 1.59 × 10−2 1.29 × 10−2 1.06 × 10−2 7.28 × 10−3 3.11 × 10−3 1.47 × 10−3 7.50 × 10−4 4.08 × 10−4 2.35 × 10−4 9.03 × 10−5 4.42 × 10−5

0.64 5.37 × 10−2 1.61 × 10−2 1.30 × 10−2 1.06 × 10−2 8.71 × 10−3 5.98 × 10−3 2.55 × 10−3 1.21 × 10−3 6.16 × 10−4 3.35 × 10−4 1.93 × 10−4 7.42 × 10−5 3.63 × 10−5

0.7 4.49 × 10−2 1.35 × 10−2 1.09 × 10−2 8.88 × 10−3 7.28 × 10−3 5 × 10−3 2.13 × 10−3 1.01 × 10−3 5.15 × 10−4 2.80 × 10−4 1.61 × 10−4 6.20 × 10−5 3.04 × 10−5

0.8 3.44 × 10−2 1.03 × 10−2 8.34 × 10−3 6.80 × 10−3 5.58 × 10−3 3.83 × 10−3 1.63 × 10−3 7.71 × 10−4 3.94 × 10−4 2.15 × 10−4 1.23 × 10−4 4.75 × 10−5 2.33 × 10−5

0.9 2.72 × 10−2 8.15 × 10−3 6.59 × 10−3 5.37 × 10−3 4.41 × 10−3 3.02 × 10−3 1.29 × 10−3 6.09 × 10−4 3.11 × 10−4 1.70 × 10−4 9.75 × 10−5 3.75 × 10−5 1.84 × 10−5

1.0 2.20 × 10−2 6.60 × 10−3 5.34 × 10−3 4.35 × 10−3 3.57 × 10−3 2.45 × 10−3 1.04 × 10−3 4.94 × 10−4 2.52 × 10−4 1.37 × 10−4 7.90 × 10−5 3.04 × 10−5 1.49 × 10−5

1.2 1.53 × 10−2 4.58 × 10−3 3.71 × 10−3 3.02 × 10−3 2.48 × 10−3 1.70 × 10−3 7.26 × 10−4 3.43 × 10−4 1.75 × 10−4 9.54 × 10−5 5.49 × 10−5 2.11 × 10−5 1.03 × 10−5

1.4 1.12 × 10−2 3.37 × 10−3 2.72 × 10−3 2.22 × 10−3 1.82 × 10−3 1.25 × 10−3 5.33 × 10−4 2.52 × 10−4 1.29 × 10−4 7.01 × 10−5 4.03 × 10−5 1.55 × 10−5 7.60 × 10−6

1.6 8.59 × 10−3 2.58 × 10−3 2.08 × 10−3 1.70 × 10−3 1.39 × 10−3 9.56 × 10−4 4.08 × 10−4 1.93 × 10−4 9.85 × 10−5 5.37 × 10−5 3.09 × 10−5 1.19 × 10−5 5.80 × 10−6

1.8 6.79 × 10−3 2.04 × 10−3 1.65 × 10−3 1.34 × 10−3 1.10 × 10−3 7.56 × 10−4 3.22 × 10−4 1.52 × 10−4 7.78 × 10−5 4.24 × 10−5 2.44 × 10−5 9.40 × 10−6 4.60 × 10−6

2.0 5.50 × 10−3 1.65 × 10−3 1.33 × 10−3 1.09 × 10−3 8.92 × 10−4 6.12 × 10−4 2.61 × 10−4 1.23 × 10−4 6.31 × 10−5 3.43 × 10−5 1.98 × 10−5 7.60 × 10−6 3.70 × 10−6

2.2 4.55 × 10−3 1.36 × 10−3 1.10 × 10−3 8.99 × 10−4 7.37 × 10−4 5.06 × 10−4 2.16 × 10−4 1.02 × 10−4 5.21 × 10−5 2.84 × 10−5 1.63 × 10−5 6.30 × 10−6 3.10 × 10−6

2.4 3.82 × 10−3 1.15 × 10−3 9.27 × 10−4 7.55 × 10−4 6.20 × 10−4 4.25 × 10−4 1.81 × 10−4 8.57 × 10−5 4.38 × 10−5 2.38 × 10−5 1.37 × 10−5 5.30 × 10−6 2.60 × 10−6

2.6 3.25 × 10−3 9.76 × 10−4 7.90 × 10−4 6.43 × 10−4 5.28 × 10−4 3.62 × 10−4 1.55 × 10−4 7.30 × 10−5 3.73 × 10−5 2.03 × 10−5 1.17 × 10−5 4.50 × 10−6 2.20 × 10−6

2.8 2.81 × 10−3 8.42 × 10−4 6.81 × 10−4 5.55 × 10−4 4.55 × 10−4 3.12 × 10−4 1.33 × 10−4 6.30 × 10−5 3.22 × 10−5 1.75 × 10−5 1.01 × 10−5 3.90 × 10−6 1.90 × 10−6

3.0 2.44 × 10−3 7.33 × 10−4 5.93 × 10−4 4.83 × 10−4 3.97 × 10−4 2.72 × 10−4 1.16 × 10−4 5.48 × 10−5 2.80 × 10−5 1.53 × 10−5 8.80 × 10−6 3.40 × 10−6 1.70 × 10−6

3.4 1.90 × 10−3 5.71 × 10−4 4.62 × 10−4 3.76 × 10−4 3.09 × 10−4 2.12 × 10−4 9.04 × 10−5 4.27 × 10−5 2.18 × 10−5 1.19 × 10−5 6.80 × 10−6 2.60 × 10−6 1.30 × 10−6

3.8 1.52 × 10−3 4.57 × 10−4 3.70 × 10−4 3.01 × 10−4 2.47 × 10−4 1.70 × 10−4 7.24 × 10−5 3.42 × 10−5 1.75 × 10−5 9.50 × 10−6 5.50 × 10−6 2.10 × 10−6 1 × 10−6

4.2 1.25 × 10−3 3.74 × 10−4 3.03 × 10−4 2.47 × 10−4 2.02 × 10−4 1.39 × 10−4 5.92 × 10−5 2.80 × 10−5 1.43 × 10−5 7.80 × 10−6 4.50 × 10−6 1.70 × 10−6 8 × 10−7

4.6 1.04 × 10−3 3.12 × 10−4 2.52 × 10−4 2.06 × 10−4 1.69 × 10−4 1.16 × 10−4 4.94 × 10−5 2.33 × 10−5 1.19 × 10−5 6.50 × 10−6 3.70 × 10−6 1.40 × 10−6 7 × 10−7

5.0 8.80 × 10−4 2.64 × 10−4 2.13 × 10−4 1.74 × 10−4 1.43 × 10−4 9.79 × 10−5 4.18 × 10−5 1.97 × 10−5 1.01 × 10−5 5.50 × 10−6 3.20 × 10−6 1.20 × 10−6 6 × 10−7

6.0 6.11 × 10−4 1.83 × 10−4 1.48 × 10−4 1.21 × 10−4 9.91 × 10−5 6.80 × 10−5 2.90 × 10−5 1.37 × 10−5 7 × 10−6 3.80 × 10−6 2.20 × 10−6 8 × 10−7 4 × 10−7

7.0 4.49 × 10−4 1.35 × 10−4 1.09 × 10−4 8.88 × 10−5 7.28 × 10−5 5 × 10−5 2.13 × 10−5 1.01 × 10−5 5.10 × 10−6 2.80 × 10−6 1.60 × 10−6 6 × 10−7 3 × 10−7

8.0 3.44 × 10−4 1.03 × 10−4 8.34 × 10−5 6.80 × 10−5 5.58 × 10−5 3.83 × 10−5 1.63 × 10−5 7.70 × 10−6 3.90 × 10−6 2.10 × 10−6 1.20 × 10−6 5 × 10−7 2 × 10−7

9.0 2.72 × 10−4 8.15 × 10−5 6.59 × 10−5 5.37 × 10−5 4.41 × 10−5 3.02 × 10−5 1.29 × 10−5 6.10 × 10−6 3.10 × 10−6 1.70 × 10−6 1 × 10−6 4 × 10−7 2 × 10−7

10 2.20 × 10−4 6.60 × 10−5 5.34 × 10−5 4.35 × 10−5 3.57 × 10−5 2.45 × 10−5 1.04 × 10−5 4.90 × 10−6 2.50 × 10−6 1.40 × 10−6 8 × 10−7 3 × 10−7 1 × 10−7

15 9.78 × 10−5 2.93 × 10−5 2.37 × 10−5 1.93 × 10−5 1.59 × 10−5 1.09 × 10−5 4.60 × 10−6 2.20 × 10−6 1.10 × 10−6 6 × 10−7 4 × 10−7 1 × 10−7 1 × 10−7

20 5.50 × 10−5 1.65 × 10−5 1.33 × 10−5 1.09 × 10−5 8.90 × 10−6 6.10 × 10−6 2.60 × 10−6 1.20 × 10−6 6 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00
25 3.52 × 10−5 1.06 × 10−5 8.50 × 10−6 7 × 10−6 5.70 × 10−6 3.90 × 10−6 1.70 × 10−6 8 × 10−7 4 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00
30 2.44 × 10−5 7.30 × 10−6 5.90 × 10−6 4.80 × 10−6 4 × 10−6 2.70 × 10−6 1.20 × 10−6 5 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00
35 1.80 × 10−5 5.40 × 10−6 4.40 × 10−6 3.60 × 10−6 2.90 × 10−6 2 × 10−6 9 × 10−7 4 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00
40 1.37 × 10−5 4.10 × 10−6 3.30 × 10−6 2.70 × 10−6 2.20 × 10−6 1.50 × 10−6 7 × 10−7 3 × 10−7 2 × 10−7 1 × 10−7 0.00 0.00 0.00
45 1.09 × 10−5 3.30 × 10−6 2.60 × 10−6 2.10 × 10−6 1.80 × 10−6 1.20 × 10−6 5 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00 0.00
50 8.80 × 10−6 2.60 × 10−6 2.10 × 10−6 1.70 × 10−6 1.40 × 10−6 1 × 10−6 4 × 10−7 2 × 10−7 1 × 10−7 1 × 10−7 0.00 0.00 0.00

Table A.9: Production cross section in pb of a pseudoscalar A produced via the 1-associated production mode
for several mass points in a type II 2HDM [241–245].
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A Signal cross section tables

production cross section in pb

tan V 300GeV 400GeV 420GeV 440GeV 460GeV 500GeV 600GeV 700GeV 800GeV 900GeV 1000GeV 1200GeV 1400GeV

0.1 5.75 × 10−5 6.09 × 10−5 5.09 × 10−5 4.23 × 10−5 3.51 × 10−5 2.44 × 10−5 1.04 × 10−5 4.90 × 10−6 2.50 × 10−6 1.40 × 10−6 8 × 10−7 3 × 10−7 1 × 10−7

0.12 1.54 × 10−4 8.99 × 10−5 7.44 × 10−5 6.15 × 10−5 5.08 × 10−5 3.51 × 10−5 1.50 × 10−5 7.10 × 10−6 3.60 × 10−6 2 × 10−6 1.10 × 10−6 4 × 10−7 2 × 10−7

0.14 2.67 × 10−4 1.24 × 10−4 1.02 × 10−4 8.41 × 10−5 6.94 × 10−5 4.79 × 10−5 2.05 × 10−5 9.70 × 10−6 4.90 × 10−6 2.70 × 10−6 1.50 × 10−6 6 × 10−7 3 × 10−7

0.16 3.98 × 10−4 1.64 × 10−4 1.34 × 10−4 1.10 × 10−4 9.08 × 10−5 6.26 × 10−5 2.67 × 10−5 1.26 × 10−5 6.50 × 10−6 3.50 × 10−6 2 × 10−6 8 × 10−7 4 × 10−7

0.18 5.47 × 10−4 2.09 × 10−4 1.70 × 10−4 1.40 × 10−4 1.15 × 10−4 7.92 × 10−5 3.38 × 10−5 1.60 × 10−5 8.20 × 10−6 4.50 × 10−6 2.60 × 10−6 1 × 10−6 5 × 10−7

0.2 7.13 × 10−4 2.59 × 10−4 2.11 × 10−4 1.73 × 10−4 1.42 × 10−4 9.78 × 10−5 4.18 × 10−5 1.97 × 10−5 1.01 × 10−5 5.50 × 10−6 3.20 × 10−6 1.20 × 10−6 6 × 10−7

0.24 1.10 × 10−3 3.75 × 10−4 3.05 × 10−4 2.49 × 10−4 2.05 × 10−4 1.41 × 10−4 6.02 × 10−5 2.84 × 10−5 1.45 × 10−5 7.90 × 10−6 4.60 × 10−6 1.70 × 10−6 9 × 10−7

0.28 1.55 × 10−3 5.12 × 10−4 4.16 × 10−4 3.40 × 10−4 2.79 × 10−4 1.92 × 10−4 8.19 × 10−5 3.87 × 10−5 1.98 × 10−5 1.08 × 10−5 6.20 × 10−6 2.40 × 10−6 1.20 × 10−6

0.32 2.08 × 10−3 6.70 × 10−4 5.44 × 10−4 4.44 × 10−4 3.65 × 10−4 2.51 × 10−4 1.07 × 10−4 5.05 × 10−5 2.58 × 10−5 1.41 × 10−5 8.10 × 10−6 3.10 × 10−6 1.50 × 10−6

0.36 2.67 × 10−3 8.50 × 10−4 6.89 × 10−4 5.62 × 10−4 4.62 × 10−4 3.17 × 10−4 1.35 × 10−4 6.40 × 10−5 3.27 × 10−5 1.78 × 10−5 1.02 × 10−5 3.90 × 10−6 1.90 × 10−6

0.4 3.33 × 10−3 1.05 × 10−3 8.51 × 10−4 6.95 × 10−4 5.70 × 10−4 3.92 × 10−4 1.67 × 10−4 7.90 × 10−5 4.04 × 10−5 2.20 × 10−5 1.26 × 10−5 4.90 × 10−6 2.40 × 10−6

0.46 4.46 × 10−3 1.39 × 10−3 1.13 × 10−3 9.19 × 10−4 7.55 × 10−4 5.18 × 10−4 2.21 × 10−4 1.04 × 10−4 5.34 × 10−5 2.91 × 10−5 1.67 × 10−5 6.40 × 10−6 3.10 × 10−6

0.52 5.74 × 10−3 1.78 × 10−3 1.44 × 10−3 1.17 × 10−3 9.64 × 10−4 6.62 × 10−4 2.83 × 10−4 1.33 × 10−4 6.82 × 10−5 3.71 × 10−5 2.14 × 10−5 8.20 × 10−6 4 × 10−6

0.58 7.19 × 10−3 2.21 × 10−3 1.79 × 10−3 1.46 × 10−3 1.20 × 10−3 8.24 × 10−4 3.51 × 10−4 1.66 × 10−4 8.48 × 10−5 4.62 × 10−5 2.66 × 10−5 1.02 × 10−5 5 × 10−6

0.64 8.78 × 10−3 2.70 × 10−3 2.18 × 10−3 1.78 × 10−3 1.46 × 10−3 1 × 10−3 4.28 × 10−4 2.02 × 10−4 1.03 × 10−4 5.63 × 10−5 3.24 × 10−5 1.24 × 10−5 6.10 × 10−6

0.7 1.05 × 10−2 3.23 × 10−3 2.61 × 10−3 2.13 × 10−3 1.75 × 10−3 1.20 × 10−3 5.12 × 10−4 2.42 × 10−4 1.24 × 10−4 6.73 × 10−5 3.87 × 10−5 1.49 × 10−5 7.30 × 10−6

0.8 1.38 × 10−2 4.21 × 10−3 3.41 × 10−3 2.78 × 10−3 2.28 × 10−3 1.57 × 10−3 6.69 × 10−4 3.16 × 10−4 1.61 × 10−4 8.79 × 10−5 5.06 × 10−5 1.94 × 10−5 9.50 × 10−6

0.9 1.75 × 10−2 5.34 × 10−3 4.32 × 10−3 3.52 × 10−3 2.89 × 10−3 1.98 × 10−3 8.46 × 10−4 4 × 10−4 2.04 × 10−4 1.11 × 10−4 6.40 × 10−5 2.46 × 10−5 1.21 × 10−5

1.0 2.17 × 10−2 6.59 × 10−3 5.33 × 10−3 4.35 × 10−3 3.57 × 10−3 2.45 × 10−3 1.04 × 10−3 4.94 × 10−4 2.52 × 10−4 1.37 × 10−4 7.90 × 10−5 3.04 × 10−5 1.49 × 10−5

1.2 3.13 × 10−2 9.49 × 10−3 7.68 × 10−3 6.26 × 10−3 5.14 × 10−3 3.53 × 10−3 1.50 × 10−3 7.11 × 10−4 3.63 × 10−4 1.98 × 10−4 1.14 × 10−4 4.37 × 10−5 2.14 × 10−5

1.4 4.26 × 10−2 1.29 × 10−2 1.05 × 10−2 8.52 × 10−3 6.99 × 10−3 4.80 × 10−3 2.05 × 10−3 9.67 × 10−4 4.94 × 10−4 2.69 × 10−4 1.55 × 10−4 5.95 × 10−5 2.92 × 10−5

1.6 5.57 × 10−2 1.69 × 10−2 1.37 × 10−2 1.11 × 10−2 9.13 × 10−3 6.27 × 10−3 2.67 × 10−3 1.26 × 10−3 6.46 × 10−4 3.52 × 10−4 2.02 × 10−4 7.78 × 10−5 3.81 × 10−5

1.8 7.06 × 10−2 2.14 × 10−2 1.73 × 10−2 1.41 × 10−2 1.16 × 10−2 7.93 × 10−3 3.39 × 10−3 1.60 × 10−3 8.17 × 10−4 4.45 × 10−4 2.56 × 10−4 9.84 × 10−5 4.82 × 10−5

2.0 8.72 × 10−2 2.64 × 10−2 2.13 × 10−2 1.74 × 10−2 1.43 × 10−2 9.79 × 10−3 4.18 × 10−3 1.97 × 10−3 1.01 × 10−3 5.49 × 10−4 3.16 × 10−4 1.22 × 10−4 5.95 × 10−5

2.2 1.06 × 10−1 3.19 × 10−2 2.58 × 10−2 2.10 × 10−2 1.73 × 10−2 1.19 × 10−2 5.06 × 10−3 2.39 × 10−3 1.22 × 10−3 6.65 × 10−4 3.82 × 10−4 1.47 × 10−4 7.20 × 10−5

2.4 1.26 × 10−1 3.80 × 10−2 3.07 × 10−2 2.50 × 10−2 2.06 × 10−2 1.41 × 10−2 6.02 × 10−3 2.84 × 10−3 1.45 × 10−3 7.91 × 10−4 4.55 × 10−4 1.75 × 10−4 8.57 × 10−5

2.6 1.47 × 10−1 4.46 × 10−2 3.61 × 10−2 2.94 × 10−2 2.41 × 10−2 1.66 × 10−2 7.06 × 10−3 3.34 × 10−3 1.70 × 10−3 9.29 × 10−4 5.34 × 10−4 2.05 × 10−4 1.01 × 10−4

2.8 1.71 × 10−1 5.17 × 10−2 4.18 × 10−2 3.41 × 10−2 2.80 × 10−2 1.92 × 10−2 8.19 × 10−3 3.87 × 10−3 1.98 × 10−3 1.08 × 10−3 6.19 × 10−4 2.38 × 10−4 1.17 × 10−4

3.0 1.96 × 10−1 5.93 × 10−2 4.80 × 10−2 3.91 × 10−2 3.21 × 10−2 2.20 × 10−2 9.40 × 10−3 4.44 × 10−3 2.27 × 10−3 1.24 × 10−3 7.11 × 10−4 2.73 × 10−4 1.34 × 10−4

3.4 2.52 × 10−1 7.62 × 10−2 6.17 × 10−2 5.03 × 10−2 4.13 × 10−2 2.83 × 10−2 1.21 × 10−2 5.71 × 10−3 2.92 × 10−3 1.59 × 10−3 9.13 × 10−4 3.51 × 10−4 1.72 × 10−4

3.8 3.15 × 10−1 9.52 × 10−2 7.70 × 10−2 6.28 × 10−2 5.15 × 10−2 3.54 × 10−2 1.51 × 10−2 7.13 × 10−3 3.64 × 10−3 1.98 × 10−3 1.14 × 10−3 4.39 × 10−4 2.15 × 10−4

4.2 3.85 × 10−1 1.16 × 10−1 9.41 × 10−2 7.67 × 10−2 6.29 × 10−2 4.32 × 10−2 1.84 × 10−2 8.71 × 10−3 4.45 × 10−3 2.42 × 10−3 1.39 × 10−3 5.36 × 10−4 2.62 × 10−4

4.6 4.62 × 10−1 1.40 × 10−1 1.13 × 10−1 9.20 × 10−2 7.55 × 10−2 5.18 × 10−2 2.21 × 10−2 1.04 × 10−2 5.34 × 10−3 2.91 × 10−3 1.67 × 10−3 6.43 × 10−4 3.15 × 10−4

5.0 5.46 × 10−1 1.65 × 10−1 1.33 × 10−1 1.09 × 10−1 8.92 × 10−2 6.12 × 10−2 2.61 × 10−2 1.23 × 10−2 6.31 × 10−3 3.43 × 10−3 1.98 × 10−3 7.59 × 10−4 3.72 × 10−4

6.0 7.86 × 10−1 2.37 × 10−1 1.92 × 10−1 1.57 × 10−1 1.28 × 10−1 8.81 × 10−2 3.76 × 10−2 1.78 × 10−2 9.08 × 10−3 4.95 × 10−3 2.84 × 10−3 1.09 × 10−3 5.36 × 10−4

7.0 1.07 3.23 × 10−1 2.61 × 10−1 2.13 × 10−1 1.75 × 10−1 1.20 × 10−1 5.12 × 10−2 2.42 × 10−2 1.24 × 10−2 6.73 × 10−3 3.87 × 10−3 1.49 × 10−3 7.29 × 10−4

8.0 1.40 4.22 × 10−1 3.41 × 10−1 2.78 × 10−1 2.28 × 10−1 1.57 × 10−1 6.69 × 10−2 3.16 × 10−2 1.61 × 10−2 8.79 × 10−3 5.06 × 10−3 1.94 × 10−3 9.52 × 10−4

9.0 1.77 5.34 × 10−1 4.32 × 10−1 3.52 × 10−1 2.89 × 10−1 1.98 × 10−1 8.46 × 10−2 4 × 10−2 2.04 × 10−2 1.11 × 10−2 6.40 × 10−3 2.46 × 10−3 1.21 × 10−3

10 2.18 6.59 × 10−1 5.33 × 10−1 4.35 × 10−1 3.57 × 10−1 2.45 × 10−1 1.04 × 10−1 4.94 × 10−2 2.52 × 10−2 1.37 × 10−2 7.90 × 10−3 3.04 × 10−3 1.49 × 10−3

15 4.91 1.48 1.20 9.78 × 10−1 8.03 × 10−1 5.51 × 10−1 2.35 × 10−1 1.11 × 10−1 5.67 × 10−2 3.09 × 10−2 1.78 × 10−2 6.83 × 10−3 3.35 × 10−3

20 8.74 2.64 2.13 1.74 1.43 9.79 × 10−1 4.18 × 10−1 1.97 × 10−1 1.01 × 10−1 5.49 × 10−2 3.16 × 10−2 1.22 × 10−2 5.95 × 10−3

25 1.36 × 101 4.12 3.33 2.72 2.23 1.53 6.53 × 10−1 3.08 × 10−1 1.58 × 10−1 8.59 × 10−2 4.94 × 10−2 1.90 × 10−2 9.30 × 10−3

30 1.97 × 101 5.93 4.80 3.91 3.21 2.20 9.40 × 10−1 4.44 × 10−1 2.27 × 10−1 1.24 × 10−1 7.11 × 10−2 2.73 × 10−2 1.34 × 10−2

35 2.68 × 101 8.08 6.54 5.33 4.37 3.00 1.28 6.05 × 10−1 3.09 × 10−1 1.68 × 10−1 9.68 × 10−2 3.72 × 10−2 1.82 × 10−2

40 3.49 × 101 1.05 × 101 8.54 6.96 5.71 3.92 1.67 7.90 × 10−1 4.04 × 10−1 2.20 × 10−1 1.26 × 10−1 4.86 × 10−2 2.38 × 10−2

45 4.42 × 101 1.34 × 101 1.08 × 101 8.81 7.23 4.96 2.12 1.00 5.11 × 10−1 2.78 × 10−1 1.60 × 10−1 6.15 × 10−2 3.01 × 10−2

50 5.46 × 101 1.65 × 101 1.33 × 101 1.09 × 101 8.92 6.12 2.61 1.23 6.31 × 10−1 3.43 × 10−1 1.98 × 10−1 7.59 × 10−2 3.72 × 10−2

Table A.10: Production cross section in pb of a pseudoscalar A produced via the 1-associated production mode
for several mass points in a type IV 2HDM [241–245].
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CHAPTER B

ADDITIONAL CONTENT FROM THE W′ ANALYSIS

B.1 Trigger isolation

The isolation requirements of the various triggers used for the 2016 data taking period are summarised
in Table B.1.

B.2 Additional plots from the multĳet study in the W′
→ Wh analysis

The multĳet control plots from events with merged topology and one and two b-tagged jets are shown
in Figures B.1 and B.2, respectively.

B.3 Additional information about the uncertainties in the W′ analysis

The methods of determining the experimental uncertainties are described in additional literature and
Table B.2 summarises the various sources considered in this analysis together with the appropriate
references. The uncertainties with the largest impact on the parameter of interest, `, were found to be
the ones related to the small- and large-' jet energy scale and resolution, its mass, and flavour tagging.

Trigger name HLT �T [GeV] Electron LH Impact parameter cut Electron isolation

e26_lhtight_nod0_ivarloose 26 Tight no ?
varcone20
T /?T < 0.1

e60_lhmedium_nod0 60 Medium no —
e140_lhloose_nod0 140 Loose no —
e300_etcut 300 — yes —

Table B.1: Summary of single electron triggers used for the 2016 data taking period. The impact parameter cut
(if applied) consists of a cut on 30/f30

< 5 and ΔI0 sin \ < 0.5mm.
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B Additional content from the W′ analysis
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Figure B.1: Observed distributions of the missing transverse energy in the isolation-inverted regions with
1 b-tag events in the merged regime for the electron (left) and the muon (right) final states. The expected
simulated non-multĳet background contributions are shown as filled histograms. The difference between data
and the MC prediction, defining the QCD shape template, is shown in the lower panel. The total MC prediction
is normalised by scaling it such that it fits the data in the tail region with �missT > 200GeV, where the QCD
contribution is expected to be negligible.
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Figure B.2: Observed distributions of the missing transverse energy in the isolation-inverted regions with
2 b-tag events in the merged regime for the electron (left) and the muon (right) final states. The expected
simulated non-multĳet background contributions are shown as filled histograms. The difference between data
and the MC prediction, defining the QCD shape template, is shown in the lower panel. The total MC prediction
is normalised by scaling it such that it fits the data in the tail region with �missT > 200GeV, where the QCD
contribution is expected to be negligible.

218



B.3 Additional information about the uncertainties in the W′ analysis

Table B.2: Summary of experimental uncertainties applied in this analysis. The table is split into blocks
addressing the individual sources of uncertainties outlined in the text.
Systematic uncertainty Description Reference

PRW_SF Pile-up re-weighting uncertainty [246]

Electrons

EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR Trigger efficiency uncertainty [133]
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR Reconstruction efficiency uncertainty [133]
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR ID efficiency uncertainty [133]
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR Isolation efficiency uncertainty [133]
EG_SCALE_ALL Energy scale uncertainty [133, 247, 248]
EG_RESOLUTION_ALL Energy resolution uncertainty [133, 247, 248]

Muons

MUON_EFF_STAT + _SYS Reconstruction and ID efficiency uncertainty, ?`

T > 15GeV [192]
MUON_EFF_STAT_LOWPT + _SYS_LOWPT Reconstruction and ID efficiency uncertainty, ?`

T ≤ 15GeV [192]
MUON_ISO_STAT + _SYS Isolation efficiency uncertainty [192]
MUON_TTVA_STAT + _SYS Track-to-vertex association efficiency uncertainty [249]
MUONS_SCALE Energy scale uncertainty [192]
MUONS_ID Energy resolution uncertainty from inner detector [192]
MUONS_MS Energy resolution uncertainty from muon system [192]

Small-' jets

JET Energy scale uncertainty split into 21 components [250–252]
JET_JER_SINGLE_NP Energy resolution uncertainty [253]
JvtEfficiency JVT efficiency uncertainty —
FT_EFF_Eigen_B b-tagging efficiency uncertainties; 3 components for b-jets [196, 254–256]
FT_EFF_Eigen_C b-tagging efficiency uncertainties; 4 components for c-jets [196, 254–256]
FT_EFF_Eigen_L b-tagging efficiency uncertainties; 5 components for light jets [196, 254–256]
FT_EFF_Eigen_extrapolation b-tagging efficiency uncertainty for the extrapolation to high ?T jets [196, 254–256]
FT_EFF_Eigen_from_charm b-tagging efficiency uncertainty on tau jets [196, 254–256]

Large-' jets

SysJET_Comb_Baseline_Kin Energy scale uncertainties (?T and mass scales fully correlated) [257–259]
SysJET_Comb_Modelling_Kin [257–259]
SysJET_Comb_TotalStat_Kin [257–259]
SysJET_Comb_Tracking_Kin [257–259]
FATJET_JER Energy resolution uncertainty [257–259]
FATJET_JMR Mass resolution uncertainty [257–259]

Track jets

FT_EFF_Eigen_B b-tagging efficiency uncertainties; 3 components for b-jets [196, 254–256]
FT_EFF_Eigen_C b-tagging efficiency uncertainties; 4 components for c-jets [196, 254–256]
FT_EFF_Eigen_L b-tagging efficiency uncertainties; 5 components for light jets [196, 254–256]
FT_EFF_Eigen_extrapolation b-tagging efficiency uncertainty for the extrapolation to high ?T jets [196, 254–256]
FT_EFF_Eigen_from_charm b-tagging efficiency uncertainty on tau jets [196, 254–256]

�
miss
T

METTrigStat Trigger efficiency uncertainty —
METTrigTop/Z Trigger efficiency uncertainty —
MET_SoftTrk_ResoPara Track-based soft term related longitudinal resolution uncertainty [149]
MET_SoftTrk_ResoPara Track-based soft term related transverse resolution uncertainty [149]
MET_SoftTrk_ResoPara Track-based soft term related longitudinal scale uncertainty [149]
MET_SoftTrk_ResoPara Track �missT scale uncertainty due to tracks in jets [149]
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CHAPTER C

ADDITIONAL CONTENT FROM THE ..bb ANALYSIS

C.1 Trigger requirements of the Run 2 data taking period

Table C.1 shows the trigger requirements for the various data taking runs of the LHC Run 2 between
2015 and 2018. The �missT type distinguishes between the classical mht calculation and the novel pufit
algorithm, explained in more detail in Section 5.3.

Table C.1: The 0 lepton �missT triggers for the different data taking periods

Data taking period Online �missT threshold [GeV] L1 �missT threshold [GeV] �
miss
T type

2015 70 50 mht
2016 (Jan – mid Jun) 90 50 mht
2016 (mid Jun – Dec) 110 50 mht
2017 110 50 pufit
2018 110 50 pufit

C.2 Pull distributions

The pull distributions of all nuisance parameters in the aabb analysis are shown in the Figures C.1
and C.2. For a better overview, the nuisance parameters are presented in groups. The first three
groups are b-tagging, jet, and decorrelation nuisance parameters and are shown in Figure C.1. The
final two groups are cross section and normalisation, and theory model uncertainties and are shown
in Figure C.2. The pull distributions are based on a fit to the observed data with the <Z′ = 700GeV
signal hypothesis.

220



C.2
Pulldistributions

10− 8− 6− 4− 2− 0 2 4
)θ(σ) / 0θ - θ(

charm extrap. eff. mrg.

charm extrap. eff. res.

extrap. eff. mrg.

extrap. eff. res.

light-tag eff. 3 mrg.

light-tag eff. 3 res.

light-tag eff. 2 mrg.

light-tag eff. 2 res.

light-tag eff. 1 mrg.

light-tag eff. 1 res.

light-tag eff. 0 mrg.

light-tag eff. 0 res.

-tag eff. 3 mrg.c

-tag eff. 3 res.c

-tag eff. 2 mrg.c

-tag eff. 2 res.c

-tag eff. 1 mrg.c

-tag eff. 1 res.c

-tag eff. 0 mrg.c

-tag eff. 0 res.c

-tag eff. 2 mrg.b

-tag eff. 2 res.b

-tag eff. 1 mrg.b

-tag eff. 1 res.b

-tag eff. 0 mrg.b

-tag eff. 0 res.b

+0.00 ± 0.99

-0.00 ± 0.99

-0.00 ± 0.97

+0.00 ± 0.97

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.91

-0.00 ± 0.98

+0.00 ± 0.58

+0.00 ± 0.91

-0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.97

+0.00 ± 0.96

-0.00 ± 0.99

+0.00 ± 0.95

+0.00 ± 0.99

-0.00 ± 0.94

-0.00 ± 0.99

-0.00 ± 0.98

-0.00 ± 0.95

+0.00 ± 0.87

-0.00 ± 0.99

+0.22 ± 0.98

-0.19± 1.01

+0.00 ± 0.85

+0.06± 0.99

+0.05± 0.99

+0.10 ± 0.99

+0.13± 0.99

+0.54± 0.95

+0.20 ± 0.99

+1.13± 0.62

+0.41± 0.87

+0.02 ± 0.99

+0.07± 0.99

-0.06± 0.99

+0.07± 0.99

-0.12 ± 0.96

+0.65± 0.96

-0.07± 0.99

+0.09± 0.95

+0.01± 0.99

+0.18± 0.94

+0.08± 0.99

+0.42 ± 0.98

-0.10 ± 0.93

+0.92 ± 0.89

Observed data Asimov data

10− 8− 6− 4− 2− 0 2 4
)θ(σ) / 0θ - θ(

Jet CR JER EffNP 7rest

Jet CR JER EffNP 6

Jet CR JER EffNP 5

Jet CR JER EffNP 4

Jet CR JER EffNP 3

Jet CR JER EffNP 2

Jet CR JER EffNP 1

Jet CR SingleParticle HighPt

Jet CR PunchThrough MC16

Jet CR JER DataVsMC MC16

Jet CR Flavor Resp

Jet CR Flavor Comp

Jet CR EtaIntercalib NonClosure negEta

Jet CR EtaIntercalib NonClosure posEta

Jet CR EtaIntercalib NonClosure highE

Jet CR EtaIntercalib TotalStat

Jet CR EtaIntercalib Model

Jet CR EffNP Statistical6

Jet CR EffNP Statistical5

Jet CR EffNP Statistical4

Jet CR EffNP Statistical3

Jet CR EffNP Statistical2

Jet CR EffNP Statistical1

Jet CR EffNP Model4

Jet CR EffNP Model3

Jet CR EffNP Model2

Jet CR EffNP Model1

Jet CR EffNP Mixed3

Jet CR EffNP Mixed2

Jet CR EffNP Mixed1

Jet CR EffNP Detector2

Jet CR EffNP Detector1

Jet CR BJES Resp

+0.00 ± 0.93

-0.00 ± 0.99

-0.00 ± 0.98

+0.00 ± 0.96

+0.00 ± 0.92

+0.00 ± 0.85

+0.00 ± 0.89

+0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.87

-0.00 ± 0.97

+0.00 ± 0.92

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.99

+0.00 ± 0.87

-0.00 ± 0.99

+0.00 ± 0.99

+0.00 ± 0.65

-0.00 ± 0.99

+0.00 ± 0.99

-0.00 ± 0.94

-0.14 ± 0.93

+0.13± 0.99

+0.09± 0.99

+0.01± 0.96

+0.74± 0.91

+0.29± 0.85

+0.08± 0.89

-0.01± 0.99

-0.01± 0.99

+0.14± 0.89

+0.13± 0.99

-0.32 ± 0.94

-0.00 ± 0.99

-0.01± 0.99

-0.01± 0.99

-0.02 ± 0.99

+0.00 ± 0.99

-0.01± 0.99

-0.01± 0.99

-0.06± 0.99

-0.01± 0.99

-0.01± 0.99

-0.00 ± 0.99

-0.01± 0.99

-0.02 ± 0.99

+0.02 ± 0.99

+0.48± 0.89

-0.00 ± 0.99

+0.09± 0.99

+0.34± 0.75

-0.00 ± 0.99

-0.01± 0.99

+0.17± 0.94

Observed data Asimov data

10− 8− 6− 4− 2− 0 2 4
)θ(σ) / 0θ - θ(

Jet JvtEfficiency

Jet CR PU RhoTopo

Jet CR PU PtTerm

Jet CR PU OffsetNPV

Jet CR PU OffsetMu

 scale tracking
T

p Rlarge-

 scale TotalStat
T

p Rlarge-

 scale model
T

p Rlarge-

 scale closure
T

p Rlarge-

 scale baseline
T

p Rlarge-

 JMRRlarge-

 JERRlarge-

 mBBCatRatioMrgZ+l

 mBBCatRatioMrgZ+(bl,cl)

 mBBCatRatioMrgZ+(bb,bc,cc)

 mBBCatRatioResZ+l

 mBBCatRatioResZ+(bl,cl)

 mBBCatRatioResZ+(bb,bc,cc)

 mBBCatRatioMrgW+l

 mBBCatRatioMrgW+(bl,cl)

 mBBCatRatioMrgW+(bb,bc,cc)

 mBBCatRatioResW+l

 mBBCatRatioResW+(bl,cl)

 mBBCatRatioResW+(bb,bc,cc)

top mBBCatRatioMrg

top mBBCatRatioRes

top mrg./res. L0

 mrg./res.Z+l

 mrg./res.Z+(bl,cl)

 mrg./res.Z+(bb,bc,cc)

 mrg./res.W+l

 mrg./res.W+(bl,cl)

 mrg./res.W+(bb,bc,cc)

-0.00 ± 0.96

-0.00 ± 0.94

+0.00 ± 0.89

+0.00 ± 0.80

+0.00 ± 0.98

+0.00 ± 0.92

+0.00 ± 0.99

+0.00 ± 0.74

+0.00 ± 0.59

+0.00 ± 0.81

-0.00 ± 0.84

+0.00 ± 0.99

-0.00 ± 0.95

-0.00 ± 0.98

-0.00 ± 0.97

+0.00 ± 0.99

+0.00 ± 0.87

-0.00 ± 0.90

-0.00 ± 0.98

+0.00 ± 0.94

-0.00 ± 0.89

+0.00 ± 0.99

+0.00 ± 0.80

+0.00 ± 0.99

+0.00 ± 0.83

-0.00 ± 0.75

+0.00 ± 0.78

-0.00 ± 0.98

+0.00 ± 0.86

-0.00 ± 0.94

-0.00 ± 0.97

+0.00 ± 0.87

+0.00 ± 0.70

-0.47± 0.97

-0.10 ± 0.94

-0.50 ± 0.88

+0.27± 0.79

-0.10 ± 0.99

-0.53± 0.93

-0.01± 0.99

+0.19± 0.75

-0.29± 0.59

-0.59± 0.79

-0.37± 0.79

-0.07± 0.99

-0.02 ± 0.99

+0.04± 0.95

-0.10 ± 0.94

+0.01± 0.99

+0.38± 0.79

+0.00 ± 0.84

-0.13± 1.00

-0.20 ± 0.96

-0.04 ± 0.85

+0.09± 0.99

+0.56± 0.86

-0.02 ± 0.99

-0.59± 0.86

-0.77± 0.78

-0.84 ± 0.77

-0.08± 0.99

+0.31± 0.79

+0.06± 0.91

-0.27± 1.01

-0.25± 0.92

+0.45± 0.81

Observed data Asimov data

Figure C.1: Plots visualising the nuisance parameter pulls after a fit to Asimov data (red) and observed data (black). The panels show (from left to
right): flavour tagging uncertainties, jet-related experimental uncertainties, and large-radius jet related and decorrelation uncertainties. The green
and yellow bands correspond to the one and two sigma uncertainty intervals.
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Figure C.2: Plots visualising the nuisance parameter pulls after a fit to Asimov data (red) and observed data (black) for the HVT Z′ interpretation in
the 0-lepton channel. The left panel shows cross section and normalisation uncertainties, as well as the ?bb

T and ?
miss
T modelling uncertainties,

decorrelated for different background components and tag multiplicities. The right panel shows the theory modelling uncertainties. The green and
yellow bands correspond to the one and two sigma uncertainty intervals.
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CHAPTER D

ADDITIONAL CONTENT FROM THE COMBINATION OF THE
..bb AND ℓ±ℓ∓bb ANALYSES

D.1 Comparison to the published results

All results contained in this thesis were reproduced from the published data [15] after adding the
morphed signal samples (cf. Section 6.5) and re-evaluation of the theoretical signal uncertainties based
on additional simulated samples. Small changes (∼ 1%) are observed in the observed and predicted
event yields due to these changes and after a switch to a newer ATLAS software release [260]. The
published expected and observed yields are presented in Figure D.1. The results in the bbA fit setup
are also based on the published data, with the addition of the signal regions with high b-tag multiplicity
(three or more b-tags).

The distributions of the discriminating variable after a fit to the observed data in the publication
correspond to an unconditional signal-plus-background fit for a HVT Z′ <Z′ = 2TeV mass hypothesis,
while the corresponding distributions presented in this thesis are obtained from a conditional
background-only fit. Additionally, the bins are optimised to avoid bins with large statistical fluctuations.
The resulting differences are small. For completeness, the published figures are attached in Figures D.2,
D.3 and D.4.

The results of the signal acceptance times reconstruction efficiency study presented in Section 5.4 are
identical for the HVT Z′ and 2HDM ggA signal processes (cf. Figure D.5), but new signal masses
were added. The study of the 2HDM bbA signal was newly added.

The exclusion limits presented in Sections 6.6.1 and 6.6.2 correspond to those from Ref. [15]
(cf. Figure D.6) for overlapping mass points.
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D Additional content from the combination of the aabb and ℓ±ℓ∓bb analyses

Resolved Merged
0-lepton 1 b-tag 2 b-tag 1 b-tag 2 b-tag
Top 38000 ± 500 9700 ± 110 1440 ± 80 55.9 ± 2.8
Diboson 420 ± 40 62 ± 5 252 ± 30 69 ± 8
Z l 1950 ± 130 7.6 ± 1.6 453 ± 40 0.9 ± 0.2
Z+hl 23100 ± 900 149 ± 14 3210 ± 150 18.4 ± 1.7
Z+hf 4730 ± 160 3860 ± 110 810 ± 60 365 ± 18
W l 2170 ± 160 19.2 ± 2.6 223 ± 33 0.2 ± 0.1
W+hl 9300 ± 1000 76 ± 7 760 ± 120 5.7 ± 1.1
W+hf 970 ± 50 720 ± 40 175 ± 26 68 ± 13
SM V h 190 ± 20 252 ± 26 20.7 ± 2.8 12.7 ± 1.6
Total 80730 ± 180 14850 ± 70 7340 ± 60 596 ± 13
Data 80798 14839 7351 590

2-lepton 1 b-tag 2 b-tag 1 b-tag 2 b-tag
Top 7800 ± 40 5740 ± 60 34.3 ± 2.6 2.5 ± 0.3
Diboson 1820 ± 100 459 ± 29 115 ± 7 25.3 ± 1.7
Z l 9000 ± 700 17 ± 8 208 ± 15 0.5 ± 0.2
Z+hl 100700 ± 800 490 ± 28 724 ± 21 4.9 ± 0.3
Z+hf 23030 ± 300 17300 ± 110 225 ± 8 106 ± 4
W l 0.8 ± 0.1 – 0.3 ± 0.0 –
W+hl 13 ± 1.8 0.2 ± 0.1 1.2 ± 0.2 –
W+hf 1.6 ± 0.5 1.0 ± 0.1 0.2 ± 0.0 0.1 ± 0.0
SM V h 308 ± 14 367 ± 16 5.3 ± 0.3 2.7 ± 0.2
Total 142710 ± 260 24400 ± 100 1313 ± 16 142 ± 5
Data 142713 24379 1307 142

Figure D.1: The predicted and observed event yields in the signal regions defined in the text. The yields in
the 1 and 2 b-tag regions correspond to the HVT fit for a signal of mass 700GeV. The term Top summarizes
events from tt, single-top, ttHand tt+ . The quoted uncertainties are the statistical and systematic uncertainties
combined in quadrature after the fit. The uncertainties in the individual background predictions are larger than
the total background uncertainty due to correlations in the normalisation parameters in the fit. Reproduced from
Ref. [15].
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D.1 Comparison to the published results
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Figure D.2: Observed and expected post-fit <T, +h distributions in the aabb signal regions, with (a) 1 b-tag and
(b) 2 b-tag events with the resolved topology and (c) 1 b-tag and (d) 2 b-tag events with the merged topology.
The expected signal distribution from a HVT Z′ boson with signal strength ` = 20 and a mass of 2 TeV is shown
as the dotted red line. The data-to-background ratio where the hatched area indicates the post-fit background
uncertainty is shown in the bottom panels. Reproduced from Ref. [15].
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Figure D.3: Observed and expected post-fit <+h distributions in the ℓ
±
ℓ
∓bb signal regions, with (a) 1 b-tag and

(b) 2 b-tag events with the resolved topology and (c) 1 b-tag and (d) 2 b-tag events with the merged topology.
The expected signal distribution from a HVT Z′ boson with signal strength ` = 20 and a mass of 2 TeV is shown
as the dotted red line. The data-to-background ratio where the hatched area indicates the post-fit background
uncertainty is shown in the bottom panels. Reproduced from Ref. [15].
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Figure D.4: Observed and expected post-fit <T, +h and <+h distributions in the aabb and ℓ±ℓ∓bb control regions,
with (a) 1 b-tag and (b) 2 b-tag events in the sideband control regions with the resolved topology, and (e) 1
and 2 b-tag events in the opposite-flavour control region with resolved topology in the ℓ±ℓ∓bb final state. The
data-to-background ratio where the hatched area indicates the post-fit background uncertainty is shown in the
bottom panels. Reproduced from Ref. [15].
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D Additional content from the combination of the aabb and ℓ±ℓ∓bb analyses
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Figure D.5: Product of acceptance and efficiency for the (a) Z′→ Zh→ aabb and (b) gg→ A→ Zh→ aabb
as a function of the resonance mass for the 0-lepton SR. The figures show the total product of acceptance and
efficiency and the separate values for the various SR. Reproduced from Ref. [15].
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Figure D.6: Upper limits at the 95% C.L. on the product of the cross section for (a) pp→ Z′ and (b) gg→ A
and their respective branching fraction to Zh from the combination of the 0-lepton and 2-lepton channels. For
the gg → A search, the possible signal components of the data are interpreted assuming pure gluon fusion
production and a branching fraction h → bb = 0.569 [261], while for the Z′ search a branching fraction
h→ bb, cc of 0.598 is assumed. The limits obtained in the 0-lepton and 2-lepton channels individually are also
added. Reproduced from Ref. [15].
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D Additional content from the combination of the aabb and ℓ±ℓ∓bb analyses

D.2 Pull distributions

D.2.1 Pull distributions obtained from the Z′/ggA fit

The post-fit pull distributions of all nuisance parameters in the combined analysis of the aabb and
ℓ
±
ℓ
∓bb final states for the Z′/ggA fit setup are shown in Figures D.7 and D.8.

D.2.2 Pull distributions obtained from the bbA fit

The post-fit pull distributions of all nuisance parameters in the combined analysis of the aabb and
ℓ
±
ℓ
∓bb final states for the bbA fit setup are shown in Figures D.9 and D.10.
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Figure D.7: The observed post-fit nuisance parameter pulls (\̂ − \0)/Δ\ for the combined fit of the aabb and
ℓ
±
ℓ
∓bb final states using the Z′/ggA fit model. The nuisance parameters are separated into broad categories:

(a) b-tagging related uncertainties in the resolved topology, (b) b-tagging related uncertainties in the merged
topology, (c) and (d) jet-related uncertainties, (e) and (f) normalisation ratios between signal and control regions,
resolved and merged topology, and the two final states. For every nuisance parameter, up to three markers
are shown. The blue, black, and red markers indicate the post-fit pull for the corresponding parameter in the
dedicated aabb, combined, and dedicated ℓ±ℓ∓bb analysis, respectively. The explicit post-fit pull values are
also quoted for every nuisance parameter. The fit is performed on the LHC Run 2 dataset with an integrated
luminosity of 139 fb−1, recorded at

√
B = 13TeV.
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D Additional content from the combination of the aabb and ℓ±ℓ∓bb analyses
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Figure D.8: The observed post-fit nuisance parameter pulls (\̂ − \0)/Δ\ for the combined fit of the aabb and
ℓ
±
ℓ
∓bb final states using the Z′/ggA fit model. The nuisance parameters are separated into broad categories:

(a) normalisation nuisance parameters, (b) theory uncertainties, and (c) other. For every nuisance parameter, up
to three markers are shown. The blue, black, and red markers indicate the post-fit pull for the corresponding
parameter in the dedicated aabb, combined, and dedicated ℓ±ℓ∓bb analysis, respectively. The explicit post-fit
pull values are also quoted for every nuisance parameter. The fit is performed on the LHC Run 2 dataset with an
integrated luminosity of 139 fb−1, recorded at

√
B = 13TeV.
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D.2 Pull distributions
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Figure D.9: The observed post-fit nuisance parameter pulls (\̂ − \0)/Δ\ for the combined fit of the aabb and
ℓ
±
ℓ
∓bb final states using the bbA fit model. The nuisance parameters are separated into broad categories:

(a) b-tagging related uncertainties in the resolved topology, (b) b-tagging related uncertainties in the merged
topology, (c) and (d) jet-related uncertainties, (e) and (f) normalisation ratios between signal and control regions,
resolved and merged topology, and the two final states. For every nuisance parameter, up to three markers
are shown. The blue, black, and red markers indicate the post-fit pull for the corresponding parameter in the
dedicated aabb, combined, and dedicated ℓ±ℓ∓bb analysis, respectively. The explicit post-fit pull values are
also quoted for every nuisance parameter. The fit is performed on the LHC Run 2 dataset with an integrated
luminosity of 139 fb−1, recorded at

√
B = 13TeV.
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D Additional content from the combination of the aabb and ℓ±ℓ∓bb analyses
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Figure D.10: The observed post-fit nuisance parameter pulls (\̂ − \0)/Δ\ for the combined fit of the aabb
and ℓ±ℓ∓bb final states using the bbA fit model. The nuisance parameters are separated into broad categories:
(a) normalisation nuisance parameters, (b) theory uncertainties, and (c) other. For every nuisance parameter, up
to three markers are shown. The blue, black, and red markers indicate the post-fit pull for the corresponding
parameter in the dedicated aabb, combined, and dedicated ℓ±ℓ∓bb analysis, respectively. The explicit post-fit
pull values are also quoted for every nuisance parameter. The fit is performed on the LHC Run 2 dataset with an
integrated luminosity of 139 fb−1, recorded at

√
B = 13TeV.
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5.9 Observed and expected background distributions of discriminating observables in
the < 99 sideband regions with exactly one b-tagged jet per event: (a) <T, +h, (b) ?bb

T
and (c) ?missT distributions. The lower panels show the ratio between data and total
background prediction. The uncertainty bands show only the statistical uncertainties. 110

5.10 Observed and expected background distributions of discriminating observables in the
< 99 sideband regions with exactly two b-tagged jets per event: (a) <T, +h, (b) ?bb

T
and (c) ?missT distributions. The lower panels show the ratio between data and total
background prediction. The uncertainty bands show only the statistical uncertainties. 111

5.11 Observed and expected background distributions in validation regions with a ghad
requirement per event after applying the ?bb

T -based event reweighting: the (a) <+h,
1 b-tag (b) <+h, 2 b-tags (c) ?

miss
T , 1 b-tag (d) ?

miss
T , 2 b-tags distributions. The

uncertainty bands account only for the statistical uncertainties. 112

5.12 A fit to the ratio of data and background prediction from simulation for the ?missT

distributions in the resolved-topology regions after applying the ?
bb
T -based event

reweighting with: (a) 1, (b) 2, and (c) 3 b-tagged jets. The stepwise continuous
functions resulting from a fit to the ratio are overlaid on top of the data points. 113

5.13 The (left) <T, +h and (right) ?missT distributions of the sum of all simulated backgrounds

before any correction (dashed line), after the ?bb
T correction (blue solid line), and after

the ?missT correction (black solid line). The distributions are shown for events with the
resolved topology, within the < 99 mass signal window, and with (from top to bottom)
one, two, or more than two b-tagged jets. The bottom panels show the ratio of the
corrected to the original distribution. 114

5.14 A fit to the ratio of data and background prediction from simulation for the ?T-
distributions of the leading large radius jets in the merged-topology regions with
merged topology and: (a) 1, and (b) 2 b-tagged track jets. The continuous functions
resulting from a fit to the ratio are overlaid on top of the data points. 115
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5.15 Observed and expected (post-fit) distributions of the transverse+hmass,<T, +h, after a
background-only fit to data in the < 99/� mass sideband regions with different numbers
of b-tagged jets in the resolved topology: with (a) one, (c) two, and (e) more than two
b-tagged jets, as well as in the merged topology with (b) one, and (d, f) two b-tagged
track jets within the leading large-radius jet. The results in the latter case are obtained
for events (d)without and (f)with additional b-tagged track jets that are not marched to
the leading large-radius jet. The bottom panels show the ratio of data over the post-fit
background expectation and the hatched area indicates the total post-fit uncertainty. 118

5.16 Impact of various modelling uncertainties on the shape of the <T, +h distribution
from Z+hf events. The left-hand (right-hand) side corresponds to signal regions
with resolved (merged) event topology with one b-tagged jet per event. The nominal
distributions are shown in the first panel on the top, and below are the relative
changes due to the uncertainties from: the ME and PS modelling; the renormalisation
and factorisation scales; UB; intrinsic PDF variations; different PDF sets. The grey
area in the ratio panels is obtained as an envelope of the corresponding uncertainty
components and defines the ±1f interval of the given uncertainty. 122

5.17 Impact of various modelling uncertainties on the shape of the <T, +h distribution from
tt events. The left-hand (right-hand) side corresponds to signal regions with resolved
(merged) event topology with one b-tagged jet per event. The nominal distributions
are shown in the first panel from the top, and below them the relative changes due
to the uncertainties from: the PS; the ME matching; ISR; FSR; UB; intrinsic PDF
variations; different PDF sets. The grey area in the ratio panels is obtained as an
envelope of the corresponding uncertainty components and defines the ±1f interval
of the given uncertainty. 124

5.18 Product of signal acceptance and reconstruction efficiency in themerged event topology
when using track jets with a (left-hand side) fixed and (right-hand side) variable
radius parameter for the various signal processes as a function of the resonance
mass. The signal modes are: (top row) gg → A → Zh → aabb; (middle row)
gg→ bbA,A→ Zh→ aabb; and (bottom row) qq → Z′→ Zh→ aabb. The total
product of acceptance and efficiency (black full circle markers) are shown together
with the separate values for each of the signal regions. The number of additional
b-tagged jets not matched to the leading large-radius jet is abbreviated with “add.” in
the legends. 126

265



List of Figures

5.19 The expected shape of the <T, +hdistributions for the different ++jets background
components in events with resolved event topology, shown for: Z boson production
with (a) two heavy flavour jets, and (b) fewer than two heavy flavour jets; andW boson
production with (c) two heavy flavour jets, and (d) fewer than two heavy flavour jets.
The lower panels show the ratio with respect to the filled histogram. 127

5.20 Two-dimensional distributions of the �missT significance ( for simulated (left) signal
and (right) background processes in dependence on <T, +h. Resolved-topology events
with one or two b-tagged jets and the nominal selection requirements except for the (
requirement are shown. The data correspond to an integrated luminosity of 36 fb−1

and the I-axis shows the number of selected events. 128

5.21 Optimal lower threshold on ( (blue dots) which maximises the expected Z′ →
Zh→ aabb signal significance for the given <T, +h value. The simplified threshold
dependence on <T, +h, as applied in the analysis, is also shown (full red line). 129

5.22 Definition of the data regions A, B, C, and D used for the data-driven measurement
of the multĳet background contribution. The regions are distinguished based on
two discriminating variables: min[Δq( ®?jet, ®�

miss
T )] and the �

miss
T significance (. The

threshold on min[Δq( ®?jet, ®�
miss
T )] is c/9 or c/6, depending on the number of jets in

the event, as described in the text. 131

5.23 The <T, +h distribution in the signal region A and the multĳet control regions B, C,
and D for events with a dĳet mass of 110GeV < < 99 < 140GeV in the resolved
topology with exactly one b-tagged jet. The upper panels show the observed data
and the sum of all non-multĳet backgrounds in the corresponding region. For the
control regions B, C, and D, the bottom panels show the multĳet template defined as
the difference between observed data and non-multĳet backgrounds (“data−MC”).
For the signal region A, the bottom panel shows the multĳet template from region B
scaled with the transfer factor (“multĳet prediction”) as described in the text. The
obtained number of multĳet events #� is also quoted. 132

5.24 The <T, +h distribution in the signal region A and the multĳet control regions B, C,
and D for events with a dĳet mass of 110GeV < < 99 < 140GeV in the resolved
topology with exactly two b-tagged jets. The upper panels show the observed data
and the sum of all non-multĳet backgrounds in the corresponding region. For the
control regions B, C, and D, the bottom panels show the multĳet template defined as
the difference between observed data and non-multĳet backgrounds (“data−MC”).
For the signal region A, the bottom panel shows the multĳet template from region B
scaled with the transfer factor (“multĳet prediction”) as described in the text. The
obtained number of multĳet events #� is also quoted. 133
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5.25 Two-dimensional distribution of min[Δq( ®?jet, ®�
miss
T )] and ( in observed data for

the sideband regions with the resolved event topology and with (a) 1 b-tag, and
(b) 2 b-tags. In every min[Δq( ®?jet, ®�

miss
T )] slice, the mean ( value is overlaid (blue

line). A correlation between the two variables of 46% is observed in both cases. 134

5.26 Modified regions A′, B′, C′, and D′ used for the validation of the multĳet background
estimate. All regions fail themin[Δq( ®?jet, ®�

miss
T )] cut of 20° or 30° (depending on the

number of jets in the event), and are divided by the min[Δq( ®?jet, ®�
miss
T )] threshold at 5°.135

5.27 Observed and expected post-fit <T, +h distributions in the signal regions of the
Zh→ aabb resonance search. Events from the resolved event selection are shown
in panels (a) and (b), whilst panels (c) and (d) show events from the merged event
selection. Panels (a) and (c) contain events with one b-tag and panels (b) and
(d) events with two b-tags. The total pre-fit background sum is indicated by the dashed
black line and the expected signal distribution of a 700GeV HVT Z′ boson with
f(pp→ Z′) × B(Z′→ Zh) × B(Z → aa) × B(h→ bb, cc) = 1 pb is shown as the
dotted red line. The data-to-background ratio together with the post-fit background
uncertainty is shown in the bottom panels. 139

5.28 Observed and expected post-fit <T, +h distributions in the sideband regions of the
Zh→ aabb resonance search. Events from the resolved event selection are shown
in panels (a) and (b), whilst panels (c) and (d) show events from the merged event
selection. Panels (a) and (c) contain events with one b-tag and panels (b) and (d) events
with two b-tags. The total pre-fit background sum is indicated by the dashed black
line. The data-to-background ratio together with the post-fit background uncertainty
is shown in the bottom panels. 140

5.29 The observed (full black line) and expected (full blue line) 95% C.L. upper limits
on the product of the cross section and branching ratio, fpp→Z′→Zh in the aaqq final
state. SM branching fractions of B(h→ bb, cc) = 0.5977 and B(Z → aa) = 0.2 are
assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on the
expected upper cross section limit, respectively. For comparison, the corresponding
signal production cross sections predicted by the HVT Models A and B are overlaid. 143

5.30 The observed local ?0-values for the HVT Z′ signal masses between 300GeV and
5TeV. For reference, the signal significance levels of 0.5f, 1f, and 1.5f are indicated
by the red dotted lines. 143
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5.31 The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit
signal strength ˆ̀ with respect to the best-fit value. The best-fit value ˆ̀ is obtained
from an unconstrained fit to the data using a signal-plus-background hypothesis with a
signal mass of <Z′ = 700GeV and fpp→Z′→Zh = 20 fb. The impact Δ ˆ̀ is obtained by
repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit)
standard deviation around their best-fit values. The nuisance parameter standard
deviations are indicated in the figure by black bars. The post-fit pull (\̂ − \0)/Δ\ on a
given nuisance parameter \ is indicated by the black dot. The exact pull values are
written explicitly next to each nuisance parameter. A value of Δ ˆ̀ = 1 corresponds to
a change in the production cross section of 20 fb. 145

5.32 The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit
signal strength ˆ̀ with respect to the best-fit value. The best-fit value ˆ̀ is obtained
from an unconstrained fit to the data using a signal-plus-background hypothesis with
a signal mass of <Z′ = 2TeV and fpp→Z′→Zh = 2 fb. The impact Δ ˆ̀ is obtained by
repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit)
standard deviation around their best-fit values. The nuisance parameter standard
deviations are indicated in the figure by black bars. The post-fit pull (\̂ − \0)/Δ\ on a
given nuisance parameter \ is indicated by the black dot. The exact pull values are
written explicitly next to each nuisance parameter. A value of Δ ˆ̀ = 1 corresponds to
a change in the production cross section of 2 fb. 146

5.33 Expected correlation coefficients obtained from a fit to expected pseudo-data for the
background-only hypothesis for the 20 nuisance parameters with the largest correlations.147

5.34 Observed correlation coefficients obtained from a fit to the observed data for the
background-only hypothesis for the 20 nuisance parameters with the largest correlations.148

5.35 The observed (full black line) and expected (full blue line) 95% C.L. upper limits on
the product of the cross section and branching ratio, fgg→A→Zh in the aabb final state.
SM branching fractions of B(h→ bb) = 0.569 and B(Z → aa) = 0.2 are assumed.
The green and yellow bands indicate the ±1f and ±2f uncertainties on the expected
upper cross section, respectively. 151

5.36 The observed local ?0-values for the 2HDM ggA-produced A boson with signal
masses between 300GeV and 2TeV. For reference, the signal significance levels of
0.5f, 1f, and 1.5f are indicated by the red dotted lines. 152

6.1 The local ?0 values in dependence on the signal mass hypothesis, <A, as obtained
from combined fits (bbA fit configuration) to pseudo-data with an injected bbA signal
with a mass of (a) <A = 440GeV, (b) <A = 1200GeV, and (c) <A = 1600GeV. For
reference, the signal significance levels up to 5f are indicated by the red dotted lines. 160
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6.2 Comparison of simulated and morphed distributions of the reconstructed resonance
candidate mass for the HVT Z′ boson signal with a resonance mass of (a) <Z′ =

400GeV in the ℓ±ℓ∓bb 1 b-tag resolved-topology signal region, (b) <Z′ = 600GeV in
the ℓ±ℓ∓bb 2 b-tag resolved-topology signal region, (c) <Z′ = 1.0TeV in the ℓ

±
ℓ
∓bb 2

b-tag resolved-topology signal region, (d) <Z′ = 1.4TeV in the aabb 1 b-tag merged-
topology signal region, (e) <Z′ = 3.0TeV in the aabb 1 b-tag merged-topology signal
region, and (f) <Z′ = 4.0TeV in the aabb 1 b-tag merged-topology signal region.
The morphed distributions are shown as the full histograms. The distributions from
simulated samples are shown as the full markers with the corresponding statistical
uncertainty. The bottom panels show the ratio of the morphed distribution over the
simulated reference, with the statistical uncertainties corresponding to the uncertainty
of the morphed sample. 164

6.3 Comparison of simulated and morphed distributions of the reconstructed resonance
candidate mass for the 2HDM A pseudoscalar produced in pure gluon fusion with a
resonance mass of (a) <A = 440GeV in the aabb 2 b-tag resolved-topology signal
region, (b) <A = 500GeV in the aabb 2 b-tag resolved-topology signal region,
(c) <A = 700GeV in the aabb 2 b-tag resolved-topology signal region, (d) <A =

900GeV in the aabb 1 b-tag resolved-topology signal region, (e) <A = 1.2TeV in
the aabb 2 b-tag merged-topology signal region, and (f) <A = 1.6TeV in the aabb 1
b-tag merged-topology signal region. The morphed distributions are shown as the full
histograms. The distributions from simulated samples are shown as the full markers
with the corresponding statistical uncertainty. The bottom panels show the ratio of the
morphed distribution over the simulated reference, with the statistical uncertainties
corresponding to the uncertainty of the morphed sample. 167

6.4 Comparison of simulated and morphed distributions of the reconstructed resonance
candidate mass for the 2HDM A pseudoscalar produced in association with b-quarks
with a resonance mass of (a) <A = 440GeV in the aabb 2 b-tag resolved-topology
signal region, (b) <A = 500GeV in the aabb 2 b-tag resolved-topology signal region,
(c) <A = 700GeV in the aabb 2 b-tag resolved-topology signal region, (d) <A =

900GeV in the aabb 1 b-tag resolved-topology signal region, (e) <A = 1.2TeV in
the aabb 2 b-tag merged-topology signal region, and (f) <A = 1.6TeV in the aabb 1
b-tag merged-topology signal region. The morphed distributions are shown as the full
histograms. The distributions from simulated samples are shown as the full markers
with the corresponding statistical uncertainty. The bottom panels show the ratio of the
morphed distribution over the simulated reference, with the statistical uncertainties
corresponding to the uncertainty of the morphed sample. 168
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6.5 Observed and expected post-fit <T, +h distributions obtained from the Z′/ggA fit setup
in the aabb signal regions, with (a) 1 b-tag and (b) 2 b-tag events with the resolved
topology and (c) 1 b-tag and (d) 2 b-tag events with the merged topology. The total
pre-fit background contribution is indicated by the dashed black line and the expected
signal distribution from a HVT Z′ boson with a mass of 1.4 TeV andfpp→Z′→Zh = 1 pb
is shown as the dotted red line. The data-to-background ratio where the hatched area
indicates the post-fit background uncertainty is shown in the bottom panels. 171

6.6 Observed and expected post-fit <+h distributions obtained from the Z′/ggA fit setup
in the ℓ±ℓ∓bb signal regions, with (a) 1 b-tag and (b) 2 b-tag events with the resolved
topology and (c) 1 b-tag and (d) 2 b-tag events with the merged topology. The total
pre-fit background contribution is indicated by the dashed black line and the expected
signal distribution from a HVT Z′ boson with a mass of 1.4 TeV andfpp→Z′→Zh = 1 pb
is shown as the dotted red line. The data-to-background ratio where the hatched area
indicates the post-fit background uncertainty is shown in the bottom panels. 172

6.7 Observed and expected post-fit <T, +h and <+h distributions obtained from the Z′/ggA
fit setup in the aabb and ℓ±ℓ∓bb control regions, with (a) 1 b-tag and (b) 2 b-tag
events in the sideband control regions with the resolved topology, and (c) 1 b-tag and
(d) 2 b-tag events in the sideband control regions with the merged topology of the aabb
final state, and (e) 1 and 2 b-tag events in the opposite-flavour control region with
resolved topology in the ℓ±ℓ∓bb final state. The total pre-fit background contribution
is indicated by the dashed black line. The data-to-background ratio where the hatched
area indicates the post-fit background uncertainty is shown in the bottom panels. 173

6.8 The observed (full black line) and expected (full blue line) 95%C.L. upper limits on the
cross section times branching ratio, fpp→Z′→Zh, for the combination of the aabb (0L,
dashed orange line) and ℓ±ℓ∓bb (2L, dashed purple line) final states. SM branching
fractions of B(h → bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1 are

assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on the
expected cross section limit, respectively. For comparison, the corresponding signal
production cross sections predicted by the HVT Models A and B are overlaid. 174

6.9 The observed local ?0-values for the HVT Z′ signal mass hypotheses between 300GeV
and 5TeV. For reference, the signal significance levels of 1f and 2f are indicated by
the red dotted lines. 176
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6.10 The observed contours at the 95% C.L. of excluded HVT model parameter combina-
tions 6� = 6+ 2� and 6� = (62/6+ )2� for HVT Z′ signals with resonance masses
of 2 TeV (inner dashed line), 3 TeV (dotted line), and 4 TeV (outer dashed line). Areas
outside the contours (i.e. larger absolute values of the parameters 6� and 6+ ) are
excluded. The parameter settings corresponding to the reference HVT Models A and
B are indicated by the full dots. The grey area indicates the model parameter space in
which the approximation of a narrow width resonance is no longer valid, i.e. Γ/< > 5%.177

6.11 The individual impact Δ ˆ̀ of the 20 most relevant nuisance parameters on the best-fit
HVT Z′ boson signal strength ˆ̀ with respect to the nominal best-fit value, obtained
from an unconstrained fit to the data of the signal-plus-background hypothesis with a
signal mass <Z′ = 700GeV and fpp→Z′→Zh = 20 fb. The Δ ˆ̀ are given relative to the
total impact Δ ˆ̀tot of all systematic and statistical uncertainties. They are obtained
by repeating the fit with nuisance parameters being shifted by ±1 standard deviation
with respect to their best-fit values. The post-fit pulls (\̂ − \0)/Δ\ of the nuisance
parameters \ are indicated by the black dots with black error bars Δ\. 178

6.12 The individual impact Δ ˆ̀ of the 20 most relevant nuisance parameters on the best-fit
HVT Z′ boson signal strength ˆ̀ with respect to the nominal best-fit value, obtained
from an unconstrained fit to the data of the signal-plus-background hypothesis with
a signal mass <Z′ = 2TeV and fpp→Z′→Zh = 2 fb. The Δ ˆ̀ are given relative to the
total impact Δ ˆ̀tot of all systematic and statistical uncertainties. They are obtained
by repeating the fit with nuisance parameters being shifted by ±1 standard deviation
with respect to their best-fit values. The post-fit pulls (\̂ − \0)/Δ\ of the nuisance
parameters \ are indicated by the black dots with black error bars Δ\. 179

6.13 Expected correlation coefficients between the 20 nuisance parameters with the largest
correlations, obtained from a fit to expected pseudo-data for the background-only
hypothesis in the Z′/ggA fit setup. 182

6.14 Observed correlation coefficients between the 20 nuisance parameters with the largest
correlations, obtained from a fit to the observed data for the background-only hypothesis
in the Z′/ggA fit setup. 183

6.15 The observed (full black line) and expected (full blue line) 95%C.L. upper limits on the
cross section times branching ratio, fgg→A→Zh, for the combination of the aabb (0L,
dashed orange line) and ℓ±ℓ∓bb (2L, dashed purple line) final states. SM branching
fractions of B(h → bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1 are

assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on the
expected cross section limit, respectively. 185
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6.16 The observed local ?0-values for the 2HDM A (produced via gluon fusion) signal
mass hypotheses between 300GeV and 2TeV. For reference, the signal significance
levels of 1f and 2f are indicated by the red dotted lines. 186

6.17 Observed and expected post-fit <T, +h distributions obtained from the bbA fit setup in
the aabb signal regions, with (a) 1 b-tag, (b) 2 b-tag, and (c) 3 or more b-tag events
with the resolved topology, and (d) 1 b-tag, (e) 2 b-tag, and (f) 2 b-tag with additional
b-tagged track jets not matched to the leading large-radius jet events with the merged
topology. The total pre-fit background contribution is indicated by the dashed black
line and the expected signal distribution from a 2HDM A boson (ggA mode) with a
mass of 700GeV (1.4 TeV) and fgg→bbA→bbZh = 10 fb (1 fb) is shown as the dotted
red line for the distributions corresponding to events in the resolved (merged) topology.
The data-to-background ratio where the hatched area indicates the post-fit background
uncertainty is shown in the bottom panels. 187

6.18 Observed and expected post-fit <+h distributions obtained from the bbA fit setup in
the ℓ±ℓ∓bb signal regions with resolved topology and (a) 1 b-tag, (b) 2 b-tag, and
(c) 3 or more b-tag events. In (d), the <+h distribution obtained from events with 1 or
2 b-tagged jets in the tt control region with opposite-flavour leptons is shown. The
total pre-fit background contribution is indicated by the dashed black line and the
expected signal distribution of a 700GeV 2HDM A boson produced in association
with a b-quark pair with fgg→bbA→bbZh = 10 fb is shown as the dotted red line. The
data-to-background ratio where the hatched area indicates the post-fit background
uncertainty is shown in the bottom panels. 188

6.19 Observed and expected post-fit<+h distributions obtained from the bbA fit setup in the
ℓ
±
ℓ
∓bb signal regions with merged topology and events with (a) 1 b-tag, (b) 2 b-tags,

and (c) 1 or more b-tags together with additional b-tagged track jets not matched to
the leading large-radius jet. In (d), the <+h distribution obtained from events with 1
or 2 b-tagged track jets matched to the leading large-radius jet in the tt control region
with opposite-flavour leptons is shown. The total pre-fit background contribution is
indicated by the dashed black line and the expected signal distribution of a 1.4 TeV
2HDM A boson produced in association with a b-quark pair withfgg→bbA→bbZh = 1 fb
is shown as the dotted red line. The data-to-background ratio where the hatched area
indicates the post-fit background uncertainty is shown in the bottom panels. 189
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6.20 The observed (full black line) and expected (full blue line) 95% C.L. upper limits
on the cross section times branching ratio, fgg→bbA→bbZh, for the combination of the
aabb (0L, dashed orange line) and ℓ±ℓ∓bb (2L, dashed purple line) final states. SM
branching fractions ofB(h→ bb) = 0.569,B(Z → aa) = 0.2, andB(Z → ℓℓ) = 0.1
are assumed. The green and yellow bands indicate the ±1f and ±2f uncertainties on
the expected cross section limit, respectively. 193

6.21 The observed local ?0-values for the 2HDM bbA-produced A boson with signal
masses between 300GeV and 2TeV. For reference, the signal significance levels of
0.5f, 1f, and 1.5f are indicated by the red dotted lines. 194

6.22 The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit
signal strength ˆ̀ with respect to the nominal best-fit value. The best-fit value ˆ̀
is obtained from an unconstrained fit to the data using a signal-plus-background
hypothesis (for the 2HDM A boson produced in association with b-quarks) with a
signal mass of <A = 400GeV and fgg→A→Zh = 120 fb. The impact Δ ˆ̀ is obtained by
repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit)
standard deviation around their best-fit values. The nuisance parameter standard
deviations are indicated in the figure by black bars. The post-fit pull (\̂ − \0)/Δ\ on a
given nuisance parameter \ is indicated by the black dot. The exact pull values are
written explicitly next to each nuisance parameter. 195

6.23 The impact Δ ˆ̀ of each of the 20 most relevant nuisance parameters on the best-fit
signal strength ˆ̀ with respect to the nominal best-fit value. The best-fit value ˆ̀
is obtained from an unconstrained fit to the data using a signal-plus-background
hypothesis (for the 2HDM A boson produced in association with b-quarks) with a
signal mass of <A = 1.6TeV and fgg→A→Zh = 14 fb. The impact Δ ˆ̀ is obtained by
repeating the fit with the respective nuisance parameter being modified by ±1 (post-fit)
standard deviation around their best-fit values. The nuisance parameter standard
deviations are indicated in the figure by black bars. The post-fit pull (\̂ − \0)/Δ\ on a
given nuisance parameter \ is indicated by the black dot. The exact pull values are
written explicitly next to each nuisance parameter. 196

6.24 Expected correlation coefficients between the 20 nuisance parameters with the largest
correlations, obtained from a fit to expected pseudo-data for the background-only
hypothesis in the bbA fit setup. 197

6.25 Observed correlation coefficients between the 20 nuisance parameters with the largest
correlations, obtained from a fit to the observed data for the background-only hypothesis
in the bbA fit setup. 198
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6.26 The expected upper limit contours at 68% C.L. (grey) and 95% C.L. (black) on the
cross sections for the gluon fusion, fupgg→A→Zh, and the b-quark associated signal
production, fup

gg→bbA→bbZh
, obtained from a combined fit of the aabb and ℓ±ℓ∓bb final

state fit regions to background-only pseudo-data. Both cross sections are multiplied
with the branching fraction for an A boson into a Zh boson pair, �(A → Zh). The
best-fit value is indicated by the black cross. The area on the top-right above each
contour line is excluded at the corresponding confidence level. SM branching fractions
of B(h → bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1 are assumed.

The scan is performed for A boson masses between 300GeV and 2000GeV. 199

6.27 The observed upper limit contours at 68% C.L. (grey) and 95% C.L. (black) on the
cross sections for the gluon fusion, fupgg→A→Zh, and the b-quark associated signal
production, fup

gg→bbA→bbZh
, obtained from a combined fit of the aabb and ℓ±ℓ∓bb

final state fit regions to the recorded data. Both cross sections are multiplied with
the branching fraction for an A boson into a Zh boson pair, �(A→ Zh). The best-fit
value is indicated by the black cross. The area on the top-right above each contour
line is excluded at the corresponding confidence level. SM branching fractions of
B(h→ bb) = 0.569, B(Z → aa) = 0.2, and B(Z → ℓ

+
ℓ
−) = 0.1 are assumed. The

scan is performed for A boson masses between 300GeV and 2000GeV. 200
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