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Abstract: Attitude jitter is a crucial factor that limits the imaging quality and geo-positioning
accuracy of high-resolution optical satellites, which has attracted significant research interests in
recent years. However, few researchers have attempted to retrieve the dynamic characteristics and
time-varying trends of a satellite attitude jitter. This paper presents a novel processing framework
for detecting, estimating, and investigating time-varying attitude jitter in long strips based on
a time-frequency analysis with the input from either an attitude sensor or an optical imaging
sensor. Attitude angle signals containing attitude jitter information are detected from attitude data
through generating the Euler angles relative to the orbit coordinate system, or from image data
through high-accuracy dense matching between parallax observations, correction of integration
time variation and frequency domain-based deconvolution. Variational mode decomposition is
adopted to extract the separate band-limited periodic components, and Hilbert spectral analysis
is integrated to estimate the instantaneous attributes for each time sample and the varying trends
for the entire duration. Experiments with three sets of ZiYuan-3 long-strip datasets were carried
out to test the novel processing framework of attitude jitter. The experimental results indicate
that the processing framework could reveal the dynamic jitter characteristics, and the mutual
validations of different data sources demonstrate the effectiveness of the proposed method.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

High-resolution optical satellite imagery is an important data source for many remote sensing
applications [1–3]. Accurate attitude estimation is crucial to the geometric performance of
high-resolution satellite images that largely determines their application potentials [4]. According
to the principle of photogrammetric measurement, a slight bias in attitude angles can result
in considerable geo-positioning errors due to the high orbital altitude. In addition to the
attitude measurement errors, one of the significant error sources of sensor orientation is platform
instability. The micro-vibration of the satellite platform induces attitude jitter, which is the
periodic instability of satellite attitude [5].
Attitude jitter is a common phenomenon, and many high-resolution optical remote sensing

satellites suffer from this issue, such as ALOS, Pléiades-HR, ZiYuan-3 (ZY-3), and Mars
Reconnaissance Orbiter [6–9]. It can easily originate from dynamic mechanical disturbances,
attitude control operation, thermal change, and other impacting factors [10]. The new requirements
to design lightweight and agile satellites make the presence of attitude jitter more probable [11].
If unrecorded or unmodelled by attitude measurement sensors, attitude jitter will undermine
the photogrammetric relation and lead to geolocation information loss. Also, the jitter can be
transmitted to the focal plane and thus result in noticeable distortions in images. Therefore,
attitude jitter significantly limits the performance of satellite images in remote sensing applications
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requiring high accuracies, such as rational polynomial coefficients generation, digital elevation
model production, and change detection [12–14]. With the increasing spatial resolution of
satellite images, the influence of attitude jitter will become more serious. As a result, it is an
indispensable step to estimate and analyze attitude jitter in order to ensure image quality.
According to the previous studies, the estimation and investigation of satellite attitude jitter

are realized mainly in two strategies. One solution is to analyze the attitude data obtained from
on-board attitude sensors directly. In general, satellite attitude can be determined by combining
measurements from the star sensors and gyros, which are sampled at a relatively low frequency
[15]. According to the Nyquist-Shannon theorem, attitude jitter with the frequency below half of
the sampling rate is able to be recognized. For the purpose of acquiring attitude information
with higher temporal and angular resolutions, a few recent satellites have equipped with some
additional high-performance attitude sensors, such as angular displacement sensors in ALOS
[16] and Yaogan-26 satellite [17], and micro-vibration accelerometer in GaoFen-9 satellite [18].
Based on these external attitude sensors, high-frequency attitude jitter can be measured using
Fourier spectral analysis.

Alternatively, attitude jitter can be retrieved from the distorted images. In this category, attitude
jitter detection based on parallax observation configuration of pushbroom camera is the most
commonly used method, which adopts dense matching to obtain the relative distortions caused by
attitude jitter between short-time asynchronous images. The similar methods have received wide
attention to estimate and analyze attitude jitter of many satellites and sensors due to the high
flexibility and convenience [19–24]. For instance, Teshima and Iwasaki [19] detected attitude
jitter of Terra spacecraft from short-wave infrared sensors of the Advanced Spaceborne Thermal
Emission and Reflection Radiometer and discovered the jitter with a frequency of around 1.5Hz.
Tong, et al [20]. found a noticeable jitter of ZY-3 satellite with a frequency of around 0.65Hz
using multispectral imagery. Liu et al [23]. determined the jitter of Chinese Heavenly Palace-1
satellite at a frequency of 0.12Hz based on parallax observations and attitude data. Zhu, et al
[24]. estimated the attitude jitter with a frequency of 1.1-1.2Hz in the cross-track direction for
Gaofen-1 02/03/04 satellites.

Attitude jitter of remote sensing satellite is a complicated dynamic process, and the frequency
and amplitude attributes of jitter are varying over time, even not constant within a short period.
However, the existing studies mainly focus on detection and validation of attitude jitter using
datasets with a relatively short duration, while the comprehensive jitter interpretation and stability
analysis of satellite platforms prefer a more extended time duration. In addition, most of the
related works take attitude jitter information as stationary signals and calculate the fixed attributes
of attitude jitter for the entire signal using Fourier spectral analysis or trigonometric function
fitting, which is not a practical solution for long-term investigations. In this case, the dynamic
characteristics and varying trends of attitude jitter over time cannot be revealed. To address
these limitations, a processing framework of attitude jitter using observations of long strips
based on time-frequency analysis is developed in this paper. The jitter processing framework
in this study integrates the tasks of jitter detection that extracts attitude jitter information, jitter
estimation that models the attributes of attitude jitter and jitter analysis that investigates the
varying trends of attitude jitter. The inputs can be either on-board attitude measurement data or
distorted images with parallax observation such as different multispectral bands and staggered
arrays. In our framework, attitude jitter information detected from attitude data or optical imagery
is regarded as non-stationary signals, and the dominant periodic components and instantaneous
attributes for each time sample are extracted based on signal decomposition and Hilbert transform
(HT). Experiments conducted using ZY-3 long-strip datasets demonstrate the performance of
the proposed attitude jitter processing framework. The derived components of attitude jitter
can be effectively corrected using the existing jitter compensation methods when it is required,
and the results of time-frequency analysis can be beneficial to the following stability analysis
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and source determination. Therefore, the present study is meaningful to the field of attitude
jitter processing. The main contributions of this paper are summarized as follows. 1) A novel
processing framework of attitude jitter is proposed for both long-strip attitude data and imagery
instead of short-duration datasets; 2) Different from the conventional direct frequency estimation
and Fourier-based spectral analysis that cannot resolve the dynamic characteristics of attitude
jitter over time, variational mode decomposition (VMD) is adopted to extract the separate periodic
components with narrow-band property, and Hilbert spectral analysis is integrated to retrieve the
instantaneous characteristics for each time sample and varying trends for the whole observation
period; 3) Taking ZY-3 satellite as a case study, the long-strip estimation and dynamic analysis of
attitude jitter is performed by the proposed processing framework.
The remainder of this paper is organized as follows. The details of the proposed processing

framework of attitude jitter, including jitter detection and time-frequency analysis, are introduced
in Section 2. Section 3 describes the experimental datasets and presents the experimental results
and discussion. Finally, the concluding remarks are given in Section 4.

2. Proposed processing framework of attitude jitter

The objective of this study is to develop a practical processing framework for detection, estimation,
and investigation of satellite attitude jitter in long strips using time-frequency analysis. Figure 1
illustrates the overall workflow of the proposed long-strip processing framework of attitude jitter,
which can be divided into three major parts: jitter detection from attitude data, jitter detection
from optical imagery, and time-frequency analysis. The inputs are long-strip data captured from
attitude sensors or optical imaging sensors that record the apparent information of satellite attitude
jitter. For attitude sensors, the fused attitude data is represented as Euler angles relative to the
orbit coordinate system (OCS). For optical imaging sensors, attitude jitter information is retrieved
from the relative disparity between parallax images obtained by high-accuracy dense matching.
The outputs are the periodic components of attitude jitter and the corresponding time histories of
instantaneous attributes, which are further extracted through VMD and Hilbert spectral analysis.
More details of the long-strip processing framework are described in the following sections.

2.1. Jitter detection from attitude data

For most high-resolution optical remote sensing satellites, attitude estimation is achieved by
fusing the measurement data from star sensors and precise inertial attitude sensors using Kalman
filter. Gyroscopes are commonly adopted as the inertial sensors, and some high-performance
attitude sensors such as angular displacement sensors are attached for a few high-resolution
satellites to provide high-frequency attitude information. After the information fusion, the
satellite attitude is typically represented in the form of quaternion and defines the rotation matrix
RECI

B from the body coordinate system to the earth-centered inertial coordinate system. However,
the Euler angles (i.e., roll, pitch, yaw) converted from RECI

B cannot directly reflect attitude jitter
as they include other rotation factors [17]. Therefore, attitude data should be transferred to the
OCS to reduce the value of the Euler angles such that the attitude jitter information becomes
significant. According to the position vector −→P (t) and velocity vector −→V (t) of the satellite at time
t in the inertial coordinate system, the rotation matrix RO

B from the body coordinate system to the
OCS can be given by:

RO
B = (R

ECI
O )

T · RECI
B
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Fig. 1. The overall workflow of the proposed processing framework of attitude jitter.

The Euler angles around three axes (i.e., roll(t), pitch(t), yaw(t)) can be converted from RO
B to

perform the following jitter analysis. In addition, due to the drift angle compensation considering
Earth’s rotation, the yaw angle relative to the orbit coordinate system contains a global trend
besides the periodic attitude jitter. Therefore, we alternatively take the difference between yaw
angle and its result of second-order polynomial fitting to eliminate this strong global trend
preliminarily. Figure 2 illustrates an instance of the original yaw angle and the angle difference.
It can be seen that the periodic attitude jitter is dominated in the yaw angle after trend removal.

Fig. 2. An instance of the correction in the yaw angle. (a) The original yaw angle relative
to the OCS. (b) The difference between yaw angle and its second-order polynomial fitting.

Finally, each attitude angle is fitted to a smoothing spline model in order to filter the attitude
noise as well as maximally reserve the attitude jitter information [25]. The cubic smoothing
spline maintains a balance between having a smooth curve and being close to the given data,
which solves the coefficients of smoothing spline function by minimizing the following objective
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equation [26]:

p
∑

i
wi(yi − s(xi))

2 + (1 − p)
∫

s′′(x)2dx (2)

where s denotes the smoothing spline function represented by piecewise polynomials, s′′ denotes
the second derivative, p is the smoothing parameter controlling the trade-off between data fidelity
and roughness, w is the specified weight of data, and (x, y) is the given inputs, e.g., time and
attitude angle signals. A solution of Eq. (2) was proposed in [27].

2.2. Jitter detection from optical imagery

Optical sensors provide an alternative solution to detect and estimate attitude jitter since the
distorted images also record information about attitude jitter [28]. In this study, the conventional
jitter detection method based on parallax observation [20] is refined and applied to long-strip
images. For two parallel linear arrays within a parallax observation configuration of the
pushbroom camera, there exists a time difference for imaging the same ground object. In the
presence of attitude jitter, the parallax images are warped by the same dynamic process but with
different amplitudes, which induces the relative disparity g(t) expressed as [19]:

g(t) = f (t + ∆t) − f (t) (3)

where f (t) denotes the image distortion caused by attitude jitter, and ∆t is the time difference
between parallax observations.
Although the image distortion f (t) cannot be directly measured, the relative disparity g(t)

can be obtained via dense matching. Precise matching of two parallax images is realized by
image correlation on a dense grid [29]. As the matching accuracy is a crucial factor, the phase
correlation method using singular value decomposition and unified random sample consensus
[30], which is operated directly in the frequency domain based on the Fourier shift property, is
adopted to calculate subpixel shifts on each grid position. Two (i.e., cross-track and along-track)
disparity maps are generated, and mismatches mainly in decorrelation areas are filtered out by
thresholding the correlation measures. As each pixel on the same image line is captured at the
same exposure time, the disparity maps can be averaged in each line with three-sigma limits to
obtain the average disparity curve.
A significant factor that makes the obtained subpixel shifts in the along-track direction bias

the assumption of Eq. (3) is integration time variation. For the pushbroom cameras with time
delay integration charge-coupled device arrays, the integration time of scanning line is commonly
adjusted in order to guarantee that the scanning rates match the object motion [31]. As shown
in Fig. 3(a), the along-track average disparity curve obtained from dense matching contains
apparent image shifts caused by integration time variation besides the periodic relative disparity
caused by attitude jitter. In this study, the influence of integration time variation on long-strip
jitter estimation is eliminated before jitter estimation by automatically determining the affected
intervals according to the integration time records of scanning line and effectively correcting
the induced image shifts. Figure 3 gives an instance using ZY-3 multispectral imagery. The
blue curve in Figs. 3(a) and 3(b) shows the along-track average disparity from dense matching
and the integration time of each scanning line, respectively. The affected time intervals by
integration time variation can be acquired from the nominal time difference between parallax
images (see the blue curve in Fig. 3(c)), which is calculated from the integration time records
considering the nominal distance between parallax images. The start and end of each affected
interval are determined as the inflection points of the nominal time difference (see the red and
green circles in Fig. 3(c)). The total image shift ∆L caused by each integration time variation can
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be approximated as [31]:
∆L = dL2 − dL1 =

T1 − T2
T1

· dL2 (4)

where T1 is the former integration time before variation, T2 is the latter integration time, and dL
denotes the along-track pixel offset between parallax images. Within each affected time interval,
the relative image shift linearly varies from 0 to ∆L. Therefore, we can calculate the compensated
image shift for each scanning time (see the red curve in Fig. 3(a)) and eliminate the influence of
integration time variation by subtracting the calculated image shift.

Fig. 3. An instance of the influence of integration time variation. (a) Along-track average
disparity (blue curve) and the calculated image shift caused by integration time variation
(red curve). (b) The integration time of each scanning line. (c) Nominal time difference
between parallax images. The red and green circles denote the starts and ends of affected
intervals, respectively.

After correcting the influence of integration time variation in the along-track direction, two-
direction average disparity measurements are also fitted to a smoothing spline model separately.
In addition to further reducing matching artifacts, we can create uniformly spaced data series by
means of this smoothing spline interpolation, which is necessary to the following spectral analysis.
The relative disparity g(t) in each direction is finally obtained by removing the non-periodic
direct-current component.

According to the relationship in Eq. (3), the image distortion f (t) caused by attitude jitter can
be retrieved from g(t). This deconvolution problem can be realized in the frequency domain
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based on the Fourier shift property [20], which is expressed as follows:

f (t) = F −1
{

F [g(t)]
exp(2πik∆t/N) − 1

}
(5)

where i is the first solution to the equation i2 = −1, N is the data length, k = 0, 1, . . . ,N − 1, and
F and F −1 denote the Fourier transform (FT) and the inverse FT, respectively. However, due to
the periodicity assumption of discrete FT, f (t + ∆t) requires to be circularly shifted for practical
consideration. Therefore, g(t) in Eq. (5) should be given by [32]:

g(t) =


f (t + ∆t) − f (t) = gd(t) 1 ≤ t ≤ N − ∆t

f (t − (N − ∆t)) − f (t)

≈ −
k−1∑
i=0

gd((i + 1)∆t + t − N)
N − ∆t + 1 ≤ t ≤ N

(6)

where k = bN/∆tc − 1, and gd denotes the relative disparities obtained from dense matching.
Image distortions in the cross-track and along-track directions are separately calculated using

Eq. (5). In general, the cross-track distortion fc is mainly caused by the variations of roll and
yaw angle, and the along-track distortion fa is mainly caused by the variation of pitch angle [33].
However, the yaw angle is not involved in this study since it results in much smaller distortions
in the case of a tiny off-nadir viewing angle. The roll and pitch angle variations can be simply
calculated from the corresponding image distortions by the sensor parameters as:

∆roll(t) = −fc(t)/F

∆pitch(t) = −fa(t) · cos2β
/

F
(7)

where F is the focal length in pixel and β is the off-nadir viewing angle.

2.3. Time-frequency analysis

Through jitter detection from attitude data or from imagery, attitude angle signals that contain the
dynamic attitude jitter information are obtained and can be taken as the inputs for the following
processing. In order to extract the periodical components of attitude jitter with narrow-band
property and estimate the corresponding time-varying attributes, we resort to time-frequency
tools in this study. Specifically, the VMD algorithm is adopted to decompose the attitude angle
signals into different periodical components with separate central frequencies, and Hilbert spectral
analysis is used to calculate the time histories of instantaneous attributes for each component.

2.3.1. Variational mode decomposition

VMD is a newly developed adaptive signal decomposition technique [34]. It is able to non-
recursively decompose a signal into K discrete number of band-limited sub-signals (modes)
uk, where each mode is considered to be most compact around a central frequency ωck and its
bandwidth is estimated using H1 Gaussian smoothness of its shifted analytic signal. Compared
with the widely used empirical mode decomposition [35] and its extensions, the advantages of
VMD are the supporting mathematical foundation, and the insensitivity to noise, sampling, and
the problem of mode mixing. As a result, it has attracted extensive attention in a variety of
applications [36,37].
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The constrained variational problem for VMD can be written as:

min
{uk },{ωck }

{
K∑

k=1





∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωckt





2
2

}
s.t.

K∑
k=1

uk(t) = x(t)

(8)

where {uk} and {ωck} represent the ensemble of modes and their corresponding center frequencies,
respectively, δ(t) is the Dirac function, j =

√
−1 and ∗ denotes the convolution operator. x(t)

is the attitude angle signal with attitude jitter, which is Euler angle roll(t), pitch(t) or yaw(t)
converted from the rotation matrix RO

B in Eq. (1) for jitter detection from attitude data, and is
roll or pitch angle variation ∆roll(t) or ∆pitch(t) in Eq. (7) for jitter detection from imagery.
The unconstrained formula can be derived by adding a quadratic penalty term and a Lagrange
multiplier λ as:

L({uk}, {ωck}, λ) = α
K∑

k=1





∂t

[(
δ(t) +

j
πt

)
∗ uk(t)

]
e−jωckt





2
2

+






x(t) − K∑
k=1

uk(t)






2
2

+

〈
λ(t), x(t) −

K∑
k=1

uk(t)

〉 (9)

where α is the balancing parameter of the data-fidelity constraint. The alternate direction method
of multipliers algorithm [38] is used to solve the above optimization problem, which generates
different band-limited modes and their respective center frequencies. The modes are updated
by Wiener filtering directly in the spectral domain, and the center frequencies are updated
as the center of gravity of the corresponding mode’s power spectrum. More details and the
implementation of VMD can be found in [34].

2.3.2. Hilbert spectral analysis

The HT can be used to construct an analytic signal from a purely real signal, which is a complex
signal with the imaginary part being the HT of the real part [39]. For each periodic component
of attitude angle signal extracted from VMD, the instantaneous attributes can be estimated by its
analytic signal:

z(t) = uk(t) + j̃uk(t) = Ak(t)ejφk(t) (10)

where ũk(t) is related to uk(t) by the HT:

ũk(t) =
1
π

P
∫ ∞

−∞

uk(τ)

t − τ
dτ (11)

where P denotes the Cauchy principal value of the complex integral. The instantaneous amplitude
Ak(t), instantaneous phase φk(t), and instantaneous frequency ωk(t) for each mode and each time
sample can be accordingly determined as:

Ak(t) =
√

u2k(t) + ũ2k(t)

φk(t) = arctan(̃uk(t)/uk(t))

ωk(t) =
1
2π

dφk(t)
dt

(12)
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3. Experiment and discussion

3.1. Experimental data

In this paper, ZY-3 satellite, China’s first civilian stereo surveying and mapping satellite, is taken
as a case study to validate the promising performance of the proposed time-varying processing
framework based on time-frequency analysis. For attitude data, the attitude measurements
post-processed by information fusion of star trackers and a gyro with a sampling rate of 4Hz [40]
were used. For image data, the raw multispectral images with a spatial resolution of 5.8 m, an
inclination from nadir view of 6°, and a line integration time of approximately 0.8ms were used.

Three sets of long-strip multispectral imagery and attitude data were tested in this experiment.
These datasets were obtained from different areas and captured on different dates. Table 1 gives
the essential information regarding the experimental datasets. The acquisition duration of these
long-strip datasets is all more than 140 s, which corresponds to more than 35 thousand image
distortion data calculated from Eq. (5) in each direction and more than 5.7 hundred attitude data
calculated from Eq. (1) for each angle.

Table 1. Basic information of the experimental datasets.

ID Acquisition date Duration (s) Number of image distortion Number of attitude data

Data A 2012-02-03 411.6 95763 1646

Data B 2012-02-11 143.9 35569 576

Data C 2012-10-19 167.9 40889 672

3.2. Experimental results

The attitude jitter information can be extracted from either long-strip attitude data or long-strip
image data. The attitude data of ZY-3 satellite is provided under the earth-centered inertial
reference system and is transferred to the OCS with the aid of orbit information following Eq. (1).

Fig. 4. Attitude angles relative to the OCS: roll (upper), pitch (middle), yaw (lower). (a)
Data A. (b) Data B. (c) Data C.
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The three attitude angles of each dataset are shown in Fig. 4. On the other hand, the relative
disparities were calculated from the first two spectral bands that are parallel on the focal plane
with a nominal distance of 152 pixels. In this experiment, the grid sizes of dense matching were
set as 10 pixels in the cross-track direction and 5 pixels in the along-track direction to reduce the
computational time for long-strip images. The two average disparity curves are shown in Fig. 5,
and the parts in Data A seriously contaminated by the textureless areas such as clouds and waters
are excluded. Note that the times of these two sources are unified and relative to the same initial
time.

Fig. 5. Average disparities in the cross-track (upper) and along-track (lower) direction. (a)
Data A. (b) Data B. (c) Data C.

For attitude data, the transferred attitude angles were corrected in the yaw angle and then
smoothed using Eq. (2) with the results given in Fig. 6. For image data, the distortion resulted
from integration time variation and the non-periodic global trend were removed, and the relative
disparities were then smoothed and interpolated, as shown in the upper part of Fig. 7. Furthermore,
the absolute image distortions caused by attitude jitter were retrieved from the relative disparities
and subsequently converted to attitude angle variations following Eqs. (5)–(7) (see the lower part
of Fig. 7). Equation (6) was adopted to address the periodicity assumption. A simple visual
inspection of Figs. 6 and 7 show that there exists distinct periodic attitude jitter information in
the signals obtained from both attitude data and image data for all three datasets. The reason for
the visual difference between Fig. 6 and the last two rows of Fig. 7 is that the attitude angles
obtained from attitude data still contain slight global trends. But VMD can effectively handle
these slight global trends by fixing the center frequency of one mode at 0.
With the obtained attitude angle signals from attitude data or image data in Figs. 6 and 7,

the detailed attitude jitter information can be estimated and investigated. The conventional
methods normally use Fourier spectral analysis. Based on the FT, the Fourier spectra with
frequencies and amplitudes were achieved, as shown in Fig. 8 using the signals from attitude
data and in Fig. 9 using the signals from image data. Although a global frequency representation
of attitude jitter is correctly identified, the dynamic jitter characteristics over time cannot be
described by FT. Alternatively, advanced time-frequency analysis tools were employed to resolve
periodic components that reflect the time-varying characteristics of attitude jitter information in
these signals. VMD and Hilbert transform were conducted separately on these attitude angle
signals. In this study, we focus on the principal periodic component with maximum amplitude
according to the results of Fourier spectral analysis and the prior knowledge on the attitude jitter
of ZY-3 satellite. VMD processing was performed using the implementation from [34]. For the
initialization of center frequencies for each mode, the center frequency of the first model was
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Fig. 6. Attitude angles after correction and smoothing: roll (upper), pitch (middle), yaw
(lower). (a) Data A. (b) Data B. (c) Data C.

Fig. 7. The smoothed cross-track and along-track disparities after removing the distortion
of integration time variation and global trend (first two rows), and the attitude angles (row
and pitch) converted from the retrieved image distortions (last two rows). (a) Data A. (b)
Data B. (c) Data C.
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fixed at 0 to deal with the existence of a global trend, the center frequency of the second mode
was initialized as the frequency with maximum amplitude in Fourier spectral analysis, and the
initial center frequencies of other modes were uniformly distributed below 2Hz which is the
Nyquist frequency of attitude data.

Fig. 8. Fourier spectra of attitude angles from attitude data. (a) Data A. (b) Data B. (c) Data
C.

Fig. 9. Fourier spectra of attitude angles from imagery. (a) Data A. (b) Data B. (c) Data C.

Figures 10–18 present the extracted periodic components of attitude jitter and the corresponding
instantaneous frequencies and amplitudes from each attitude angle signal for Data A, Data B, and
Data C. Figures 10, 13, and 16 show the results from attitude data (upper) and image data (lower)
for roll angle. Figures 11, 14, and 17 show the results from attitude data (upper) and image
data (lower) for pitch angle. Figures 12, 15, and 18 show the results from attitude data for yaw
angle. It can be seen from the figures for each dataset that the results of the principal periodic
component and instantaneous attributes from two different sources are basically similar for roll
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and pitch angles. However, there appear some slight inconsistencies in the comparison of the
details for pitch angle, especially in the case of small jitter amplitude. In order to quantitatively
assess the results of time-frequency analysis, the instantaneous attributes from image data were
resampled to the same sampling rate as the attitude data. Table 2 gives the root mean square
(RMS) values of the differences between two results. It can be found that the instantaneous
frequencies and amplitudes estimated from two different data sources are rather close. The RMS
values for roll angle are all below 0.007Hz and 0.075 arc seconds, while the ones for pitch angle
are slightly higher with the RMS values below 0.015Hz and 0.1 arc seconds. A reasonable
explanation for the worse performance in pitch angle is the topographic effect induced by the
small baseline stereo vision of the different multispectral bands. The terrain elevation changes
lead to tiny topographic parallax in the along-track direction mixed with the relative disparities
caused by attitude jitter in this case, which affect the jitter detection from imagery and bias the
following time-frequency analysis [41].

Fig. 10. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for roll angle of Data A.

Fig. 11. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for pitch angle of Data A.

The time-frequency characteristics and the long-strip variation laws of attitude jitter are
successfully revealed by the proposed processing framework. For the tested ZY-3 satellite,
apparent attitude jitter components can be detected in all attitude angles. The frequency of
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Fig. 12. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data for yaw angle of Data A.

Fig. 13. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for roll angle of Data B.

Fig. 14. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for pitch angle of Data B.

Table 2. RMS values of the differences between instantaneous attributes from image data and
attitude data.

ID
Frequency (Hz) Amplitude (arc second)

Roll Pitch Roll Pitch

Data A 0.0022 0.0085 0.0714 0.0879

Data B 0.0013 0.0147 0.0506 0.0859

Data C 0.0069 0.0090 0.0412 0.0617
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Fig. 15. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data for yaw angle of Data B.

Fig. 16. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for roll angle of Data C.

Fig. 17. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data and image data for pitch angle of Data C.
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Fig. 18. (a) Principal periodic component, (b) instantaneous frequency and (c) instantaneous
amplitude estimated from attitude data for yaw angle of Data C.

attitude jitter is mainly in the range of 0.6-0.7Hz, except that the main frequency for pitch and
yaw angles of Data C is in the range of 0.2-0.3Hz. The amplitude of attitude jitter is dominated
in roll angle with the maximum value up to 3.5 arc seconds, especially for the first two datasets
captured during the early period after the satellite launch. It is found that the frequencies and
amplitudes of attitude jitter are not fixed values and smoothly change with time variation, even in
a short duration. Interestingly, the frequencies of attitude jitter in roll angle and yaw angle tend
to change in a monotonical trend relative to imaging time in a long strip, while this relationship
is not evident in pitch angle. Moreover, it is noteworthy that a very low-frequency periodic trend
seems to exist, which is a possible reason for fluctuations in the results.

3.3. Discussion

Two sources carrying attitude jitter information, i.e., attitude data and image data, are tested in
this paper to resolve the periodic components and instantaneous attributes of attitude jitter, whose
results can be mutually validated. Jitter detection from two sources has its own pros and cons.
Jitter detection from attitude data is more direct and is able to consider all three attitude angles. It
is free of other influential factors such as topographic effect, sensor quality, and matching artifacts.
However, its performance is determined by sampling frequency and measurement accuracy,
while a high-quality attitude sensor is technically and economically infeasible for many satellites,
especially with small platforms. In contrast, jitter detection from optical imagery is more flexible
without the need for high-performance attitude sensors and convenient to implement with a high
sampling rate. The results are acquired with better time resolution and a larger frequency range.
Therefore, jitter processing from these two sources is well complementary to each other and
can respectively play a leading role in different cases. The capability to deal with different data
sources is one of the strengths of the proposed processing framework.
The experiment results using ZY-3 datasets demonstrate the feasibility of our method. The

proposed processing framework extends the conventional methods to long-strip and dynamic
analysis. The combination of VMD and HT is a suitable choice for attitude jitter processing,
while the conventional methods cannot be competent. FT decomposes a signal into harmonics
with constant frequencies but is a time-independent frequency estimation. Short-time FT and
wavelet transform are still bounded by the Heisenberg uncertainty principle with a trade-off
between time and frequency resolution [42]. Empirical mode decomposition is able to handle
the nonlinear and non-stationary signals adaptively, but is sensitive to noise and cannot well
guarantee the band-limited decomposition. Time-frequency analysis based on VMD and HT can
achieve both high time and frequency resolution for the nonlinear and non-stationary signals,
and ensure the high robustness and narrow-band property. Accordingly, the meaningful periodic
components and the corresponding instantaneous attributes of attitude jitter can be efficiently
extracted and estimated using the inputs from attitude data or optical imagery. The extracted
periodic components can be used to correct the negative effects of attitude jitter using the existing
jitter compensation methods based on imagery and sensor model. Image compensation directly
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resamples the affected image through intensity interpolation according to the obtained image
distortions [10,19]. Sensor model compensation involves nonlinear bias correction of the rational
function model [12] or using correct attitude data in the rigorous model [15,18]. In addition, the
estimated instantaneous attributes reflect the spatiotemporal characteristics of attitude jitter, which
will facilitate the following stability analysis, generalized jitter modeling, and determination of
sources inducing jitter.

The experimental results also indicate that the frequency estimation is instable to some extent
in the case of small jitter amplitude (e.g., less than 0.1 arc seconds). In this case, the potential of
the proposed processing framework is limited by the measurement error of the attitude sensor or
the error of image matching. This is a study area that should be specifically considered in future
work.

4. Conclusion

In this paper, a novel processing framework for detection, estimation, and investigation of
time-varying attitude jitter based on time-frequency analysis has been developed. The proposed
processing framework is able to extract the essential periodic components and estimates the
instantaneous attributes of attitude jitter in three attitude angels from long-strip attitude data
and in two attitude angles from long-strip imagery. We attribute the remarkable merits of the
proposed framework to the effectiveness of VMD and Hilbert spectral analysis. Experiments were
conducted with three sets of ZY-3 long-strip attitude measurements and multispectral images
with the acquisition durations more than 140 s. The proposed processing framework successfully
revealed the dynamic characteristics and varying trends of attitude jitter for the whole duration,
which cannot be retrieved by the conventionally used Fourier spectral analysis and trigonometric
function fitting. The results obtained from attitude data accord well with ones from image data.
The RMS values of the differences between two data sources are below 0.015Hz and 0.1 arc
seconds for the instantaneous frequencies and amplitudes, which mutually validates the reliability
and feasibility of the proposed framework. The experimental results show that the attitude jitter
of ZY-3 satellite is a complex phenomenon, with varying frequencies and amplitudes over time
and date.
The proposed processing framework with the input of either attitude data or image data is

generic and can be easily adapted to time-varying jitter processing of other high-resolution
satellites. The present study concentrates exclusively on detection, estimation, and investigation
of attitude jitter, while jitter compensation is not the main contribution. In future work, more
datasets will be tested, and specific jitter compensation according to the estimation results will be
further explored.
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