Technische Universitat Minchen
Ingenieurfakultat Bau Geo Umwelt

Lehrstuhl fur Computergestutzte Modellierung und Simulation

Computer Representation of Building Codes using

Natural Language Processing (NLP) Techniques

Interdisciplinary Project

for Master of Science Department of Informatics

Author: Andag Karun
Supervisor: Prof. Dr.-Ing. André Borrmann

Jimmy Abualdenien, M.Sc

Submission Date: 20" January 2021



Contents I
Contents

1 Introduction 1
2 Researched Approaches and Techniques 2
2.1 Researched APProaches .........coccoviiiiiiiiiie e e 2
2.1.1 Rule Based APPIrOACK ........uuuiiiiiiiiiiiiiiiiiiiiiii e 2
2.1.2 Natural Language Processing (NLP) ......cooviiiiiiiiiiiiiiiie e 2
2.1.3 Comparison of Rule Based Approach and NLP ..............ccccovviiiiiiiiiieniieeenns 3
2.2 NLP TECINIQUES ... e e e e e e e eeaaes 4
2.2.1 Question & Answering (QA)TECNNIQUE ...........uuuuuuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiaeaes 4
2.2.2 Named Entity Recognition (NER) TeChnique.................uuuumiiiiiiiiiiiniiiiiiiiinnns 5
2.2.3 Comparison of NER and QA .......cooiiiiiiie e 6
2.3 Framework for NER — SPaCY .....cooiiiiiiiii et 6
3 Training Model 9
3.1 Part | — Data Generation & PreproCessing........ccuuvvvvveieiieiiiiiiiiiiiiieeieeeeeeeeeeen 9
3.2 Part Il = Training MOAEL.........ccccoooiiiiee e 11
3.3 Part H — EVAlUALION........ccoiiiiiiiiiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeee et 14
3.3.1 Investigation of False-Negative ENtitieS ...............uuuuuiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiens 16
3.3.2  How to Improve the Model ..............uuuiiiiiiiiiiiiiiiiees 16
4 Further Progress and Conclusion 17

References 18



1 Introduction

We are living in buildings that are designed and constructed based on a set of rules to
make sure of solidity and safety. Buildings should comply to the set of rules throughout
its lifecycle like design, construction and demolition. These set of rules are complex
and often changing regulations in other words codes and guidelines. In order to
guarantee the safety of users, structural stability and solidity, code compliance check
is a vital process during the design and construction phases of the building [1].
Nowadays the checking process is performed manually by consultants and experts
from the field and also building permission authorities. Because it also involves several
disciplines to go through this process, it often leads to problems, delays,

inconsistencies. It makes a cumbersome and error-prone process.

In order to reduce these problems, there has been lots of research ongoing in
automation of code compliance check. With the help of the enormous progress in
Building Information Modeling and technical development, researchers can offer
various approaches and applications. One of these is “Automated Code Compliance
Check Based on Visual Language” [2]. The other one is “Extracting Implementable
Methods for Automated Code Compliance Check” [3]. In that project, researchers

wanted to improve rule based approach with high-level methods.

In this project, we aimed to present a new approach to automate code compliance
check with Natural Language Processing (NLP). For this purpose, we want to show
the advantages and disadvantages of the Natural Language Processing Approach in
comparison to Rule Based Approach. In the second part, we investigated several
techniques in NLP to find out the best method for this project. In the third part, we
applied the NLP technique to extract “components” from the code compliance

guideline.



2 Researched Approaches and Techniques

There are two approaches | researched in this project in order to analyze and extract
information from building code regulations. First one is Rule Based Approach which is
the conventional method. The other is Natural Language Processing Approach which
is an advanced method especially in the last decade.

2.1 Researched Approaches

2.1.1 Rule Based Approach

Rule based approaches are the traditional and the oldest approaches in the field of
information extraction. Due to their high accuracy and proven-well history, they are still
in use for some of the specific tasks. The system relies on rules which are based on
linguistic structures. It stores all the rules in the system. When one sentence is queried,
it does parsing according to rules it memorized. It can extract the information by regular
expression patterns or context free grammar rules. It can offer a lot of insight about the

text by finding which words are nouns or parsing with patterns.

For example:

Sentence = “Jul 29 is the 210th day of the year”

Pattern = r'((Jan|Feb|Mar|Apr|May|Jun|Jul|Aug|Sep|Oct|Nov|Dec) [0-9]{2})'
Result = [('Jul 29", 'Jul)]

Here we can understand that the sentence is about time/date to deduct from the regular

expression pattern.

2.1.2 Natural Language Processing (NLP)

Natural Language Processing is the field of Machine Learning to understand, process
and derive meaning from human language. It gives an ability to machines to analyze
human language. Because understanding human language is a comprehensive task,
NLP is considered a difficult task in computer science. Thanks to advances in machine
learning and technical development, NLP research has been rapidly growing in recent
years. Natural Language Processing analyzes human language mainly in two ways.
First one is syntactic analysis. Syntactic analysis is referring to the arrangement of the

words in the sentence. It analyzes the sentences such that they make grammatically



correct sentences. The second one is semantic analysis. Semantic analysis is referring
to the meaning of the words in the sentence. It involves understanding the words and
interpretation of these words. This task is one of the difficult aspects in NLP that has
not been fully resolved. NLP applications in the real world seem to increase day by day
and can help you with lots of tasks in the daily routine. Some of them are:

e Information Extraction
e Translation

e Recommendation

e Question & Answering
e Sentiment Analysis

e Speech Recognition

How does NLP work? Natural Language Processing requires to apply algorithms to
identify and extract the natural language rules with probabilistic relation. When the text
is given, the model will utilize the algorithm to extract the meaning associated with
every sentence or words. Based on the probabilistic relation it does, it comes out the
best possible result for that task.

2.1.3 Comparison of Rule Based Approach and NLP

Both of them get used to extract key information from text widely. For our specific

project, | compared them in multiple ways to which one is suitable for our task.

1. In order to extract components and properties, we need to generate every rule
in regulation sets for rule based approach. It needs to be done by some experts
in the field of construction. Also the regulations contain thousands of pages in
order to review which will take quite time. On the other hand NLP needs some
of the data from regulations. You don’t have to label every sentence in the reg-
ulations.

2. For a rule based approach, we need structured data to generate patterns or
regular expressions to identify components. Regulation sentences contain
complex sentences or exceptions. Sometimes these sentences’ rules can
contradict with another rule. But NLP needs labeled data for every sentence.
Sentences do not depend on each other. Each sentences’ component can be
labeled based on the meaning in that sentence.

3. For every new rule in regulations, we need to improve the knowledge base for

rule based approach. At every time, it needs some development. When we look



at NLP approach, it doesn’t need to improve again and again for future
regulations. Because the model has a learning ability and uses the probabilistic
relation between words, it infers the components in the new rules based on the
past data.

4. Both approaches need massive data for better results. For a rule based
approach, it needs to extract every rule from all regulations. For an NLP

approach, it needs a big training dataset for better accuracy.

Because of these reasons, we decided to use NLP techniques for our project. |
researched several techniques, namely Random Forest [4], Named Entity Recognition
[5] and Question & Answering [6], to identify ‘components’. Because Random Forest
is built on rule based approach, we eliminated it. From now on we will focus on Named

Entity Recognition and Question & Answering.

2.2 NLP Techniques

2.2.1 Question & Answering (QA)Technique

Question & Answering is focusing on building systems that automatically answer
guestions posed by humans in natural language. In other words, QA systems can be
described as a method that provides the right short answer to a question. Let me

explain how QA systems work.

Question-Answer pairs

Knowledge base

Knowledge base is
scanned to find question
with the top score
returned by this function

Approximate string
matching function

Figure — 1 Q&A system [7]



As can be seen in Figure — 1, the QA system trained by several question-answer pairs
with their texts. And then when the model gets a question, it uses the probabilistic
relation to find the best possible answer. It relates the words of the question with the

knowledge base and then provides us one best answer.

Example:

Passage Sentence

In meteorology, precipitation is any
product of the condensation of
atmospheric water vapor that falls
under gravity.

Question

What causes precipitation to fall?
Answer Candidate

gravity

Figure — 2 Q&A Example [8]

2.2.2 Named Entity Recognition (NER) Technique

Named Entity Recognition is the task of identifying and categorizing key information in
the text. Basically it classifies into predefined categories, such as place, time,
organization, quantity etc. Let me explain the NER system. The NER system is
designed to build a relation between words and categories/entities. The model is
trained by labeled data which is words in sentence and corresponding predefined
category pairs. Then when the model gets one sentence, it uses the probabilistic

relation to find out which word or word groups belong to predefined categories.

Example:

Apple ORG islooking at buying UK. GPE startup for $1 billion MONEY

Figure — 3 NER Example [9]



As can be seen in Figure — 3, words in the sentence are categorized according to their
meaning. “Apple” is recognized as an organization. Extracting these key information in

the text helps us to understand what the text is about.

2.2.3 Comparison of NER and QA
| compared them in different ways to find out which one is suitable for our project.

e You can train and build a model with both of them even if you have a small sized
dataset. But accuracy and the applicability of your model will not be good in QA
technique compared to NER. When | tried both of them with a small subset of
dataset, QA accuracy was so low. It needs a massive dataset to get a good
result. On the other hand, even with the small sized dataset, | get a quite good
prediction result with NER technique.

e When we compared both of them in terms of development and training time,
NER technique would be faster than QA technigue. QA models have a more
complex architecture than NER.

e When we start this project, we need to generate a dataset for training.
Generating a dataset for NER and QA is a totally different process from each
other. NER needs a labeling for each sentence for entities. QA needs a
guestion-answer pair for each text. When we compared these two processes,
we decided that NER would be faster than QA technique.

Because of these reasons, NER technique would be more suitable than QA technique.
Thus, we decided to apply NER technique to extract “component” entities from the

sentences in the regulations.

2.3 Framework for NER — SpaCY

Spacy is a free, open-source library for advanced NLP tasks in Python. It is designed
specifically for production use to build real-world applications for businesses to release
to the market fast. It supports multi-language models within their system and each of
the languages has more than one pre-trained model to choose for your specific task.
SpaCY provides us several built-in features in its pipeline such as tagging, parsing,
named entity recognition etc. It helps us to develop our project quickly. When we look
at the NER pipeline, SpaCY recognizes more than 20 entities in the model. It has a

proven-well accuracy. You can see some of the entities in Figure — 4.



TYPE DESCRIPTION
PERSON People, including fictional.
NCRP Nationalities or religious or political groups.
FAC Buildings, airports, highways, bridges, etc.
ORG Companies, agencies, institutions, etc.
GPE Countries, cities, states.
LoC Non-GPE locations, mountain ranges, bodies of water.
PRODUCT Objects, vehicles, foods, etc. (Not services.)
EVENT Named hurricanes, battles, wars, sports events, etc.
WORK_OF_ART Titles of books, songs, etc.
LA Named documents made into laws.
LANGUAGE Any named language.
DATE Absolute or relative dates or periods.
TIME Times smaller than a day.
PERCENT Percentage, including "%".

For our specific project, we need to extract “components” and it is not supported by the
built-in SpaCY model. But SpaCY provides us a feature to categorize custom entities
by re-training its model. What we called to this feature is Custom Named Entity
Recognition (Custom NER). The method which | used by re-training is called Transfer
Learning. Transfer Learning is a method where a model developed for a task is reused
as the starting point for a model on a second task. Instead of starting from scratch

every time for similar tasks, we reuse the pre-trained model to adapt it to our specific

task.

Figure — 4 NER Entities [9]



TRAINING FROM SCRATCH

CARv
CONVOLUTIONAL NEURAL NETWORK (CNN)
LEARNED FEATURES 95% TRUCK x
3%
. - P R .
BICYCLE X

TRANSFER LEARNING

TRAINED ON CATS AND DOGS FINE-TUNE NETWORK WEIGHTS

CAR v
a % PRE-TRAINED CNN
R TRUCK X

NEW DATA

Figure — 5 Transfer Learning [10]

As it can be seen in Figure — 5, the upper model has been designed to classify several
vehicle types. If we want to classify only cars and trucks, then we can re-train the upper
model with our new data and make the fine-tune settings. Thus we can get a better
accuracy result for the specific task. | used the same methodology with SpaCY. | re-

trained the NER pipeline with our regulation dataset to classify the “components”.



3 Training Model

Training model consists of three parts which are preprocessing, training and evaluation

of the model.

3.1 Part |- Data Generation & Preprocessing

Real world data tends to be noisy and inconsistent. This can lead to a poor quality for
the model. In order to avoid this, data preprocessing comes forward. In natural
language processing tasks, data preprocessing is consisting of several steps to clean

text for better results. It is one of the key points in NLP for better models.

l y XN N f N
Noisy Entity L
Remaoval Normalization Waord
kenization, -
[HTML Tag,Stop- L{TD Ean.a :.:rn Standardizatio CIE a HEd

Raw Text 3 words, Punctuati = E;ma |z.a 1an, > n{Regular

ons,White 5:;::_::2‘ Expression, Text
Spaces,URLs - Lockup Tables)
etc.) Segmentation
etc.

\ J \ ' J \ y l,

€ Text Cleaning Pipeline mmp

Figure — 6 Preprocessing Pipeline [11]

As it can be seen in Figure — 6, raw text can go through the pipeline for cleaning. In
NLP tasks, every step does not have to be considered to be done. Each step in
preprocessing should be decided according to project or problem. In our project, |

decided to use the first two steps to clean text. Our steps from pdf to labeled data:
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Each sentence in IBC regulation is extracted to one excel file.

1 |ID Sentence

210 The code presumes that when the height of the highest floor used for human occupancy exceeds 75 feet 22860 mm the life safety
2 15 hazard becomes even greater because most fire departments are unable to adequately fight a fire above this elevation from the outside
3 17 Thus 403 prescribes special provisions for these high rise buildings

However the maximum allowable height in stories can vary significantly based on the occupancy group involved as set forth in Table
4 21 5044

Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies are utilized each
5 22 individual occupancy can be located no higher than set forth in the table

Where the non separated occupancies provisions of 5083 are applied the most restrictive height limitations of the non separated
6 24 occupancies involved will limit the number of stories in the entire building
7 31 Allowable building height as set forth in Table 5043 is based on height in feet above grade plane
8 33 The table includes the increased height allowances that are available for most types of sprinklered buildings

The allowable number of stories is addressed in Table 5044 presented in a format generally consistent with that used for Tables 5043
9 34 and 5062

The determination of maximum allowable building area is initiated in Table 5062 through the identification of the appropriate allowable
10 37 area factor

Unlike the determination of building height and number of stories the limitation in the table can be further increased due to the presence
11 39 of adequate frontage at the building's perimeter
12 41 In this section the IBC also indicates that fire walls create separate buildings when evaluating for allowable height and area

Defined and regulated under the provisions of 706 the function of a fire wall is to separate one portion of a building from another with a
13 42 fire resistance rated vertical separation element

The resulting benefit of the use of a fire wall is that the limitations on height number of stories and area are then addressed individually
14 45 for each separate building created by fire walls within the structure rather than for the structure as a whole
15 48 Thus the type of construction is not limited regardless of building height or area
16 49 1t is also not necessary to comply with the provisions of 507 for unlimited area buildings to utilize this provision
17 51 It is not the intent that buildings classified as Group H occupancies be addressed under the allowances of 50311

Where two or more buildings are located on the same lot they may be regulated as separate buildings in @ manner consistent with
18 53 buildings situated on separate parcels of land

As an option multiple buildings on a single site may be considered one building provided the limitations of height number of stories and
19 54 floor area based on Sections 504 and 506 are met

Figure — 7 Extracted Excel File

Each sentence in the excel file is gone through the preprocessing pipeline to
clean text. First sub step is the removal of punctuation, white spaces and noisy
parts. Second sub step is lemmatization and tokenization. We noticed that
lemmatization changes our components. Thus we decided to remove the
lemmatization technique in the second sub step. We just did tokenization which
gives one token to each word.

based on the occupancy group involved as set forth in Table 504.4. Where multiple
occupancies are located in the same building, and the provisions of Section 508.4 for

separated occupancies are urtilized, each individual occupancy can be located no higher than
set forth in the table. Sce Figure 503-1. Where the nonseparated-occupancies provisions of

l

Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies
are utilized each individual occupancy can be located no higher than set forth in the table

l

Where multiple occupancies be locate in the same build and the provision of 5084 for separate occupancies be
utilize each individual occupancy can be locate no higher than set forth in the table

Figure — 8 Preprocessing Steps [12]

| identified every component one by one manually. The labeled data and its
position in the sentence is needed for the model. That’s why | also wrote a script

to get an index position for every component in the sentence.
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A B C D
1|id Sentence Component which occurrence
210 The code presumes that when the height of the highest floor used for human occupancy exceeds 75 feet 22860 mm the life
safety hazard becomes even greater because most fire departments are unable to adequately fight a fire above this elevation from

2 15 the outside highest floor 1

3 17 Thus 403 prescribes special provisions for these high rise buildings high rise buildings 1
However the maximum allowable height in stories can vary significantly based on the occupancy group involved as set forth in Table

4 21 5044 stories 1
Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies are utilized

5 22|each individual occupancy can be located no higher than set forth in the table multiple occupancies 1
Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies are utilized

6 22 each individual occupancy can be located no higher than set forth in the table separated occupancies 1
Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies are utilized

T 22 each individual occupancy can be located no higher than set forth in the table individual occupancy 1
Where multiple occupancies are located in the same building and the provisions of 5084 for separated occupancies are utilized

8 22 each individual occupancy can be located no higher than set forth in the table same building 1
Where the nonseparated occupancies provisions of 5083 are applied the most restrictive height limitations of the nonseparated

9 24 occupancies involved will limit the number of stories in the entire building nonseparated occupancies 1
Where the nonseparated occupancies provisions of 5083 are applied the most restrictive height limitations of the nonseparated

10 24 occupancies involved will limit the number of stories in the entire building nonseparated occupancies 2
Where the nonseparated occupancies provisions of 5083 are applied the most restrictive height limitations of the nonseparated

1 24 occupancies involved will limit the number of stories in the entire building stories 1
Where the nonseparated occupancies provisions of 5083 are applied the most restrictive height limitations of the nonseparated

12 24 occupancies involved will limit the number of stories in the entire building building 1

Figure — 9 Labeled Data Excel File

Sentence: “Where multiple occupancies are located in the same building and
the provisions of 5084 for separated occupancies are utilized each individual
occupancy can be located no higher than set forth in the table”

Component: “multiple occupancies”
Index: 6 — 26

4. All labeled data is saved to “.tsv” or “.csVv” file in order to be used by the model

for the training part.

3.2 Part Il —Training Model

As | mentioned before, | used the transfer learning methodology for our project. |
retrained the powerful Spacy model for our specific task. Training a model part consists
of several steps to acquire a good model.

1. In the previous part, | generated a clean dataset for the model. Before starting
to train, we need to divide this dataset into two parts. One should be a training
dataset which is 80% of the dataset and the other one is a test dataset which
is 20% of the dataset. The test dataset is never touched until the evaluation
phase because it represents the unseen future data for us. This separation of
the dataset should be balanced so that when we evaluate the model with the
test dataset, it will perform a better result. The model uses the training dataset

to adjust the weights.
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Figure — 10 Training Dataset Distribution

Test Dataset

building occupancy  open space  public way story  sprinkler system  wall mezzaning column floor basement ather
Component

Figure — 11 Test Dataset Distribution

As it can be seen in Figure — 10 and Figure — 11, the components in the

sentences are distributed in two datasets with protecting the ratio. That is also

one of the keys for the model that affects the performance.

In Spacy, there are three different models, small, medium and large, for the

English language. We decided to use the large one, called “en_core_web_Ig”,

because it has the most extensive and best NER F-1 score. It has 685k keys

and unique vectors. Its F-1 score for NER task is 86.4.

. After that | started the training phase with our training dataset. | wrote a small

script to re-train the model for our task.
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n_iter = 206
ner.add_label{LABEL)
pipe exceptions = ["ner", "trf wordpiecer", "trf tok2Zvec"]
other_pipes = [pipe for pipe in nlp.pipe names if pipe not in pipe_ exceptions]
lossesList = []
averagelossList = []
lastloss = @
with nlp.disable pipes(*other_pipes): # only train NER
sizes = compounding{l.8, 4.8, 1.881)
# batch up the examples using spaCy’'s minibatch
for itn in range(n_iter):
random.shuffle(TRAIN DATA)
batches = minibatch{TRAIN_DATA)
count = @
losses = {H
for batch in batches:
count +=1
texts, annotations = zip(*batch)

nlp.update(texts, annotations, sgd=optimizer, drop=8.5, losses=losses)

Figure — 12 Training script

As it can be seen in Figure — 12, the training dataset is divided into minibatches
and then the model is updated with each batch and every iteration. In here, we
are only updating the “ner” pipeline in the model because our task is related with
NER.
After the training is finished, we need to validate the model to see how good it
is. In order to do this, we can check the average losses through the iterations
and the loss chart to decide the model. If you are not satisfied with the result,
you can change some hyperparameters and then start the training process
again. What are these hyperparameters:

e Dropout value: can be 0, 0.25,0.5 ...

e lteration value: can be 100, 200, 500 ...

e Batch size: can be 8, 16, 32 ...

e Dataset separation ratio: can be 80-20%, 70-30%

My final settings for my model:

Dropout 0.05

Batch size 8

Iteration 200
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Training Mormalized Loss Diagram

— @werageier

averageMer
=9
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Figure — 13 Training Loss Diagram

As it can be seen in Figure — 13, my final model loss is below 1.5 and the loss

diagram seems promising for evaluation. When the model result is good enough,

it is saved to the disk to be reused again.

3.3 Part lll = Evaluation

After the training part is over, we need to evaluate our model with the test dataset to

see how good it goes with unseen data. In order to do that, | wrote a script that checks

the model predictions with the ground truth value and then identifies the true-positive,

false-positive and false-negative results.

Custom NER Component Confusion Matrix

s Precision 90.80

Mot-Companent - 0 B - 60

u - 50
® Recall 77.45

= - 40

g -3
Component - 23 7a -0 F'l SCOI‘e 8360

- 10

i i -0

Not-Compaonent Component

Predicted Value

Figure — 14 Confusion Matrix

As it can be seen in Figure — 14, my model predicts 79 components correctly. 23

components couldn’t be recognized by the model and those are false-negatives. 8
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components are classified as a component but actually they are not components and

those are false-positives.

When we look at the scores, the model’s precision is good. 90% precision shows us
that most of the predicted components are correct. The recall which defines how many
actual components are classified correctly, is a bit low and it can be improvable.
Overall, the F-1 score which is the harmonic mean of Precision and Recall is also good

enough to use the model in the real world.

My other visualizer script helps us to investigate the test dataset to get better insight
about the result.

Predicted: ()
Correct: [building]

The presence of a lake or similar water feature next to a _ would also prohibit

an area increase.

Predicted: (building)
Correct: [aggregate building]

Under this method the provisions of the code applicable to the aggregate building COMPONENT PC shall

also apply to each building individually.

Predicted: (two occupancies, Group H5 unlimited area buildings)
Correct: [Group H5 unlimited area buildings]

The mitigating provisions of 41511 have effectively equalized the _ in

terms of relative hazard such that in concert with the three additicnal criteria established in this section the

allowance for | Group HS unlimited area buildings COMPONENT  is deemed to be appropriate.

Figure — 15 Visualizer of the Test Dataset

As it can be seen in Figure — 15, the visualizer shows us the components’ status of
each sentence. The red label’'s meaning is that the model couldn’t recognize the
component and also is labeled as a false-negative. The yellow label’s meaning is that
the model partly recognized the component. The pink label’s meaning is that the model
recognized the word group as a component but actually it is not a component. That
represents false-positives. The green label’s meaning is that the model predicts the
component correctly. With this visualizer, we can understand the model’s prediction

mistakes and what we can do to overcome those mistakes.
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3.3.1 Investigation of False-Negative Entities

When | look into the false negative entities detailedly, | created a chart to see which

components couldn’t be recognized by the model.

OpEn space
motion picture theaters

1 exit doors
building 1
1 !
6 stories
1
grade plane
1
1 oom
stairs
1
story
5 1
gCcupancy 1 structure
2
floor
public way

Figure — 16 False-Negative Components

As it can be seen in Figure — 16, half of the false-negative components’ count is 1 and
most of them didn’t exist in the training dataset. This could be one of the reasons that
they couldn’t be classified. Regarding the other half, when we looked at the sentences,
some of the components involved the “apostrophe (‘)" character. To overcome this
issue, | can suggest that you can add removal of apostrophe in the preprocessing
phase.

3.3.2 How to Improve the Model

As | mentioned in the previous section, we need to analyze the test results in detail to
improve the model. From my observations, this is what can be done to improve the

model for further progress:

e The dataset size would be increased by adding more sentences from regulation.

e The dataset consists mostly of “building, open space, wall” components. Adding
more from other components to make a balanced dataset would affect directly
the model prediction result.

e Preprocessing phase can be reviewed to add the removal of apostrophe

characters.
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4 Further Progress and Conclusion

In order to achieve the automated code compliance checks, we need to extract
properties of the components and the rules belonging to them. Further progress should
be to extract the properties using the same methodology and then combine these two
to provide a rough representation of the natural text rule in a computer readable way.

In summary, we have shown a new approach and made initial integration with NLP to
automate code compliance checks. NLP usage in construction is a new and wide area.
In recent years, both technical development and accessing massive data leads to a
major improvement in NLP. Likewise with the help of BIM, the construction field is going
through a technological transformation. This area has still much research ongoing and
it proves that it needs many more ways to make a fully automated compliance check.
However our research shows us NLP could be a key factor to do this. Our project result

seems promising and it can be one of the applications in the future.
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