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We are living in buildings that are designed and constructed based on a set of rules to 

make sure of solidity and safety. Buildings should comply to the set of rules throughout 

its lifecycle like design, construction and demolition. These set of rules are complex 

and often changing regulations in other words codes and guidelines. In order to 

guarantee the safety of users, structural stability and solidity, code compliance check 

is a vital process during the design and construction phases of the building [1]. 

Nowadays the checking process is performed manually by consultants and experts 

from the field and also building permission authorities. Because it also involves several 

disciplines to go through this process, it often leads to problems, delays, 

inconsistencies. It makes a cumbersome and error-prone process. 

In order to reduce these problems, there has been lots of research ongoing in 

automation of code compliance check. With the help of the enormous progress in 

Building Information Modeling and technical development, researchers can offer 

various approaches and applications. One of these is “Automated Code Compliance 

Check Based on Visual Language” [2]. The other one is “Extracting Implementable 

Methods for Automated Code Compliance Check” [3]. In that project, researchers 

wanted to improve rule based approach with high-level methods.  

In this project, we aimed to present a new approach to automate code compliance 

check with Natural Language Processing (NLP). For this purpose, we want to show 

the advantages and disadvantages of the Natural Language Processing Approach in 

comparison to Rule Based Approach. In the second part, we investigated several 

techniques in NLP to find out the best method for this project. In the third part, we 

applied the NLP technique to extract “components” from the code compliance 

guideline.  

 

1 Introduction 
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There are two approaches I researched in this project in order to analyze and extract 

information from building code regulations. First one is Rule Based Approach which is 

the conventional method. The other is Natural Language Processing Approach which 

is an advanced method especially in the last decade.  

2.1 Researched Approaches 

2.1.1 Rule Based Approach 

Rule based approaches are the traditional and the oldest approaches in the field of 

information extraction. Due to their high accuracy and proven-well history, they are still 

in use for some of the specific tasks. The system relies on rules which are based on 

linguistic structures. It stores all the rules in the system. When one sentence is queried, 

it does parsing according to rules it memorized. It can extract the information by regular 

expression patterns or context free grammar rules. It can offer a lot of insight about the 

text by finding which words are nouns or parsing with patterns. 

For example: 

Sentence = “Jul 29 is the 210th day of the year” 

Pattern = r'((Jan|Feb|Mar|Apr|May|Jun|Jul|Aug|Sep|Oct|Nov|Dec) [0-9]{2})' 

Result = [('Jul 29', 'Jul')] 

Here we can understand that the sentence is about time/date to deduct from the regular 

expression pattern.  

2.1.2 Natural Language Processing (NLP) 

Natural Language Processing is the field of Machine Learning to understand, process 

and derive meaning from human language. It gives an ability to machines to analyze 

human language. Because understanding human language is a comprehensive task, 

NLP is considered a difficult task in computer science. Thanks to advances in machine 

learning and technical development, NLP research has been rapidly growing in recent 

years. Natural Language Processing analyzes human language mainly in two ways. 

First one is syntactic analysis. Syntactic analysis is referring to the arrangement of the 

words in the sentence. It analyzes the sentences such that they make grammatically 

2 Researched Approaches and Techniques 
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correct sentences. The second one is semantic analysis. Semantic analysis is referring 

to the meaning of the words in the sentence. It involves understanding the words and 

interpretation of these words. This task is one of the difficult aspects in NLP that has 

not been fully resolved. NLP applications in the real world seem to increase day by day 

and can help you with lots of tasks in the daily routine. Some of them are: 

• Information Extraction 

• Translation 

• Recommendation 

• Question & Answering 

• Sentiment Analysis 

• Speech Recognition 

How does NLP work? Natural Language Processing requires to apply algorithms to 

identify and extract the natural language rules with probabilistic relation. When the text 

is given, the model will utilize the algorithm to extract the meaning associated with 

every sentence or words. Based on the probabilistic relation it does, it comes out the 

best possible result for that task.  

2.1.3 Comparison of Rule Based Approach and NLP 

Both of them get used to extract key information from text widely. For our specific 

project, I compared them in multiple ways to which one is suitable for our task. 

1. In order to extract components and properties, we need to generate every rule 

in regulation sets for rule based approach. It needs to be done by some experts 

in the field of construction. Also the regulations contain thousands of pages in 

order to review which will take quite time. On the other hand NLP needs some 

of the data from regulations. You don’t have to label every sentence in the reg-

ulations.  

2. For a rule based approach, we need structured data to generate patterns or 

regular expressions to identify components. Regulation sentences contain 

complex sentences or exceptions. Sometimes these sentences’ rules can 

contradict with another rule. But NLP needs labeled data for every sentence. 

Sentences do not depend on each other. Each sentences’ component can be 

labeled based on the meaning in that sentence. 

3. For every new rule in regulations, we need to improve the knowledge base for 

rule based approach. At every time, it needs some development. When we look 



 4 
 

at NLP approach, it doesn’t need to improve again and again for future 

regulations. Because the model has a learning ability and uses the probabilistic 

relation between words, it infers the components in the new rules based on the 

past data.  

4. Both approaches need massive data for better results. For a rule based 

approach, it needs to extract every rule from all regulations. For an NLP 

approach, it needs a big training dataset for better accuracy. 

Because of these reasons, we decided to use NLP techniques for our project. I 

researched several techniques, namely Random Forest [4], Named Entity Recognition 

[5] and Question & Answering [6], to identify ‘components’. Because Random Forest 

is built on rule based approach, we eliminated it. From now on we will focus on Named 

Entity Recognition and Question & Answering. 

 

2.2 NLP Techniques 

2.2.1 Question & Answering (QA)Technique 

Question & Answering is focusing on building systems that automatically answer 

questions posed by humans in natural language. In other words, QA systems can be 

described as a method that provides the right short answer to a question. Let me 

explain how QA systems work. 

 

Figure – 1 Q&A system [7] 
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As can be seen in Figure – 1, the QA system trained by several question-answer pairs 

with their texts. And then when the model gets a question, it uses the probabilistic 

relation to find the best possible answer. It relates the words of the question with the 

knowledge base and then provides us one best answer. 

Example: 

 

   Figure – 2 Q&A Example [8] 

 

2.2.2 Named Entity Recognition (NER) Technique 

Named Entity Recognition is the task of identifying and categorizing key information in 

the text. Basically it classifies into predefined categories, such as place, time, 

organization, quantity etc. Let me explain the NER system. The NER system is 

designed to build a relation between words and categories/entities. The model is 

trained by labeled data which is words in sentence and corresponding predefined 

category pairs. Then when the model gets one sentence, it uses the probabilistic 

relation to find out which word or word groups belong to predefined categories.  

Example: 

 

     Figure – 3 NER Example [9] 
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As can be seen in Figure – 3, words in the sentence are categorized according to their 

meaning. “Apple” is recognized as an organization. Extracting these key information in 

the text helps us to understand what the text is about.  

2.2.3 Comparison of NER and QA 

I compared them in different ways to find out which one is suitable for our project. 

• You can train and build a model with both of them even if you have a small sized 

dataset. But accuracy and the applicability of your model will not be good in QA 

technique compared to NER. When I tried both of them with a small subset of 

dataset, QA accuracy was so low. It needs a massive dataset to get a good 

result. On the other hand, even with the small sized dataset, I get a quite good 

prediction result with NER technique. 

• When we compared both of them in terms of development and training time, 

NER technique would be faster than QA technique. QA models have a more 

complex architecture than NER. 

• When we start this project, we need to generate a dataset for training. 

Generating a dataset for NER and QA is a totally different process from each 

other. NER needs a labeling for each sentence for entities. QA needs a 

question-answer pair for each text. When we compared these two processes, 

we decided that NER would be faster than QA technique.  

Because of these reasons, NER technique would be more suitable than QA technique. 

Thus, we decided to apply NER technique to extract “component” entities from the 

sentences in the regulations.  

 

2.3 Framework for NER – SpaCY 

Spacy is a free, open-source library for advanced NLP tasks in Python. It is designed 

specifically for production use to build real-world applications for businesses to release 

to the market fast. It supports multi-language models within their system and each of 

the languages has more than one pre-trained model to choose for your specific task. 

SpaCY provides us several built-in features in its pipeline such as tagging, parsing, 

named entity recognition etc. It helps us to develop our project quickly. When we look 

at the NER pipeline, SpaCY recognizes more than 20 entities in the model. It has a 

proven-well accuracy. You can see some of the entities in Figure – 4. 
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Figure – 4 NER Entities [9] 

For our specific project, we need to extract “components” and it is not supported by the 

built-in SpaCY model. But SpaCY provides us a feature to categorize custom entities 

by re-training its model. What we called to this feature is Custom Named Entity 

Recognition (Custom NER). The method which I used by re-training is called Transfer 

Learning. Transfer Learning is a method where a model developed for a task is reused 

as the starting point for a model on a second task. Instead of starting from scratch 

every time for similar tasks, we reuse the pre-trained model to adapt it to our specific 

task. 
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Figure – 5 Transfer Learning [10] 

As it can be seen in Figure – 5, the upper model has been designed to classify several 

vehicle types. If we want to classify only cars and trucks, then we can re-train the upper 

model with our new data and make the fine-tune settings. Thus we can get a better 

accuracy result for the specific task. I used the same methodology with SpaCY. I re-

trained the NER pipeline with our regulation dataset to classify the “components”. 
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3 Training Model 

Training model consists of three parts which are preprocessing, training and evaluation 

of the model.  

3.1 Part I – Data Generation & Preprocessing  

Real world data tends to be noisy and inconsistent. This can lead to a poor quality for 

the model. In order to avoid this, data preprocessing comes forward. In natural 

language processing tasks, data preprocessing is consisting of several steps to clean 

text for better results. It is one of the key points in NLP for better models. 

 

Figure – 6 Preprocessing Pipeline [11] 

As it can be seen in Figure – 6, raw text can go through the pipeline for cleaning. In 

NLP tasks, every step does not have to be considered to be done. Each step in 

preprocessing should be decided according to project or problem. In our project, I 

decided to use the first two steps to clean text. Our steps from pdf to labeled data: 
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1. Each sentence in IBC regulation is extracted to one excel file. 

 

Figure – 7 Extracted Excel File 

 

2. Each sentence in the excel file is gone through the preprocessing pipeline to 

clean text. First sub step is the removal of punctuation, white spaces and noisy 

parts. Second sub step is lemmatization and tokenization. We noticed that 

lemmatization changes our components. Thus we decided to remove the 

lemmatization technique in the second sub step. We just did tokenization which 

gives one token to each word. 

 

Figure – 8 Preprocessing Steps [12] 

3. I identified every component one by one manually. The labeled data and its 

position in the sentence is needed for the model. That’s why I also wrote a script 

to get an index position for every component in the sentence. 
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Figure – 9 Labeled Data Excel File 

Sentence: “Where multiple occupancies are located in the same building and 

the provisions of 5084 for separated occupancies are utilized each individual 

occupancy can be located no higher than set forth in the table” 

Component: “multiple occupancies” 

Index: 6 – 26 

4. All labeled data is saved to “.tsv” or “.csv” file in order to be used by the model 

for the training part. 

3.2 Part II – Training Model 

As I mentioned before, I used the transfer learning methodology for our project. I 

retrained the powerful Spacy model for our specific task. Training a model part consists 

of several steps to acquire a good model. 

1. In the previous part, I generated a clean dataset for the model. Before starting 

to train, we need to divide this dataset into two parts. One should be a training 

dataset which  is 80% of the dataset and the other one is a test dataset which 

is 20% of the dataset. The test dataset is never touched until the evaluation 

phase because it represents the unseen future data for us. This separation of 

the dataset should be balanced so that when we evaluate the model with the 

test dataset, it will perform a better result. The model uses the training dataset 

to adjust the weights. 
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Figure – 10 Training Dataset Distribution 

Figure – 11 Test Dataset Distribution 

 

As it can be seen in Figure – 10 and Figure – 11, the components in the 

sentences are distributed in two datasets with protecting the ratio. That is also 

one of the keys for the model that affects the performance. 

2. In Spacy, there are three different models, small, medium and large, for the 

English language. We decided to use the large one, called “en_core_web_lg”, 

because it has the most extensive and best NER F-1 score. It has 685k keys 

and unique vectors. Its F-1 score for NER task is 86.4. 

3. After that I started the training phase with our training dataset. I wrote a small 

script to re-train the model for our task. 
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Figure – 12 Training script 

As it can be seen in Figure – 12, the training dataset is divided into minibatches 

and then the model is updated with each batch and every iteration. In here, we 

are only updating the “ner” pipeline in the model because our task is related with 

NER.  

4. After the training is finished, we need to validate the model to see how good it 

is. In order to do this, we can check the average losses through the iterations 

and the loss chart to decide the model. If you are not satisfied with the result, 

you can change some hyperparameters and then start the training process 

again. What are these hyperparameters: 

• Dropout value: can be 0, 0.25, 0.5 … 

• Iteration value: can be 100, 200, 500 … 

• Batch size: can be 8, 16, 32 … 

• Dataset separation ratio: can be 80-20%, 70-30% 

My final settings for my model: 

Dropout 0.05 

Batch size 8 

Iteration 200 
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   Figure – 13 Training Loss Diagram 

As it can be seen in Figure – 13, my final model loss is below 1.5 and the loss 

diagram seems promising for evaluation. When the model result is good enough, 

it is saved to the disk to be reused again.   

 

3.3 Part III – Evaluation  

After the training part is over, we need to evaluate our model with the test dataset to 

see how good it goes with unseen data. In order to do that, I wrote a script that checks 

the model predictions with the ground truth value and then identifies the true-positive, 

false-positive and false-negative results.  

 

    Figure – 14 Confusion Matrix 

As it can be seen in Figure – 14, my model predicts 79 components correctly. 23 

components couldn’t be recognized by the model and those are false-negatives. 8 

Precision 90.80 

Recall 77.45 

F-1 Score 83.60 
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components are classified as a component but actually they are not components and 

those are false-positives.  

When we look at the scores, the model’s precision is good. 90% precision shows us 

that most of the predicted components are correct. The recall which defines how many 

actual components are classified correctly, is a bit low and it can be improvable. 

Overall, the F-1 score which is the harmonic mean of Precision and Recall is also good 

enough to use the model in the real world.  

My other visualizer script helps us to investigate the test dataset to get better insight 

about the result. 

 

Figure – 15 Visualizer of the Test Dataset 

As it can be seen in Figure – 15, the visualizer shows us the components’ status of 

each sentence. The red label´s meaning is that the model couldn’t recognize the 

component and also is labeled as a false-negative. The yellow label´s meaning is that 

the model partly recognized the component. The pink label´s meaning is that the model 

recognized the word group as a component but actually it is not a component. That 

represents false-positives. The green label´s meaning is that the model predicts the 

component correctly. With this visualizer, we can understand the model’s prediction 

mistakes and what we can do to overcome those mistakes. 
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3.3.1 Investigation of False-Negative Entities 

When I look into the false negative entities detailedly, I created a chart to see which 

components couldn’t be recognized by the model. 

 

  Figure – 16 False-Negative Components 

As it can be seen in Figure – 16, half of the false-negative components’ count is 1 and 

most of them didn’t exist in the training dataset. This could be one of the reasons that 

they couldn’t be classified. Regarding the other half, when we looked at the sentences, 

some of the components involved the “apostrophe (‘)” character. To overcome this 

issue, I can suggest that you can add removal of apostrophe in the preprocessing 

phase. 

3.3.2 How to Improve the Model 

As I mentioned in the previous section, we need to analyze the test results in detail to 

improve the model. From my observations, this is what can be done to improve the 

model for further progress: 

• The dataset size would be increased by adding more sentences from regulation. 

• The dataset consists mostly of “building, open space, wall” components. Adding 

more from other components to make a balanced dataset would affect directly 

the model prediction result.  

• Preprocessing phase can be reviewed to add the removal of apostrophe 

characters. 
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4 Further Progress and Conclusion 

In order to achieve the automated code compliance checks, we need to extract 

properties of the components and the rules belonging to them. Further progress should 

be to extract the properties using the same methodology and then combine these two 

to provide a rough representation of the natural text rule in a computer readable way.  

In summary, we have shown a new approach and made initial integration with NLP to 

automate code compliance checks. NLP usage in construction is a new and wide area. 

In recent years, both technical development and accessing massive data leads to a 

major improvement in NLP. Likewise with the help of BIM, the construction field is going 

through a technological transformation. This area has still much research ongoing and 

it proves that it needs many more ways to make a fully automated compliance check. 

However our research shows us NLP could be a key factor to do this. Our project result 

seems promising and it can be one of the applications in the future.  
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