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Abstract

Changing conditions of automotive use-cases such as autonomous driving as well as an
increasing availability of measurement data for data analysis are setting new challenges and
opportunities for vehicle health state monitoring. Monitoring the health state of the chassis
system is especially essential for autonomous vehicles. This thesis deals with automotive
damper defect detection as a first step towards an online chassis system health monitoring
system. The literature review of this thesis reveals that there are no existing damper diagnosis
concepts that are suited for the ever-changing challenges and opportunities of the monitoring
task. Machine learning approaches are applicable for these altered requirements. Therefore,
this thesis evaluates machine learning methods for diagnosing automotive damper defects using
driving data of Electronic Stability Control (ESC) sensors.

Using only ESC sensors results in an unknown road excitation for the monitoring algorithm.
An analysis if it is theoretically possible to detect defective dampers with an unknown road
excitation does not exist in literature. Therefore, the observability of a non-linear quarter vehicle
model that includes an additional state of a varying damping coefficient is analyzed. Non-linear
observability analysis as well as a stochastic observability analysis are performed for generating
theoretical insights on beneficial driving conditions for the diagnosis task. The analysis shows
that it is possible to detect defective dampers using only wheel speed signals with an unknown
road excitation. A higher vehicle speed as well as a higher road excitation are beneficial for the
damper defect detection task.

Machine learning concepts are discussed with regard to requirements for automotive diagnosis
applications. The identified suitable concepts are supervised and unsupervised classification
methods of shallow machine learning, representation learning and deep learning. Shallow
machine learning is evaluated using two feature sets: one consists of statistical, mathematical
and frequency-based features, the second feature set consists of Fast Fourier Transformation
(FFT) data points. Representation learning is evaluated using one feature set that is generated
using Autoencoders, and another feature set that is generated using Sparsefilter features.
Feature-based classification is conducted using a Support Vector Machine (SVM) for supervised
and an Local Outlier Factor (LOF) for unsupervised learning. Convolutional Neural Networks
(CNNs) and Variational Autoencoder (VAE) are selected as representatives of supervised and
unsupervised deep learning concepts. Post-processing of the classifier’s output with regard to
the temporal behavior of the health state is conducted using Hidden Markov Models (HMMs)
and Linear Dynamical Systems (LDS).

An investigation of the importance for the classification of different features of the generated
feature sets is performed. It is shown that representation learning methods for feature generation
perform a frequency analysis similar to an FFT. The investigation of the kernels of the deep
learning method CNN reveals that this method also performs a frequency analysis of the input
signal. The overall diagnosis performances of the different methods are compared with regard
to their robustness to changed conditions in driving data in terms of additional mass and
winter instead of summer tires. Additionally, the importance of the different sensor signals is
analyzed and the effect of a varying size of the training data is investigated. The theoretical
insights of the observability analysis regarding the influence of the vehicle speed and the road
roughness on the diagnosis performance are confirmed experimentally. A comparison of the
performance of machine learning methods with a signal-based damper diagnosis approach
shows the competitiveness of the machine learning approaches.





Abstrakt

Veränderte Nutzungsbedingungen von Fahrzeugen wie das autonome Fahren sowie die zu-
nehmende Verfügbarkeit von Fahrdaten für die Datenanalyse stellen neue Herausforderungen
und Möglichkeiten für die Überwachung des Fahrzeugzustands dar. Diese Dissertation befasst
sich mit der Erkennung von defekten Fahrzeugdämpfern als erster Schritt hin zu einem Online-
Zustandsüberwachungssystem für das Fahrwerk. Der Literaturüberblick zeigt, dass keine
Konzepte zur Dämpferdiagnose existieren, die sich für die neuartigen Herausforderungen und
Möglichkeiten der Überwachungsaufgabe eignen. Ansätze des Machine Learning sind hierfür
jedoch prinzipiell geeignet. Daher werden in dieser Arbeit Methoden des Machine Learning zur
Diagnose von Fahrzeugdämpferdefekten unter Verwendung von Fahrdaten von Sensoren der
elektronischen Stabilitätskontrolle (ESP) evaluiert.

Die Verwendung von ESP-Sensoren führt zu einer unbekannten Fahrbahnanregung für den
Überwachungsalgorithmus. Eine theoretische Analyse der Erkennbarkeit defekter Dämpfer mit
unbekannter Fahrbahnanregung existiert in der Literatur nicht. Daher wird die Beobachtbarkeit
eines nichtlinearen Viertelfahrzeugmodells mit variablem Dämpfungskoeffizienten analysiert.
Es werden eine nichtlineare und eine stochastische Beobachtbarkeitsanalyse durchgeführt,
um theoretische Erkenntnisse über vorteilhafte Randbedingungen für die Diagnoseaufgabe
zu gewinnen. Defekte Dämpfer können auf Basis von Raddrehzahlsignalen bei unbekannter
Fahrbahnanregung erkannt werden. Sowohl eine höhere Fahrzeuggeschwindigkeit als auch
eine höhere Fahrbahnanregung sind vorteilhaft für die Dämpferdefekterkennung.

Machine Learning-Konzepte werden im Hinblick auf Anforderungen aus automobilen Diag-
noseanwendungen diskutiert. Geeignete Konzepte sind überwachte und unüberwachte Klas-
sifikationsmethoden des Shallow Machine Learning, des Representation Learning und des
Deep Learning. Das Shallow Machine Learning wird anhand von zwei Merkmalsätzen be-
wertet: Ein Merkmalsatz besteht aus statistischen, mathematischen und frequenzbasierten
Merkmalen, der zweite Merkmalsatz besteht aus Datenpunkten der Fast Fourier Transformation
(FFT). Representation Learning wird mit einem Autoencoder-basiertem Merkmalsatz, sowie
einem Sparsefilter-basiertem Merkmalsatz evaluiert. Die merkmalbasierte Klassifikation wird
mit einer Support Vector Machine (SVM) für überwachtes und einem Local Outlier Factor (LOF)
Algorithmus für unüberwachtes Lernen durchgeführt. Convolutional Neural Networks (CNNs)
und Variational Autoencoder (VAE) werden als Vertreter von überwachtem und unüberwachtem
Deep Learning ausgewählt. Die Nachbearbeitung des Klassifikationsergebnisses im Hinblick
auf das zeitliche Verhalten des physikalischen Gesundheitszustands wird mit Hilfe von Hidden-
Markov-Modellen (HMMs) und linearen dynamischen Systemen (LDS) durchgeführt.

Die Bedeutung der verschiedenen Merkmale der generierten Merkmalsätze für die Klassifikation
wird untersucht. Es wird gezeigt, dass Representation Learning Methoden zur Merkmalgener-
ierung eine Frequenzanalyse ähnlich einer FFT durchführen. Die Kernel der Deep Learning Meth-
ode CNN führen ebenfalls eine Frequenzanalyse des Eingangssignals durch. Die Robustheit der
Diagnoseleistungen der verschiedenen Methoden gegenüber veränderten Randbedingungen in
den Fahrdaten werden mittels höherer Zuladung sowie der Nutzung von Winter- anstatt Som-
merreifen verglichen. Zusätzlich wird die Wichtigkeit der verschiedenen Sensorsignale sowie die
Auswirkung eines unterschiedlich großen Trainingsdatensatzes untersucht. Die Erkenntnisse
der Beobachtbarkeitsanalyse bezüglich des Einflusses der Fahrzeuggeschwindigkeit und der
Fahrbahnrauhigkeit auf die Diagnoseleistung werden experimentell bestätigt. Ein Vergleich
der Machine Learning Methoden mit einem signalbasierten Dämpferdiagnoseansatz zeigt die
Konkurrenzfähigkeit der Ansätze des Machine Learning.





“We are drowning in information but starved for knowledge”

John Naisbitt
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1 Introduction and Motivation

1.1 Motivation

Driving safety and comfort are mainly influenced by the chassis system [1, p. 8]. Some main
components of the chassis system are wheels, wheel carriers and bearings, brakes, springs,
dampers, anti-roll bar and the steering system [1, p. 1]. An optimal setting of the chassis system
results in a quick, predictable and precise reaction of the vehicle to the driver input [1, p. 8].
Therefore, the chassis system is an important factor for controlling the vehicle and avoiding
critical driving situations [1, p. 8]. Especially dampers have a significant impact on driving safety
and driving comfort [1, p. 69]. Guba et al. [2] analyze the impact of worn dampers on the vehicle
stability. The characteristic curve of worn dampers of a Jeep Grand Cherokee with a mileage
of 166 000 km was measured on a testbench and was implemented in a vehicle simulation.
These worn dampers resulted in a 10 % increase of roll velocity for a J-turn maneuver at 64 km

h
compared to new dampers. Defective dampers with 25 % of their initial damping force even
resulted in a rollover. Bedük et al. [3] demonstrate similar effects of damper failures on the
vehicle stability, even though ESC interventions prevent total instability. Dampers and springs
are some of the most frequent deficient components, reported by TÜV Süd [4]. While only 0.2 %
of vehicles with an age of up to 3 years have deficiencies of springs or dampers, the relative
amount grows with increasing vehicle age: 0.6 % of vehicles up to 5 years, 1.9 % of vehicles
up to 7 years, 3.7 % of vehicles up to 9 years and 5 % of vehicles up to 11 years. Therefore,
assessing the health state of the chassis system is important. Up to now, this is performed by
regular service and maintenance activities as well as Periodical Technical Inspection (PTI) that
is conducted by a technical service association. In addition, the driver implicitly monitors the
state of health of the vehicle while driving. These monitoring instances are in contrast to future
trends in automobile usage.

Figure 1.1 shows a summary of trends and opportunities within the automotive industry that are
influencing chassis system diagnosis. Future vehicles will be electric, autonomous, shared and
connected [5, 6, 7]. Each of these trends already offers challenges and opportunities within its
directly related technical domain. However, these trends also require changes and adjustments
within other areas, such as the chassis system.

The trend of electric vehicles requires less service and maintenance because e.g. the powertrain
does not require oil changes [8, p. 7]. If service activities of the vehicle are reduced, the number
of inspections of other subsystems such as the chassis system is also likely to be reduced.

The trend of autonomous vehicles requires to monitor the vehicle’s health state to ensure
a safe operation. However, there is no human monitoring instance for the behavior of the
vehicle. Increasing service activities or PTI increase costs, still imply periods of unmonitored
driving between inspections and is in contrast with reduced service activities of electric vehicles.
Therefore, the vehicle’s health state needs to be monitored continuously by a technical system.
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Figure 1.1: Automotive trends and opportunities with its impact on damper diagnosis

Shared vehicles have different users and an individual driver’s perception for variations of the
vehicle’s health state is reduced. Therefore, ensuring driving comfort and driving safety of shared
vehicles is facing identical issues as for autonomous vehicles.

Connected vehicles will communicate with other instances. This also implies network-based
Vehicle-to-Network communication with servers [9, p. 4]. 5G cellular technology will enable faster
and more reliable communication of the vehicle with other instances [9, p. 6]. Improved network
communication enables cloud-based applications and services [9, p. 3].

Data-driven business models for connected vehicles are analyzed by Seiberth and Gruendinger
[10]. Predictive maintenance is part of the connected-car services [10, p. 25] and is considered
to be a key technology of the future [11]. Bertoncello et al. [12, p. 7 & p. 18] state that 73 % of
automotive consumers globally are willing to pay for predictive maintenance. In combination
with a high willingness of the customers to share technical vehicle data [12, p. 16], predictive
maintenance is a use-case for supplying tailored advertisement e.g. for spare parts [12, p. 25]. A
study of the changing automotive aftermarket was published by McKinsey in 2017 [13]. Predictive
maintenance and remote on-board diagnostics are regarded as game changing opportunities for
automotive suppliers to increase their revenue [13, p. 19]. Remote diagnostic is considered a
high-margin opportunity within the trend of accessing car-generated data [13, p. 22].

Up to now, literature has focused on model- or signal-based diagnosis methods such as [14, 15,
16, 17]. However, there is no such system deployed in series production cars for monitoring the
health state of the chassis system during driving. Model-based approaches are more accurate
than machine learning-based approaches if a precise mathematical model is available [18, p. 7].
However, it is often difficult to find these models due to the system’s complexity and uncertainty
[18, p. 7]. In contrast to conventional approaches, machine learning-based approaches are better
modifiable and its performance improves with increasing data [18, p. 8, 19, p. 1]. Increasing
computing power, increasing data size and deep learning research made it possible for machine
learning and especially deep learning methods to be applied to various machine health monitoring
tasks in recent years [20]. Figure 1.2 shows the number of publications per year that are listed in
the literature database Scopus [21] when searching for “Machine Learning”, “Deep Learning”
and “Model based” fault detection and diagnosis approaches in the field of engineering. While
there is an almost linear trend concerning the number of publications dealing with model-based
diagnosis, the number of publications using approaches of machine learning or deep learning
has been growing exponentially in recent years.
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Figure 1.2: Number of Scopus [21] publications per year that deal with fault detection in the field of
engineering1

1.2 Objective of the Thesis

The objective of this thesis is the analysis of the suitability of Machine Learning (ML) methods
for monitoring the health state of automotive dampers. While detecting defects is important for
all chassis system components, this thesis analyzes the diagnosis of damper defects as a first
step towards predictive maintenance of the chassis system.

1.3 Structure of the Thesis

Figure 1.3 visualizes the structure of the thesis, starting with automotive trends and opportunities
outlined in Chapter 1. The changes of the vehicle usage and the automotive industry result in
the necessity of new diagnosis approaches for chassis system components.

Chapter 2 gives a general introduction into fault detection and diagnosis as well as predictive
maintenance. Existing damper diagnosis approaches are reviewed and categorized into model-
based, signal-based and machine learning diagnosis approaches. Required sensor signals of
these approaches are identified for assessing each method’s applicability on series production
vehicles. Reviewing existing diagnosis approaches of brakes, springs and sensors shows
that these chassis system diagnosis approaches are mostly model-based. Machine learning
concepts are introduced and their performance in other technical domains is presented. The
criticism of the state of the art serves as basis for the derivation of this thesis’ research topic.

Chapter 3 analyzes the observability of variations of the damping characteristic with an unknown
road excitation. This observability analysis serves as justification of applying a diagnosis
approach without measuring the road excitation. Theoretical insights are generated that can be
used to improve the performance of damper defect detection algorithms.

Chapter 4 contains the overall analysis of this thesis. Advantages and disadvantages of various
machine learning concepts are discussed and suitable concepts are identified. This is followed

1exact search terms for Scopus are:
“TITLE-ABS-KEY(“model based” AND (fault OR failure) AND (diagnosis OR detection)) AND (LIMIT-
TO(SUBJAREA,“ENGI”))”
“TITLE-ABS-KEY(“machine learning” AND (fault OR failure) AND (diagnosis OR detection)) AND (LIMIT-
TO(SUBJAREA,“ENGI”))”
“TITLE-ABS-KEY(“deep learning” AND (fault OR failure) AND (diagnosis OR detection)) AND (LIMIT-
TO(SUBJAREA,“ENGI”))”
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Figure 1.3: Structure of the thesis

by a detailed explanation of the applied machine learning methods. Appropriate performance
evaluation metrics are identified that enable a quantitative comparison of supervised and
unsupervised learning methods. Finally, post-processing methods that account for the temporal
behavior of driving data are identified and explained.

Chapter 5 presents the results of this thesis. The implemented damper faults and the resulting
dataset are explained. Characteristics of the generated features as well as performed data
transformations of the machine learning concepts are investigated. The diagnosis performances
of the applied methods are compared and an analysis of the robustness of the results is
conducted. Performance improvements of temporal post-processing methods are investigated
afterwards. The importance of the available sensor signals as well as the influence of the size of
the training data is analyzed. That is followed by an experimental investigation of the generated
theoretical insights of the observability analysis from Chapter 3. Finally, the performance of
machine learning approaches is compared to an existing signal-based approach.

Chapter 6 evaluates the results by answering the research objective from Chapter 2. This is
followed by a critical assessment of the overall approach as well as a discussion of the relevance
of the research objective with regard to the scientific and the technical contribution, as well as
the relevance for society. The thesis closes with a summary and outlook in Chapter 7.
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This chapter reviews the state of the art with regard to existing approaches of damper defect
detection. First, a general introduction into predictive maintenance as well as fault detection
and diagnosis is given. This is followed by a review of existing damper diagnosis approaches.
Reviewing diagnosis approaches of other chassis system components afterwards gives an
overview of diagnosis methods within the same environmental circumstances. The next section
gives a general introduction to machine learning and its evolution in the context of fault diagnosis.
An overview of machine learning methods that are used for fault diagnosis with their strengths
and limitations is provided. Reviewing commercial diagnosis systems for automotive applications
shows discrepancy between research activities in academia and commercial implementations.
Based on a criticism of the state of the art, the research objectives of this thesis are derived.

2.1 Terminologies for Fault Detection and Predictive
Maintenance

Maintenance techniques can be divided into three types, known as reactive maintenance,
preventive maintenance and predictive maintenance [22, p. 5]. These maintenance types are
explained in [22, pp. 6-9] as follows: Reactive maintenance denotes that no maintenance is
applied. Measures are only performed if a machine has failed completely. This concept is
only used for non-critical machines. Preventive maintenance applies regular inspections or
maintenance to a machine. Up until now, this is the typical process for vehicles. The chassis
system is inspected on a regular basis and some components are replaced on a regular interval
(such as engine oil). Predictive maintenance schedules maintenance actions according to the
condition of a machine. Actions are taken when certain behaviors are detected that are known to
result in failures in the future [23, p. 1]. Predictive maintenance is more economic and safer in the
long run compared to preventive maintenance because maintenance actions can be scheduled
according to available resources and downtime is reduced [22, p. 8].

Terminologies in the field of fault detection and diagnosis are given by Isermann and Ballé [24,
p. 2] and are explained in [25, pp. 3-4]. A fault represents an “unpermitted deviation of at least
one characteristic property or parameter of the system from the acceptable / usual / standard
condition” [24, p. 2]. An incipient fault is initially almost unnoticed and develops slowly [25, p. 3].
A fault does not significantly affect the normal behavior of the system [25, p. 3]. Compared to a
fault, a failure is a serious breakdown of a component and represents a permanent interruption of
the system’s performance [24, p. 2, 25, p. 3]. To prevent a fault from leading to a serious failure,
it is important to detect an existing fault as early as possible [25, p. 4]. The implementation of
diagnosis methods that detect incipient faults early, provides enough time for maintenance or
service activities [26, p. 2]. Fault detection determines whether a fault is present in a system [24,
p. 2, 25, p. 4]. Fault isolation determines the location of the fault and fault identification estimates
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the size of the fault [24, p. 2, 25, p. 4]. Fault diagnosis is a combination of fault isolation and fault
identification [24, p. 2]. According to [25, p. 4] fault diagnosis is often named Fault Detection
and Isolation (FDI). FDI is a must-have for all practical implementations of technical systems
[27, p. 29]. Saufi et al. [28, p. 3] add Remaining Useful Life (RUL) prediction as fourth stage of
fault diagnosis methods. These methods estimate the remaining lifetime of a component until its
breakdown.

2.2 General Concepts of Diagnosis Methods

Figure 2.1 shows a categorization of quantitative diagnostic methods, based on [29, 30, 31, 32].
Venkatasubramanian et al. [30] categorize quantitative diagnostic methods into model-based and
process history-based methods. Gao et al. [31] categorize diagnostic methods into model-based
methods, signal-based methods, knowledge-based methods, hybrid methods and active fault
diagnosis methods. Model-based approaches (Figure 2.2(a)) use a process or system model
in the form of mathematical equations in combination with known input signals and measured
output signals [26, p. 4]. Internal state estimates, parameter estimates or residuals are used as
fault symptoms and are compared to their nominal fault-free values [26, p. 4]. Frequently used
model-based approaches are observer-based methods, parity space-based residual generation
methods, stochastic model-based fault diagnosis methods such as Kalman filters and parameter
estimation methods [30, p. 8, 31]. Signal-based diagnosis methods (Figure 2.2(b)) monitor
measured output signals without applying knowledge from input-output models of the system
[31, p. 6]. These approaches generate symptoms using time-domain, frequency-domain or time-
frequency-domain methods [31, p. 6]. Time-domain methods typically monitor signal features
such as mean, standard deviation or slope [31, p. 6]. Frequency-domain methods monitor signal
spectra that are generated using e.g. the FFT [31, p. 7]. Time-frequency-based methods are used
for monitoring of dynamic signals. Typical methods are the Short-Time Fourier Transformation
(STFT) or Wavelet Transformation (WT) [31, p. 7]. Process history-based methods, reviewed by
Venkatasubramanian et al. in [29], and knowledge-based methods, reviewed by Gao et al. in
[32], use identical assumptions of the availability of information about the diagnosed system:
A large amount of historical process data needs to be available [29, p. 1, 32, p. 1]. Therefore,
knowledge-based fault diagnosis is also known as data-driven fault diagnosis (Figure 2.2(c))
[32, p. 1]. Typical methods for quantitative data-driven fault diagnosis are statistical methods
[29, p. 2] and machine learning techniques [32, p. 1]. Hybrid methods combine model-based,
signal-based and data-driven approaches [32, p. 4]. Active fault diagnosis methods stimulate a
system with an input signal that allows a good recognition of normal and fault conditions [32,
p. 5]. Due to their increased complexity, hybrid and active fault diagnosis methods are not further
reviewed in this thesis.

Quantitative Diagnostic Methods

Model-Based Signal-Based Data-Driven

Observer Parity
Space

Kalman
Filter

Parameter
Estimation

Time
Domain

Frequency
Domain

Time
Frequency

Domain

Statistical Machine
Learning

Figure 2.1: Categorization of quantitative diagnostic methods, based on [29, 30, 31, 32]
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Figure 2.2: General schemes of fault detection methods

2.3 Chassis System Fault Diagnosis

This section provides an overview of existing approaches for the diagnosis of dampers and other
chassis system components. The approaches to damper diagnosis are then summarized in
terms of the applied diagnosis concept, the source of data that is used to prove their effectiveness
and the required measurement signals. After considering further diagnosis approaches of other
chassis system components, a time-based trend of the applied diagnosis methods is visualized.

2.3.1 Damper Fault Diagnosis

This section gives a chronological review of approaches for damper diagnosis. The distinction
of publications that are relevant for diagnosis and those that are not is not always obvious for
publications that deal with the estimation of the damping force. While the purpose of these
approaches is not directly related to health monitoring of the dampers, the information could still
be used for this purpose. Publications that rely on an internal damper model, such as [33, 34, 35,
36, 37, 38, 39, 40], are not further reviewed within this thesis because they rely on known model
parameters for the damping forces estimation. Methods that are based on testing procedures
that need to be performed by workshops such as [41, 42] are also not further investigated
because these testing procedures cannot be performed during driving.

Already in 1992, Bußhardt et al. [43] present a method for the diagnosis of dampers resulting
in a patent [44]. A model-based approach that uses a quarter-vehicle model is applied for the
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estimation of the damping coefficient and other suspension system characteristics such as
the vertical tire stiffness. The presented approach requires the measurement of the vertical
dynamics such as the vertical body or tire acceleration. The effectiveness is proven both by
simulation and by test bench measurements.

In 1993, Leonhardt et al. [45] propose a method for the classification of the state of a semi-active
damper. Parameters of a simplified quarter-vehicle model are estimated using a recursive least
squares algorithm, based on vertical dynamics sensors. The estimated parameters are then
classified using a neural network. The effectiveness of the proposed approach is demonstrated
using data from two vertical vehicle dynamics test benches.

In 1997, Weispfenning [46] proposes a parameter estimator for the detection of chassis system
component faults. Based on a quarter-vehicle model, a model-based parameter estimation of
the damping and stiffness coefficient as well as the coulomb friction of the suspension system is
performed. The required measurements are vertical vehicle body acceleration as well as the
suspension deflection. The effectiveness of the approach is demonstrated using driving data.

In 1998, Hardier [47] deploys a neural network to reconstruct the nonlinear behavior of the
damper’s force-velocity hysteresis. Measurements of the vehicle body’s vertical acceleration as
well as of the suspension deflection are used as input signals for a recurrent neural network. The
performed estimation is able to distinguish worn and new damper conditions. The effectiveness
of the approach is shown for a simulation model that consists of a quarter-vehicle model including
a hysteresis model of a damper.

In 2002, Börner et al. [48] extend the parameter estimation approach of [46]. The estimated
parameters are mapped to fault cases using a neural network. Required measurements are still
the vertical vehicle body acceleration and suspension deflection. Driving data was used to show
the effectiveness of the approach.

Also in 2002, Jautze [17] presents a signal-based algorithm for detecting damper defects
based on wheel speed information. He shows that the wheel speed signal is influenced by the
performance of the damper. An abstract index that indicates the damper health is generated
by comparing the amplitude of the wheel speed signal at different frequencies. The monitored
frequencies are the eigenfrequency of the vertical dynamics of the unsprung mass (around
10 Hz) as well as a given reference frequency (20 Hz or higher). A dependency of this index from
the vehicle speed as well as road excitation remains. Even though this approach was invented
in cooperation with an Original Equipment Manufacturer (OEM), this method is not applied in
series production cars.

In 2007 and 2009, Azadi and Soltani [49, 50] analyze the vertical acceleration of the vehicle’s
body and tire when the vehicle is excited using a four-post rig. Two component defects are
examined: a defective damper and a defective bushing. The authors show that the defects
can be identified by investigating the wheel speed signal’s frequency response using a Wavelet
Transformation (WT). However, a specific diagnosis concept is not developed.

In 2008, Metallidis et al. [51] propose the estimation of parameters using an observer that is
based on a finite-element model. A similar approach was already presented in 2003 by Metallidis
et al. [52]. Damper defects are indicated by variations of the estimated parameters compared to
the healthy condition. Even though the finite-element model is reduced in size, it still consists
of 239 degrees of freedom. Required measurements are the four vertical accelerations at the
upper strut mounts of the vehicle. The approach is tested in simulation.

Figure 2.3 visualizes the damper diagnosis publications from the years 2008 to 2019 chrono-
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logically. Ventura et al. [53] and Ferreira et al. [54] criticized in 2008 and 2009 that until then
there was no precise method for detecting damper defects that would work in normal vehicle
operation. They suggest two different methodologies: An analysis of the quarter-vehicle model in
the frequency domain results in a transmissibility index of the vertical acceleration of the tire that
of the vehicle body. This index is dependent on the damping coefficient. The second method
analyzes the transmissibility of the vertical body acceleration to the damper’s internal pressure.
Both methods are tested using real driving data. It is claimed that both generated indices are a
good indicator for the damper health state. However, a specific defect detection metric that is
based on the generated indices is not presented. The authors claim that measuring the required
quantities of vertical accelerations and damper internal pressure is easy and cost-efficient.
However, it seemed to be too complicated or too expensive in reality and the approach was not
adopted in series production vehicles.

[53] Transmissibility

[54] Transmissibility

[55] Fuzzy logic

[56] refines [54]

[57] refines [54]

[58] refines [56, 57]

[59] Residual signal

[60] tests [59]

[61] LPV observer

[16] tests [58, 59]

[15] Particle filter

[62] Modal analysis

[63] tests [61]

[64] refines [61]

[14] refines [61]

[65] refines [54]

[66] Machine learning

2008 2010 2012 2014 2016 2018 2020

Figure 2.3: Damper diagnosis publications from the years 2008 to 2019 with their interconnections

Liu et al. [55] use fuzzy methods for fault detection in 2009. Details of the method are left open to
the reader and the evaluation of the effectiveness of the proposed approach is lacking in-depth
analysis. Real driving data is used. A required measurement signal is the vehicle body’s vertical
acceleration among others.

In 2012, Lozoya-Santos et al. [56, 57] improve the algorithm of [54] so that the requirement
to measure the vertical acceleration is replaced with sensing suspension deflection travel and
suspension deflection velocity. Their approach is compared with the approach using vertical
acceleration measurement. The internal damper model is extended to account for variations
of the electric current of magneto-rheologic dampers. The proposed algorithm is tested in
simulation. The misclassification is around 26 % when using acceleration measurements, and
around 34 % when using only suspension deflection sensors. In 2013, Hernandez-Alcantara
et al. [58] further refine the approach. The transmissibility index is estimated at the vehicle
body’s vertical eigenfrequency which requires a selective band-pass filter. Even though the
presented simulations are concluded as promising results by the authors, varying conditions of
a real vehicle might be challenging for the parametrization of this approach.

From 2012 to 2015, the French national project INOVE ANR 2010 BLAN 0308 [67] dealt with
fault-tolerant control and diagnosis of damper defects [59, 60]. Within the context of this project, a
vehicle on a scale of 1:5 was developed for testing of fault detection approaches. This prototype
is also used as testing facility in other publications.

In 2013, Tudon-Martinez et al. [59] generate a residual signal that is sensitive to damper faults but
insensitive to exogenous inputs such as the road excitation. The required measurement signals
are the vertical acceleration of the vehicle body and tire as well as the suspension deflection
travel. The effectiveness of the approach is demonstrated in simulation. Hardware-In-The-Loop
(HIL) tests of this approach are conducted in [60] but are still based on the simulation of a
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quarter-vehicle model.

The approach in [59] is compared to the transmissibility index approach in [58] by Hernandez-
Alcantara et al. [16] using the 1:5 scaled vehicle of the INOVE project [67] on a 4-post test rig in
2016. The road excitation is an ISO8608 [68] Type D road excitation. Defective dampers are sim-
ulated by varying the control input of the vehicle’s semi-active dampers. The residual approach
[59] results in a higher accuracy but has a higher implementation effort. The transmissibility
approach [58] is more robust to road excitation.

In 2015, Tudón-Martínez and Morales-Menendez [61] deploy a Linear Parameter Varying (LPV)
H∞-observer. The approach is based on a quarter-vehicle model with suspension deflection
travel and suspension deflection velocity as measurement input. The algorithm is based on the
methods presented in [69, 70]. The effectiveness of this method is shown using simulations with
sinusoidal road excitation. A similar approach is compared with two other types of observers by
Nguyen et al. [63] using a simulation with a sinusoidal road excitation. However, the comparison
does not generate deeper insights into the investigated approaches.

In 2016, Alcantara et al. [15] use a particle filter that is based on a quarter-vehicle model. Mea-
surement quantities are the vertical acceleration of the vehicle body and of the tire, suspension
deflection travel and suspension deflection velocity as well as damper force and the non-linear
component of the damper force. The effectiveness of the approach is analyzed in simulation
using different road profiles. The accuracy depends on the parametrization of the particle filter
and improves with using more particles. According to the authors, the computing time of this
approach is challenging.

Also in 2016, Hamed [62] conducts modal analysis of vibration signals for damper defect
detection using driving data. He states that online condition monitoring for an automotive
suspension is possible using the proposed approach. However, the vertical acceleration is
measured with a sampling rate of up to 7 kHz which is far from a series vehicle’s sensor set.

In 2018, Morato et al. [64, 14] present a similar approach as Tudón-Martínez and Morales-
Menendez [61]. An LPV observer-based method for the detection of defects in electro-rheological
dampers based on a quarter-vehicle model is proposed. The required measurement quantities
are vertical body acceleration as well as suspension deflection travel. The road excitation is
estimated, which requires some model-based knowledge of the road excitation profile. The
effectiveness of the approach is demonstrated in simulation in [64] as well as using a 4-post test
bench with the 1:5 scaled vehicle of the INOVE project [67] in [14]. Even though the authors
conclude that the approach is able to efficiently estimate a state of health of the damper, it
should be mentioned that the chosen sinusoidal road excitation at the test bench is identical to
the implemented sinusoidal road excitation model in the estimator algorithm. The effectiveness
of the presented approach for the case of a real stochastic road excitation is not investigated.

In 2018 a patent [71] shows a similar approach as in [17] of detecting a defective damper by
analyzing the wheel speed signal when driving over a significant road excitation such as a
bump. The decaying behavior of the wheel speed shall be compared to a reference signal
that was gathered with intact dampers. The reference signal may be either another tire from
the same vehicle, historical data or measurements from other vehicles that have driven over
the same bump. An actual implementation of this approach is not known to the author. Many
implementation details are left open in this patent. It seems challenging due to the high variability
in the usage of a vehicle.

In 2019, Savaresi et al. [65] propose an approach for the estimation of the reference current of
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semi-active dampers based on the transmissibility of tire vertical acceleration and vehicle body
acceleration. The approach is similar to [54], but the implementation in [65] enables an online
damper diagnosis. The approach is tested using real driving data.

Also in 2019, Shahab and Moavenian [66] propose a Machine Learning (ML)-based Fault Detec-
tion and Isolation (FDI) approach for an active suspension system. Residuals of the measured
signals compared to a simulated fault-free quarter-vehicle model are calculated. Afterwards,
statistical and frequency-based properties of these residuals are fed into a classification algo-
rithm that diagnoses the fault. The approach requires the measurement of the vehicle body
displacement, the vehicle body acceleration, the suspension deflection travel, the force of the
active suspension actuator and the road excitation. The investigated suspension faults are,
among others, variations of the tire and body spring stiffness as well as of the body damping
coefficient. The approach is tested using a quarter-vehicle model simulation and faults are
induced by deviations of the corresponding linear parameters.

Figure 2.4 shows a categorization of the investigated existing approaches for detecting damper
defects. 16 out of 26 approaches are model-based and only three publications use machine
learning methods. Except for the approach of Jautze [17], all methods rely on the vertical
dynamics of a quarter-vehicle model and require measurements of the vertical accelerations of
the vehicle body, tires or both. Therefore they are not applicable if only ESC sensor signals are
used. The damper health indicator that is generated by Jautze [17] is speed-dependent and
was never applied in series production vehicles, even though, it was invented in cooperation
with an OEM. Therefore, its real world suitability is questionable. 14 approaches are tested in
simulation and four approaches are tested on a test bench with a synthetic road excitation profile.
Only eight approaches are tested on the basis of real driving data with only Savaresi et al. [65]
reporting a larger dataset that consists of 21 h of driving.
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Figure 2.4: Categorization of existing approaches for damper diagnosis
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2.3.2 Fault Diagnosis of Other Chassis System Components

This section investigates diagnosis methods of other chassis system components such as
springs, brakes or sensors. Besides the damper diagnosis approach, Weispfenning [46] and
Börner et al. [48] demonstrate various further diagnosis approaches. Parity equations are
applied for the detection of sensor faults. Hereby, a residual is calculated that is based on the
transfer function of the vehicle body acceleration to the suspension deflection travel. Another
diagnosis approach is the analysis of the spectrum of the vertical tire acceleration to detect
tire pressure fluctuations. Lastly, a model-based diagnosis of Anti-lock Braking System (ABS)
solenoid valves is presented. The stroke of the valve is reconstructed using a mathematical
model of the magnetic flux based on the measured electric current and voltage. A defective
valve is detected if the difference of the reconstructed stroke and its nominal trajectory exceeds
a certain threshold. However, all approaches, except for the ABS diagnosis approach, require
vertical acceleration sensors. Moreover, the approaches are only presented conceptually. A
deeper investigation regarding robustness or an actual implementation are not demonstrated.

Spring Faults

Wang and Yin [72] propose a data-driven clustering-based fault detection approach for springs.
Identical failure types with different failure strengths lie on one “fault line” in a hyper-dimensional
feature space and each type of failure results in a specific fault line. These fault lines are
generated based on the approach presented in [73]. The distance of the current health state
from the “intact” cluster represents the failure strength. New fault types are detected based
on the association of an observation to the existing fault lines. Vertical acceleration sensors
are required at each corner of the vehicle body. The effectiveness is analyzed in simulation for
reductions of the spring stiffness by 30 % to 80 % of the nominal value. A continued development
of [72] is presented in [74]. The required measurements are changed to vertical accelerations of
the wheels. It should be noted that the analyzed failures are far from a realistic failure scenario
of an automotive chassis system [75, pp. 11-14].

Brake System Faults

Pisu et al. [76] present an FDI system based on multiple model-based residuals. These residuals
are evaluated using a subsystem evaluation unit. The effectiveness of the approach is tested for
a brake-by-wire system.

Jegadeeshwaran and Sugumaran [77] use a ML approach for the diagnosis of automotive brake
system failures. Decision trees classify features that are calculated based on acceleration
measurements. Nine different failure types are emulated using a rigid axle and an accuracy of
above 97 % is reached. Continuation developments are presented in [78, 79, 80]. However, the
proposed system does not run inside the vehicle. The axle is mounted on a test bench. The
acceleration sensors are mounted on the rigid axle and are logged with 102.4 kHz, which is far
from a series production automotive sensor sampling rate.

Sensor Faults

Schwall et al. [81] and Schwall and Gerdes [82] propose an approach to generate and analyze
residuals for the diagnosis of vehicle and sensor faults. The residuals are generated using three
different models: a bicycle model, a model of the yaw rate dependency on the wheel speeds, and
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a longitudinal slip model. A Bayesian network analyzes the residuals. Required sensor signals
are wheel speeds, yaw rate and steering angle. The analyzed failure types are malfunctions of
the sensors as well as physical tire failures. A prototypical implementation is presented in [83].

Börner and Isermann [84] use residuals for the detection of sensor faults. A fuzzy logic is applied
for fault classification.

Fischer et al. [85] present a diagnosis scheme for a semi-active suspension system. Parameters
are estimated and residuals are calculated using the Local Linear Model Tree (LOLIMOT) method.
Faults are classified using a simple table that connects symptoms and faults. In 2007, Fischer
et al. [86] present a similar approach for lateral and vertical vehicle dynamics sensor faults.
Residuals of various parity equations for yaw rate, lateral acceleration and steering wheel angle
are calculated. A fuzzy logic is applied for the detection of sensor faults.

Unger and Isermann [87] propose a method for detecting faults of the lateral acceleration and
yaw rate sensors. The measurement values are estimated using a model-based approach as
well as the LOLIMOT approach. The reconstructed values are compared to the actual measured
values and residuals are calculated.

González et al. [88] present an approach similar to [87] for the diagnosis of vehicle dynamics
sensor faults. Residuals are generated by comparing the actual measurements of the vehicle
dynamics sensors to a model-based reconstruction of the corresponding sensor readings. A
fuzzy system is then applied for threshold monitoring of the residuals and a neural network is
used for fault classification. Details of the neural network are not presented in the publication.
Further development is presented in [89, 90, 91]. González et al. [90] use an auto-associative
neural network (Autoencoder) to reconstruct the measurement signal. A residual is generated
by comparing the original and the reconstructed signal. In [91], the fuzzy system classifier is
replaced by a multiclass-SVM.

Zhang and Pisu [92] compare two FDI approaches for the detection of steering angle actuator
faults as well as yaw rate sensor faults. One approach uses parity equations for the generation
of a residual while the second approach uses a Sliding Mode Observer (SMO) for residual
generation.

Haffner et al. [93] use model-based reconstructions of sensor signals for the generation of
residuals. Fault detection is performed based on a simple logic table that connects these
residuals with sensor failures of yaw rate, lateral acceleration and steering wheel angle.

Kim and Lee [94] propose a model-based approach for the detection of vertical body acceleration
sensor faults. Multiple models are combined to calculate multiple residuals. The fault detection
is based on decision rules.

In the context of the INOVE project [67], Varrier et al. [95] suggest to calculate residuals for the
detection of yaw rate sensor faults using the parity-space method of [96]. A similar approach is
presented by the same author in [97, 98] for lateral acceleration sensor faults. An H∞-observer
for the detection of defective vertical acceleration sensors of the vehicle body and the wheels is
presented in [69].

Jeong et al. [99] propose a residual based approach for the diagnosis of vehicle dynamics
sensors and actuators for automated vehicles. A residual for the measured yaw rate is generated
using a bicycle model. To account for parameter uncertainties, five differently parameterized
models are used. The generated residuals are compared with adaptive thresholds for fault
detection. Lin et al. [100] propose a similar approach as [99]. Various residuals are generated
by comparing measured sensor signals with model-based reconstructions of the corresponding
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sensor values. These residuals are compared to adaptive thresholds. A fault is detected using a
simple table that connects residuals and sensor faults.

Na et al. [101] use a residual-based approach for sensor fault detection. Twelve residuals are
calculated based on a bicycle model, a roll angle model and a quarter-vehicle model. The
threshold values for the residuals consist of both static parts and dynamic parts based on the
sensitivity of the residuals to other sensor measurements.

Jeong and Choi [102] propose a ML-based approach for the detection of vertical acceleration
sensor faults. Model-based residuals of the sensor measurements are generated using an
unknown input residual generator that is similar to an unknown input observer. These residuals
as well as longitudinal and lateral acceleration are supplied to a SVM for fault detection. The
effectiveness of the proposed approach is tested in simulation.

2.3.3 Summary of Chassis System Fault Diagnosis

The reviewed publications for chassis system diagnosis of dampers as well as other components
and sensors are summarized in Figure 2.5. The used methods of each publication are cate-
gorized to show the main trends of applied diagnosis methods. Publications that use multiple
methods are listed multiple times.
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Figure 2.5: Chassis system diagnosis methods over publication time. Publications that use methods of
more categories are listed multiple times.
* Publication of former years, that are shifted for visualization reasons
[43] from 1992, [45] from 1993, [46] from 1997, [47] from 1998

Model-based approaches such as observers or parity space residual calculations are used by
39 of 59 reviewed publications. Both methods are consistently used over the last 20 years.
There is no trend of a reduction of publications in these areas. The actual fault detection is often
performed by applying a fuzzy logic for the classification of estimated parameters and residuals
or threshold value monitoring.
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Seven publications apply signal-based methods such as a frequency analysis of signals for the
diagnosis of chassis system components or sensor faults. However, the number of publications
that rely on frequency analyses reduced in the last ten years.

While there were three publications that used neural networks until 2012, machine learning
approaches started to be used for chassis system diagnosis from 2013. So far, however, only 13
of 59 reviewed publications used machine learning methods.

2.4 Machine Learning

Subsection 2.3.3 showed that chassis system diagnosis is mainly performed using model-based
approaches. Machine Learning (ML) approaches are only rarely applied for the diagnosis of
chassis system components. Therefore, this sections gives a general introduction to ML and its
evolution in fault diagnosis. Typical methods that are applied for fault diagnosis are presented.

While there is no fixed definition of the term Machine Learning, Goodfellow et al. [103, pp. 1-2]
define it as "the ability to acquire (...) knowledge, by extracting patterns from raw data". This
definition includes a great variety of different types of results (knowledge) as well as a great
variety of different processes for generating this knowledge. Therefore, there are several levels
for a categorization of ML algorithms which are shown in the following.

Bishop divides ML based on the available training data into “supervised” and “unsupervised”
learning algorithms [104, p. 3], with supervised learning being the most prevalent form [19,
p. 1]. Supervised learning can be further divided into “regression” and “classification” algorithms.
Unsupervised learning can be divided into “clustering”, “density estimation” and “visualization”
[104, p. 3]. Moya and Hush [105, p. 1] use the term “one-class classification” for algorithms that
recognize new observations of the training class. Because one-class classification approaches
only need observations of one class for training, they are also considered as unsupervised
learning approaches.

Raw data is typically converted into features for further processing [104, p. 2]. The performance
of a ML algorithm depends on the suitability of the selected features for data representation
[106, p. 1, 103, p. 3]. Therefore, another categorization method is the feature generation process
as presented in Figure 2.6. Shallow Machine Learning (SML) approaches use hand-crafted
features. There is no defined term for machine learning methods that are not contained in
Representation Learning (RL) or Deep Learning (DL). Publications such as [107, 108] use the
term “Shallow Machine Learning”. Herein, the mapping of the features to an output is the only
step that is data-driven [103, p. 10]. However, engineering features that can extract information
of a dataset is time-consuming [106, p. 1, 103, p. 1], requires domain expertise [19, p. 1] and,
therefore, the right choice of features is difficult to find [103, p. 3]. Therefore, Representation
Learning (RL) extends the data-driven steps to the feature generation process [103, pp. 4 &
10]. Thereby, features are generated automatically and human effort for feature engineering
is not required [19, p. 1]. RL algorithms can be adapted to new tasks with minimal effort [103,
p. 4]. However, the two steps of feature generation and mapping of the features to an output
are still two separate steps of the data-driven training process. Therefore, Deep Learning (DL)
was developed. DL approaches consist of several representation learning layers and are able to
learn a more complex and high-level representation [19, 109, pp. 4-6]. Mapping of the features
(mostly classification or regression) is part of the trained network. DL approaches require little
manual engineering effort and can take advantage of an increasing amount of available training
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data [19, p. 1]. Goodfellow et al. [103, p. 9] categorize algorithms into DL which is part of RL,
which is in turn part of ML (Figure 2.6). Chollet [110, p. 4] uses a similar categorization.
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Figure 2.6: Categorization of Machine Learning, Representation Learning and Deep Learning with
automated processes in gray, based on [103, pp. 8-10]

Darwish et al. [109, pp. 6-7] describe strengths and weaknesses of DL applications. DL ap-
proaches are stated to be a high-level feature extraction framework that works in a self-organizing
manner. They shall provide the best solutions in fields of image recognition, speech recognition
and natural language processing. It is stated that pattern recognition approaches can run in
real time. Weaknesses, problems and challenges of DL methods are stated in [109, pp. 6 &
35-36]: DL methods require a great amount of training data [109, p. 6] and trained models are
highly specialized to the trained application [109, p. 36]. The selection of a network architecture
is not transparent and many hyper-parameters for the training process need to be selected or
optimized [109, pp. 35-36]. Additionally there are high costs for an implementation in real life
regarding training time and processing power [109, p. 36].

2.4.1 Evolution of Machine Learning for Fault Diagnosis

Section 2.3 showed that there is not yet a trend towards machine learning approaches in the area
of automotive chassis system diagnosis. Therefore, other areas of machine health management
are analyzed to further investigate the trend towards machine learning for diagnosis applications.
Table 2.1 collects the main findings of eleven publications that review 892 Machine Learning
(ML) methods for fault diagnosis. These findings are summarized in the following paragraphs.

ML methods are promising for dealing with industrial data [114, p. 11]. DL approaches are
claimed to show good performance on fault diagnosis, degradation state detection as well
as fault prognostics and it is suggested to expand the fields of application to other domains
[112, p. 5]. The integration of multiple sensors may improve the fault detection performance
of DL approaches [28, p. 11]. However, it is stated that the explainability of DL approaches
is not well developed compared to SML approaches [117, p. 19]. It is criticized that complex
component interactions are not investigated in many publications [113, p. 8]. The consideration of
uncertainties within a neural network, the justification of a network selection and the integration of
expert knowledge are open points for research [18, pp. 19-21]. Also appropriate benchmarks of
different approaches are missing [18, p. 19]. The classification performance of SML methods is
claimed to become stagnant with an increasing size of the training data [28, p. 3]. DL approaches
are said to improve their performance with increasing training data [28, p. 3, 19, p. 1]. However,
obtaining large datasets is challenging in industrial applications [28, p. 6]. Therefore, many

16



2 State of the Art

Table 2.1: Main findings of eleven publications that review ML methods for fault diagnosis

Publi-
cation

Review Basis Findings

[111] • 14 ML publications of
86 in total for induction
machine drives

• Combination of neural networks and expert knowledge may enhance the
diagnosis performance

[29] • 31 neural network fault
detection methods

• Neural network are robust to noise
• Computational complexity for online evaluation is minimal

[112] • Mechanical and elec-
tric equipment

• 29 DL approaches

• DL approaches show good performance on fault diagnosis, degradation
state detection as well as fault prognostics

• Suggest to expand the fields of application to other domains

[113] • Bearing and gear
health indication

• 45 ML approaches of
140 in total

• Only simple applications of gears and bearings are considered
• Complex interactions are not investigated in many publications
• Using signal-based health indicators as input for ML methods, instead of

traditional statistical parameters improves accuracy
• DL methods shall be used for health monitoring

[18] • 63 DL approaches for
system health manage-
ment

• DL methods are successfully applied in several domains
• No consideration of uncertainties within a neural network, justification of

a network selection and the integration of expert knowledge

[114] • 110 ML approaches for
fault diagnosis of rotat-
ing machinery

• ML methods are promising for dealing with industrial data
• Hybrid systems that incorporate prior knowledge on failure mechanisms

should be utilized to improve the diagnostic performance

[115] • Fault detection meth-
ods for gears, rotors
and bearings

• 90 frequency-based
methods and 27 ML
methods

• Frequency-based methods require expert knowledge
• Information from multiple sensors should be merged to improve the

diagnosis performance
• Computational complexity should be accounted for online application
• Robustness for real applications is unknown because many approaches

are evaluated using test bench data

[20] • DL approaches for ma-
chine health monitoring

• 156 references

• Increasing computing power, increasing data size and research enabled
to apply DL methods to machine health monitoring

• Performance of DL approaches depends on quality of dataset
• Incorporating prior domain knowledge can improve performance of DL

approaches

[116] • 114 ML approaches for
wind turbine condition
monitoring

• Around 2/3 of the reviewed publications perform classification while the
rest performs a regression

• Most used methods are neural networks, SVMs and decision trees
• Synthetically generated data may not generalize well to real-world data

[28] • DL methods for machin-
ery fault detection

• 223 references

• SML requires carefully selected features
• Performance of SML becomes stagnant even with more training data
• DL improves performance with increasing training data
• Many publications are based on experimental data that is collected under

controlled conditions with a less complex system and less environment
disturbances and only few publications use real-life data

• Type of input data is important for the performance of DL approaches
• Integration of multiple sensors may improve the performance of DL

approaches

[117] • 80 DL approaches for
bearing fault diagnosis

• SML faces challenges regarding interference of additional vibration
• Sensitivity of SML for faults may differ for varying operating conditions
• Suggest to use SML for diagnosis environments with similar operating

points and without much noise, or if sensors are mounted close to the
monitored component

• Suggest to use DL methods if the diagnosis environment is noisy, consists
of multiple operating points, or if more sensors are used

• Explainability of SML is better than that of DL approaches
• Future challenge of DL is the knowledge transfer from laboratories to

real-world problems as well as the fusion of sensors of various domains
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publications are based on experimental data that is collected under controlled conditions with a
less complex system and less environment disturbances and only few publications use real-life
data [28, p. 8, 115, p. 18]. However, using synthetically generated data may not generalize well
to real-world data [116, p. 12]. Therefore, one major challenge for the future is the knowledge
transfer from laboratories to real world problems because real-world data is said to be more
noisy than experimental data [117, pp. 18-19].

Recommendations for the selection of SML and DL methods for diagnosis applications are
given in [117, p. 18]: SML approaches may be sufficient for easy diagnosis environments with
similar operating points and without much noise. If sensors are mounted close to the monitored
component, SML methods might also be sufficient. The authors propose to use DL methods
if the diagnosis environment is noisy or consists of multiple operating points. DL approaches
might be more suitable if more sensors are used.

2.4.2 Machine Learning Methods for Fault Diagnosis

Numerous Machine Learning (ML) methods are applied for fault diagnosis as shown in Sub-
section 2.4.1. Therefore, it is not intended to discuss all methods in detail in this section, but
a general overview of possible basic ML methods is provided. Operating principles as well as
strengths and weaknesses of these basic methods are presented in the following paragraphs.
Khan and Yairi [18, pp. 10 & 13], Liu et al. [114, p. 11] and Zhang et al. [117, p. 15] present
strengths and limitations of several typical ML algorithms for fault detection. These are summa-
rized in Table 2.2 and Figure 2.7 visualizes these algorithms. Many cited statements in Table 2.2
for the different algorithms are rather general. This shows the difficulty of selecting an algorithm
for a specific task. A detailed description of the algorithms that are used in this thesis can be
found in the corresponding sections in Chapter 4 as well as in the corresponding publications
[118, 119, 120, 121] of the author of this thesis.

A decision tree (Figure 2.7(a)) consists of test nodes and leaf nodes [145, p. 1]. Test nodes
compute an outcome based on an attribute of a sample. Leaf nodes are labeled with a class. A
sample is classified by starting at the top root node and computing the outcome of the first test
node. This is repeated for the resulting sub-tree until a labeled leaf node is reached [145, p. 1].

Random forests (Figure 2.7(b)) are proposed by Breiman [146] in 2001. They are a combination
of a large number of decision trees and each tree votes for a class [146, p. 6].

Support Vector Machines (SVMs) (Figure 2.7(c)) were first proposed by Cortes and Vapnik [147]
in 1995. It is a binary classification algorithm that maps an input vector to a high-dimensional
feature space using a non-linear kernel transformation. Separating different samples linearly in
this high-dimensional feature space results in a non-linear separation in the original input space.

The nearest-neighbor rule was first formulated by Fix and Hodges [148] in 1951. The k-Nearest
Neighbors (KNN) approach (Figure 2.7(d)) is a simple non-parametric decision procedure that
assigns a sample to the class represented by most of its k nearest neighbors [149, pp. 1-2].

The terms Artificial Neural Network (ANN) and Multi-Layer Perceptron (MLP) are often used
synonymously. A feed-forward neural network (Figure 2.7(e)) is used for the classification of an
input vector [66, p. 6].

Convolutional Neural Networks (CNNs) (Figure 2.7(f)) evolved from image classification [19,
p. 4]. Le Cun et al. [150] implemented the first CNN that is trained using backpropagation
[19, p. 8]. CNNs consist of convolutional and pooling layers. Convolutional operations are
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Table 2.2: Strengths and Limitations of Machine Learning methods for fault diagnosis applications based
on [18, pp. 10 & 13, 114, p. 11, 117, p. 15]

Method Strengths Limitations Appli-
cations

Decision
Tree

• Easy to understand [18]
• Non-parametric [18]
• Good visualization [18]

• May over-fit [18]
• Can get stuck in local minima [18]
• Heuristic [18]

[77, 80,
122]

Random
Forest

• Improved performance compared to De-
cision Tree [18]

• Fast and scalable [18]
• Trains faster than SVM [18]

• Increase in bias [18] [122]

SVM • High accuracy [18, 114]
• Robust against noise [18]
• Can deal with high-dimensional features

[114]
• Efficient for large datasets [18]

• Fundamentally a binary classifier [18]
• Memory intensive [18]
• Low efficiency for big data [114]

[66, 79,
91, 102,
122, 123,
124, 125]

KNN • Mature theory and easy to implement
[114]

• Can be used for classification and regres-
sion [114]

• Large computation [114]
• Memory intensive [114]
• Selection of k has high influence [114]

[66, 122,
126]

MLP /
ANN

• High classification accuracy [114]
• Good approximation of complex nonlin-

ear function [114]

• Many parameters [114]
• Prone to overfitting [18, 114]

[66]

CNN • Exhibits good denoising capability [117]
• Good for multi-dimensional data [18]
• Good performance in local feature extrac-

tion [18]

• May require many layers to find an entire
hierarchy [117]

• Requires large training data [114, 117]
• May require more training time [18]

[127,
128, 129,
130, 131,
132, 133,
134]

RNN /
LSTM

• Memorizes sequential events [117]
• Models time dependencies [117]
• Capable of receiving inputs of variable

length [117]

• Frequent learning issues due to gradient
vanishing [117]

• DL requires large training dataset [114]

[135,
136, 137]

GAN • Requires almost no modifications when
transferring to new applications [117]

• Requires no Monte Carlo approximations
to train [117]

• Does not introduce deterministic bias
[117]

• Training is unstable as it requires finding
the Nash equilibrium of a game [117]

• Hard to learn to generate discrete data
such as text [117]

• DL requires large training dataset [114]

[114,
138, 139]

(Deep)
Autoen-
coder

• Does not require labeled data [117]
• Autoencoder variants may improve noise

resilience and robustness [117]

• Captures as much information as possi-
ble rather than as much relevant informa-
tion [18]

• Training may suffer from vanishing errors
[117]

• May require large training dataset [18]

[91, 140,
141, 142,
143]

performed by sliding a kernel across the input data. Thereby, features are generated as the
weighted sum of the layer’s input data across the kernel. Pooling layers reduce the data size
and introduce local invariance of the generated features by taking the mean or maximum of the
layer’s input data across the kernel of the layer. The generated abstract features are classified
using fully-connected layers of neurons [19, p. 4].

Recurrent Neural Networks (RNNs) (Figure 2.7(g)) incorporate a temporal representation and
save information within a hidden state [19, p. 6]. Training of RNNs is problematic because of
vanishing or exploding gradients [19, p. 6]. In 1997, Hochreiter and Schmidhuber [151] proposed
a special recurrent network architecture, called Long Short-Term Memory (LSTM) network. It is
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Figure 2.7: Illustration of machine learning methods

proven that LSTM networks are more efficient than conventional RNNs [19, p. 7].

Generative Adversarial Networks (GANs) (Figure 2.7(h)) were first proposed by Goodfellow
et al. [152]. GANs consist of a generative and a discriminative model. The generative model
captures the data distribution and generates new samples. The discriminative model estimates
the probability that a generated sample comes from the training data. The training goal is to
maximize the probability that generated samples are mistakenly classified as consisting to the
training data. GANs are used for data augmentation of unbalanced datasets [138, 139]. However,
network architectures for fault diagnosis that incorporate GANs are also proposed [153].

An Autoencoder (Figure 2.7(i)) is a neural network whose input and output layers have an
equal size. Multiple hidden layers are typically configured in a bottleneck architecture with a
symmetrical encoder and decoder [106, p. 13]. The training goal of the Autoencoder is the
reconstruction of the input data [106, p. 13, 154, p. 45].

20



2 State of the Art

2.5 Commercial Diagnosis Systems for Automotive
Applications

The reviewed publications in the sections above origin from research in academia. However,
according to [117, p. 20], transferring the fault detection systems from laboratories to actual
real-world applications is a difficult but important step to generate a benefit from the research
publications. Therefore, this section reviews commercial implementations of FDI systems for
automotive applications. Due to the fact that information about commercial systems are not
publicized in research articles, the information in this sections relies mostly on alternative
information sources such as press releases and websites.

The company “We Predict” [155] was founded in 2009 [156]. “We Predict” analyzes repair
order information of different brands and multiple model years of OEM dealers and independent
service facilities. Based on this data, current failure rates are calculated and future component
performance is predicted [157]. “We Predict” deals with data analytics. However, no information
about in-vehicle diagnosis is published.

“Carly” [158] is a startup in Munich that was founded in 2014. “Carly” offers an On-Board
Diagnostics (OBD-II) adapter that pairs with a mobile phone app. The app gives a car health
indicator that is based on the number of faults that were detected [159]. However, no specific
information on the generation of this car health indicator can be found. Further research on the
company’s homepage indicates that the functionality is mainly based on OBD-II fault codes.

“Compredict” [160] is a German startup that was founded in 2016 [161]. “Compredict” deals
with the design of virtual sensors and component wear prediction within the automotive area
[160]. Virtual sensors are designed for estimating physical quantities based on existing sensors
[162]. Conducted methods for the development of these virtual sensors are based on system
identification, optimization algorithms and ML [162]. Rainflow-counting is applied for wear
prediction [163]. Further details regarding the performed analytics or which components are
analyzed in particular are not available.

In 2013, a presentation of BMW [164] shows a predictive analytics framework called “FACTS” for
discovering failure patterns in vehicles. The diagnostic processes are provided to workshops as
a set of apps. The system does not deal with on-board diagnosis based on driving data.

In 2017, BMW launched “CarData” [165]. Vehicle data is transmitted to servers and third-party
companies may use this data to provide additional services. The data consists of condition
data like mileage, usage-based data such as fuel consumption and event data such as an
automated service call [166, p. 6]. Relevant time-signals for predictive maintenance are not part
of the transmitted data. Possible service providers are garages, insurance companies and fleet
managers [165]. Additional information regarding predictive maintenance is not found.

Since 2019, vehicle data of BMW and Mini is available at the platform of the startup “High
Mobility” [167], shortly after the announcement of the availability of Mercedes-Benz data on
this platform [168]. “High Mobility” was founded in 2013 [169]. The type of the available data
for BMW and Mercedes-Benz is similar to BMW “CarData” [170, 171]. Time signals that are
relevant for predictive maintenance are not included in the available data.

In 2019, a message in the cockpit of a Tesla was reported that indicated that an unexpected
condition of the power conversion system was detected by the car [172]. Tesla mentions on its
homepage that they could remotely diagnose 90 % of the vehicle’s issues [173]. More information
on the detection concept or the monitored subsystems is not published.
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2.6 Criticism of the State of the Art

This section derives requirements for diagnosis concepts based on the aspects of the motivation
in Section 1.1. The state of the art is critically reviewed with regard to these requirements.

Predictive maintenance and remote on-board diagnostics will be highly important for the future
automotive aftermarket [13, p. 19]. Car-generated data will be available and usable to improve
the performance of future diagnosis approaches. Therefore, diagnosis approaches are required
to improve their performance by making use of a high amount of available data.
⇒ R1: Potential performance improvement with more data

The growth of car data-based diagnostics and services may result in changes of the market
shares of the automotive aftermarket and an increasing aftermarket activity of OEMs is expected
[13, p. 17]. Therefore, diagnosis approaches need to be quickly transferable from one component
to another with low manual engineering effort.
⇒ R2: Potential transferabilty to other components

Lastly, it shall be possible to implement a diagnosis approach in a variety of vehicles. Therefore,
it is necessary to limit the required sensors to a standard ESC system sensor set because
vertical dynamics sensors of semi-active suspension systems are only available in upper class
vehicles [174]. However, if more relevant sensors are available, it shall be possible to use these
additional sensors for the diagnosis system.
⇒ R3: Potential applicability using only ESC sensors
⇒ R4: Potential modularity for using additional sensors

The following paragraphs discuss the fulfillment of the requirements for different diagnosis
concepts.

Model-based Approaches

Figure 2.4 in Subsection 2.3.1 shows that many approaches for damper diagnosis are model-
based e.g. they employ observers or rely on parity-space-based residuals. Ding et al. [175, p. 6]
state that model-based Fault Detection and Isolation (FDI) is often unrealistic due to missing
models, sophisticated modeling procedure and the need of theoretical system knowledge. Even
though the quarter-vehicle model is a well known simple model of the vertical dynamics, these
model-based approaches are still lacking series implementations for damper diagnosis.

The parameters of model-based approaches need to be fine-tuned. Even though this process is
time-consuming, the number of parameters is still low. Therefore, the performance of model-
based approaches does not improve if more data is available for the design of the diagnosis
system. Furthermore, model-based approaches are designed for one specific diagnostic purpose
due to the incorporated model. Conducting fault diagnosis for another component requires
another model. Designing this new model requires yet more domain knowledge and expertise
again. Therefore, it is not possible to transfer model-based fault diagnosis approaches to other
components.

All reviewed model-based damper diagnosis approaches in Subsection 2.3.1 require vertical
dynamics sensor measurements such as the vertical acceleration of the vehicle body or the tire.
Hence, existing model-based damper diagnosis approaches cannot be employed using only
ESC sensor signals. Incorporating additional measurement signals is only possible for sensor
signals that are related to the used model.

22



2 State of the Art

Signal-based Approaches

Signal-based approaches monitor time-domain, frequency-domain or time-frequency-domain
characteristics. These methods can be applied to ESC sensor signals as shown by Jautze
[17]. It is possible to incorporate additional sensor signals. The transferability of signal-based
approaches to other components is practicable. However, manual engineering effort for finding
relations of signal characteristics to component faults is required. Due to the fact that signal-
based approaches only monitor signal characteristics for certain thresholds, the number of
tuneable parameters is relatively low. Therefore, the performance of signal-based approaches
does not significantly improve if more data is available for the design of the diagnosis system.

Figure 2.4 in Subsection 2.3.1 shows that one signal-based damper diagnosis approach exists
that uses only ESC sensors. Even though the approach presented by Jautze [17] was conducted
in cooperation with an OEM and patents were claimed [176, 177], this approach is not employed
in series production vehicles. This raises doubts on the reliability of the approach when used on
a greater database of driving data with additional environmental influences such as temperature,
road excitation, vehicle mass etc. The sensitivity to the road excitation and vehicle speed is
explicitly mentioned in [17, p. 112]. However, this approach serves as a basis for a comparison
of the performance of the investigated diagnosis approaches within this thesis.

Machine Learning Approaches

Machine learning and especially deep learning approaches’ performance improves if more data is
available [19, p. 1]. Hereby, the robustness of these methods can be refined. Diagnosis concepts
for one component are transferable to other components. While re-training is necessary, the
manual effort for transferring a diagnosis concept is low. So far, there is no diagnosis concept
based on machine learning that uses only ESC sensor values. However, monitoring frequency-
based features similar to the signal-based approach of Jautze [17] gives reasons to expect
at least a competitive performance of machine learning approaches. Adding more sensors is
always possible.

Summary

Table 2.3 summarizes the fulfillment of the requirements of the different diagnosis concepts.
Model-based and signal-based diagnosis concepts are not appropriate for future automotive
component fault detection. Therefore, no existing approach from Subsection 2.3.1 is suited
for the diagnosis of damper faults. Machine learning approaches show promising diagnosis
performance in other domains (Subsection 2.4.1). However, up until now, no suited machine
learning diagnosis systems for chassis system components exist.

Table 2.3: Fulfillment of derived requirements for different diagnosis approaches. Fulfillment is visualized
using “+” for fulfilled, “-” for not fulfilled and “�” for fulfillment depending on the specific method.

Model-
based

Signal-
based

Machine
Learning

R1: Potential performance improvement with more data − − +
R2: Potential transferability to other components − � +
R3: Potential applicability using only ESC sensors − + +
R4: Potential modularity for using additional sensors � + +

The review of commercial activities in Section 2.5 depicts that there are no suitable commercial
implementations of automotive diagnosis concepts that are published transparently. Only Tesla
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and Compredict show activities of diagnosis based on actual driving data. However, according
to available information, Compredict conducts only load-counting instead of fault detection.
Information about Tesla’s approach for fault detection is not available.

The last point of criticism addresses all reviewed publications for damper diagnosis: The road
excitation is not measured in any reviewed approach, but there is no theoretical analysis whether
it is possible to detect defective dampers with unknown road excitation. Jautze [17] only
showed that the frequency spectra of the wheel speed signals are different for varying damper
configurations.

2.7 Derivation of the Research Objective

The criticism of the state of the art in Section 2.6 depicts that machine learning concepts may
be used for damper diagnosis. However, there are no such approaches in current research.
Therefore, the research topic of this thesis is the analysis of the suitability of machine learning
methods for automotive damper diagnosis.

The research topic is refined into the following research questions:

I. Which requirements need to be fulfilled for the detection of defective dampers?

a. Is it possible to detect defective dampers using only wheel speed measure-
ments with unknown road excitation?

b. Which circumstances limit or benefit the detection of defective dampers?

II. Which machine learning concepts are suited for the diagnosis of defective automo-
tive dampers?

III. What is the detection performance of specific approaches of the identified machine
learning concepts?

a. How accurate are the results?

b. How robust are the results?

c. What is the influence of a varying size of training data on the detection
performance?

d. Which sensor signals are most relevant?

e. How is the performance of machine learning approaches compared to the
signal-based diagnosis approach of Jautze [17]?

IV. Is it possible to derive physical findings from the investigation of the mathematical
transformations that are performed within machine learning methods?
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A theoretical analysis of the damper defect detection problem investigates if defective dampers
can theoretically be detected using a limited amount of sensor signals. Furthermore, it provides
insights regarding circumstances of the driving situation that may improve or deteriorate the
performance of a health monitoring system. In the scope of the reviewed publications in
Subsection 2.3.1, there is no theoretical analysis whether the detection of defective dampers is
possible with unknown road excitation. Even though Jautze [17] detects damper defects based
on the wheel speed signal with unknown road excitation, the damper defect detection is not
theoretically evaluated. The road excitation is also not measured within this thesis because such
a sensor is not part of an ESC sensor setup. Therefore, the damper defect detection problem
with unknown road excitation is theoretically analyzed in this chapter.

A defective damper is a variation of the damping coefficient parameter of a vehicle. If this
parameter is interpreted as additional state of a mathematical vehicle model, the system must be
observable. A brief illustration of the observability is, whether the state vector x (for readability,
the time-dependence of variables (e.g. x(t)) is not shown in this chapter) can be reconstructed
based on the system’s output signal y and its (n− 1) time-derivatives (with the number of states
n) [178, p. 507]. This means, if the mathematical vehicle model is observable, the damping
coefficient could theoretically be calculated using the sensor signals and their time derivatives.
Therefore, for an observable system a mapping [178, p. 507]

x = q−1
��

y ẏ ÿ ... y(n−1)
�T�

. (3.1)

exists. Finding a mapping q−1 can be difficult especially for nonlinear systems [178, p. 507].
However, easier criteria can be used that investigate only whether the mapping q−1 exists [178,
p. 508]. These criteria are evaluated within this chapter.

The specific observation problem in this thesis is the analysis of the observability of a vehicle
model that includes the variation of the damping coefficient with an unknown road excitation
and wheel speed as output signal. An observability analysis is especially important because
the road profile excites the vehicle but it is unknown to the defect detection algorithm. This
means, the defect detection algorithm could misinterpret the vehicle behavior while driving over
a rough road with the presence a defective damper because the algorithm is not aware of the
high road excitation. Furthermore, the observability of a nonlinear system, can be dependent on
the system’s excitation [178, p. 512].

The following section derives the system’s model equations. Suitable control theory methods for
the analysis of the observability are discussed afterwards on the basis of the form of the model
equations. The analysis is performed iteratively for increasingly complex circumstances from a
known deterministic road excitation to an unknown stochastic road excitation.

25



3 Analysis of Observability

3.1 Derivation of System Equations

The observability analysis is conducted using the wheel speed signal as measurement quantity.
Measurements of the yaw rate as well as lateral or longitudinal acceleration of the vehicle body
are not considered to be able to use the quarter-vehicle as basic model. If observability is given
without these vehicle body measurements, it is also given with them.

A general introduction to the quarter-vehicle model can be found in [1, p. 75, 179]. It is visualized
in Figure 3.1. The model consists of a vehicle body mass mBo that is connected with a linear
spring cz,Bo and damper dz,Bo to the tire mass mT. The tire mass is connected via the tire
spring cz,T to the vertical road profile. The derivation of the linear system equations is stated in
Appendix A.1 based on [17, pp. 28-29].

Tire
mT

zT

Vehicle Body
mBo

zBo

cz,Bodz,Bo

cz,T zRRoad

Figure 3.1: Quarter-vehicle model

Using the road excitation zR as input of the system and the deviation of the vertical tire force in
the contact patch from its stationary value as output of the system, the system equations of the
linear quarter-vehicle model are given by




żT

z̈T

żBo

z̈Bo


=




0 1 0 0

− cz,Bo+cz,T
mT

− dz,Bo
mT

cz,Bo
mT

dz,Bo
mT

0 0 0 1
cz,Bo
mBo

dz,Bo
mBo

− cz,Bo
mBo

− dz,Bo
mBo







zT

żT

zBo

żBo


+




0
cz,T
mT

0
0


 zR (3.2)

∆Fz,C = cz,T (zR− zT) (3.3)

with the vertical displacement of the mass of the unsprung tire and axle zT and its velocity żT as
well as the vertical displacement of the mass of the sprung vehicle body zBo and its velocity żBo.

To analyze the observability of a defective damper within this thesis, the damping coefficient
dz,Bo of the linear quarter-vehicle model is modified by incorporating a relative deviation of the
damping coefficient from a nominal value dz,Bo = (1+κd,Bo) dz,Bo,0. The variation of the damping
coefficient is modeled in a multiplicative manner (compared to an additive manner) because
the magnitude of changes of the system behavior depend on the magnitude of the fault and
the system’s states. The relative deviation of the damping coefficient κd,Bo is introduced as
additional state to the states of the quarter-vehicle model. This results in the state vector

x =
�
x1 x2 x3 x4 x5

�T
=
�
zT żT zBo żBo κd,Bo

�T
. (3.4)

The vertical tire stiffness cz,T connects the vertical force in the tire contact patch Fz,C with the
static radius of tire rstat as visualized in Figure 3.2. The dynamic tire radius rdyn is slightly different
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from the static tire radius and is therefore not directly correlated to the vertical tire force by the
vertical tire stiffness cz,T. Therefore, the dynamic tire radius is split into rdyn,0 at an operating
point and ∆rdyn,F,C as the deviation from this operating point that is caused by a deviation of the
vertical force in the tire-road contact patch [17, pp. 37-41]. The vertical force in the tire contact
patch is also split into Fz,C,0 at an operating point and a deviation from this operating point ∆Fz,C.
A linear approximation of ∆rdyn,F,C is then given by [17, p. 39]

∆rdyn,F,C =∆Fz,C
1

cr,dyn,F,C
(3.5)

with the stiffness of the dynamic tire radius with regard to the vertical force in the tire contact
patch cr,dyn,F,C.

Tire belt

Road

Rim

Fz,C

zT

cz,T zR

rstat

Figure 3.2: Dependency of tire radius from vertical force

The free-rolling rotational speed of the tire is [17, p. 39]

ϕ̇T =
v

2π
�
rdyn,0 +∆rdyn,F,C

� . (3.6)

Combining Equations (3.5) and (3.6) and linearizing it by a Taylor series expansion for ∆Fz,C = 0
results in [17, pp. 39-41]

ϕ̇T =
v

2π rdyn,0
− v

2π r2
dyn,0 cr,dyn,F,C

∆Fz,C. (3.7)

Using the wheel speed from Equations (3.7) as output of the quarter-vehicle model y = ϕ̇T and
the road excitation as system input u = zR, the system for the analysis of the observability can be
written in the form

ẋ = f (x , u) (3.8)

y = g(x , u) (3.9)

with

ẋ =




x2

− cz,T+cz,Bo
mT

x1 − dz,Bo,0
mT

x2 +
cz,Bo
mT

x3 +
dz,Bo,0

mT
x4 − dz,Bo,0

mT
x2 x5 +

dz,Bo,0
mT

x4 x5 +
cz,T
mT

u
x4

cz,Bo
mBo

x1 +
dz,Bo,0
mBo

x2 − cz,Bo
mBo

x3 − dz,Bo,0
mBo

x4 +
dz,Bo,0
mBo

x2 x5 − dz,Bo,0
mBo

x4 x5

0




(3.10)

y =
v

2π rdyn,0
− cz,T v

2π r2
dyn,0 crdyn,F,C

(u− x1) . (3.11)
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3.2 Identification of Suitable Observability Analysis
Methods

Due to the incorporation of the variation of the damping coefficient as additional parameter, the
system’s dynamics in Equations (3.10) became nonlinear. Therefore, methods are required that
deal with the observability of nonlinear systems.

Nonlinear observability is considered by Hermann and Krener [180]. The observability criterion
is based on analyzing the invertibility of the original mapping q of Equations (3.1) using a rank
condition. This rank condition leads to a statement of the local observability at an operating point.
Another approach is a set-valued framework as presented by Kassara [181]. This set-valued
framework leads to a global observability statement. However, local statements regarding the
observability use widely known mathematics and are sufficient within the scope of this thesis,
because the observability statement is only considered to prove that a damper defect detection
is possible in general.

At first, the observability analysis is conducted using the local nonlinear methods of [180]. To
generate comprehensible theoretical insights, the system is firstly considered with a known
road excitation, even though this is not possible in real life. Afterwards, the complexity of the
observability analysis is increased step-wise to prove the observability with an unknown road
excitation. Hereby, it is possible to also analyze the dependability of the observability from the
road excitation profile.

3.3 Analysis of Observability with Known Road Exci-
tation

A criterion for the existence of the mapping q−1 from Equations (3.1) is based on the implicit
function theorem. According to this theorem the mapping q−1 exists for a single operation
point, if its Jacobi-matrix has rank n at this operation point [178, p. 508]. This can be tested by
evaluating the determinant of the Jacobian matrix Q [178, p. 512]. Therefore, a nonlinear system
of the form of Equations (3.8) and (3.9) is locally weakly observable if [178, p. 512, 180]

detQ
�
x , u, u̇, ü, ..., u(n−1)

�
= det

∂ q
�
x , u, u̇, ü, ..., u(n−1)

�

∂ x
6= 0 (3.12)

with the number of states n, and the vector q that consists of the output y with its time-derivatives

q
�
x , u, u̇, ü, ..., u(n−1)

�
=




y
ẏ
ÿ
...

y(n−1)



=




g(x , u)
h1(x , u, u̇)

h2(x , u, u̇, ü)
...

hn−1(x , u, u̇, ..., u(n−1))




(3.13)

that are calculated by Lie-derivating the output

y(n−1) = hn−1(x , u, u̇, ..., u(n−1)) =
∂ hn−2

∂ x
f (x , u) +

n−1∑
i=1

∂ hn−2

∂ u(i−1)
u(i). (3.14)
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Evaluating Equations (3.12) for the nonlinear quarter-car model given by Equations (3.10) and (3.11)
leads to a condition for locally weak observability. See Appendix A.2 for intermediate results.
Evaluating this condition for the operation point x 0 =

�
0 0 0 0 0

�T
results in a condition for

locally weak observability at x 0 [180, p. 6] that is

detQ
�
x , u, u̇, ü, ..., u(n−1)

� ����
x 0

=
cz,Bo

2 cz,T
6 v5

�
dz,Bo,0 (mT +mBo) u−mT mBo u̇

�

32 cr,dyn,F,C
5 mT

5 mBo rdyn,0
10π5

6= 0. (3.15)

With the road excitation as input u = zR, the observability is dependent on the road excitation.
Equations (3.15) is 0 for all t ≥ 0 for u(t) = u̇(t) ≡ 0. This corresponds to an ideally flat road
profile, which is highly unlikely in reality. Equations (3.15) is also 0 for

u(t) = C1 exp

�
dz,Bo,0 t (mT +mBo)

mT mBo

�
(3.16)

with an arbitrary constant C1. This corresponds to a vertical road profile with an exponential
increase over time (and the traveled distance). This road profile is also highly unlikely in reality.
Therefore, the system is locally weakly observable at x 0 under the assumption of a known road
excitation zR(t).

3.4 Analysis of Observability with Unknown Road Ex-
citation

The road excitation is not measured in this research. Various observability concepts such
as Output-To-State Stability (OSS) and detectability for nonlinear systems [182] or nonlinear
norm-observability [183] are based on the system norm of inputs and outputs instead of the
specific time behavior of these signals. However, these observability concepts rely on finding
functions with specific properties (e.g. Lyapunov function) which is not straightforward.

Therefore, a road excitation model is incorporated into the initial quarter-vehicle model and the
local weak observability condition from Equations (3.12) is evaluated again. The road excitation
can be modeled as colored noise that is generated by filtering white noise [184, 185, 186, 187,
p. 18]. Löhe et al. [186] present a road model for the vertical and roll excitation. The roll excitation
is not relevant for this analysis. Therefore, only the vertical road excitation model

żR(t) = −v az,R zR(t) + v bz,R nz,R(t) (3.17)

is applied with the stochastic white noise input nz,R(t), the vehicle velocity v, and the road para-
meters az,R and bz,R. Choosing u = nz,R, incorporating Equations (3.17) into Equations (3.10) with

x6 = zR and performing the analysis for the local weak observability at x 0 =
�
0 0 0 0 0 0

�T

results in

detQ
�
x , u, u̇, ü, ..., u(n−1)

� ����
x 0

=
a2

z,R bz,R c2
z,Bo c7

z,T v9
�
dz,Bo,0 (mT +mBo)u−mT mBo u̇

�

64 c6
r,dyn,F,C m6

T m2
Bo r12

dyn,0π
6

∗
�
(mT +mBo)

�
cz,Bo − az,R dz,Bo,0 v

�
+ a2

z,R mT mBo v2
�
6= 0.

(3.18)

Equations (3.18) is similar to the form of Equations (3.15). However, the system’s input is the
unknown stochastic input u(t) = nz,R(t). Therefore, setting conditions on u(t) for observability
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does not make sense. But it is still possible to derive requirements on the road excitation model.

Equations (3.18) is 0 for az,R = 0 or bz,R = 0. Löhe et al. [186, p. 4] choose az,R = 0. This results
in an unbound Power Spectral Density (PSD) for low frequencies as shown in [68, p. 17] and the
road excitation model can generate a large vertical excitation with a large spatial extension (e.g.
mountains). Choosing az,R 6= 0 results in a low-pass filter characteristic of the generated road
excitation. Setting az,R 6= 0 prevents the generation of these mountains but has no effect on the
relevant road excitation characteristic within this thesis.

Equations (3.18) is 0 for bz,R = 0. This is obvious because in this case, there would be no road
excitation and the system would remain at its initial state x 0. However, this is also an indicator
that the observability is better conditioned with an increasing road excitation of a rougher road.
This might improve the performance of a damper fault monitoring system.

The last bracket in Equations (3.18) is a second order polynomial in az,R. It sets the condition

az,R 6=
dz,Bo,0 (mT +mBo) ±

r
(mT +mBo)

�
d2

z,Bo,0 (mT +mBo)− 4 cz,Bo mT mBo

�

2 mT mBo v
. (3.19)

for an observable system. Equations (3.19) connects vehicle parameters to road excitation
parameters. Therefore, it can be regarded as vehicle design requirement and is of no major
restriction for the observability.

3.5 Stochastic Observability with Unknown Road Ex-
citation

With the incorporation of the road excitation model of Equations (3.17), the system can also be
described as a stochastic nonlinear system of the form [188, p. 52, 189, p. 135]

dX t = f (X t) dt +σ (X t) dWt

Yt = g (X t)
(3.20)

with the stochastic state variable X t , the drift term f (X t), the diffusion term σ (X t) and the
Brownian motion Wt . The Stochastic Differential Equation (SDE) of the quarter-vehicle with
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Equations (3.10) and (3.11) and the road excitation model of Equations (3.17) are

dX t =




x2

− cz,T+cz,Bo
mT

x1 − dz,Bo,0
mT

x2 +
cz,Bo
mT

x3 +
dz,Bo,0

mT
x4 − dz,Bo,0

mT
x2 x5 +

dz,Bo,0
mT

x4 x5 +
cz,T
mT

x6

x4
cz,Bo
mBo

x1 +
dz,Bo,0
mBo

x2 − cz,Bo
mBo

x3 − dz,Bo,0
mBo

x4 +
dz,Bo,0
mBo

x2 x5 − dz,Bo,0
mBo

x4 x5

0
−v az,R x6




dt

+




0
0
0
0
0

v bz,R




dWt

Yt =
v

2π rdyn,0
− cz,T v

2π r2
dyn,0 cr,dyn,F,C

(x6 − x1) .

(3.21)

A concept for stochastic observability is presented by Powel [188] using the Gramian observability.
This observability concept is recapitulated in the following. For a linear system

ẋ = A x + B u

y = C x
(3.22)

with x ∈ Rn, the observability Gramian is [190, p. 12, 191, pp. 140-141]

W o(τ) =

∫ τ

0

Ψ(t, 0)T CT C Ψ(t, 0)dt (3.23)

with Ψ(t1, t0) being the state-transition matrix x (t1) = Ψ(t1, t0) x (t0) of the solution of x (t). W o

is the solution of the Lyapunov equation [191, p. 139]

AT W o +W o A= −CT C . (3.24)

If the observability Gramian has full rank [188, p. 14]

rank(W o) = n, (3.25)

the system is observable. Additionally, the eigenvalues of the observability Gramian are a
quantitative measure for the observability of the system [191, pp. 142-143].

For a nonlinear system

ẋ = f (x , u)

y = g(x )
(3.26)

an empirical observability Gramian can be expressed by [188, p. 20, 192, p. 2]

W ε
o(τ, x 0, u) =

1
4ε2

∫ τ

0

Φε(t, x 0, u)Φε(t, x 0, u)T dt (3.27)
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with

Φε(t, x 0, u) =




y+1 − y−1

y+2 − y−2

...
y+n − y−n


=




y+1(t, x 0, u)− y−1(t, x 0, u)
y+2(t, x 0, u)− y−2(t, x 0, u)

...
y+n(t, x 0, u)− y−n(t, x 0, u)


 (3.28)

y+i(t, x 0, u) = y+i = y(t, x 0 + ε e i , u) (3.29)

y−i(t, x 0, u) = y−i = y(t, x 0 − ε e i , u) (3.30)

with e i as the i-th unity vector and ε being a perturbation variable of the initial state x 0 = x (0).

For ε→ 0, the nonlinear system in Equations (3.26) is weakly observable at x 0 for τ > 0 if

rank
�

lim
ε→0

W ε
o(τ, x 0, u)

�
= n. (3.31)

Equations (3.27) can be written element-wise for the i-th row and the j-th column as [188, p. 21]

�
W ε

o

�
i j =

1
4ε2

∫ τ

0

�
y+i − y−i

� �
y+ j − y− j

�
dt. (3.32)

For the stochastic nonlinear system in Equations (3.20) the expected value of the observability
Gramian is [188, p. 57]

E
�
W ε

o(τ, x 0, u)
�
= W̄ ε

o(τ, x 0, u) + Ŵ
ε

o(τ, x 0, u) (3.33)

with the elements in the i-th row and the j-th column

�
W̄ ε

o

�
i j =

1
4ε2

∫ τ

0

�
E[y+i]−E[y−i]

� �
E[y+ j]−E[y− j]

�
dt (3.34)

�
Ŵ
ε

o

�
ii =

1
4ε2

∫ τ

0

�
Var[y+i + y−i]

�
dt. (3.35)

For an arbitrary nonlinear system, the analytic calculation cannot go any further than this [188,
p. 58]. However, the variance of the output signal Var[y+i] = Var[y+i(t, x 0 + ε e i , u)] and the
expected value E[y+i] = E[y+i(t, x 0 + ε e i , u)] can be generated by simulating the system. This
requires the selection of a finite ε and the observability rank condition in Equations (3.31) is
not valid anymore. The selection of a finite ε results in an error of the empirical observability
Gramian of [188, p. 26]

∆ε(τ, x 0, u) = W ε
o(τ, x 0, u)− lim

ε→0
W ε

o(τ, x 0, u). (3.36)

This error is bounded from above by [188, p. 27]

‖∆ε(τ, x 0, u)‖2 ≤ sup
t∈[0,τ]
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nε2τ
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36
Γ (t, x 0)
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(3.37)

with [188, p. 28]

Γ (t, x 0) =max
i

�
sup
η∈Iεi

L(3)y (η, e i , e i , e i)


1

�
(3.38)
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with the maximum across all states i = 1, 2, ..., n and the supremum of the third Fréchet derivative
L(3)y (η, e i , e i , e i) across the interval Iεi = [x 0 − ε e i , x 0 + ε e i].

An explanation of the calculation of Fréchet derivatives can be found in Appendix A.3. The k-th
Fréchet derivative can be calculated as a mixed partial derivative [193, p. 3]

L(k)y (x 0, e1, ..., ek) =
∂

∂ ν1
...
∂

∂ νk

����
(ν1,...νk)=0

y(x 0 + ν1 e1 + ...+ νk ek). (3.39)

Therefore, Equations (3.38) reduces to
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Applying Krener and Ide’s [192] concept of the “Local Unobservability Index” as the inverse of
the smallest eigenvalue λ
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(respectively the smallest singular value σ
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��
) of the

expected observability Gramian, the system is weakly observable at x 0 if [188, p. 30]
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The left side of inequality 3.41 is the “Local Unobservability Index” and the right side of this
inequality is called the “Upper Bound for Local Unobservability Index”.

Krener and Ide [192] also introduced the “Local Estimation Condition Number” as a measure for
the unobservability. This is the ratio of the largest singular value to the smallest singular value of
the expected Gramian observability

EstimationCondition Number=
σ
�
E
�
W ε

o

��

σ
�
E
�
W ε

o

�� . (3.42)

If the estimation condition number is large, then the impact on the measurement value of a small
change of the initial state in one direction might be obscured by a change of the initial state in
another direction. The estimation problem is then ill-defined [192, p. 2].

Calculating a closed solution for the requirement for weak local observability in Equations (3.41)
is close to impossible for a nonlinear stochastic system of the form of Equations (3.20). Therefore,
Equations (3.41) is analyzed numerically. The Stochastic Differential Equation (SDE) in Equa-
tions (3.21) is implemented using white noise as input signal of the road excitation model with a
one-sided Power Spectral Density (PSD) Sn,z,R( f ) =

2π
v as Brownian motion W t . The Fréchet

derivative in Equations (3.40) and the gradient ∂ y(t,x 0)
∂ x 0

, which is the first Fréchet derivative, is
approximated numerically using the finite difference method of [194]. The perturbation variable
is chosen as ε = 0.03 and the interval Iεi = [x 0 − ε e i , x 0 + ε e i] is divided into six sub-intervals
for the numerical derivation of the supremum in Equations (3.40). The vehicle parameters are
selected from [17, p. 124]. The parameters of the road excitation model are selected as class C
road from [186, p. 4] which resembles a country road [195, p. 343]. The parameters are listed in
Appendix A.4 in Table A.1. Figure 3.3 shows the unoberservability index, the upper bound of
the unobservability index as well as the local estimation condition index for an observation time
of up to 5 s. Since the unobservability index is below the upper bound from Equations (3.41), the
system is locally weakly observable at the evaluated operating point x 0 =

�
0 0 0 0 0 0

�T
.
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The estimation problem is ill-defined for very short observation times (t < 0.1 s) because the
local estimation condition index is high. However, the local estimation condition index is in a
good range for larger observation times.
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Figure 3.3: Local estimation condition number, local unobservability index and its upper bound of the
stochastic system with an unknown road excitation of a street class C (bz,R = 0.0035) and a
vehicle speed v = 100 km

h for an observation time of up to 5 s

An analysis of the influence of the vehicle speed and the road class on the observability is
performed. Figure 3.4(a) shows the local estimation condition index, the local unobservability
index and its upper bound for an observation time of t = 5 s for a parameter variation of the
vehicle speed v. Figure 3.4(b) shows the same quantities for a parameter variation of the road
class parameter bz,R.
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(a) Varying vehicle speed v and fixed road class
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Figure 3.4: Local estimation condition index, local unobservability index and maximum upper bound of
the local unobservability index for varying vehicle speed and varying known road class for
an observation time of t = 5 s

The unobservability index is below the upper bound for all examined parameters of vehicle speed
and road class. Therefore, local weak observability at x0 is given independently of the vehicle
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speed and road class. An increasing vehicle speed as well as an increasing roughness of the
road (higher bz,R) improve the observability. The estimation condition number decreases slightly
with higher speeds and rougher road.

3.6 Analysis of Observability with Unknown Road Ex-
citation and Unknown Road Class

Section 3.5 analyzes the observability of the system with an unknown road excitation. However,
a known road class of [68] was implicitly assumed because the road excitation parameter bz,R,
that represents a specific road class [186, p. 4], was regarded as a fixed parameter. In reality,
the road class might also be unknown. Therefore, an additional state x7 = κb,z,R is introduced
that represents the relative deviation of the road class parameter from a base value bz,R,0 with
bz,R = (1+ κb,z,R) bz,R,0. The dynamic behavior of this state is

ẋ7 = 0. (3.43)

The analytic analysis of Section 3.4 for the extended system at x 0 =
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(3.44)

The form of Equations (3.44) is similar to Equations (3.18) with an additional term
f
�
u, u̇, ü, ..., u(n−1)

�
. The term is not shown for readability reasons. The full equation is shown

in Appendix A.5. This term prevents the analytic analysis of Equations (3.44). However, it shows
that some principles for the observability of the system remain with changing to an unknown road
class. Obviously, the base road class parameter bz,R,0 is still required to be different from 0. The
behavior of the numerical unobservability index and its upper bound is similar to Figure 3.3 and
Figure 3.4 and is therefore not visualized here but can be found in Appendix A.5 in Figure A.1
and Figure A.2.

3.7 Theoretical Insights

Before theoretical insights of the observability are summarized, remarks regarding the conducted
analyses are recapitulated. Local observability analysis methods were applied. Therefore,
the conducted analyses allow only for assured statements of the observability at the analyzed
operation point. The selected operation point x 0 corresponds to the system being in a steady
state. Selecting an operation point that is not a steady state should improve the observability
due to the nature of the damping coefficient variation. However, this was not analyzed in this
section. Conclusions of the observability analysis in analytic form in Section 3.3 and 3.4 assume
a known road excitation or a known stochastic input signal. The stochastic observability analysis
might vary in its exact numbers because of the numerical approximation of the gradients of the
stochastic system. However, the characteristic of the performed stochastic observability analysis

35



3 Analysis of Observability

is conservative [188, pp. 91-92]. Therefore, the validity of the stochastic analysis is given. In
conclusion, the combination of the results of the analytic analysis and the stochastic analysis is
sufficient for drawing conclusions for engineering applications which is the purpose of this thesis.

The property of observability is connected to the selected mathematical vehicle model as well as
the selected model inputs and measurement outputs. This chapter analyzed the observability
on the basis of a wheel-individual quarter-vehicle model. Using combinations of sensor signals
as measurement signals (e.g. the comparison of the wheel speed of the front and rear axle)
requires a new observability analysis with a more complex model (e.g. a half-vehicle model) and
additional simplifying assumptions to reduce the model complexity (e.g. assuming an identical
road excitation for different wheels). However, simplifying assumptions will not necessarily hold
in reality and therefore, statements regarding the observability for combinations of sensor signals
would not necessarily hold in reality. Therefore, an investigation of the observability by means of
a simple, small and isolated model is most useful.

It is possible to detect deviations of the damping coefficient by measuring only the wheel speed
signal without explicitly measuring the road excitation. Increasing the observation time improves
the observability. It is sufficient to select a couple of seconds as observation time (e.g. five
seconds).

Observability is given regardless of the vehicle speed and road roughness. However, a higher
velocity and a greater road excitation (rougher road) improve the observability and should
therefore enhance the performance of a damper health monitoring system. This knowledge can
be used as activation condition for a damper defect detection system.
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4 Machine Learning Methods for Damper
Diagnosis

This chapter shows the overall approach for the evaluation of Machine Learning (ML) methods
for the detection of defective automotive dampers. First, Section 4.1 discusses different ML
concepts with regard to a real-world implementation and identifies the most suitable concepts.
The structure of the remaining chapter is then explained at the end of Section 4.1 in alignment
with the identified suitable methods and the general machine learning workflow. The developed
software for damper defect detection is publicly available in [196].

4.1 Identification of Suitable Methods

Section 2.4 demonstrates that a great variety of ML algorithms exists and that it is not possible
to analyze all methods for their suitability for the diagnosis of damper defects. Therefore, it is
necessary to identify the most promising concepts with regard to a real-world implementation.

Comparison of a Continuous and a Discrete Health Indicator

Health monitoring systems may indicate different levels of information about the monitored
system’s health [197, p. 5]. They might only detect the presence or absence of a fault, classify
the nature of a fault, estimate a continuous health indicator, or even estimate the Remaining
Useful Life (RUL).

A continuous value of a system’s health (e.g. a health indicator in percent or RUL) would be
the most interesting because this supplies more information compared to a discrete health
indicator (e.g. “defect” or “intact” classification). However, this places increased demands
on the availability of training data with varying degrees of fault severity. The realization of a
continuously aging damper for data acquisition proved to be difficult in [198, p. 5]. Even if the
generation of driving data with different fault severities would be possible in the context of a
research project, it cannot be assumed that this effort will be spent by an OEM during series
development for a real-life implementation of the damper health state monitoring for each vehicle
type. The classification to an “intact” or “defect” health state leads to the least requirements for
data availability. A dataset that consists of only two health states of each damper is required.
Therefore, this thesis focuses on methods for the estimation of a discrete health state.

Comparison of Supervised and Unsupervised Learning

The main difference of supervised and unsupervised learning method is the requirement of
labeled training data. Supervised learning methods are expected to lead to a better performance
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for the health state monitoring compared to unsupervised learning approaches due to the
additional information that is available in the labeled training data. However, these labels are
not available for driving data of fleets or of former development vehicles at an OEM. Therefore,
driving data with a labeled chassis system health state has to be generated for supervised
learning approaches. While this data generation is possible on a small scale within the scope
of this thesis, it might be a major challenge for OEMs on a large scale due to various different
vehicle models. It also generates additional costs during the vehicle development phase.

Unsupervised learning methods are expected to lead to a lower diagnosis performance compared
to supervised learning methods. However, labeled training data is not necessary and unlabeled
driving data of fleets or of former development vehicles at an OEM can be used for the training
of unsupervised methods. If existing data is used, no additional costs are generated.

In summary, the decision of using supervised or unsupervised learning has to be made upon
the required performance of the health monitoring system and the costs for data generation.
This trade-off cannot be answered at this point of the thesis. Therefore, both concepts are
investigated for health monitoring. Due to the discussed requirement of generating a discrete
health indicator, supervised classification as well as unsupervised one-class classification
approaches are evaluated in this thesis.

Comparison of Shallow Machine Learning, Representation Learning
and Deep Learning

The advantages and disadvantages of Shallow Machine Learning (SML), Representation Learn-
ing (RL) or Deep Learning (DL) with regard to a real-world application are discussed based on
the following aspects:

• Traceability of the method so that it is possible to derive human understandable
causalities from input to output and understand what happens within the trained
ML method.

• Incorporation of prior knowledge so that it is possible to add existing knowledge
from technical experts or from existing model-based systems to the ML approach,
e.g. incorporating model-based estimated parameters.

• Expected performance that results from applying a ML method to a given dataset
based on information of the state of the art.

• Expected required size of the training data because requiring more training
data leads to higher costs for generating this data.

• Transferability to other defects or applications so that it is possible to apply a
process of health monitoring to other defects or applications with low additional
manual effort

• Data size for transmission because it may be necessary to run a health moni-
toring system on a remote server instead of running it on an Electronic Control
Unit (ECU). Therefore, the size of the data for transmission should be as low as
possible.

Computational and memory requirements are not considered within this thesis because they are
not only dependent on the method itself but also on its actual implementation. The characteristics
of each concept are summarized in Figure 4.1 and are explained in the following paragraphs.
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Figure 4.1: Assessment of suitable machine learning concepts for damper health state monitoring. The
outer line represents a positive, the middle line a neutral and the inner line a negative
fulfillment of the discussed characteristic. The expected training data size and the data size
for transmission are “positive” if a low amount of data is required for training or needs to be
transmitted.

Shallow Machine Learning (SML) operates on hand-crafted features and the performance is
dependent on engineering discriminative features. This is a drawback in case that no good
features are found. However, the inclusion of expert knowledge by adding self-developed
features (e.g. model-based estimated component parameters) is easily possible. Furthermore,
the calculation of features compresses the size of the required data. If the health monitoring
application runs on a server, the features can be calculated on the ECU within the vehicle and
the amount of data that needs to be transferred via mobile network is reduced.

Representation Learning (RL) generates features automatically and classifies them in a second
step. Compared to SML approaches, the transferability to other defects is increased due to the
automatic feature generation [103, p. 4]. However the traceability of the system’s behavior is
reduced because the generated features do not have a physical interpretation anymore. The
expected required size of the training data is higher than for SML approaches because not only
the classifier’s parameters need to be trained but also the parameters for the feature generation
method. This increases the number of trainable parameters and the complexity of the overall
approach. Therefore it is expected that the required training data is increased [199, p. 1]. The
expected accuracy of RL approaches is higher compared to SML approaches [103, p. 4].

Deep Learning (DL) leads to a better performance compared to other SML approaches in many
fields of science and engineering [19, p. 1]. Therefore, the expected accuracy is high. The
traceability of the system behavior is low and the incorporation of existing knowledge is difficult
because DL is able to learn abstract and complicated features [19, p. 3]. These abstract features
lead to a good transferability to other defects on the one hand, but to the expectation of a
large amount of required training data on the other hand. A DL system of a high complexity
might need to be executed on a remote server. This requires the transmission of the data via a
mobile network from an ECU to the server. The data transmission for DL methods is extensified
compared to SML approaches, because many DL systems for machine health monitoring are
designed as end-to-end structure that process raw sensor data or use data pre-processings that
do not reduce the data size significantly (e.g. FFT).

The assessment showed that each ML concept has its advantages and disadvantages. This
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corresponds to existing statements in literature claiming that there is no concept that is superior
to the other concepts [114, p. 11, 18, p. 19]. Therefore, it is not possible to select one specific
concept, but methods of SML, RL and DL are evaluated within this thesis. Selecting supervised
and unsupervised methods of these three concepts leads to a matrix of investigated methods
as shown in Figure 4.2. The feature generation methods for SML and RL are described in
Section 4.3 and 4.4. Classification of the SML and RL feature sets is performed using the same
methods whereas the supervised learning approach is described in Subsection 4.6.1 and the
unsupervised learning approach is described in Subsection 4.6.2. Supervised and unsupervised
DL methods are presented in Subsection 4.7.1 and 4.7.2. The remaining structure of this chapter
is aligned with the general machine learning workflow as visualized in Figure 4.3. A brief overview
of data acquisition and the observation generation is provided in Section 4.2. Feature reduction
techniques are described in Section 4.5. Evaluation metrics for the comparison of the different
ML concepts are introduced in Section 4.8. Finally, post-processing methods that account for
temporal relations of the health monitoring are presented in Section 4.9. Accounting for temporal
relations after the actual classification step avoids the necessity of recurrent methods (e.g.
LSTMs) and therefore leads to comparable ML architectures across SML, RL and DL. Recurrent
networks would also imply more strict requirements on the temporal relations in the training data
that can not be granted within this thesis.

Supervised Learning
Subsection 4.6.1

Unsupervised Learning
Subsection 4.6.2

Section 4.3
Subsection 4.6.1

Section 4.3
Subsection 4.6.2

Section 4.4
Subsection 4.6.1

Section 4.4
Subsection 4.6.2

Subsection 4.7.1 Subsection 4.7.2

Shallow Machine Learning
Section 4.3

Representation Learning
Section 4.4

Deep Learning
Section 4.7

Figure 4.2: Matrix of investigated machine learning concepts and structure within this thesis
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Figure 4.3: Overall machine learning workflow and structure within this thesis
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4.2 Data Acquisition and Observation Generation

The evaluation of the suitability of machine learning approaches for the health monitoring of
automotive dampers requires a dataset that consists of driving data of different damper health
states. There are various root causes for damper defects in reality [200, p. 338]. A common
fault is leakage of the damper [200, p. 338, 201]. Hernández-Alcántara et al. [16] and Guba
et al. [2] conduct test bench measurements using different oil levels of a damper. The damper
characteristic shows a reduced damper force at given damper speeds. Jautze [17, p. 7] simulates
defective dampers by changing the stationary force of the damper by switching semi-active
dampers from the vehicle’s “Sport” to “Comfort” configuration.

This thesis conducts measurements of driving data using an upper class sedan vehicle of a
Bavarian manufacturer. The vehicle is equipped with semi-active dampers, similar to the system
presented in [202]. It enables the variation of the stationary damper force by varying the electric
current of electro-hydraulic damper valves. Figure 4.4 shows the characteristic curves of the
selected damper configurations for a front and a rear axle damper. An “intact” curve represents a
damper configuration that complies to a vehicle with conventional passive dampers. A defective
damper is simulated by a characteristic curve that generates significantly less damping force than
the intact configuration. The following four different vehicle health configurations are generated:

• all dampers intact - representing an intact vehicle,
• all dampers defect - representing wear on all dampers,
• a single defect of the Front Left (FL) damper with the other dampers being intact

and
• a single defect of the Rear Right (RR) damper with the other dampers being intact.
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Figure 4.4: Characteristic curve of a single damper [121, p. 5]

It shall be possible to apply the approaches of this thesis to a great number of vehicles. Therefore,
only standard ESC system sensor readings are used, even though the upper class vehicle
supplies additional sensors such as the vertical acceleration of the wheels. The values are
logged from the vehicle’s internal bus system with a sampling frequency of 100 Hz. Seven sensor
signals are used in total: four wheel speed signals, longitudinal acceleration, lateral acceleration
and yaw rate.

The observation generation is based on Merk [203, pp. 34-35]. The common procedure of
cutting continuous log data into observations is applied [28, p. 4]. Based on the theoretical
insights from Section 3.7 an observation time of 5.12 s is selected. Hereby, no padding is
required for the calculation of an FFT. An observation is generated if the average speed within
the selected observation time is above the threshold vobs,min and the average longitudinal and
average lateral acceleration are below the thresholds aX,obs,max and aY,obs,max. The resulting
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amount of observations is then split into 80 % training and 20 % testing data by random selection
of individual observations. The selected thresholds vobs,min, aX,obs,max and aY,obs,max can be used
as parameters to limit the datasets to certain circumstances.

The only pre-processing of the dataset is removing the moving average (detrending) of the
sensor signals. This allows for a focus on relevant oscillations of higher frequencies. Also due to
this focus, delaying the front wheel speed signals using the wheelbase and the vehicle speed to
match the rear wheel speed signals is not performed. A vehicle speed of 100 km

h with a sampling
frequency of 100 Hz results in a traveled distance of 27.8 cm per sample point. Therefore, both
signals could not be matched exactly for higher frequencies.

The training data is used to train the pipeline of feature extraction and classification as visualized
in Figure 4.3. The feature extraction process transforms the time-based sensor data of each
observation to a feature vector. These feature vectors are then classified. The trained pipeline
is applied to the testing data for assessing unknown data. Temporal relations of consecutive
observations of one measurement file can be accounted by post-processing of the apriori
classification result.

4.3 Hand-crafted Feature Generation for Shallow Ma-
chine Learning

This thesis uses two approaches for the generation of hand-crafted features for SML concepts.
One feature set consists of features of several domains (e.g. time domain or frequency domain).
Within this thesis, this feature set is called “manual features” and is described in Subsection 4.3.1.
The second feature set consists of FFT data points that are interpreted as features. Details on
the FFT feature set are explained in Subsection 4.3.2.

4.3.1 Manual Feature Generation

The approach of the manual feature generation is based on Merk [203] and Bykanov [204]. The
overall approach is presented by Zehelein et al. [120]. This section gives a brief introduction to
the calculated features. A summary is presented in Appendix B in Table B.1.

Every mathematical transformation of a vector or a matrix to a number can be interpreted as
a feature generation method [205, p. 90]. Therefore, there is a great number of methods for
manual feature generation in literature [205, p. 90]. Simple time domain-based features are
calculated for each signal such as the minimal or maximal value of a time signal. Statistic
properties such as the variance, skewness and kurtosis of each sensor signal are evaluated
and accounted as features. Frequency-domain characteristics such as the amplitudes and
locations of eigenfrequencies, or the signal energy within given frequency ranges or in the
vicinity of eigenfrequencies are also considered as features. But also more complex features
are calculated. An Auto-Regressive signal model (AR model) is a method for modeling and
predicting stochastic signals using linear combinations of former values of the corresponding
signal [206, p. 1]. An AR model is fitted to each sensor signal for each observation. The resulting
AR model coefficients capture the characteristics of the original signal and are interpreted as
features. The selected order of the AR model determines the resulting number of features and is
selected as ten in this thesis. An information theory-based feature is the signal entropy, which is
a measure of the average information content. There are different entropies such as the sample
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entropy, the log-energy entropy, the shannon entropy or the approximate entropy that are used
as features. Singular values of a matrix are also selected as features. A matrix that consists of
the time signal values of each sensor as columns is created for each observation. Calculating
the singular values of this matrix results in a number of features that is equal to the amount of
sensor signals. The manual feature set consists of 378 features.

4.3.2 FFT Data Points as Features

The manual feature set contains many frequency-based features. However, the generation of
these features requires expert knowledge e.g. in terms of selecting proper ranges for bandwidth
energies. Therefore, the question arises if it is sufficient to use the data points of the FFT of each
sensor signal as feature set. Even though this does not require any manual feature engineering,
it is not categorized as Representation Learning (RL) because the FFT is only a transformation
of data without any training phase.

Averaging of features was found to be beneficial for classification in [207, p. 5] and was confirmed
for FFT input data for the damper diagnosis by Werk [208, p. 58] and Trumpp [209, p. 42].
Therefore, each observation is divided into smaller segments. The FFT is then applied to
each segment and the resulting FFT data points are averaged across the segments of one
observation. This suppresses random feature values caused by noise in the logged data and
also reduces the amount of features. Both effects are especially important for the FFT feature
set because the fourier transformation generates a large number of features. This will result in
noisy features. The length of each segment as well as the overlap of the segments can be used
as tuneable parameters. A segment length of 128 time signal data points with 50 % overlap is
selected. Hereby, the FFT feature set for seven sensor signals with an FFT length of 128/2 = 64
datapoints for each signal consists of 7× 64= 448 features.

4.4 Automated Feature Generation using Represen-
tation Learning

Representation Learning (RL) reduces the manual effort for finding discriminative features. The
most common RL algorithm are Autoencoders [103, p. 4]. Therefore, this is one selected method
for automated feature generation that is evaluated in this thesis.

While the performance of Autoencoders is dependent on many hyperparameters, the feature
learning method Sparsefilter requires only one hyperparameter which is the number of features.
Due to this simplicity, Sparsefilters are the second automated feature learning method.

The presented approach is based on Werk [208] and Bykanov [204] and is presented by Zehelein
et al. [118]. The following two subsections summarize the presented methods starting with an
explanation of the theory followed by a description of the parameterization of the algorithm at
the end of each subsection.

4.4.1 Automated Feature Generation using Autoencoders

An Autoencoder, as shown in Figure 4.5, is a feed-forward neural network that is trained in an
unsupervised manner to reconstruct its input data at the output. Therefore the number of input
and output neurons is identical. The hidden layers of a typical under-complete Autoencoder
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generate a bottleneck to force an information compression.

Encoder
h = f (x )

Decoder
x̂ = g(h)

h1

h2

x2

x1

x3

x4

x̂2

x̂1

x̂3

x̂4

x

Input

x̂

Reconstruction

Figure 4.5: Visualization of an Autoencoder

An Autoencoder is a nonlinear generalization of the Principle Component Analysis (PCA) and
can be used for the reduction of data dimensionality [210, p. 1]. Using one hidden layer in
combination with a linear activation function of the hidden neurons and the mean squared error
LMSE as loss function results in learning the same subspace as a PCA [211, 212]. Adding a
nonlinear activation function to the output layer or adding additional components to the loss
function results in Autoencoder features that are different from the subspace of a PCA.

Vincent et al. [213] propose a layer-wise pre-training of an Autoencoder architecture that consists
of multiple hidden layers. The encoder part of the pre-trained network is then combined with a
classification stage. The resulting network is fine-tuned using a supervised learning criterion.
However, since this procedure combines feature extraction and classification in one combined
training phase, it is regarded as DL in this thesis.

The Autoencoder-based feature generation method in this thesis is based on the presented
approach of Zehelein et al. [118]. The Autoencoder is used for pure feature extraction and is
trained using an unsupervised input reconstruction criterion without supervised fine-tuning. The
Autoencoder feature set, consists of the generated values at the middle hidden layer of the
trained Autoencoders.

The following paragraphs summarize the mathematical background of the Autoencoder based
on [118] for one hidden layer. A more detailed description can be found in [103, chapter 14].

The hidden layer’s activation h is based on the input vector x by

h = f (x ) = f ′
�
W (1) x + b(1)

�
(4.1)

with the activation function f ′(.), the encoder weight matrix W (1) and the encoder bias vector
b(1). Similarly, the reconstruction x̂ of the input vector is calculated by

x̂ = g(h) = g ′
�
W (2) h+ b(2)

�
(4.2)

using the decoder activation function g ′(.), the decoder weight matrix W (2) and the decoder
bias vector b(2). The loss function of the training data matrix X = [x 1, x 2, ..., x N ] of N training
observations and its reconstruction X̂ is calculated by

L
�
X , X̂

�
= LMSE +λ LL2

+ β LSparse (4.3)

and consists of the mean squared reconstruction error LMSE, an L2-weight regularization error LL2

as well as a sparsity regularization term LSparse. The weighting is adjustable using the L2-weight
regularization coefficient λ and the sparsity regularization coefficient β . The mean squared
reconstruction error for the training data matrix X with an observation dimension x ∈ RK is
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calculated by

LMSE(X , X̂) =
1
N

N∑
n=1

K∑
k=1

�
xk,n − x̂k,n

�2
(4.4)

with the element xk,n in the k-th row and n-th column of X . The L2-weight regularization prevents
overfitting caused by an excessive growth of the internal weights of the Autoencoder. The
corresponding loss term is calculated by

LL2
=

1
2

D∑
d=1

K∑
k=1

w2
d,k (4.5)

with the number of neurons D in the hidden layer and the element wd,k in the d-th row and k-th
column of the weight matrix W . Sparsity improves the performance of an Autoencoder [214,
p. 2]. The sparsity regularization term enforces a specific activation of each neuron across all
observations. Therefore, the average activation ρ̂d of the d-th neuron is calculated by

ρ̂d =
1
N

N∑
n=1

f ′
�
w T

d x n + bd

�
. (4.6)

The average neuron activation is interpreted as Bernoulli random variable with mean ρ̂d . The
sparsity regularization term is the Kullback-Leibler (KL) divergence of ρ̂d to a Bernoulli random
variable with the mean of the desired neuron activation ρ [215, p. 15] and is calculated by

LSparse =
D∑

d=1

DKL (ρ||ρ̂d) (4.7)

=
D∑

d=1

ρ log
�
ρ

ρ̂d

�
+ (1−ρ) log

�
1−ρ
1− ρ̂d

�
. (4.8)

The focus of Zehelein et al. [118] is the analysis of the suitability of Autoencoder features for
diagnosing damper defects. Therefore, the parameters of the overall approach regarding different
variants of the sensor signal fusion, pre-processing of input data as well as the Autoencoder
network configuration itself are analyzed. The performance indicator is the classification accuracy
on the testing dataset using a linear SVM.

Raw time signal sensor data as well as FFT data are used as input data for the Autoencoders in
[118]. Using FFT input data outperforms raw time signals. Therefore, this thesis uses FFT data
as input data for the Autoencoders. The segmentation parametrization of the FFT generation is
identical to the generation of FFT features in Subsection 4.3.2.

Four different variants for sensor fusion of the seven sensor signals are evaluated in [118].
Training one single Autoencoder for all sensor signals increases the amount of training data for
the Autoencoder and leads to the best performance in [118]. Within this thesis, one individual
Autoencoder is trained for each sensor signal because this enables the analysis of the importance
of the sensor signals at a later point in this thesis. The performance of this sensor fusion method
is in a similar range compared to training one single Autoencoder for all sensor signals in [118].

The Autoencoder network configuration analysis in [118] shows that adding more hidden layers
does not increase the overall classification performance. All network configurations result
in a comparable accuracy on the test dataset when using FFT input data. Therefore, each
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Autoencoder is set up to have one hidden layer with 50 neurons that generates 50 features
per sensor signal. This results in 350 features. The hyperparameters regarding sparsity and
L2-weight regularization are optimized using a Bayesian optimization with 100 iterations.

4.4.2 Automated Feature Generation using Sparsefilters

Sparsefilters were invented by Ngiam et al. [216] based on their critique that many feature
learning algorithms consist of a high number of hyperparameters. Therefore, Sparsefilters
consist of only one parameter: the amount of generated features.

Sparsefilters transform input data into a feature representation using a simple matrix multiplication
F = W X . The weight matrix W is selected so that the feature matrix F shows population sparsity
while enforcing high dispersal [216, p. 3]. The mathematical description of these properties is
explained in the following paragraphs based on [216] and the summary presented by Zehelein
et al. [118]. A detailed analysis of Sparsefilters can be found in [217].

High dispersal requires each feature to be equally active across all observations. This property
can be implemented into a mathematical optimization by a L2-normalization of the j-th feature
(row) vector f ( j) across all observations with

ef ( j) = f ( j)���� f ( j)
����

2

. (4.9)

Population sparsity requires that each observation (column) vector x i is represented only by few
active elements in its corresponding feature vector f i. Therefore, the resulting features from
Equations (4.9) are L2-normalized per observation

bf i =
ef i���
���ef i

���
���
2

. (4.10)

Finally, the weight matrix W is selected to minimize the sum across all N observations of the
L1-norm of these normalized features with

min
W

N∑
i=1

���
���bf i

���
���
1
=min

W

N∑
i=1

�������

�������
ef i���
���ef i

���
���
2

�������

�������
1

. (4.11)

The suitability of Sparsefilter features for damper defect detection is analyzed by Zehelein et al.
in [118], identically to the Autoencoder analysis in Subsection 4.4.1. Using detrended time
signal input data outperforms FFT input data. The best sensor fusion method is one single
Sparsefilter for all signals. However, due to the named aspects in Subsection 4.4.1, an individual
Sparsefilter is trained for each sensor signal in this thesis. Segmentation of the time signal
input data improves the classification accuracy. Hereby, the input data of one observation is
split into multiple segments. The Sparsefilter is then applied to each segment individually and
the resulting features are averaged across all segments of one observation. The number of
generated features is set to 50 per sensor signal. This results in a feature set of 350 features.
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4.5 Feature Reduction and Feature Importance Quan-
tification

Feature reduction addresses the problem that using many features is not necessarily beneficial
for a classifier’s performance. This behavior is also called the curse of dimensionality [104,
pp. 33-38, 218]. There is a large variety of methods to find the best discriminative features as
shown in the survey papers [219, 220, 221, 222]. Feature selection methods can be categorized
based on their search strategy into filter, embedded and wrapper methods [222, p. 10]. Filter
methods generate an index for the discriminative power of each feature that is often based
on statistics or mutual information criteria. The result is independent from the type of the
used classifier and the process of filtering is fast. However, dependencies and correlations
of features are not considered. Embedded methods use built-in characteristics of classifiers
to quantify the discriminative power of features (e.g., the path length of a decision tree or the
corresponding weight within a linear SVM). Only some specific classifiers generate an internal
ranking of the features, and the results depend on the employed classifier. Wrapper methods
use a performance score for quantifying the discriminative power of the employed feature
subset. Varying the employed feature subset allows an importance ranking of features. Wrapper
methods tend to use excessive computation power [222, pp. 10-11] but are said to lead to a
better performance than filter methods [220, p. 2].

The classification performance is analyzed using wrapper methods because of their ability
to find better feature subsets compared to filter methods and their ability to be used with all
types of classifiers. While wrapper methods are inappropriate for large datasets, applying these
methods is computationally possible for the dataset within this thesis. The quantification of
the discriminative power of features is conducted using the Fisher score. Both methods are
explained in the following sections.

4.5.1 Recursive Feature Elimination

The Recursive Feature Elimination (RFE) algorithm is a wrapper method that is proposed in
[223, pp. 6-7]. The following algorithm is implemented for a backwards features elimination:

1. Train the classifier based on the initial feature subset and compute the misclassifi-
cation rate of the trained classifier on a validation dataset

2. Remove one feature from the initial feature set
3. Train the classifier on the reduced feature subset and compute the misclassification

rate
4. Repeat step 2 and 3 until each feature has been deactivated once
5. Remove the feature that results in the lowest performance score. This is the least

important feature of the current feature subset in step 1
6. Repeat the whole process beginning from step 1

Instead of removing one feature, it is also possible to remove multiple features at a time (e.g. all
features of a specific feature extraction method from Table B.1). Hereby it is possible to rank the
importance of feature extraction methods as well as the importance of different sensor signals.
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4.5.2 Fisher score

The Fisher score is a widely used feature selection criterion for supervised learning approaches
[224, p. 1]. It quantifies the ratio of between-class and within-class distance of the feature space
and is calculated for the j-th feature to [224, p. 2]

f j =

∑c
k=1 nk

�
µ

j
k −µ j

�2

∑c
k=1 nk

�
σ

j
k

�2 (4.12)

with the number of classes c, the amount of observations nk for the class k, the mean feature
value µ j

k and the variance σ j
k of the j-th feature for observations of class k as well as the mean

feature value µ j of the j-th feature of the complete dataset. The Fisher score is high for features
with a high discriminative power (e.g. a high mean distance of data points between classes and
a small variance of data points within one class).

This simple version of the Fisher score does not account for correlations of features or synergy
effects by combination of features. Therefore, the Fisher score is only employed to quantify the
importance of single features within this thesis.

4.6 Shallow Classification Methods

The final step for assessing the damper health state is the actual classification. This section
briefly describes the employed supervised and unsupervised learning approaches for Shallow
Machine Learning (SML) and Representation Learning (RL) feature sets.

4.6.1 Shallow Supervised Learning Methods for Classification

While there exist various supervised learning algorithms in literature [225, p. 2, 114, p. 2], the
choice of an algorithm is often less important than parameter tuning [226, p. 68]. Since the focus
of this thesis is the analysis of the suitability of the overall machine learning approaches for
damper diagnosis, a single shallow supervised learning algorithm is selected for comparison
of the SML and RL feature sets. Neural Networks (NNs), decision trees, KNN and SVM [147]
are common representatives for supervised classification [226, p. 58]. NNs are said to produce
more compact classifiers than SVMs [104, p. 226]. However, the training of a SVM is a convex
optimization and is therefore faster than the nonconvex training of a NN [104, p. 226]. Since this
thesis is not about the actual implementation of a classifier and deep NNs will be investigated
in Subsection 4.7.1, NNs are not considered for classifying SML and RL features. Various
configurations of decision trees, KNN and SVMs were tested for the damper diagnosis approach
by Merk [203, p. 57]. A SVM using a linear kernel showed the best performance. Therefore, a
SVM using a linear kernel is employed as supervised learning classifier for the comparison of
the suitability of SML and RL features.

The overall process of classifying the generated feature sets is based on Merk [203] and Werk
[208] and is presented by Zehelein et al. [120] for the manual feature set from Subsection 4.3.1
and in [118] for the FFT feature set (Subsection 4.3.2) as well as for the RL feature sets using
Autoencoder (Subsection 4.4.1) and Sparsefilters (Subsection 4.4.2).

The following paragraphs present a summary of the mathematics of a SVM. A detailed description
can be found in [147] and [104, chapter 7].
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The basic SVM classification problem for a feature vector x is formulated as linear model.
Because the dataset might not be linearly separable, the feature input vector x is transformed
into a higher feature space using a transformation φ(x ). The classification problem is then
formulated as [147, p. 10, 104, p. 326]

f (x ) = w T φ(x ) + b (4.13)

with the weight vector w T and the bias b. The training process of the SVM aims to find a
hyperplane w T

0 φ(x ) + b0 = 0 that separates the training observations with maximal distance of
the nearest observation of the training data to the optimal hyperplane [147, p. 6]. The training
dataset consists of N observations. A certain amount of misclassifications of the training
observations x i with the corresponding true class label yi ∈ {−1, 1} is possible due to introducing
a slack variable ξi ≥ 0 [147, p. 8, 104, p. 331]. The optimization is then subjected to [147, p. 8,
104, p. 332]

�
w T φ(x i) + b

�
yi ≥ 1− ξi. (4.14)

The distance of the nearest observation to the optimal hyperplane is maximized by minimizing
||w ||2. Incorporating a trade-off of misclassifications leads to [147, p. 9, 104, p. 332]

min
W

�
C

N∑
i=1

ξi +
1
2
||w ||2

�
(4.15)

with the parameter C as a trade-off between misclassifications of the training dataset and model
complexity [104, p. 332, 227, p. 11]. Expressing the weight vector as linear combination of the
training data observations [147, p. 10, 104, p. 328]

w =
N∑

i=1

ai yiφ(x i) (4.16)

with the weights ai, and introducing the kernel function k(x i , x ) = φ(x i)T φ(x ) changes the initial
classification problem in Equations (4.13) to [104, p. 329]

f (x ) =
N∑

i=1

ai yi k(x i , x ) + b. (4.17)

The Lagrangian form of the optimization problem in Equations (4.15) can then be formulated as
the maximization problem [104, p. 333]

max
a

� N∑
i=1

ai −
1
2

N∑
i=1

N∑
m=1

ai am yi ym k(x i , x m)

�
(4.18)

with respect to a = (a1, ..., aN )
T , subjected to the constraints

0≤ ai ≤ C (4.19)
N∑

i=1

ai yi = 0. (4.20)

Due to the classification task in this thesis being a multiclass-classification, several SVMs are
trained in a one-vs-all fashion.
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4.6.2 Shallow Unsupervised Learning Methods for Novelty Detection

The terms novelty detection, anomaly detection and outlier detection are often used interchange-
ably [228, p. 3]. However, Géron states that, in contrast to anomaly detection, novelty detection
algorithms are trained on a clean dataset without outliers [229, p. 267]. Novelty detection
methods are often similar or identical to anomaly detection methods [230, p. 3]. According to
Chandola et al., “anomaly detection refers to the problem of finding patterns in data that do not
conform to expected behavior” [230, p. 1], while novelty detection “aims at detecting previously
unobserved (emergent, novel) patterns in the data” [230, p. 3]. Markou and Singh describe
novelty detection as the ability “to differentiate between known and unknown object information
during testing” [231, p. 1] and Pimentel et al. define novelty detection “as the task of recognising
that test data differ in some respect from the data that are available during training” [228, p. 2].
Within this thesis, damper defects shall be detected during the testing of a ML system without
any information on these defects within the training data. Therefore, this thesis will use the
phrase “novelty detection”.

The lack of information about damper defects within the training necessitates the use of un-
supervised learning methods. Shallow unsupervised learning approaches are often similar to
supervised learning methods because unsupervised learning can be conducted as one-class
classification [232, 228, p. 2].

Several review papers exist for novelty, anomaly and outlier detection [228, 230, 231, 233,
234, 235]. 14 different algorithms are tested on 15 different datasets in [234] with regard to
the classification performance and implementation details such as training time and memory
usage. The authors state that overall an Isolation Forest (IF) is the best algorithm. However,
investigating the classification performance more closely reveals that there is no algorithm that
outperforms the other algorithms.

The approach in this thesis is based on Schuck [236] and the results are presented by Zehelein
et al. in [119]. Four common unsupervised learning algorithms are evaluated in [119] for damper
diagnosis. The algorithms Angular-Based Outlier Detection (ABOD), k-Nearest Neighbors (KNN),
Local Outlier Factor (LOF) and One-Class Support Vector Machine (OCSVM) are tested on the
SML and RL feature sets as described in Section 4.3 and 4.4. The influence of different scaling
methods is also evaluated in [119]. The following paragraphs summarize the results of [119] and
describe the unsupervised learning method that is employed in this thesis.

FFT, Autoencoder or Sparsefilter feature sets in combination with the nearest neighbor algo-
rithms LOF, KNN or ABOD lead to a robust performance with regard to the selected feature
scaling method. Using the manual feature set leads to a larger performance variation for each
classification algorithm across the different scaling methods. Using a scaling algorithm that
transforms the distribution of each feature across the dataset to a Gaussian distribution shows
competitive results for each combination of feature set and classification method.

The OCSVM leads to the most unrobust performance regarding different feature sets. The
nearest neighbor algorithm’s performance (ABOD, KNN and LOF) is similar for different feature
sets. The LOF shows the most competitive performance across the four feature sets. Therefore,
this thesis uses the LOF algorithm as unsupervised learning method for SML and RL approaches.

The LOF algorithm was first presented by Breunig et al. [237]. Its novelty score is calculated as
the ratio of the datapoint-density in the area of the newly considered observation relative to the
point-densities of its k neighbors within the hyper-dimensional feature space. The algorithm’s
mathematical background is summarized in the following paragraphs as presented in [119].
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Nk(p) is the k-distance neighborhood of an observation p and contains every observation vector
whose distance to p is less than or equal to Dk(p). Dk(p) is the distance of p to its k-th nearest
neighbor. The reachability distance of an observation p with respect to an observation o is
defined as

reach-distk(p, o) =max
�
Dk(p), d(p, o)

�
(4.21)

with the vector distance d(p, o) between two observations p and o. This distance is selected
as Euclidean distance within this thesis. The local reachability density of an observation p is
defined as

lrdk(p) =

�∑
o∈Nk(p)

reach-distk(p, o)

|Nk(p)|

�−1

(4.22)

with the number of elements |Nk(p)| in the k-distance neighborhood of p. The local outlier factor
of an observation p is then defined as

LOFk(p) =

∑
o∈Nk(p)

lrdk(o)
lrdk(p)

|Nk(p)|
. (4.23)

Due to the results in [119], the number of neighbors is selected as k = 2.

4.7 Deep Learning Methods

One of the main arguments for deep architectures can be derived from logical circuits: A function
can be more compact when it is sufficiently deep compared to an architecture that is insufficiently
deep [154, p. 16]. Various Deep Learning (DL) methods exist for time series classification. Fawaz
et al. [238, p. 12] categorize methods into discriminative and generative methods. Discriminative
methods are further divided into models that are based on hand engineered features and end-to-
end learning methods [238, p. 13]. Because the first category would only be a substitute for a
shallow classifier from Subsection 4.6.1, only end-to-end learning methods are considered as
DL methods in this thesis. Generative methods are said to learn a representation of the time
series in an unsupervised manner first [238, p. 12]. Autoencoders are typical representatives of
this class and are evaluated in Subsection 4.7.2.

4.7.1 Supervised Deep Learning Methods for Classification

Some of the most frequently used DL architectures for supervised learning are Convolutional
Neural Networks (CNNs), Deep Belief Networks (DBNs) and Recurrent Neural Networks (RNNs)
[117]. CNNs are the most frequently-used representatives for supervised end-to-end time series
classification [238, p. 14]. CNNs are also the prevailing DL model for prognostics and health
management using vibration data [239, p. 6]. CNNs leverage the concepts of sparse interactions
and shared parameters. Both ideas reduce the amount of parameters of a network [103, pp. 330-
331]. Sparse interactions additionally reduce the number of mathematical operations within a
network [103, pp. 330-331].

Research in the area of CNNs is progressing rapidly [103, p. 327]. However, there are no
applications of CNNs in the area of health monitoring for an automotive chassis system yet.
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Therefore, they are applied in this thesis for damper diagnosis.

Figure 4.6 shows a simple CNN architecture. A convolutional layer generates new feature maps
by sliding its kernel of the size e × e × nInput across the input data. The third dimension of the
convolutional kernel is the size of the third dimension of the input of the convolutional kernel and
is therefore not considered as tuning parameter in this thesis. The value of a feature map at the
corresponding location is the result of a convolutional operation of the windowed input data and
the kernel weights. The convolutional layer is followed by a pooling layer. The two-dimensional
pooling kernel of size p× p is moved across each input feature map and a statistical quantity
(typically the mean or the maximum value) of the pooling kernel’s input is the resulting value
of the pooling layer at the corresponding position. This operation adds local invariance of the
features and reduces the size of the feature maps [240, p. 7]. Local invariance is desirable
because in many cases the pure existence of patterns in the input data is more important than
its exact location within the input data [103, p. 336].

Figure 4.6: Visualization of a Convolutional Neural Network (CNN), based on [240, p. 6], created with
[241]

Because CNNs emerged from image classification [154, p. 44], time series data is often trans-
formed to a two-dimensional image and is then classified. Therefore, there are various pre-
processing methods for time series data into a two-dimensional representation to be used as
input data for a CNN. This includes transforming time series data to a simple gray-scale image
[131, 242, 243], using time-frequency analyses such as STFT [244] or WT [127, 128, 245],
as well as transformations such as Recurrence Plots (RPs) [246] or Gramian Angular Fields
(GAFs) [247, 248]. But also one-dimensional time series data representations are used as input
data for CNNs such as using raw signal data [249, 250, 251] or FFT frequency analysis [133].
Therefore, several pre-processing methods for the input data of a CNN are analyzed regarding
their suitability for damper diagnosis by Hemmert-Pottmann [252] and are presented by Zehelein
et al. [121]. The corresponding software as presented in [121] is publicly available in [253]. The
approach is summarized in the following paragraphs.

Input data that results from the following pre-processing methods is analyzed in [121]:

• raw sensor data (one-dimensional)
• detrended sensor data (one-dimensional)
• detrended sensor data with additional scaling (one-dimensional)
• detrended sensor data that is transformed using a FFT (one-dimensional)
• detrended sensor data that is transformed to a grayscale image (two-dimensional)
• detrended sensor data that is transformed using a STFT (two-dimensional)
• detrended sensor data that is transformed using GAFs (two-dimensional)
• detrended sensor data that is transformed using RPs (two-dimensional)
• detrended sensor data that is transformed using a WT (two-dimensional)
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Using FFT or STFT pre-processed input data results in the best performance with about 90 %
classification accuracy in [121]. Therefore, these methods were selected for further investigation
of the architecture of the CNN as well as an analysis of the learned kernel weights. Using
detrended time series input data results in about 80 % classification accuracy. To gain further
insights on the performed analyses of a CNN, detrended time series input data was also selected
for further analysis.

A parameter variation of the network architecture for the three different types of input data was
performed as next step in [121]. The network depth as number of consecutive combinations
of Convolution/Pooling-layers d, the kernel size of the convolutional layer e and the size of the
pooling layer’s kernel p were varied. The impact of these variations on the classification accuracy
was studied and relations to physical aspects of the input data are stated. These statements
regarding physical aspects are further substantiated on the basis of an investigation of the kernel
weights. The results of the investigation of the kernel weights and the accuracy of the CNN using
this thesis’ dataset are presented in Subsection 5.3.3.

4.7.2 Unsupervised Deep Learning Methods for Novelty Detection

The following paragraph discusses existing concepts of unsupervised deep learning methods
for novelty detection. One suitable approach is selected, different versions of this approach are
introduced and one specific method is identified for the evaluation in this thesis.

Chalapathy and Chawla [254] present a survey of deep learning anomaly detection methods.
They categorize existing techniques into semi-supervised, unsupervised and hybrid methods
as well as One-Class Neural Networks (OCNNs) [254, p. 6]. Hybrid methods are combinations
of feature extractors (e.g. an Autoencoder) and a shallow classifier (e.g. an OCSVM) as
performed in [255]. Within this thesis, such an approach is categorized as RL and therefore not
considered as DL. Unsupervised deep architectures rely on detecting intrinsic properties of the
available data. Autoencoders are said to be the core of unsupervised deep learning techniques
[254, p. 6]. Semi-supervised methods are trained on only one class under the assumption of
no outliers or novelties within the training dataset. Common semi-supervised methods are
also Autoencoders. Unsupervised and semi-supervised methods are conceptually identical for
novelty detection with the assumption of the availability of one class as training data. OCNNs
combine the feature extraction of deep architectures with the one-class classification approach
(e.g. of an OCSVM). Chalapathy et al. [256] present an OCNN and Ruff et al. [257] present
a deep Support Vector Data Description (SVDD) method. Both concepts are a consequent
realization of a deep architecture for anomaly detection because they directly incorporate an
anomaly training objective for finding a hyperplane that separates the training observations
from the origin in space. However, investigating the performance in [256, p. 11] shows that
an Autoencoder performs better than the OCNN and the deep SVDD. Due to the mentioned
circumstances regarding labels and the current state-of-the-art in the area of OCNN and deep
SVDD, Autoencoders are chosen as representative for the unsupervised deep learning methods
for novelty detection.

As presented in Subsection 4.4.1, an Autoencoder is trained to reconstruct the input data. The
coding in the middle layer was used as features for SML in Subsection 4.4.1. In this section, the
Autoencoder is used in its intended manner and the input data is reconstructed based on the
coding in the middle layer. The reconstruction error can then be used as a measure of novelty of
the processed observation. However, various versions of the specific network architecture and
training goals of an Autoencoder exist. Common versions are briefly presented in the following
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paragraphs and one specific Autoencoder version is selected for the analysis in this thesis.

To ensure the learning of efficient representations, under-complete bottleneck architectures are
typically chosen [258, p. 7]. Hereby, a data compression of the coding in the middle layer of the
Autoencoder is ensured. Increasing the number of hidden layers leads to a Stacked Autoencoder
(SAE).

In contrast to an under-complete Autoencoder, an over-complete Autoencoder consists of more
neurons in the middle layer compared to the input layer. Learning of an identity transforma-
tion from input to output would be mathematically possible [258, p. 7]. Adding noise to the
input data and reconstructing the original noise-free input data prevents learning of an identity
transformation and leads to a Denoising Autoencoder (DAE).

An and Cho [259] propose using a Variational Autoencoder (VAE) for anomaly detection that
was first introduced by Kingma and Welling [260]. In contrast to a traditional Autoencoder, a
VAE is based on a probabilistic model and provides a reconstruction probability rather than a
reconstruction error [259, p. 2]. VAEs are stated to be an ideal method for anomaly detection in
noisy environments [18, p. 20].

Under-complete SAE, over-complete DAE and VAE are evaluated for damper fault detection
by Trumpp [209]. VAE lead to the best diagnosis performance and are therefore selected as
unsupervised deep learning architecture in this thesis.

Figure 4.7 visualizes the general structure of a VAE. The encoder models the parameters of the
distribution of a probabilistic latent variable z based on the input data x . The decoder models
the probabilistic generation of the reconstructed input data based on a sampled instance of the
latent variable z. A good mathematical introduction to VAEs is provided in [261, chapter 2] and
is summarized in the following paragraphs.
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Figure 4.7: Visualization of the network architecture of a Variational Autoencoder (VAE), based on [209,
p. 35]

The log-probability that is assigned by a model to the dataset D, under the assumption of
independently and identically distributed observations x , is given by [261, p. 10]

log pθ (D) =
∑
x∈D

log pθ (x ) (4.24)

with the parameters θ . The marginal probability of one observation can be expressed based on
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the latent variable z by [261, p. 12]

pθ (x ) =

∫
pθ (x , z)dz =

∫
pθ (z) pθ (x |z)dz (4.25)

with the so called prior probability distribution pθ (z) and the conditional probability distribution
pθ (x |z). The VAE encoder models the so-called approximate posterior qφ(z|x ). Therefore, the
encoder’s parameters φ are optimized so that the approximate posterior qφ(z|x ) matches the
true (but intractable) posterior pθ (z|x ) [261, p. 15]. For any choice of distribution for qφ(z|x ), the
log-probability of a single observation can be expressed as [261, p. 18]

log pθ (x ) = Eqφ(z|x )

�
log

�
pθ (x , z)
qφ(z|x )

��

︸ ︷︷ ︸
Lθ ,φ(x )

+Eqφ(z|x )

�
log

�
qφ(z|x )
pθ (z|x )

��

︸ ︷︷ ︸
DKL(qφ(z|x )‖pθ (z|x ))

(4.26)

with the so-called Evidence Lower Bound (ELBO) Lθ ,φ(x ) and the Kullback-Leibler (KL) diver-
gence DKL

�
qφ(z|x )‖pθ (z|x )

�
between qφ(z|x ) and pθ (z|x ). The KL divergence is a measure of

how different one probability distribution is from a second probability distribution [262, p. 1]. Be-
cause the KL divergence is always non-negative, the ELBO is a lower bound of the log-likelihood
of a single observation in Equations (4.26) [261, p. 18, 263, p. 18]. Therefore, maximizing the
ELBO Lθ ,φ(x ) with respect to its parameters θ and φ optimizes two things [261, p. 19]: On the
one hand, it maximizes the marginal likelihood pθ (x ) and hereby improves the model. On the
other hand, it minimizes the KL divergence between the approximate posterior qφ(z|x ) and the
true posterior pθ (z|x ) and hereby improves the encoder model.

The ELBO can further be expressed as [260, p. 3]

Lθ ,φ(x ) = Eqφ(z|x )

�
log

�
pθ (x , z)
qφ(z|x )

��
(4.27)

= Eqφ(z|x )
�
log pθ (x , z)− log qφ(z|x )

�
(4.28)

= Eqφ(z|x )
�
log pθ (z) + log pθ (x |z)− log qφ(z|x )

�
(4.29)

= Eqφ(z|x ) [log pθ (x |z)]− DKL

�
qφ(z|x )‖pθ (z)

�
(4.30)

For the optimization of the ELBO it is necessary to calculate the gradient ∇θ ,φLθ ,φ(x ) with
respect to the parameters θ and φ. A Monte Carlo estimator could be calculated for the
gradient ∇θLθ ,φ(x ) with respect to θ [261, p. 20]. However, this is not possible for the gradient
∇φLθ ,φ(x ) with respect to φ because the expected value in Equations (4.30) is taken with
respect to the approximate posterior qφ(z|x ), that is dependent on φ [261, p. 20]. Therefore, a
reparametrization trick of the latent variable is conducted. The latent variable z is expressed as
a transformation v(.) of another random variable ε by [261, p. 20]

z = v(ε,θ , x ). (4.31)

Hereby, the expected value from Equations (4.30) changes to being taken with respect to the
probability distribution p(ε) and the ELBO from Equations (4.30) can be expressed as [264,
p. 11, 261, p. 34]

Lθ ,φ(x ) = Ep(ε) [log pθ (x |z)]− DKL

�
qφ(z|x )‖pθ (z)

�
. (4.32)
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A Monte Carlo estimator L̃θ ,φ(x ) for Equations (4.32) using a sampled ε(l) is given by [260, p. 4]

ε(l) ∼ p(ε) (4.33)

z(l) = v(ε(l),θ , x ) (4.34)

L̃θ ,φ(x ) = −DKL

�
qφ(z|x )‖pθ (z)

�
︸ ︷︷ ︸

Regularization term

+
1
L

L∑
l=1

log pθ (x |z(l))
︸ ︷︷ ︸

Negative reconstruction error

(4.35)

with the number of drawn samples L. The optimization objective of a VAE is the maximization
of the ELBO in Equations (4.35) [261, p. 16]. Therefore, both terms need to be expressed
further. The first term, the KL divergence DKL

�
qφ(z|x )‖pθ (z)

�
, acts as a regularization term

and can be calculated analytically for some specific probability distributions. The approxi-
mate posterior qφ(z|x ) can be chosen arbitrarily and is parameterized by the output of the
encoder neural network. It can for example be chosen as an isotropic Gaussian distribution
qφ(z|x ) = N (z;µz , diag(σ2

z)). This leads to the following interpretation of the encoder output
variables [261, p. 16]

(µz , log σz) = EncoderNeuralNetφ(x ). (4.36)

Selecting the prior distribution as an isotropic Gaussian distribution with zero mean and identity
variance pθ (z) =N (z; 0, I) leads to a KL divergence DKL

�
qφ(z|x )‖pθ (z)

�
that can be calculated

analytically by [260, p. 10, 264, p. 9]

DKL

�
qφ(z|x )‖pθ (z)

�
= −1

2

dim(z)∑
i=1

�
1+ log

�
σ2

z,i

�
−µ2

z,i −σ2
z,i

�
. (4.37)

The second term of Equations (4.35) is the conditional log-probability of the input data x under
the condition of a sampled z(l) and acts as a negative reconstruction error. Selecting L = 1
is sufficient according to [260, p. 4]. The probability distribution pθ (x |z(l)) should be selected
in accordance to the form of the input data [260, p. 5]. For continuous input data, selecting a
Gaussian probability distribution pθ (x |z(l)) =N (x ;µx̂ , diag(σ2

x̂ )) is suggested with

(µx̂ , log σ x̂ ) = DecoderNeuralNetθ (z
(l)). (4.38)

This results in the log-probability [265, p. 110]

log pθ (x |z(l)) =
dim(x )∑

i=1

log


 1Ç

2πσ2
x̂ ,i

exp


−

�
x i −µx̂ ,i

�2
2σ2

x̂ ,i




 (4.39)

In accordance with [259], the log-reconstruction probability pθ (x |z(l)) from Equation 4.39 is used
as novelty score in this thesis.

4.8 Evaluation Metrics

This section describes evaluation metrics for supervised and unsupervised learning concepts
in Subsection 4.8.1 and 4.8.2. The investigation of this thesis shall enable a quantitative
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comparison of both concepts. Therefore, a common metric for both is required. It shall account
for the additional information regarding the type of failure that is available by supervised learning
methods. A suited common evaluation metric is presented in Subsection 4.8.3.

4.8.1 Performance Metrics for Supervised Learning

Various performance metrics exist for classification tasks [266]. Many essential metrics can
be derived from the Confusion Matrix (CM) that is indicated for a binary classification task in
Table 4.1.

Table 4.1: Confusion Matrix

Predicted Class
Negative Positive

True
Class

Negative (N) True Negatives (TN) False Positives (FP)
Positive (P) False Negatives (FN) True Positives (TP)

The most frequently used metric is the accuracy that is calculated by

Accuracy=
TP+ TN

TP+ TN+ FP+ FN
. (4.40)

Besides from accuracy, commonly used metrics are Precision = TP
TP+FP , Recall = TP

TP+FN and
F-Score = PrecisionRecall

Precision+Recall [267, p. 1]. Precision is a measure of the correctness of a specific
predicted class. Recall measures the ability to detect a specific class and F-Score is the
harmonic mean of these quantities. For multi-class classification, these measures can be
calculated by macro- or micro-averaging [266, p. 4]. Macro-averaging calculates the metric
for each class and averages the class-specific measures across all classes. Micro-averaging
accumulates the counts (TP, TN, FP, FN) and calculates the measure out of these cumulative
counts. Accuracy is identical for micro- and macro-averaging. Sokolova and Lapalme [266]
analyze invariance properties of 24 metrics regarding changes in the CM. Each invariance
property can be beneficial or disadvantageous, depending on the context of the classification
task. Accuracy is a robust measure for the overall performance of an algorithm [266, p. 8].
Therefore, the accuracy is the performance measure for supervised learning classification within
this thesis. A balanced dataset with an equal number of observations for each class is generated.

4.8.2 Performance Metrics for Unsupervised Learning

Most unsupervised learning methods result in a continuous novelty score instead of a binary label
of consisting to a specific class [268, p. 1]. Comparing the novelty scores of the observations
of a dataset with a given threshold would result in a CM and the accuracy could be calculated.
However, the resulting CM as well as the accuracy would change with altering the threshold,
even though the classifier’s performance remains unchanged. Therefore, a metric is required
that is independent from this threshold [268, p. 2].

The most popular performance measure of outlier detection methods is the Receiver Operating
Characteristic (ROC) and its Area Under Curve (AUC) [269, p. 3, 270, p. 1] as visualized in
Figure 4.8. The ROC is a plot with the TruePositiveRate(TPR) = Recall = TP

Positive(P) on the y-axis

and the FalsePositiveRate(FPR) = FP
Positive(P) on the x-axis [271]. Selecting one specific threshold

for the comparison of the novelty score results in a single point in the ROC plot. Plotting the
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resulting points for all possible selections of the threshold leads to a characteristic curve of the
investigated classifier. A perfect classifier results in a curve that reaches the top left corner of
the ROC plot with an AUC of 1. A classification by chance results in a curve from the lower left
to the top right corner in the ROC with an AUC of 0.5. The probabilistic interpretation of the AUC
is the probability that a randomly chosen observation of the (unknown) outlier class has a higher
novelty score than a randomly chosen observation of the (known) normal class [272, p. 2]. The
AUC is the preferred performance measure for unsupervised learning classification within this
thesis because it describes the classifier’s performance in a single quantity.

TPR

FPR0 % 100 %

100 %

AUC

Figure 4.8: ROC curve and AUC

4.8.3 Comparability of Performance Metrics

As shown in Subsection 4.8.1 and 4.8.2, the preferred performance metrics are different for
supervised and unsupervised learning. However, the scope of this thesis is the quantitative com-
parison of supervised and unsupervised learning methods and therefore a common performance
metric is required.

Transforming the AUC to an accuracy by selecting a specific threshold for the novelty scores limits
the significance of the insights regarding the performance of unsupervised learning concepts.
Huang and Ling [273, p. 11] state that AUC is a better measure than accuracy. Therefore, an
extension of the AUC for multi-class classification approaches is used as performance metric for
the quantitative comparison of supervised and unsupervised learning methods. A great variety
of extensions of the AUC to the multi-class case exists but there is no performance indicator that
is superior in its behavior [274].

Hand and Till [270] present an extension of the AUC to multi-class classification problems. The
basis of their approach is the pairwise comparison of the assigned probability (or score) for each
observation of belonging to a class i compared to belonging to class j. Hereby, the classifier’s
ability to distinguish classes is taken into account even if the overall correct classification rate
may be small [270, p. 6]. Sampat et al. [274] compare the approach of Hand and Till with
other multi-class performance indicators. The major drawback of Hand and Till’s approach is
that no deeper insight regarding the discrimination of certain classes is provided [274, p. 12].
However, other performance indicators generate multiple performance measures and therefore
do not allow for an easy comparison based on a single quantity. Despite the shown drawbacks
in [274], Hand and Till’s extension is stated as the most noteworthy extension of an ROC to
multi-class problems in [275, p. 131]. Fawcett [271, p. 12] states that the extension of Hand and
Till is well justified and is insensitive to unbalanced datasets. For the binary classification case,
it reduces to the standard form of the AUC [270, p. 15]. Therefore, Hand and Till’s so-called
M -value is selected as performance indicator for the quantitative comparison of supervised and
unsupervised learning approaches. However, because the accuracy measure is more intuitive, it
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is still used to compare the performance of different supervised learning approaches.

For the calculation of the M -value, a ranking of the class affiliation probabilities that are generated
by the classifier for each observation is required. Let fk = p(i|xk,i) be the estimated probability of
belonging to the class i for the k-th observation xk,i of the true class i with k = 1, ..., ni. Similarly,
let gk = p(i|xk, j) be the estimated probability of belonging to the class i of the k-th observation

xk, j of the true class j with k = 1, ..., n j. Rank the set
�

g1, ..., gn j
, f1, ..., fni

�
of the estimated

probabilities of belonging to class i of the observations of the true class i and j in increasing
order. Let rk be the rank of the k-th observation with true class i (lowest probability is rank 1,
highest probability is rank ni + n j). The probability that a randomly chosen observation with
true class j has a lower estimated probability of belonging to class i than a randomly chosen
observation with true class i is [270, p. 4]

Â(i| j) = 1
ni n j

� ni∑
k=1

rk −
ni (ni + 1)

2

�
=

Si − ni (ni + 1)/2
ni n j

. (4.41)

with Si being the sum of the ranks of the observations of true class i. As in general Â(i| j) 6= Â( j|i),
the multi-class AUC value M is calculated using the average Â(i, j) = Â(i| j)+Â( j|i)

2 to [270, p. 7]

M =
2

c (c − 1)

c∑
i=1

i∑
j=1

Â(i, j) =
2

c (c − 1)

c∑
i=1

i∑
j=1

�
Â(i| j) + Â( j|i)

2

�
(4.42)

with the number of classes c.

4.9 Post-Processing of Classifier Output

The presented machine learning approaches do not consider temporal relations of observation.
It is therefore possible that in a series of consecutive observations, some observations may
be assigned to a different class than the rest of the observations. However, switching several
times between health states is physically not possible for the component’s true health state.
Therefore, methods that consider temporal relations of consecutive observations are employed
as post-processing of the classifier output (which is the observation’s class affiliation probability
or novelty score).

The most intuitive and obvious approach of post-processing the classifier’s output is calculating
the mean apriori classifier output for consecutive observations. This can be extended to
calculating the moving mean or a weighted mean of the classifier output. Even though this
might increase the accuracy and AUC, there is no probabilistic justification of these approaches.
Taking the mean of the estimated probabilities of consecutive observations does not account for
possible real varying health states [104, p. 635] and extending it to a weighted average is hardly
optimal [104, p. 636]. Therefore, these approaches are not considered as post-processing of the
classifier’s output.

Lenser and Veloso [276] present a state-based prediction algorithm for time series data. The
approach is an extension of a simple Hidden Markov Model (HMM) [276, p. 1]. Implementing
their approach showed an improvement of accuracy and AUC. However, there is no further con-
tinuation or discussion of this approach in literature. Therefore, this approach is not considered
as post-processing of the classifier output.
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Bishop [104, chapter 13] proposes to use HMMs for the post-processing of state-based classifi-
cation methods and Linear Dynamical System (LDS) for continuous outputs of novelty detection
algorithms. These basic algorithms are evaluated for the post-processing of the apriori classifier’s
estimation result.

4.9.1 Hidden Markov Models for Post-Processing

This section gives a general introduction into HMM, followed by a description of the implementa-
tion within this thesis.

A HMM is a tool for representing two combined stochastic processes [277, p. 2, 278, p. 2]. One
stochastic process is the discrete transition of hidden states. The second stochastic process
issues emissions depending on the current state. A HMM consists of [279, p. 2]

• a set of hidden states SHMM = {s1, s2, ..., sn} with the number of hidden states n,

• a set of emissions VHMM = {v1, v2, ..., vm} with the number of possible discrete
emissions m,

• the state transition probability matrix AHMM with the probability ai, j = p(s j | si) of a
transition from the hidden state si to the hidden state s j,

• the emission matrix BHMM with the probability bi, j = p(v j | si) of an emission v j given
that being in the hidden state si and

• the initial state vector πHMM with the probability πi of being in state si as start state.

The application of a HMM consists of three problems [277, p. 5]. The learning problem is
the process of finding parameters for (AHMM, BHMM, πHMM) that maximize the probability of an
emission sequence O = 〈o1, o2, ..., oT 〉 for T discrete time-steps. The Baum-Welch algorithm is
an iterative procedure to solve this problem [277, p. 8]. The evaluation problem is the process
of computing the probability p(O | (AHMM, BHMM, πHMM)) of the emission sequence O for a given
HMM with the parameters (AHMM, BHMM, πHMM). Even though the direct calculation of this
probability is mathematically possible, it is computationally infeasible. The forward-backward
procedure is an efficient procedure for solving this task [277, p. 6]. The third problem is the
estimation problem. A state sequence Q = 〈q1, q2, ..., qT 〉 needs to be found that is most-likely to
produce the emission sequence O given the HMM with parameters (AHMM, BHMM, πHMM). The
Viterbi algorithm is an algorithm for finding the single best state sequence [277, pp. 7-8].

Esmael et al. [279] improve the classification accuracy of an apriori classifier by applying a HMM
as second classification stage. They use the sequence of the apriori classifier’s estimated classes
as emission sequence for the HMM and increase the classification accuracy by 14 Percentage
Points (PPs). Hereby, each hidden state si represents a class i of the apriori classifier and the
number of states n is the number of classes c. Even though they improve the classification
performance, it is still possible to further improve the post-processing because [279] neglects
the information of the apriori estimated class affiliation probabilities.

Therefore, this thesis uses the apriori estimated damper health class affiliation probabilities as
emission sequence of the HMM. Hereby, the discrete set of emissions VHMM changes to a vector
that contains continuous values and the discrete emission probability matrix BHMM changes to a
Probability Density Function (PDF). An introduction to HMM using continuous emissions is given
in [280, p. 11]. According to [280, p. 11], the PDF is typically based on Gaussian distributions and
can consist of multiple Gaussian models for each state i. Within this thesis, the apriori estimated
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class affiliation probabilities for observations that belong to the same true class are represented
with one multi-dimensional Gaussian model. Therefore, the probability of an emission vector v
for the i-th state is represented by

bi(v) =N (v ;µi ,σ
2
i ) (4.43)

with the vector µi as the mean vector and σ2
i as the variance matrix of the apriori estimated

class affiliation probabilities for observations that belong to the true class i.

Esmael et al. [279] calculate the transition matrix based on the training dataset. Within this thesis,
a different approach is suggested: A transition from one hidden state to another represents a
transition of the physical health state of a component. Therefore, the transition matrix is used
to parameterize the physically possible dynamic behavior of a component’s health state. It
is expected that damper defects develop only gradually over a long period of time in reality.
Therefore, the transition from a health state i to another health state j is quite unlikely and the
elements of the transition matrix AHMM with

ai, j =

(
0.95 i = j
0.05
c−1 i 6= j

(4.44)

are set to a high probability of remaining at the current health state with the number of health
classes c. The parameters of the transition matrix AHMM can be used as tuning parameters of
the HMM post-processing.

In [279], the initial state probability πHMM is set identically for each state to πi =
1
c . This approach

is reasonable for an online execution of the HMM. Assuming an offline computation leads
to the availability of consecutive observations. Therefore, the initial state probability is set
to the average of the apriori estimated class affiliation probability of the apriori classifier with
πi = 1/T

∑T
t=1 ot,i with the number of consecutive observations T .

Due to several definitions of optimality, there exist several ways of finding a hidden state sequence
Q that is associated with a given emission sequence [280, p. 7]. The Viterbi algorithm finds the sin-
gle best state sequence by maximizing the conditional probability p(Q |O, (AHMM, BHMM, πHMM))
of a state sequence Q given an emission sequence O and the parameters of the HMM
(AHMM, BHMM, πHMM) [280, p. 8]. However, to be able to further process the posterior clas-
sification performance (e.g. using Hand and Till’s M-value), posterior estimated class affiliation
probabilities are required. The estimated probabilities of the Viterbi algorithm do not consider
the complete measurement but are calculated recursively with time. Therefore, the forward-
backward procedure is applied to find a sequence of the individually most likely hidden states
[280, p. 6].

The forward-backward procedure is briefly described in the following based on [280, pp. 6-7].
The forward path calculates the probability of being in state si at time step t and the partial
observation sequence 〈o1, o2, ..., o t〉 given the HMM (AHMM, BHMM, πHMM) by

αt(i) = p(o1, o2, ..., o t , qt = si | (AHMM, BHMM, πHMM)). (4.45)
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This can be calculated recursively by

α1(i) = πi bi(o1) (4.46)

αt+1( j) =

� c∑
i=1

αt(i) ai, j

�
b j(o t+1) (4.47)

with 1 ≤ i ≤ c, 1 ≤ t ≤ T − 1 and 1 ≤ j ≤ c and the number of classes c. Similarly, the
backward variable

βt(i) = p(o t+1, o t+2, ..., oT |qt = si , (AHMM, BHMM, πHMM)) (4.48)

is the probability of the partial emission sequence from t +1 to T , under the condition of being in
state si at time t. This can be calculated recursively by

βT (i) = 1 (4.49)

βt(i) =
c∑

j=1

ai, j b j(o t+1)βt+1( j) (4.50)

with 1 ≤ i ≤ c and t = T−1, T−2, ..., 1. The probability γt(i) = p(qt = si |O, (AHMM, BHMM, πHMM))
of being in state qt = si at time t given the full emission sequence O = 〈o1, o2, ..., oT 〉 is calcu-
lated by

γt(i) =
αt(i)βt(i)∑c
i=1αt(i)βt(i)

(4.51)

and the individually most-likely state qt at time t is

qt = argmax1≤i≤c γt(i). (4.52)

Theoretically, the forward-backward procedure might find state sequences that are not valid
in case that some state transitions are prohibited by choosing some ai, j = 0 [280, p. 8]. This
needs to be considered for the selection of the transition probability matrix AHMM but is no further
problem as a transition from one health state to another is always possible in reality with a small
probability.

4.9.2 Linear Dynamical Systems

Novelty scores cannot be post-processed by HMMs because there is no discrete hidden state
involved. It would still be possible to calculate the mean, moving mean or weighted mean of
the novelty score of consecutive observations. However, this is not further evaluated due to
the reasons mentioned in Subsection 4.9.1. Bishop [104, chapter 13.3] suggests to model the
dynamic behavior of a continuous latent variable by Linear Dynamical System (LDS). This latent
variable represents the posteriori estimated novelty score.

Using a linear-Gaussian state-space model results in the Kalman Filter equation of [281] for the
forward recursion of the hidden latent variable z [104, p. 637]. The Kalman smoother equations
(or Rauch-Tung-Striebel equations) [282] can be used for a forward-backward recursion if the
algorithm is calculated offline and the complete sequence of apriori estimated novelty scores
of consecutive observations is available [104, p. 637]. The derivation of the final equations
for the post-processing of the apriori novelty scores can be found in [104, pp. 637-641]. The
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following paragraphs summarize the approach for a general multi-dimensional posterior latent
state variable z.

The model

z t = A z t−1 + w t (4.53)

x t = C z t + v t (4.54)

z1 = µ0 + u (4.55)

represents the dynamic behavior of the hidden latent variable z of the posteriori estimated novelty
score based on the apriori estimated novelty score x . µ0 is the initial guess for the hidden latent
variable. While index t represents the discrete time step for time-based dynamic systems, it
represents the index of the current observation in the context of the classifier post-processing.
Hereby, it represents the time indirectly. The process and measurement noise terms w t and v t

as well as the uncertainty of the initial value are sampled from the Gaussian distributions

w ∼N (w |0, Γ ) (4.56)

v ∼N (v |0,Σ) (4.57)

u ∼N (u |0, V0) (4.58)

with zero mean and covariance Γ ,Σ and V0. A Gaussian distribution N
�
z t |µt , V t

�
is then

defined for the posterior estimated novelty score. If the Kalman Filter is calculated online, the
distribution’s parameters are calculated by forward recursion of

µt = Aµt−1 + K t

�
x t −C Aµt−1

�
(4.59)

P t−1 = A V t−1 AT + Γ (4.60)

V t = (I − K t C) P t−1 (4.61)

K t = P t−1 C T
�
C P t−1 C T +Σ

�−1
. (4.62)

If the post-processing is performed offline and the apriori estimated novelty scores of all conse-
cutive observations are available, the posteriori estimation is improved by backwards recursion
with t = T − 1, T − 2, ..., 1 of

bµt = µt + J t

�bµt+1 − Aµt+1

�
(4.63)

bVn = V t + J t

�bV t+1 − P t

�
J T

t (4.64)

J t = V t AT (P t)
−1 (4.65)

bµT = µT (4.66)
bVT = VT . (4.67)

The parameters of the Kalman Filter could be determined using an expectation maximization
approach [104, p. 637]. However, within this thesis, they are selected to incorporate a physically
possible dynamical behavior of the component’s health state.

The component’s health state is expected to have no self-reinforcing tendencies. Hereby, the
internal dynamic of the LDS reduces to a low-pass filter. Therefore, the transition parameter of
the latent hidden novelty score z is selected as A = aLDS = 1 (for a one-dimensional novelty score,
matrix parameters reduce to singular values that are written in small letters). The output matrix is
selected as C = cLDS = 1 because the apriori estimated novelty score x t is a direct measure of the
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latent hidden novelty score zt . The variance of the apriori estimated novelty scores of consecutive
observations is considered as the measurement noise v t . The corresponding variance of the
noise v t is therefore selected as the average of the variance of the apriori estimated novelty
scores of all consecutive observations within a validation dataset. It is calculated by

Σ= Σ=
1
K

K∑
k=1

�
1

Tk − 1

Tk∑
t=1

�
xk,t −µk

�2
�

(4.68)

with the number of consecutive observation sequences K in the validation dataset (e.g. the
number of individual measurements), the corresponding number of consecutive observations
Tk in the k-th consecutive observation sequence, the corresponding apriori estimated novelty
score xk,t of the t-th observation of the k-th consecutive observation sequence and the corre-
sponding mean µk of the apriori estimated novelty scores for the k-th sequence of consecutive
observations.

The process noise of the Kalman Filter w t represents the uncertainty of the modeled physically
possible dynamic behavior of the component’s health state and the latent hidden novelty score.
The parameterization of the Kalman Filter shall comply to the modeled dynamics in the HMM in
Subsection 4.9.1. However, a direct translation of the parameters is not possible because the
HMM is a discrete and the Kalman Filter is a continuous model. The parameterization of a 95 %
probability of remaining in the same discrete hidden state in the HMM is translated to a process
noise variance of Γ = Γ = 0.05Σ.

The mean of the apriori estimated novelty scores of T consecutive observations is selected as
initial guess for the latent hidden novelty score

µ0 = µ0 =
1
T

T∑
t=1

x t (4.69)

and the corresponding variance

V0 =
1

T − 1

T∑
t=1

(x t −µ0)
2 . (4.70)
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This chapter presents the results of this thesis. First, the underlying dataset is explained. This
is followed by an investigation of the characteristics of the generated feature sets for Shallow
Machine Learning (SML) and Representation Learning (RL) approaches. An investigation of
the learned transformations of Machine Learning (ML) methods reveals possible connections to
physical characteristics of the damper defects. Afterwards, the classification performance of each
method is analyzed and compared across all applied methods. The performance improvements
by conducting post-processing are shown and the importance of individual sensor signals and
the size of the training data is analyzed. The theoretical insights of the observability analysis
regarding vehicle speed and road excitation are investigated on the experimental data. Finally,
the performance of the ML approaches is compared to a signal-based diagnosis approach.

5.1 Description of the Dataset

Observations are generated according to Section 4.2. The observation length is set to
tobs = 5.12 s to ensure that the number of samples per observation is a power of two for
performing frequency analyses. The maximal average longitudinal and average lateral acceler-
ation of an observation need to be below aX ,obs,max = aY,obs,max = 1 m

s2 and the average vehicle

speed of an observation is required to be above 30 km
h .

The dataset consists of about 18 h of driving with a covered distance of 1650 km on German Au-
tobahn, national and country roads as well as on bad roads. This results in 12 624 observations
that are evenly distributed among the four classes mentioned in Section 4.2 (all dampers intact,
all dampers defect, FL damper defect with the other dampers being intact, RR damper defect
with the other dampers being intact). The dataset is divided into 80 % training data and 20 %
testing data. Training is performed using a 5-fold cross validation.

For the analysis of the robustness of the investigated approaches, two additional test datasets
are used. One dataset consists of 1270 observations from 180 km of driving with an additional
mass of 200 kg in the trunk. Due to the package of the vehicle, this additional mass mainly
influences the rear axle. The second robustness dataset consists of 2049 observations from
270 km of driving with winter tires instead of summer tires. These measurements were conducted
on partly equal and partly different roads compared to the training and testing dataset. The driven
road categories are German Autobahn as well as national and country roads. See Appendix C.1
for further description of the datasets.

65



5 Results

5.2 Investigation of Feature Characteristics

This section provides a deeper understanding of the characteristics of the generated features for
SML and RL by investigating their importance for classification. Rankings of feature importance
are generated using the Recursive Feature Elimination (RFE) and the discriminative power of
the features is investigated using the Fisher score of Section 4.5.

5.2.1 Manual Features for Shallow Machine Learning

The analysis of the manual feature set of Subsection 4.3.1 is based on the computation of a
feature importance ranking applying the RFE algorithm of Subsection 4.5.1 using the removal of
complete blocks of features. Hereby, the suitability of the feature generation methods in Table B.1
is analyzed. The selection of specific feature generation methods reduces the computational
effort for feature generation in a later real-life implementation of the classification process. The
RFE is conducted using the training data of Section 5.1. The training data is further split into 20 %
hold-out validation data and 80 % actual training data for the RFE. Linear SVMs are trained in a
5-fold cross-validation approach. Feature generation methods are eliminated based on the mean
of the classification accuracy on the hold-out validation data across all folds. A hyper-parameter
optimization of the SVM is not performed due to the computational effort for an optimization of a
SVM for each feature subset and cross-validation fold. Table 5.1 shows the ten most important
feature generation methods. The ranking shows that more complex features (e.g. ARfit, Autocorr
or two entropies) tend to have a high importance. But there are also simple feature generation
methods (e.g. Skewness, Kurtosis or TimeSeriesDiff) among the most important features.

Table 5.1: Ranking of the ten most important manual feature generation methods

Rank Name Description Number of features

1. ARfit Parameters of an auto-regressive signal model of
10th order that is fitted on a sensor signal for each
observation and each sensor signal [120, p. 11]

10 (per signal)

2. Autocorr Auto-correlation coefficient for 1 to 8 lags of sample
points [120, pp. 11-12]

8 (per signal)

3. EigNorm Ratio of signal amplitudes at vertical tire and vehi-
cle body eigenfrequency

1 (per signal)

4. TimeSeriesDiff Square root of cumulative sum of time series differ-

ences
q∑N

n=3 (xn − xn−2)
1 (per signal)

5. CorCoeff Correlation coefficient of two different sensor sig-
nals

21 (in total)

6. Skewness Skewness of the time signal data points of each
sensor signal

1 (per signal)

7. LogEnEntr Log-energy entropy of a signal E(s) =
∑N

n=1 log
�
s2

n

�
with the convention log (0) = 0 for a signal s with its
data points sn [283, p. 2]

1 (per signal)

8. SampEntr Sample entropy as measure of the complexity of a
time signal

1 (per signal)

9. Kurtosis Kurtosis of the time signal data points of each sen-
sor signal

1 (per signal)

10. Bandpower Energy of a sensor signal in the frequency ranges
1 Hz to 5 Hz, 5 Hz to 10 Hz, 10 Hz to 15 Hz, 15 Hz to
20 Hz, 20 Hz to 25 Hz

5 (per signal)

The ranking of the feature blocks does not enable a quantitative comparison of the suitability
of different feature generation methods. Therefore, the discriminative power of the individual
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features is analyzed by calculating the Fisher scores of the resulting 224 individual features of
the ten most important feature generation methods from Table 5.1.

Figure 5.1(a) shows the Fisher scores of the individual features in descending order. There is
only a small number of individual features with a high Fisher score. This indicates that a further
reduction of the feature set to consist of only the most discriminative features is further beneficial
for the classification performance.

Figure 5.1(b) shows a bar plot of the corresponding Fisher scores grouped by the corresponding
feature generation methods (because a feature generation method that generates one feature
per signal results in seven features). The central mark indicates the median, the box indicates
the 25-th and 75-th percentile. Whiskers extend to the most extreme data points not considering
outliers, while outliers are plotted individually [284]. The order of the feature generation methods
corresponds to the ranking in Table 5.1.

0 100 200
0

0.1

0.2

0.3

Feature Index

F
is

he
r

S
co

re

(a) Fisher scores of individual features sorted
by value

0 0.1 0.2 0.3
Bandpower

Kurtosis
SampEntr

LogEnEntr
Skewness
CorCoeff

TimeSeriesDiff
EigNorm
Autocorr

ARfit

Fisher Score

(b) Box plot of Fisher scores of individual features for
each feature generation method

Figure 5.1: Fisher score of individual features of the most important manual feature generation methods
from Table 5.1

The most important feature generation method “ARfit” consists only of some features that have
a high Fisher score. Most ARfit features have a small Fisher score. Therefore, using only
these individual discriminative features would further improve the classification performance.
The second most important feature block “Autocorr” consists of many individual features with
a high Fisher score. Therefore, this feature generation method is of high discriminative power.
The feature generation method “EigNorm” consists of many individual features with a high
Fisher score. It is therefore a competitive feature generation method. The concept of this
feature is similar to the signal-based approach of Jautze [17]. The feature generation methods
“TimeSeriesDiff” and “Kurtosis” consist only of features with a low Fisher score. Even though the
RFE ranked them as important, these features are probably not beneficial for the classification.

The above analysis of the feature generation methods shows a process of further feature
reduction that would improve the classification performance. An additional possibility for the
improvement of the classification performance is the tuning of each feature generation method.
This was conducted partly by Merk [203].

5.2.2 FFT Features for Shallow Machine Learning

This section investigates the FFT feature set from Subsection 4.3.2. The discriminative power of
the fourier-transformed sensor signals is analyzed using the Fisher score. This is followed by an
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investigation of the importance of frequency shares for a supervised classification based on a
RFE, because the discriminative power that is indicated by the Fisher score is no direct measure
for the importance of a feature for classification.

Figure 5.2 shows the Fisher score of each FFT data point as well as the mean FFT across all
observations for each damper health state. Investigating the FFT of the wheel speed signals in
Figure 5.2(a) - 5.2(d) reveals that these signals deviate significantly from the characteristic of the
intact state if a damper defect is located at the corresponding damper. However, there is no such
deviation of the FFT signal if there is no defect at the related damper. The FFT of the vehicle
body sensor signals, lateral and longitudinal accelerations as well as yaw rate, deviate from
their intact characteristics with all defective states. However, the relative deviation is smaller
compared to the deviation of the wheel speed signals.

The most important frequency range of all sensor signals is from 10 Hz to 15 Hz. A typical
vertical tire eigenfrequency is at 10 Hz to 11 Hz [285, p. 4]. Therefore, the peaks in the FFT of
the sensor signals as well as the corresponding Fisher score peak are related to the vertical tire
eigenfrequency. Frequencies above 20 Hz are unimportant for all sensor signals because there
are no deviations of the FFT for different health states and the Fisher score is small. However, a
high sampling frequency is still important because the availability of more datapoints improves
the quality of the FFT also for small frequencies.

The wheel speed signal FL reaches the highest Fisher score at 15 Hz. This is due to the large
deviation of its FFT of two of the four health states. An additional peak of the Fisher score is at
4.75 Hz. This frequency range is related to vehicle body movements. The wheel speed signals
Front Right (FR) and Rear Left (RL) both contain a peak at the tire vertical eigenfrequency.
However, only one health state (“all defect”) can be identified based on these wheel speed
signals because the dataset does not contain single defects of the FR or RL damper. Both
sensors also have a Fisher score peak at a possible vehicle body eigenfrequency at 1.6 Hz.
The wheel speed signal RR consists of smaller Fisher scores compared to the other wheel
speed signals, even though this sensor signal enables the detection of the “RR defect” case.
Vehicle body sensor signals contain also Fisher score peaks in the area of the tire vertical
eigenfrequency. Especially the yaw rate signal contains two high peaks of the Fisher score. One
peak is located at the tire vertical eigenfrequency and another peak at 5.6 Hz. The high Fisher
score peaks indicate a high ability to detect defective dampers based on the yaw rate signal’s
FFT features because the FFT of the yaw rate is different for each class of the dataset.

A feature importance score is generated for evaluating the importance of the FFT features for
the classification process. A RFE is conducted to rank the importance of the individual FFT
features. The generated importance score of a FFT frequency fi (that is equivalent to the i-th
feature featurei) is the inverse of the RFE feature ranking rankRFE( fi) relative to the number of
features nfeatures. It is calculated by

importanceFFT( fi) =
nfeatures − (rankRFE(featurei)− 1)

nfeatures
. (5.1)

Figure 5.3 visualizes a smoothed curve of the feature importance score with respect to the
frequency location of the features. The highest possible importance score is 1. Due to the
moving average filter with a span of ±4.76Hz, importance scores for frequencies below this
threshold as well as above 45.24 Hz are prone to noise and can therefore be neglected for
investigation. Very small importance values do not exist due to the smoothing process.

Wheel speed signals are again more important than vehicle body signals. The high Fisher score
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(a) Wheel speed Front Left (FL)
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(b) Wheel speed Front Right (FR)
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(c) Wheel speed Rear Left (RL)
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(d) Wheel speed Rear Right (RR)
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(f) Lateral Acceleration
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Figure 5.2: Fisher score and mean FFT of sensor signals for each damper health state
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Figure 5.3: FFT feature importance for classification as mean inverse rank of RFE feature ranking

of the wheel speed FL at 15 Hz is less important for classification than the range of 10 Hz to
20 Hz of the wheel speed RR. A frequency range of around 35 Hz of the wheel speed RR is
considered as important for classification. This was not revealed by investigating the Fisher
score. The lateral acceleration in a frequency range of below 15 Hz is ranked as important for
classification. This finding is equivalent to the lateral acceleration’s Fisher score in this frequency
range.

The investigation of the Fourier-transformed sensor signals and the corresponding Fisher scores
showed that many discriminative features are located in the area of known eigenfrequencies
of the vehicle body and tires. However, there are also features that provide information for
classification that are not obviously based on the vehicle’s or tire’s eigenfrequencies or the Fisher
score.

5.2.3 Autoencoder Features for Representation Learning

The analysis of the Autoencoder feature set from Subsection 4.4.1 is conducted by analyzing
the Autoencoder weights. Hereby, insights regarding the transformations that are performed by
an Autoencoder are provided. The importance of the signal’s frequency shares are analyzed by
generating an importance score similar to the importance score in Subsection 5.2.2.

Figure 5.4 visualizes the weights of one kernel of the trained Autoencoder for the wheel speed
signal FL. The mean FFT of each health state is also visualized as reference. With the
Autoencoder’s input data being FFT data, the Autoencoder compares FFT amplitudes at different
frequencies. The absolute value of an Autoencoder weight at a specific frequency quantifies
the importance of the signal amplitude at the respective frequency for a comparison with the
amplitude at other frequency shares. The sign of a weight value is only a matter of subtraction
or addition of the amplitude at the corresponding frequency.

An importance score is generated for the Autoencoder kernel weights to further aggregate the
importance of the different frequency shares of the input data. This paragraph describes the
mathematical background of the generated score. For each generated Autoencoder feature, the
corresponding absolute values of the Autoencoder weights are multiplied with the respective
RFE feature importance. Taking the absolute value of this product accounts for the importance,
independent of the sign of the Autoencoder weight. An independence of the importance score
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Figure 5.4: Autoencoder weights of one kernel and mean FFT of each health state as input data for
wheel speed FL

from the possible occurrence of multiple correlated transformations within the Autoencoder
shall be ensured. Therefore, the maximal value across all generated features is taken for
each frequency input. The named requirements are considered within the calculation of the
importance index for the Autoencoder for the frequency share fi by

importanceAE,k( fi) = max
j∈[1;nFeat,AE]

������wi, j,k ∗
nk nFeat,AE −

�
rankRFE(feature j,k)− 1

�

nk nFeat,AE

�����

�
(5.2)

with the number of sensor sensor signals nk, the number of Autoencoder features per sensor
signal nFeat,AE and the Autoencoder weight wi, j,k that connects the i-th FFT input data point (the
frequency share fi) with the j-th generated Autoencoder feature of the k-th sensor signal.

Figure 5.5 visualizes the importance score of the input data frequency shares for the wheel
speed signal FL and the lateral acceleration exemplary, with the mean FFT of each health state
as reference. The importance scores for all sensor signals are presented in Appendix C.2.1 in
Figure C.9.
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Figure 5.5: Importance index of input data frequency for Autoencoder
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The importance of different frequency shares within the Autoencoder feature set is again related
to the deviation of the FFT input data for different health states. The frequency range around
15 Hz is again rated as most important for both sensor signals. Overall, the Autoencoder
frequency importance index is similar to the Fisher score curves of the FFT data in Figure 5.2.
This reveals that the Autoencoder does not incorporate additional information from non-obvious
frequency areas of the FFT input data.

5.2.4 Sparsefilter Features for Representation Learning

The analysis of the Sparsefilter feature set from Subsection 4.4.2 is conducted similarly to the
analysis of the Autoencoder feature set in Subsection 5.2.3. A first analysis of the Sparsefilter
weights was performed by Werk [208, pp. 60-61]. Figure 5.6(a) shows the weights of two kernels
of the Sparsefilter for the wheel speed FL exemplary. Due to the input data being time signals,
the kernel weights are plotted over the observation time in Figure 5.6(a). The convolution of the
time signal Sparsefilter input data with the Sparsefilter kernel results in a frequency analysis
of the Sparsefilter input data even though the feature generation process of the Sparsefilter is
based on a simple matrix multiplication. Figure 5.6(b) shows the FFT of the Sparsefilter kernels
of Figure 5.6(a).
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Figure 5.6: Analysis of Sparsefilter weights. Exemplary visualized for two kernels of Sparsefilter for
wheel speed FL

The quantification of the importance of the time signal’s frequency shares for the Sparsefilter
is similar to the quantification for the Autoencoder weights. The FFT of a Sparsefilter kernel
is multiplied with the corresponding importance of the RFE feature ranking. However, the
Sparsefilter weights may have different amplitudes for different frequencies (Figure 5.6). Hereby,
frequency shares that have a low amplitude in the actual sensor signal would be overrated in an
importance analysis. Therefore, the FFT transformation of a Sparsefilter kernel is multiplied with
the mean of the FFT transformation of all observations of the respective sensor. The importance
score of the Sparsefilter feature for the frequency fi is calculated by

importanceSF,k( fi) = max
j∈[1;nFeat,SF]

������FFTw j,k
( fi) FFTk( fi) ∗

nk nFeat,SF −
�
rankRFE(feature j,k)− 1

�

nk nFeat,SF

�����

�

(5.3)
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with FFTw j,k
( fi) being the amplitude at the frequency fi of the FFT of the Sparsefilter weights

w j,k that generate the j-th feature of the k-th sensor signal. The mean of the FFT transformation
of the sensor signal is calculated by

FFTk( fi) =
1
N

N∑
n=1

FFTx n,k
( fi) (5.4)

with the number of observations N of the complete dataset and the amplitude of the frequency
fi of the fourier-transformation FFTx n,k

( fi) of the sensor signal x n,k of the n-th observation and
the k-th sensor.

The resulting importance scores are visualized in Figure 5.7 for the wheel speed FL and the
lateral acceleration with the mean FFT of each health state as reference. Figure C.10 in
Appendix C.2.2 shows the importance scores for all sensor signals.
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Figure 5.7: Analysis of importance of input data frequency shares for Sparsefilter

The most important frequency shares of the time signal input data for the feature generation
using Sparsefilters are located in the region of the eigenfrequencies of the vehicle body and
the tire. This is again caused by the large differences of the signal characteristics for different
damper health states at these eigenfrequencies. However, there are also Sparsefilter features at
frequency ranges with no or just small differences of the FFT signal (> 30Hz). These frequency
locations can be important for the quantification of the wheel speed excitation e.g. due to road
excitation.

5.3 Analysis of the Classification Performance

This section analyzes the health monitoring performance of each ML concept. Hereby, variations
of conceptual optimization parameters are considered, such as the number of features or the
network configuration of neural networks. A high-level comparison of the performance of each
approach is performed in Section 5.4.
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5.3.1 Supervised Shallow Machine and Representation Learning

The investigation of the classification performance for supervised SML and RL approaches
is based on a RFE from Subsection 4.5.1 using individual feature deactivation. The general
process of the RFE application is as explained in Subsection 5.2.1. The resulting trained
classifiers for each number of selected features are evaluated on the testing data. Figure 5.8
shows the mean classification accuracy of the 5-fold cross validation on the testing data.

The classification accuracy increases with the number of features for all feature sets and there is
no distinct peak of the classification accuracy for any feature set. Using manual features results
in a maximal classification accuracy of 91.52 %. Using FFT or Autoencoder features results in a
slightly lower performance with a maximal accuracy of 90.05 % when using Autoencoder features
and 88.80 % for FFT features. Using Sparsefilter features results in the lowest performance
with a maximal classification accuracy of 81.45 %. This reveals that using manual features that
are selective to the diagnosis of a specific component does not improve the detection of faults
significantly when using a SVM as supervised learning approach.

The Autoencoder’s input data is selected to be the Fourier-transformed sensor signals. There is
no benefit of additional processing of the Fourier-transformed sensor signals using an Autoen-
coder because of the similar classification performance of using the FFT or Autoencoder feature
set. This is identical to findings in Subsection 5.2.3.
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Figure 5.8: Mean test data classification accuracy of a 5-fold cross-validation using a SVM classifier for
feature subsets consisting of different numbers of features, selected using a RFE approach.
For visualization reasons, standard deviations of the cross-validation are not shown and the
curves are smoothed using a moving average filter with a span of five samples. Classification
by chance results in 1/4classes= 25 % accuracy.

5.3.2 Unsupervised Shallow Machine and Representation Learning

The analysis of the unsupervised learning performance is also conducted using a RFE with the
AUC on a validation dataset as ranking criterion. The validation dataset consists of randomly
chosen 20 % of the “intact” (inlier) observations of the training dataset and the same amount of
randomly chosen defective (outlier) observations of all defective classes.

Figure 5.9 shows the mean AUC of a 5-fold cross-validation on the test dataset. The test
dataset consists of 500 randomly chosen “intact” (inlier) observations and 500 randomly chosen
defective (outlier) observations.

The novelty detection performance for each feature set has a maximum and is not monotoni-
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Figure 5.9: Mean test data AUC of a 5-fold cross-validation using a LOF novelty detection classifier for
feature subsets consisting of different numbers of features, selected using a RFE approach.
For visualization reasons, standard deviations of the cross-validation are not shown and the
curves are smoothed using a moving average filter with a span of five samples. Classification
by chance results in 50 % AUC.

cally increasing with an increasing number of features. This might be due to the classifier
being a nearest-neighbor-based approach whose performance is reduced with an increasing
dimensionality of the feature space (due to the curse of dimensionality) [218]. The maximal
AUC when using manual features is 85.03 %. The novelty detection performance for using FFT,
Autoencoder or Sparsefilter feature sets is similar to each other. The maximal AUC is 75.09 %
for FFT features, 75.75 % for Autoencoder features and 74.79 % for Sparsefilter features.

This reveals that using manual features that are selective to the diagnosis of a specific component
improves the detection of faults when using a nearest-neighbor based LOF as unsupervised
learning approach.

5.3.3 Supervised Deep Learning

This section summarizes the findings of Zehelein et al. [121] for the supervised Deep Learning
(DL) approach using Convolutional Neural Networks (CNNs). The classification performance
for different network configurations is presented for the two most powerful data pre-processing
methods of [121] using the dataset of this thesis. An investigation of the learned kernels reveals
insights regarding the transformations that are performed by a CNN.

A screening of the classification performance using the input data pre-processing methods that
are presented in Subsection 4.7.1 showed that the highest classification accuracies are achieved
using FFT or STFT as pre-processing of time signals for the network’s input data. At a later point
in [121], using STFT pre-processed input data revealed a lack of robustness on the tire and mass
data. Therefore, STFT pre-processing is not considered in this thesis. The performance using
detrended time signal input data is also amongst the best performing pre-processing methods in
[121]. Analyzing network architectures that use detrended time signals as input data enables
the most tangible analysis of end-to-end data transformations that are performed by a CNN.
Figure 5.10 shows the classification accuracy for different network architecture configurations
using detrended time signals as input data as well as using the FFT of detrended time signals
as input data.

Using detrended time-signals as input data results in lower classification accuracies compared
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Figure 5.10: Mean test data accuracy of a 5-fold cross-validation for the investigation of the CNN
network architecture using detrended time signals or FFT of detrended time signals as
input data. The approach and layout are based on [121], classification results are based on
the dataset of this thesis. p is the size of the pooling layer (with p = 1 effectively resulting
in no pooling), e is the spatial extent of a kernel. d is the network depth in terms of the
number of convolutional/pooling-layer combinations.

to FFT pre-processed input data. The selection of the kernel size e is especially important for
detrended input data. The optimal size of the pooling layer is p = 16 data samples. When using
FFT input data, a pooling layer size of p = 1 (which is effectively no pooling) results in the highest
accuracies independently from the size of the convolutional layer’s kernel size e for a network
depth d = 1. Increasing the network depth d results in slightly higher classification accuracies
for both input data variants and improves the robustness for tire and mass data [121].

Figure 5.11 presents trained kernels of the first convolutional layer of CNNs using detrended
time-signals and FFT input data. As described in Zehelein et al. [121, pp. 10-11], a convolutional
kernel of a CNN with time-signal input data performs a frequency analysis on the input data. This
can be seen in Figure 5.11(a) and 5.11(c) because the kernel weights are sinusoidal. A kernel
analysis of a CNN for bearing fault application shows a similar behavior [286, p. 16]. The kernel
that is visualized in Figure 5.11(a) analyzes the input signals for frequencies of around 3.5 Hz
because the visualized half period is of a length of 0.14 s. The visualized kernel in Figure 5.11(c)
analyzes the input signals for frequencies of around 14 Hz due to the period’s length being about
0.07 s.

Using FFT input data leads to the CNN performing a comparison of signal amplitudes at different
frequencies. This is indicated by the peaks of the kernel weights in Figure 5.11(b) and 5.11(d).
The visualized kernel in Figure 5.11(b) analyzes the input spectrum for amplitudes at frequency
differences of 4.5 Hz and the kernel in Figure 5.11(d) analyzes for frequency differences of 7 Hz.

76



5 Results

0 (0) 5 (0.05) 10 (0.1)

−0.4

−0.2

0

0.2

0.4

Index of Kernel
(Time in s)

K
er

ne
lW

ei
gh

t

Speed FL Speed FR Speed RL Speed RR
Long. Accel. Lat. Accel. Yaw Rate

(a) Detrended input data, Kernel 1

0 (0) 20 (3.9) 40 (7.8) 60 (11.7)

−1

0

1
4.5 Hz

Index of Kernel
(Frequency in Hz)

K
er

ne
lW

ei
gh

t

(b) FFT input data, Kernel 1

0 (0) 5 (0.05) 10 (0.1)

−0.4

−0.2

0

0.2

0.4

Index of Kernel
(Time in s)

K
er

ne
lW

ei
gh

t
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Figure 5.11: Kernel weights of the convolutional layer of different network architectures from Zehelein
et al. [121, p. 11]

5.3.4 Unsupervised Deep Learning

The optimization procedure of the Variational Autoencoder (VAE) was conducted by Trumpp
[209]. Several parameters are analyzed with a deterministic Stacked Autoencoder (SAE) as
basis. These results are then applied to the probabilistic VAE. The investigated parameters are
the segmentation of the FFT input data, batch size, scaling methods and activation functions of
the neurons. Finally, the best network layer configuration is identified and used in this thesis.

The FFT segmentation was found to have a large impact on the novelty detection result. A
segmentation of 64 time signal data samples performed best. The batch size has only a minor
impact on the result and a batch size of 64 is selected. Scaling methods have a large impact on
the novelty detection performance. A scaling method that transforms the data to a Gaussian
or a uniform distribution leads to the best performance. The selected scaling method is the
transformation to a Gaussian distribution because this is a more natural distribution than a
uniform distribution. Finally the Rectified Linear Unit (ReLU) is the best performing activation
function of the neurons.

The optimization of the network’s layer configuration is conducted by performing a grid search
using the AUC on a validation dataset as optimization criterion. A symmetric network configura-
tion consisting of five hidden layers is selected. Figure 5.12 shows the AUC of the validation data
on the y-axis and the number of neurons of each layer at the x-axis. The fitted polynomial curves
for the number of neurons of each layer are visualized with the corresponding solid line. The
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big cross indicates the network configuration with the highest AUC. It consists of 340 neurons
in the first and last hidden layer, 100 neurons in the second and fourth hidden layer and 35
neurons in the third hidden layer. The optimization shows a tendency for many neurons in the
first layer. The structure of the VAE is overcomplete with 32 FFT data samples of seven signals
resulting in 224 input data points. However, the results show a robust behavior to the network
configuration because the AUC for most network configurations are in a similar range of over
85 %. The investigation of the VAE kernel weights did not reveal any meaningful findings.
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Figure 5.12: AUC on validation data of layer configuration optimization of VAE. The VAE is of a symmetric
structure with five hidden layers. Therefore, the number of neurons of layer five is identical
to layer one, and layer four is identical to layer two. Blocks of data points with identical gray
tones indicate the three different layer configurations of the VAE

5.4 Overall Comparison

This section compares the classification accuracy and the AUC of the investigated approaches
on a high level basis. All methods are trained using a 5-fold cross-validation on the training data
that consists of 80 % of the complete dataset. The presented performance indicators refer to the
performance on the remaining 20 % testing data.

5.4.1 Comparison of Results of Supervised Learning Approaches

The SVM’s hyperparameters for SML and RL approaches are optimized using a 5-fold cross-
validation. Therefore, the classification performance is higher than the performance in Figure 5.8.
All features of each feature set were used for classification because of the results of the RFE
analysis in Subsection 5.3.1.

The network architecture of the CNN is selected according to the results in [121]. The input data
of the network is the FFT of detrended time signals. The network consists of three convolutional
layers (d = 3), each followed by a pooling layer. Each convolutional layer consists of 16 kernels.
The kernel size is set to e = 1 and the size of the pooling layer’s kernel is set to p = 2. The
learning rate and L2-regularization hyperparameters of the CNN were optimized using gradient
boosted regression trees. The cost function of this optimization is the mean of the classification
accuracy on a validation dataset and the difference of the classification accuracy on the training
data and the validation data to prevent over-fitting.
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Figure 5.13 shows the classification accuracy of the supervised learning approaches on the test
dataset as well as on the two datasets for robustness evaluation with additional mass and winter
instead of summer tires.
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Figure 5.13: Classification accuracy of supervised learning methods that are trained on training data and
applied to the test, mass and tire datasets. Whiskers indicate the standard deviation that
results from the application of all classifiers of the 5-fold cross-validation to the respective
dataset.

The performance on the test data is similar for all approaches except when using a SVM with
Sparsefilter features. The highest classification accuracy of 91.71 % on the test data results from
the SML concept using manual features in combination with an optimized SVM. The CNN has
a slightly lower accuracy of 91.28 %, followed by 90.26 % accuracy when using Autoencoder
features in combination with a SVM. All feature-based SML and RL approaches have a low
performance on both robustness datasets. The CNN approach remains at 79.87 % and 81.48 %
for the mass and tire datasets. It outperforms all other approaches on the tire dataset by about
20 Percentage Points (PPs). This shows that the CNN is able to generate more robust features.

The M -value is calculated using the approach of Subsection 4.8.3 for a comparison of the super-
vised learning classification performance with the novelty detection performance of unsupervised
learning approaches in the next section.

5.4.2 Comparison of Results of Unsupervised Learning Approaches

This section investigates the fault detection performance of the implemented unsupervised
learning approaches. The resulting AUC values are visualized in Figure 5.14(a). The selected
feature-based unsupervised SML and RL approaches employ the feature subsets that resulted
in the highest AUC on the validation dataset for the RFE analysis in Subsection 5.3.2. The
hyperparameters of the LOF classifier for the SML and RL approaches are selected in accordance
with the results of Zehelein et al. [119]. A Manhattan (or L1) distance, the number of neighbors
k = 2 and the power transformer of [287] that scales the data to a Gaussian distribution are
selected. The test dataset as well as the mass and tire robustness datasets consists of 250 intact
observations and 250 defect observations. The defect observations are randomly selected from
all three defect classes. Hereby, the datasets that are used for the evaluation of the performance
of the unsupervised learning approaches are balanced.

Using the SML approach of a LOF classifier with manual features results in the highest AUC
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value of 84.42 %. The unsupervised DL approach VAE leads to the second highest AUC of
81.32 %. Using FFT, Autoencoder and Sparsefilter features in combination with the LOF classifier
results in a fault detection performance of about 75 % for all three approaches.

The fault detection performance of all unsupervised learning approaches is largely reduced for
the robustness datasets. An AUC of 50 % is equivalent to a selection by chance. The deviations
of the signal characteristics caused by additional mass or changed tires are identified as novelty.
From a data analysis perspective, this is correct. However, it is an unintended behavior in the
context of damper fault detection. Therefore, it is important that the training data covers the
whole spectrum of possible vehicle parameters and driving circumstances.

The novelty detection performance of the unsupervised learning approaches is quantitatively
compared to the resulting M-value of the supervised learning approaches. Figure 5.14(b)
visualizes the M -value with full length bars and whiskers. Horizontal lines at a lower y-axis level
indicate the mean classification accuracy of these methods from Figure 5.13 as reference. The
general relations of the resulting M -values across the supervised learning approaches is similar
to the corresponding accuracy values. However, the general level of the M-values is higher.

Comparing the M-value of supervised learning approaches and the AUC of unsupervised
learning approaches in Figure 5.14(a) and 5.14(b) reveals that applying supervised learning
methods results in a fault detection performance on the test data that is about 25 Percentage
Points (PPs) higher than the fault detection performance of unsupervised learning approaches.
It shall again be noted that the M-value is identical to the AUC for the binary classification
case. Especially the robustness of the supervised fault detection performance benefits from the
additional information that is incorporated by using labeled training data.
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Figure 5.14: Classification performance of unsupervised and supervised learning methods that are
trained on training data and applied to the test, mass and tire datasets. Whiskers indicate
the standard deviation that results from the application of all classifiers of the 5-fold
cross-validation to the respective dataset.
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5.4.3 Increasing Robustness of Unsupervised Learning Approaches

Unsupervised learning approaches showed an unrobust behavior regarding mass and tire
data in Subsection 5.4.2. Therefore, an analysis of the performance of unsupervised learning
algorithms with incorporation of robustness data into the training data is performed. To generate
a noticeable effect of the classification performance for optimization based algorithms (e.g. VAE),
it is necessary to incorporate an appreciable number of robustness observations into the training
data. The size of the mass dataset is smaller than the tire dataset. Therefore, only tire data is
added to the training data for the analysis in this section. Hereby, an improvement on the tire
data should be noticeable.

The tire dataset consists of 651 intact observations. 250 intact observations are selected as test
data and 401 observations are added to the 2538 intact observations of the initial training data.
This results in a proportion of 401

2538+401 = 13.6% of tire data observations within the training data.

Full length bars in Figure 5.15 represent the unsupervised fault detection performance using
the classifiers that are trained with incorporated tire data into the training data. Horizontal lines
without whiskers indicate the mean AUC value of the initial classification performance from
Figure 5.14(a) for reference.
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Figure 5.15: AUC of unsupervised learning methods that are trained on training data with incorporated
tire data and applied to the test, mass and tire datasets. Whiskers indicate the standard
deviation that results from the application of all classifiers of the 5-fold cross-validation to
the respective dataset. Horizontal lines without whiskers represent the initial classification
performance from Figure 5.14(a).

The classification performance on the normal test data remains at a nearly unchanged level
compared to the performance using the initial training data. The performance on the tire data
is improved for all approaches. The VAE results in the highest AUC of 69.71 %. No method in
Figure 5.15 clearly outperforms the other methods.

The performance on the mass dataset is even slightly reduced for the nearest-neighbor ap-
proaches. However, the reduction is in a similar range as the standard deviation of the cross-
validation. Nearest-neighbor classifiers rely on the similarity of data characteristics of the training
data and the evaluation data. Due to the different characteristics of mass data compared to tire
data, the LOF classifier cannot take advantage of the incorporation of tire data for the evaluation
of mass data. Therefore, the nearest-neighbor LOF classifier is in general expected to perform
unrobustly.
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The VAE increases its performance on the mass dataset by 6.9 PPs. Even though it is only
a small improvement, it is greater than the standard deviation of the cross-validation and is
therefore not caused by random selection of training data. This performance gain reveals that
the VAE is able to translate the incorporation of one type of robustness data to another type of
robustness data at least slightly. Therefore, the VAE is expected to perform more robust than a
nearest-neighbor classifier. It is expected that some extreme variations of the vehicle parameters
(e.g. mass, tires etc.) are sufficient for a robust fault detection performance of the VAE.

5.5 Performance Improvements by Post-Processing
of the Apriori Classifier

After analyzing the performance of the classification approach, further performance improve-
ments by considering temporal relations of consecutive observations are investigated in this
section. Supervised learning approaches are post-processed using HMMs of Subsection 4.9.1
and unsupervised learning approaches are post-processed using LDS of Subsection 4.9.2.

5.5.1 Post-Processing of Supervised Learning using Hidden Markov
Models

This section investigates the performance of a HMM for the post-processing of the apriori
classification result of supervised learning approaches. The post-processing of the tire dataset
of the SML approach using a SVM and manual features shows interesting characteristics and is
therefore selected for the visualization of the HMM post-processing performance. In the following
paragraphs, an “apriori” estimation represents the estimation of the initial classifier, while a
“posteriori” estimation represents the estimation result after the post-processing using the HMM.

Figure 5.16 visualizes estimated class affiliation probabilities and estimated classes for three
sequences of consecutive observations of the tire dataset. The first sequence of consecutive
observations consists of the observation indices 1280 to 1496, the second sequence consists
of observation indices 1497 to 1738 and the last sequence consists of observation indices
1739 to 2049. The top graph shows the estimated class affiliation probability of the predicted
class of the apriori classifier as well as of the posteriori HMM for each observation. The mean
of the estimated probabilities of the apriori classifier is calculated for each class across each
sequence of consecutive observations. The maximal value of the resulting mean probability is
shown for reference. The lower graph illustrates the corresponding predicted class of the apriori
classifier, of the HMM and the actual true class for each observation. Hereby, misclassifications
of the apriori classifier can be identified. Figure 5.16(a) presents the described quantities for a
parameterization of the HMM’s emission matrix based on the apriori classifier’s performance on
the training dataset. Hereby, the classification characteristic of the apriori classifier on the tire
dataset is unknown to the HMM. Figure 5.16(b) is discussed later in this section.

The first visualized sequence of observations (observation index 1280 to 1496) mainly consists
of apriori correctly classified observations. The HMM is able to increase the posteriori estimated
class affiliation probability in the top graph in Figure 5.16(a) to up to 100 % by considering
the health state transition probabilities, even though the supplied confusion matrix for the
parameterization of the HMM’s emission probability is not based on the tire dataset but the
training dataset. This is due to the fact that the true positive rate of the apriori classifier on the
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Figure 5.16: Visualization of predicted probabilities using HMM and SVM with manual features on tire
data

complete tire dataset for the corresponding true class “all defect” is relatively high with 74.3 %.
Misclassified observations are evenly distributed across the other three classes. The HMM
behaves in this way for all consecutive observation sequences with a classification result of the
apriori classifier that is consistent to the corresponding TPR of the supplied confusion matrix for
the parameterization of the HMM. The behavior for the second visualized observation sequence
(observation index 1497 to 1738) is similar to the first sequence, even though it consists of more
misclassified observations by the apriori classifier compared to the first sequence.

The last visualized sequence (observation index 1739 to 2049) consists of many misclassified
observations of the apriori classifier. The true positive rate of the apriori classifier on the complete
tire dataset for the true class “RR defect” is only 39.2 %. 54.6 % of these “RR defect”-true class
observations are misclassified as “intact” by the apriori classifier. This behavior of the apriori
classifier is not known to the HMM because it is not reflected with the parameterization of the
HMM’s emission matrix. Hereby, the HMM can misclassify these observations while outputting a
high posteriori estimated class affiliation probability (e.g. from observation index 1802 to 1881).

Due to these performance problems, the following paragraphs analyze the performance improve-
ment by a HMM post-processing with a HMM parameterization that incorporates knowledge
about the weaknesses of the apriori classifier. A parameterization of the HMM that is based on
the apriori classifier’s performance on a different dataset than the training data of the apriori
classifier can be beneficial if the re-training of the classifier is not possible or “expensive”. This
might be the case if one classifier is trained on a big dataset that consists of different vehicle
derivatives. It can also be the case if the classification is computed directly on a vehicle’s ECU
and only the apriori classification result is available on a server. The HMM can then be used for
derivative-specific tuning of the classification concept.
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Figure 5.16(b) shows results for a parameterization of the HMM’s emission matrix that is based
on the apriori classifier’s performance on the tire dataset. Hereby, the classification characteristic
of the apriori classifier on the tire dataset is known to the HMM. The post-processed classification
performance is improved for all visualized measurements. Observations that were misclassified
by the HMM in Figure 5.16(a) are now correctly classified with only a few exceptions (observation
indices 1810 to 1818). However, these misclassified observations now have a reduced posteriori
estimated class affiliation probability.

Figure 5.17 shows the classification accuracies of the supervised learning approaches using a
HMM-based post-processing with full length bars and whiskers. Horizontal lines indicate the
mean accuracy of the corresponding apriori classifier without post-processing from Figure 5.13.
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Figure 5.17: Classification accuracy of supervised learning methods that are trained on training data
and applied to the test, mass and tire datasets with additional HMM post-processing of
the apriori classifier predictions. Whiskers indicate the standard deviation that results from
the application of all classifiers of the 5-fold cross-validation to the respective dataset.
Horizontal lines without whiskers indicate the mean classification accuracy of the apriori
classifier without post-processing from Figure 5.13.

Figure 5.17(a) presents the posteriori classification accuracies for a parameterization of the
HMM’s emission matrix based on the apriori classifier’s performance on the training data. The
accuracies on the test data of all methods are above 99.8 %. Results on mass and tire data have
also increased. The improvement of each classification concept is of different extent and is not
derivable to a specific classifier’s characteristic.

Figure 5.17(b) shows the posteriori classification accuracies for a parameterization of the HMM’s
emission matrix based on the apriori classification performance on the corresponding evaluation
dataset. The posteriori classification performance on the mass data remains at a similar level.
Due to the additional mass in the trunk of the vehicle, the apriori classifier confuses the “intact”
and “RR defect” class of the mass dataset (e.g. the true positive rate of the “intact” class is only
27.1 % when using a SVM with manual features and 62.8 % of the “intact”-true class observations
are misclassified as “RR defect”). This weakness of the apriori classifier cannot be compensated
by supplying an emission matrix that incorporates this apriori classifier behavior. However, the
classification accuracy on the tire data is further increased in Figure 5.17(b) when the HMM is
supplied with an emission matrix that incorporates the reduced classification performance of the
apriori classifier on the tire dataset compared to Figure 5.17(a).
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This section showed that it is possible to improve the classification performance of the overall
classification process by using a HMM for the post-processing of the apriori classification result.
The parameterization of the HMM based on the performance of the apriori classifier on the
training or validation data also improves the performance on the robustness datasets. If the
apriori classifier tends to be confused by some special classes, it is beneficial to supply this
information to the HMM using the parameterization of the HMM’s emission matrix.

5.5.2 Post-Processing of Unsupervised Learning using Linear Dy-
namical Systems

Figure 5.18(a) shows novelty scores of the LOF algorithm using manual features for consecutive
observation sequences of the test dataset. The observation indices 1 to 182 are “intact”,
183 to 249 are “all defect”, 250 to 314 are “FL defect” and 315 to 377 are “RR defect”. The
general level of the apriori estimated novelty scores for observations of the “intact” class is
lower than for all defect classes. However, the noisy apriori novelty scores lead to the mis-
classification of some observations. The posteriori estimated novelty scores are generated as
described in Subsection 4.9.2. The filtering process is computed for each observation sequence
individually. The posteriori estimated novelty scores are less noisy. The classification of each
observation based on the comparison of the posteriori estimated novelty score with an arbitrary
threshold leads to an improved detection of defective dampers. E.g. a suitable threshold for
the visualized classifier would be 0.4 because this threshold separates the visualized intact and
defect observations.
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Figure 5.18: Post-Processing of Unsupervised Learning using Linear Dynamical Systems

85



5 Results

Figure 5.18(b) shows the novelty detection performance for the three datasets using the LDS
post-processing. The performance on the test data is improved for all novelty detection concepts.
Using manual features with a LOF classifier reaches 97.5 % AUC. The performance on the mass
dataset is only increased by less than 7 PPs when using manual features, Sparsefilter features
or when using the VAE. The performance on the tire dataset remains nearly unchanged for all
novelty detection concepts except when using FFT features. Obviously, the performance of a
classifier that classifies a datasets only by chance will not improve by applying a post-processing
except of small improvements by chance. The LOF classifier that uses FFT features outperforms
all other classification concepts on the robustness datasets. The FFT features have the highest
granularity of information. Hereby, features may have similar values for observations of different
health classes. On the one hand, this reduces the separability of these classes and prevents an
optimal performance. On the other hand, it incorporates robustness to changed circumstances
of the analyzed data (such as additional mass or changed tires). The post-processing reinforces
this characteristic for using a LOF classifier with FFT features.

5.6 Analysis of Sensor Signal Importance

An analysis of the importance of the different sensor signals is conducted by applying a RFE.
All features that correspond to a sensor signal are deactivated as a block. The number of
neurons of the VAE is scaled with the number of input signals. The CNN network architecture
remained unchanged for different number of input signals. Figure 5.19 shows the classification
performance on the test data for a selection of a reduced number of sensor signals for supervised
and unsupervised learning approaches. Table 5.2 presents the corresponding ranking of the
sensor signals for supervised learning and Table 5.3 for unsupervised learning approaches. The
performance is in general slightly lower than in Figure 5.13 and 5.14(a) because no optimization
of the feature set or of the hyperparameters is conducted. The ranking of the sensor signal
importance is discussed in the following paragraphs.

2 4 6
60

70

80

90

Number of Sensor Signals

A
cc

ur
ac

y
in

%

SVM/LOF & Manual Features (SML) SVM/LOF & FFT (SML)
SVM/LOF & Autoencoder (RL) SVM/LOF & Sparsefilter (RL)
CNN/VAE (DL)

(a) Accuracy of supervised learning approaches

2 4 6
60

70

80

90

Number of Sensor Signals

A
U

C
in

%

(b) AUC of unsupervised learning approaches

Figure 5.19: Performance of supervised and unsupervised learning methods on the test dataset for
feature subsets of a reduced number of sensor signals according to the ranking in Table 5.2
and Table 5.3 using the RFE approach.
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Table 5.2: Importance ranking of the sensor signals for supervised learning methods.
WS = Wheel Speed, Acc X = Longitudinal Acceleration, Acc Y = Lateral Acceleration,
YR = Yaw Rate

Rank SVM & Manual
Features

SVM & FFT SVM &
Autoencoder

SVM &
Sparsefilter

CNN

1. WS FL WS FL WS FL WS FL WS FL
2. WS RR WS RR WS RR WS RR WS RR
3. WS FR WS FR WS FR WS FR WS FR
4. WS RL WS RL WS RL Acc Y WS RL
5. Acc Y Acc Y Acc Y WS RL Acc Y
6. Acc X Acc X YR Acc X Acc X
7. YR YR Acc X YR YR

Table 5.3: Importance ranking of the sensor signals for unsupervised learning methods.
WS = Wheel Speed, Acc X = Longitudinal Acceleration, Acc Y = Lateral Acceleration,
YR = Yaw Rate

Rank LOF & Manual
Features

LOF & FFT LOF &
Autoencoder

LOF &
Sparsefilter

VAE

1. WS RR YR YR YR WS FL
2. WS FL WS FL WS FL WS FL WS RR
3. Acc Y Acc Y Acc Y Acc Y Acc Y
4. WS FR Acc X Acc X Acc X WS FR
5. YR WS FR WS FR WS RL WS RL
6. WS RL WS RL WS RL WS FR Acc X
7. Acc X WS RR WS RR WS RR YR

The ranking of the sensor signals for supervised learning approaches is consistent across the
tested approaches. The wheel speed signals are most important. The wheel speed signals FL
and RR are more important than FR and RL because the dataset consists of the health state
classes “intact”, “all defect”, “FL defect” and “RR defect”. The wheel speed signals FR and RL
are third and fourth most important sensor signals. Even though, there is no individual damper
defect class within the dataset, these sensor values still allows for an easier detection of the
health state with all dampers being defect and all dampers being intact. Using only the four
wheel speed sensor signals already results in a very high accuracy compared to the accuracy
when using all sensor signals. CNNs that use only wheel speed signals already reach over 90 %
classification accuracy. This fits to the result of the observability analysis in Chapter 3. However,
using vehicle body sensor signals does still increase the classification accuracy slightly. The
lateral acceleration is the most important vehicle body sensor signal. Longitudinal acceleration
and yaw rate are less important.

The diagnosis performance of unsupervised learning approaches behaves more heterogeneous
than supervised learning approaches. For manual features, the wheel speed signals RR and
FL are ranked as most important. Selecting these two sensor signals already results in 81.39 %
AUC. Manual features have a high focus on the variation of vertical eigenfrequencies of the
wheels. This leads to the high importance of these sensor signals for the manual feature set.
FFT, Autoencoder and Sparsefilter are neutral feature generation methods without a focus on
any specific sensor signals or deviations of eigenfrequencies. These three feature sets result in a
very consistent importance ranking of sensor signals. Except for the wheel speed FL, all vehicle
body signals are ranked as more important than the wheel speed signals. A closer investigation
of the frequency analysis in Figure 5.2 reveals that all defective states lead to a deviation of the
vehicle body sensor signal characteristics from the intact state. Wheel speed signals remain
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unchanged for damper defects that do not affect the corresponding wheel. Therefore, the shown
unsupervised learning concepts are based more on vehicle body signals that deviate slightly for
all fault conditions than on wheel speed sensor signals that deviate strongly for only some fault
conditions. An interesting fact is that in contrast to the supervised sensor ranking in Table 5.2,
the yaw rate signal is ranked as the most important vehicle body sensor signal. However, a good
discriminative power of some frequency shares of the yaw rate signal is already presented by
the yaw rate’s Fisher score in Figure 5.2(g).

The performance of the VAE consists of a distinct peak when using four sensors. This results in
the highest AUC of 86.75 %. The sensor signal ranking is similar to the ranking of supervised
learning methods. Only the order of lateral acceleration and wheel speed signals that are not
directly affected by damper faults (FL and RR) is changed.

5.7 Analysis of Training Data Size

The analysis of the diagnosis performance for different sizes of the training dataset provides an
expectation of the performance when applying the diagnosis approaches to larger datasets in
real-life. Therefore, the performance of supervised and unsupervised learning approaches on
the test data is analyzed for a reduced size of the training data and presented in Figure 5.20.
Variations of the performance of SML approaches are caused by a varying performance of the
classifier, while the quality of the generated features remains unchanged. RL approaches vary in
the classifier’s performance as well as the quality of the generated features due to the reduced
training data for the training of the feature generation processes. DL approaches are completely
dependent on training data due to the end-to-end learning method.
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Figure 5.20: Performance of supervised and unsupervised learning methods on the test dataset using a
reduced size of the training dataset

Figure 5.20(a) shows that the accuracy of the supervised learning approaches with regard to the
size of the training dataset is similar for SML, RL and DL approaches. All approaches flatten
their performance increase with an increasing size of the training dataset. This may indicate
that the dataset consists of some observations that are hard to classify because of irregular
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circumstances (e.g. driving across bumps or short periods of high acceleration). This would
require either a larger and more heterogeneous dataset, or a more homogeneous dataset by
a more conservative observation generation (using more conservative thresholds for maximal
acceleration etc.).

Unsupervised learning approaches use only “intact” observations for training. Therefore the size
of the training data is smaller compared to the supervised learning training dataset. Unsupervised
SML and RL approaches in Figure 5.20(b) again behave similar. A reduction of the increase of
the AUC for larger training datasets can already be observed in Figure 5.20(b). The DL method
VAE shows a continuous increase of the AUC with an increasing training dataset. While the
gradient of the performance improvement is also slightly decreasing for an increasing size of the
training datasets, further improvement is expected for larger training datasets.

5.8 Analysis of Influence of Vehicle Speed and Road
Roughness

The theoretical analysis of the observability of a variation of the damper coefficient in Chapter 3
showed that an increased vehicle speed as well as a higher road excitation are beneficial for the
diagnosis performance. These theoretical results are investigated in this section. The analysis is
performed exemplary with the supervised SML approach using manual features because this
required the least computational effort.

The corresponding vehicle speed of an observation is selected as the mean over the observation
time and over all wheel speeds. The road roughness is not measured directly within the scope of
this thesis. Therefore, the International Roughness Index (IRI) information for each observation
is extracted from the mapping information of “here” maps as indicator of the road roughness.
The IRI was introduced in [288]. It is based on a simulation of a quarter-vehicle model with
specific reference parameters using the corresponding road profile [289, p. 3, 290, pp. 31-43].
The IRI is calculated by

IRI =
1
L

∫ L
v

0

|żT(t)− żBo(t)|dt (5.5)

with the length L of the analyzed road segment and the reference vehicle speed v of the quarter-
vehicle simulation. The vehicle speed within the simulation is typically 80 km

h . żT(t) and żBo(t) are
the vertical velocities of the unsprung tire and sprung vehicle body mass of the quarter-vehicle
reference model. The IRI’s unit is m

km (meter per kilometer) [290, p. 33].

To prevent any biasing effects of the classification performance due to biases within the training
data regarding vehicle speed or road roughness, new classifiers are trained using special training
datasets for both cases. The analysis of the influence of the vehicle velocity is conducted using
a training dataset that consists of 5000 observations that are uniformly distributed from 50 km

h
to 100 km

h with 500 observations per 5 km
h . The information of the IRI is not available for all

observations. Therefore, a training dataset is generated that consists of 3000 observations
that are uniformly distributed from an IRI of 0.5 m

km to 3 m
km with 300 observations per 0.25 m

km .
Realistic IRI values are around 0.25 m

km to 1.25 m
km for a German Autobahn and 0.25 m

km to 3 m
km

for federal or state streets [291, p. 189]. Figure C.11 in the Appendix C.3 shows the distribution
of observations for the training and testing dataset.
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The influence of the vehicle speed and road roughness is evaluated by investigating the estimated
true class affiliation probability for each observation of the testing data in Figure 5.21. Each
bar represents the amount of observations of the testing data as shown in Figure C.11. The
gray tone indicates the relative amount of observations with an estimated true class affiliation
probability within the respective range indicated by the legend for each corresponding speed or
IRI range. The classifier’s accuracy and AUC for each speed / road roughness bin is visualized
for reference in Appendix C.3 in Figure C.12. Figure 5.22 shows the correlation coefficient
between the different true class affiliation probability shares of Figure 5.21 with the vehicle speed
and IRI.
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Figure 5.21: Relative shares of the estimated probabilities of the true class for the supervised SML
approach using manual features. Each bar is normalized with respect to the amount of
observations for each share in the testing data in Figure C.11.
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Figure 5.22: Correlation of estimated true class probability with vehicle speed and IRI for each probability
share in Figure 5.21

All true class probability shares below 80 % in Figure 5.22 have a negative correlation, while the
true class probability shares between 80 % to 100 % are positively correlated with the vehicle
speed and the IRI. Therefore, misclassifications (with a low true class probability) are reduced
and observations that are already correctly classified, increase their precision. These results
show that with an increasing vehicle speed as well as with an increasing road roughness
(increasing IRI), the estimated probability for the true class increases. Hereby, global metrics
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such as the accuracy or AUC will increase with higher vehicle speeds and higher road excitation.
This is also the case in Figure C.12. Additionally, a post-processing of the classification result
will be more precise because the apriori estimated probabilities are more reliable.

The results of the theoretical analysis of the observability analysis in Chapter 3 could be
confirmed. Higher vehicle speeds as well as an increased road roughness result in an improved
classification performance.

5.9 Comparison with Signal-Based Approach

This section compares the performance of the Machine Learning (ML) approaches with the
performance of the signal-based damper diagnosis approach of Jautze [17]. An introduction to
this approach is given in the following paragraphs based on [17, pp. 71-79].

An index is generated that compares the magnitude of the Power Spectral Density (PSD) at two
frequency ranges of the wheel speed signal as indicated in Figure 5.23. The evaluation frequency
fE is selected at the vertical tire eigenfrequency of around 10 Hz to 15 Hz so that the magnitude
of the PSD within this range is influenced by a varying damping characteristic. The reference
frequency fR is selected in a frequency range that is independent from the damping coefficient.
Jautze [17, p. 76] defines the Damper Damage Value (for German Dämpferschadenskennwert)
(DSKW) by averaging across multiple datapoints within the frequency ranges by

DSKW =
1
n

n∑
i=1

Sω( fE,i)

Sω( fR,i)
(5.6)

with the magnitude of the PSD Sω at an evaluation frequency fE,i and at a reference frequency
fR,i. The number of investigated frequencies n is selected to result in a small bandwidth of the
evaluation and reference frequency range.
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Figure 5.23: PSD of wheel speed Front Left (FL) for the different damper health states with exemplary
evaluation and reference frequency range.

The DSKW can be treated as outlier score. The higher the DSKW, the more likely a damper
defect is. Therefore, the performance analysis of the signal-based approach within this thesis
uses the AUC metric. The four damper health states of this thesis’ dataset are converted to an
“intact” and “defect” damper health state for each wheel. An AUC value can then be generated
for each wheel independently. These wheel-specific AUC values are averaged to get one metric
for the signal-based approach of Jautze [17]. Due to the conducted parameter optimization
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and speed-correction of the implementation of the signal-based approach within this thesis,
the resulting diagnosis performance might be slightly better compared to an actual real-life
implementation. See Appendix C.4 for implementation details.

Figure 5.24 compares the performance of the signal-based approach with the classification
performance of the supervised and unsupervised approaches from Figure 5.14. The signal-
based approach shows a consistent performance on all three datasets with 77.72 % AUC on
the testing dataset, 77.21 % AUC on the mass dataset and 74.06 % AUC on the tire dataset. All
unsupervised ML approaches in Figure 5.24(a) have at least a similar performance compared
to the signal-based approach on the test dataset. Using a LOF with manual features or a
VAE perform better than the signal-based approach for the testing dataset. The signal-based
approach has a better performance on the mass and tire dataset compared to all unsupervised
ML approaches. While the reduced performance of the ML-based novelty detection for unknown
data is known from Subsection 5.4.2, the signal-based approach is the better choice if the training
data does not cover the real-life driving data to a sufficient extent. If the operating conditions of
the diagnosis approach are known, ML approaches can compete with the signal-based approach
that requires expert knowledge regarding the symptoms that are caused by a component defect.
The performance of ML approaches is even higher if features are supplied that incorporate a
sufficient amount of knowledge (as it is the case with statistical or frequency-based features
in the manual feature set) or if the supplied training data is efficiently incorporated into the
ML approach as it is the case for DL approaches. Figure 5.24(b) shows the AUC values of
supervised ML algorithms as shown in Figure 5.14(b) and the AUC value of the signal-based
approach. This comparison highlights the beneficial impact of labeled training data again.
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Figure 5.24: Comparison of the damper defect detection performance of the signal-based approach
with that of the unsupervised and supervised learning methods that are trained on training
data and applied to the test, mass and tire datasets from Figure 5.14.
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This section provides a summary of the results by answering the derived research questions
from Section 2.7. Based on these overall results, implications for an actual implementation are
discussed. Afterwards, the overall approach is critically assessed and the relevance of this
thesis is discussed.

6.1 Overall Assessment of the Results

The overall results show that machine learning methods are suitable for the detection of damper
defects using driving data of ESC system measurements. More details are provided with regard
to the research objectives from Section 2.7.

I.a. Is it possible to detect defective dampers using only wheel speed measurements
with unknown road excitation?
The observability of a quarter-vehicle model with an additional state for the damping coefficient
is analyzed under the circumstance of the measurement of the wheel speed and unknown
road excitation. Vehicle body sensor signals (yaw rate or accelerations) were not considered to
keep the model complexity as simple as possible. The local observability was analyzed using a
numeric evaluation of the stochastic observability. Local observability is given for the analyzed
system and the defined circumstances. Therefore it is possible to detect defective dampers
using only wheel speed measurements with unknown road excitation.

I.b. Which circumstances limit or benefit the detection of defective dampers?
The detection of defective dampers can be improved by an increased observation time of the
sensor measurements, higher vehicle speeds or higher road roughness. The theoretical findings
for vehicle speed and road roughness are experimentally analyzed and confirmed in Section 5.8.
The estimated probability of the observation’s true class correlates with the vehicle speed and
the International Roughness Index (IRI).

II. Which machine learning concepts are suited for the diagnosis of defective automotive
dampers?
Supervised and unsupervised learning methods of Shallow Machine Learning (SML), Repre-
sentation Learning (RL) and Deep Learning (DL) are identified as suitable machine learning
concepts. The most appropriate diagnosis concept depends on the effort that can be spent
for data generation and implementation aspects regarding data transmission and computa-
tional resources. Supervised learning approaches lead to higher classifications accuracies than
unsupervised learning approaches.

The comprehensibility of the algorithm behavior as well as the incorporation of existing model-
based knowledge of component behavior is best for SML approaches. DL methods can be
transferred to other component faults. RL does not supply any major improvements of the
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diagnosis performance compared to SML methods. If no knowledge about the signal-based
effects of component faults is available, using FFT data points as features is a reasonable
approach. If it is possible to generate labeled data for supervised classification, the choice
of a SML or DL approach is based on the required robustness to unknown circumstances of
the diagnosis application. SML performs well within the circumstances of its training data. DL
does not necessarily result in an improved performance within the circumstances of the training
data. However, the robustness to unknown circumstances in the data is increased. If it is not
possible to generate labeled data, unsupervised learning methods need to be applied. While
the performance of unsupervised SML and DL methods is similar in this thesis, the behavior of
the DL approach with respect to the size of the training data suggests a better performance of
DL methods for larger training datasets. Therefore, the DL approach is considered as the more
suitable approach.

III.a. How accurate are the results?
The performance on homogeneous test data is similar across supervised SML, RL and DL
approaches. All approaches result in classification accuracies of around 90 % except the
Sparsefilter-based RL approach (Figure 5.13). Using hand-crafted manual features for a SML
approach leads to the highest AUC of 84.4 % across the unsupervised learning approaches on
the homogeneous test data (Figure 5.14(a)). The DL method Variational Autoencoder (VAE) is
the second best performing algorithm. RL approaches perform worst for unsupervised learning.

To be able to compare the results of supervised and unsupervised learning approaches quan-
titatively, the accuracy of supervised learning methods is transformed to a multiclass-AUC
(or M-value). This metric accounts for the additional information regarding the specific class
affiliation of each observation of supervised learning approaches. Hereby, supervised learning
approaches result in about 20 % to 25 % higher AUC values compared to unsupervised learning
approaches (Figure 5.14).

Additional improvement of the classification performance can be generated considering the
temporal behavior of sequences of consecutive observations. Post-processing the apriori
supervised classification using a Hidden Markov Model (HMM) results in accuracies of more
than 99.8 % on the test dataset for all supervised learning approaches (Figure 5.17(a)). This
means that two out of 1000 observations with a length of 5.12 s are misclassified. The post-
processing of unsupervised learning approaches is performed by a Linear Dynamical System
(LDS). All approaches increase by about 10 to 15 Percentage Points (PPs). The SML approach
even reaches 97.5 % AUC (Figure 5.18(b)).

III.b. How robust are the results?
The robustness of the applied approaches is evaluated by analyzing the diagnosis performance
with additional mass in the vehicle’s trunk and with winter instead of summer tires. The perfor-
mance of supervised SML and RL approaches is reduced by 20 to 40 PPs on these datasets
compared to the classification accuracy on the homogeneous test data (Figure 5.13). The
DL-based CNN reduces its classification accuracy only slightly by about 10 PPs. Unsupervised
learning approaches detect unknown patterns in data. Therefore, they are not robust with
regard to additional mass or changed tires (Figure 5.14(a)). The resulting AUC of about 50 % is
equivalent to randomly guessing. If the investigated circumstances (additional mass or using
different tires) is incorporated into the training data, the diagnosis performance of unsupervised
learning approaches increases (Figure 5.15). This emphasizes the importance of a heteroge-
neous training dataset for unsupervised learning approaches. Covering a great variety of vehicle
usage circumstances (e.g. the number of passengers, using a roof box etc.) is important for
unsupervised learning approaches.
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III.c. What is the influence of a varying size of training data on the detection perfor-
mance?
The behavior of the classification accuracy with regard to the number of training observations is
similar for all supervised learning approaches (Figure 5.20(a)). Contradictory, existing literature
states that the performance of SML approaches stagnates while the performance of DL ap-
proaches increases further with a larger training dataset [28, p. 3]. This may be an indicator that
the dataset within this thesis consists of observations that are impossible to classify correctly. A
larger and more heterogeneous dataset, or a more homogeneous dataset by a more conser-
vative observation generation (using more conservative thresholds for maximal acceleration
etc.) may therefore be required. Unsupervised learning approaches increase their performance
with an increasing size of the training dataset. The DL-based VAE has a greater gradient of
performance improvement compared to SML and RL methods (Figure 5.20(b)).

III.d. Which sensor signals are most relevant?
All supervised learning approaches rate the wheel speed signals as most important sensor
signals (Table 5.2). Slight additional performance improvements result from using lateral
acceleration, longitudinal acceleration or yaw rate. The ranking of the sensor signals of the two
best performing unsupervised learning approaches, SML using manual features and DL-based
VAE, is similar to the supervised learning ranking (Table 5.3).

III.e. How is the performance of machine learning approaches compared to the signal-
based diagnosis approach of Jautze [17]?
The signal-based approach of Jautze [17] generates a novelty score and can therefore be directly
compared to unsupervised machine learning approaches. The performance of the unsupervised
Machine Learning (ML) approaches is in a similar range compared to the signal-based approach.
Two ML approaches have a better performance by 4 PPs and 7 PPs AUC than the signal-based
approach. The signal-based approach is more robust to unknown operating conditions that is
not covered by the training data compared to ML approaches.

IV. Is it possible to derive physical findings from the investigation of the transformations
that are performed by machine learning methods?
The investigation of internal transformations of the input data that are performed by RL and
DL approaches showed that most methods apply a frequency analysis if the input data is a
time signal. If the input data is already a frequency analysis of the time signal, the ML methods
perform a comparison of the amplitudes at different frequencies. This behavior and the results
of this thesis show that using the FFT data points as features for classification is a simple but
reasonable approach. However, the diagnosis performance is improved if knowledge about
the system’s behavior in case of a component defect is available and more specific features
can be generated. The investigation of the feature characteristics in Section 5.2 shows that
only a limited amount of frequencies is important for the diagnosis application. The knowledge
about the importance of different frequency ranges may be obvious for the diagnosis of some
components (e.g. automotive dampers). However, the described feature analysis process can
be used as guideline for the development of diagnosis applications for components with an
unknown system behavior under faulty conditions.
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6.2 Implications for an Actual Implementation

There are two possibilities for an OEM to create value with the damper defect detection: Either
showing the information of a defective damper to the driver and sending him to a workshop, or
not showing the information to the driver but saving the information within the ECU and displaying
the information to the workshop at the vehicle’s next inspection. If the information regarding a
defective state is shown to the driver, the accuracy of the health monitoring system must be
(nearly) 100 %. At this point of the research project, this is only possible with supervised learning
approaches. The accuracy of 99.8 % can further be increased if the thresholds for the activation
of the system (maximal acceleration, minimal speed of the vehicle or a minimal required road
excitation) are further narrowed. Furthermore, the trade-off between the time until a defective
state is detected and the amount of false positives can be parameterized with the Hidden Markov
Model (HMM). This is similar to implementing a threshold for the required class affiliation that
needs to be reached to display the presence of a defective component. An important aspect of
the implementation of a supervised health monitoring system is that the failure modes within
the training data should match the actual failure modes in the later customer driving data. This
requires a careful analysis of the driving data with different failure modes. Furthermore, it needs
to be evaluated if different but similar vehicle types (e.g. different engine or different suspension
system) can be monitored with a system that is trained on the same training data. In general
the generation of labeled training data for supervised methods for various vehicle types can be
challenging and costly. However, this thesis showed, that a couple of hundreds or thousands of
kilometers for each failure mode are sufficient as training data.

The second possibility is to not display the information of the detection of a defective vehicle state
to the driver but only showing it to the workshop at the vehicle’s next inspection. Hereby, the
health monitoring system can be less accurate because a wrongly detected defective component
would not result in sending the customer to the workshop without an actual need. It only
results in the car mechanic checking the damper more intensively than usual. Therefore, the
monitoring task can be conducted by unsupervised learning approaches and hereby, a large
amount of unlabeled data can be used without additional costs for the generation of training
data. This is especially interesting because the unsupervised Deep Learning (DL) method
Variational Autoencoder (VAE) showed a promising performance gain for an increasing size
of the training data. However, it is important that a vast majority of circumstances of the later
customer driving data is covered by the training data. More narrow activation circumstances of
the health monitoring system as well as further tuning of the post-processing as explained above
is also possible. Additionally, unsupervised learning approaches can also be helpful to generate
labeled data with low costs: If the unsupervised method raises a component defect, it can be
checked during the vehicle’s next inspection. The car mechanic can then set a label according to
the real vehicle health state. Applying this label to the driving data of a given amount of previous
kilometers results in a growing labeled dataset with nearly no additional costs.

6.3 Critical Assessment of the Overall Approach

Section 2.4 showed that many Machine Learning (ML) concepts and methods exist for fault
detection and diagnosis. The selection of supervised and unsupervised classification algorithms
has low requirements regarding the availability of labeled data and the amount of data compared
to regression methods or Remaining Useful Life (RUL) estimation approaches. However,
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supervised and unsupervised classification methods do not provide a continuous value of the
component’s health or its RUL.

The selected classifier for each classification concept is only one representative of each machine
learning concept. The employed methods were selected with regard to existing literature and
they showed competitive performance in this thesis. However, due to the diversity of ML methods
and the associated set of hyper-parameters, it cannot be guaranteed that the selected methods
perform best within each machine learning concept.

Especially the area of unsupervised Deep Learning (DL) methods is an evolving field [254,
p. 27]. OCNN and deep SVDD are two unsupervised learning approaches that are worth further
investigation due to their performance in literature [256, p. 11]. Deep learning could also be
used for the monitoring of time-dependent behavior of the machine health state. LSTMs are
increasingly applied for this task and also combinations of LSTMs with other classifiers are
applied for time-based machine health monitoring [135, 136, 137]. But also the area of Shallow
Machine Learning (SML) classifiers is evolving constantly. XGBoost [292] is a tree boosting
system that is stated to use fewer resources than existing systems. XGBoost is also applied to
unsupervised outlier detection in [293].

Further optimization of the investigated methods or the analysis of additional methods could
be conducted to further increase the diagnosis performance. However, this will only lead to a
small gain in knowledge on this conceptual level. The consequent next step is the definition
of a specific implementation framework because the technical requirements of the diagnosis
approach are dependent on this framework. While implementation aspects were discussed for
the identification of suited ML concepts in Section 4.1, hard requirements for an actual real-life
implementation were not considered because they are dependent on the actual implementation
framework. The availability of memory storage and computational power is different for a
remote-implementation on a server or an onboard-implementation within the vehicle. Remote-
or onboard-implementation decides upon the amount of data that needs to be transmitted via
cellular network. This may, in turn, affect the necessary data processing on an ECU.

The selected SML and RL classifiers, SVM and LOF, are memory intensive [18, p. 10, 114,
p. 11]. Their requirements for memory space and computational power for the evaluation of the
classifier increase with an increasing size of the training data. The selected DL classifiers, CNN
and VAE, have higher requirements regarding the computational power for the training process.
However, the requirements regarding memory space and computational power for the evaluation
of the classifier remains unchanged with an increasing size of the training data. Competitive
CNN network architectures are presented by Zehelein et al. [121, p. 14] and are in the area of
70 000 to 270000 tuneable parameters with 485k to 3.67M Floating Point Operations (FLOPs).

Another aspect that influences the selection of specific methods for an actual implementation is
the availability of labeled data. Altering components to simulate a real-life defect is difficult. In
the context of this thesis, the realization of a damper oil leakage was conducted by Faist [294]
similar to the process in [2]. However, the mechanical altering of the dampers led to a complete
failure of the damper rather than the expected reduced damping performance. Real-life data
from fleet vehicles might include vehicles with worn components. However, the health state of
the components is mostly unknown. Therefore, labeling this data is difficult.

97



6 Discussion

6.4 Relevance of the Research Objective

This thesis investigated the application of existing Machine Learning (ML) methods to a new
technical field. Therefore, the scientific and technical contribution as well as the societal
relevance of this thesis are discussed in this section.

Scientific Contribution

The functionality of ML methods is often demonstrated on synthetic datasets only. Real-life
data is rarely used for the application of ML methods and the data often results from test
bench measurements [28, p. 8, 115, p. 18, 116, p. 12]. This thesis uses real driving data for the
investigation of the performance of machine learning methods. Even though the damper faults
are imitated, the dataset includes characteristics due to an uncontrolled environment such as
wind, road excitation or temperature influence. Moreover, the robustness for unknown patterns
in the dataset due to changed vehicle parameters is explicitly analyzed in this thesis. The
investigation of internal transformations of ML methods is an open field of research [117, p. 19].
The proposed process of the investigation of features can be used for the derivation of insights
for the diagnosis of components with unknown behavior in the defective state. It is also possible
to aggregate these insights for the development of suited hand-crafted features. Publications
such as [141, 129, 134, 242, 249, 250] suggest new algorithms but compare them only briefly to
other approaches for a specific problem. Therefore, holistic investigations of the performance of
several ML concepts on a specific domain are rarely available. This thesis analyzes six different
ML concepts and compares them with a signal-based approach. Finally, a theoretical analysis of
the observability of variations of the damping coefficient based on wheel speed measurements
with unknown road excitation does not exist in literature. The observability is analyzed in this
thesis.

Technical Contribution

The technical contribution of this thesis is especially important for companies that might im-
plement ML based diagnosis methods. Therefore, the most important fact is that the damper
diagnosis using ML methods is possible. Different ML methods that are suited for the diagnosis
task are provided in this thesis. A broad overview of general requirements for an implementation
is provided by the discussion of the advantages and disadvantages of different ML concepts.
Explicit technical requirements regarding memory space or calculation power of the analyzed
methods would need to be further investigated.

Societal Relevance

Findings in this thesis may also be relevant for society. Reduced maintenance activities of a
vehicle reduces costs. An increased availability of fleet vehicles also reduces costs for shared
mobility. Therefore, the general costs for mobility may be decreased by an improved vehicle
health monitoring. The continuous monitoring of the chassis system’s health state results in an
improved guarantee of driving safety. Furthermore, continuously monitoring the chassis system’s
health state by technical inspection agencies (e.g. the German TÜV) would result in an improved
guarantee of driving safety not only for single vehicles but for all road traffic. For this, access to
data would have to be granted by an appropriate political regulation.
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The future of automotive is seen to be electric, autonomous, shared and connected. These
trends set new challenges and opportunities on the continuous health state monitoring of the
chassis system. Therefore, this thesis deals with the analysis of the suitability of Machine
Learning (ML) methods for automotive damper diagnosis. To enable a broad applicability of a
new diagnosis system to all vehicles, only Electronic Stability Control (ESC) sensors shall be
used without the requirement of any vertical dynamics sensors.

ML-based fault diagnosis concepts for mechanical components of the chassis system are a
possible solution that fit the presented trends and circumstances. This ensures driving safety
and driving comfort continuously, which is especially important for autonomous, shared vehicles.
Driving data from connected vehicles can be used for the training of the fault diagnosis concept.
Periodic inspections are replaced by a continuous monitoring of the chassis system’s health
state. Hereby, less service activities are required for the chassis system. In combination with
less maintenance requirements of an electric powertrain, the number of service activities for
electric vehicles is reduced. Remote on-board diagnostics and predictive maintenance serves
as data-driven business model for expanding the aftermarket activities, e.g. by detecting a fault
within the vehicle, noticing the driver and sending him to the workshop.

Damper faults are among the most frequent issues of the chassis system. The investigation
of the state of the art revealed that diagnosing damper faults is not a new research subject.
However, existing methods are mostly model-based or signal-based. They require vertical
acceleration sensors and for this reason they are not applied in series production vehicles.
This makes one doubt the robustness of the existing diagnosis applications. ML methods
show promising diagnosis performance in many other domains and are said to improve their
performance with increasing training data. However, they are not yet used for the monitoring of
a vehicle’s chassis system.

Existing approaches detect damper faults without measuring the road excitation. However,
there is no analysis of the observability of a system with varying damping coefficients under the
circumstance of only measuring the wheel speed with unknown road excitation. A theoretical
analysis of the observability was performed and theoretical insights were generated. An increas-
ing observation time, an increasing vehicle speed and an increasing road excitation improve the
observability of the system and are therefore beneficial for defect detection. Knowledge about
these facts can be used to improve the diagnosis performance.

Suitable concepts in the context of damper diagnosis were identified. This thesis analyzed the
suitability of supervised and unsupervised learning approaches of Shallow Machine Learning
(SML), Representation Learning (RL) and Deep Learning (DL) concepts. While supervised
learning approaches enable the detection of a specific fault, unsupervised learning approaches
only detect a defective state without information about the specific fault. Supervised learning
approaches require labeled training data while unsupervised learning approaches require only
data of intact driving. SML uses hand-crafted features. Therefore, a feature set was generated
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that consists of various hand-crafted features. Using FFT data points as features was a
second SML feature set. RL generates features automatically. Autoencoder and Sparsefilter
are two methods that were applied for feature generation. Supervised classification of the
resulting feature sets was performed using a Support Vector Machine (SVM), while unsupervised
classification was performed using the nearest-neighbor-based Local Outlier Factor (LOF)
algorithm. The concept of supervised DL was analyzed using a Convolutional Neural Network
(CNN) while unsupervised DL used a Variational Autoencoder (VAE).

Methods for considering the temporal behavior of sequences of consecutive observations of the
classifier’s estimation were identified. Supervised learning approaches were post-processed
using a Hidden Markov Model (HMM) and unsupervised learning approaches were processed
by a Linear Dynamical System (LDS).

Approximately 18 hours of driving data were gathered using an upper class vehicle for the evalu-
ation of the algorithms. The ESC sensor signals were logged directly from the vehicle’s internal
FlexRay communication system. Defective dampers were emulated by altering the behavior of
the vehicle’s semi-active dampers. A dataset that consists of nearly 13 000 observations with
four different health states was generated. The robustness of the algorithms was evaluated by
additional datasets that incorporate additional mass in the vehicle’s trunk and winter tires instead
of summer tires.

Supervised SML approaches showed a competitive performance that is comparable to DL
approaches with 91 % accuracy. Using RL approaches did not lead to any benefits compared to
SML approaches. DL approaches showed a more robust behavior compared to SML methods
for unknown circumstances in the dataset. Considering temporal behavior resulted in more than
99.8 % accuracy for all supervised methods. The importance of the different sensor signals was
analyzed as well as the impact of the size of the training data. An analysis of the characteristics
of the generated feature sets as well as the transformations of a CNN showed that these
methods perform a frequency analysis of the input signals or compare amplitudes at different
frequencies. The theoretical insights from the observability analysis regarding vehicle speed
and road excitation has been confirmed experimentally.

Future tasks should deal with an actual implementation of a machine learning-based fault
detection system. This should include using driving data of actual fleet vehicles. Due to
the investigation of relevant sensor signals, an implementation of independent fault detection
systems for each wheel may be advantageous. Hereby, unsupervised learning systems could
be used and a location of the affected wheel is inherently provided.

This conceptual analysis showed that machine learning methods are suitable for the diagnosis of
defective automotive dampers. Transferring these methods to other chassis system components
enables the continuous monitoring of the chassis system’s health state. Hereby, driving comfort
and driving safety can be ensured without the need of human monitoring. This enables a safe
operation of fleets of autonomous or shared vehicles.

Machine learning-based health state monitoring of vehicles may not only be used by the
automotive industry itself. In the long run, if politics grant access to the driving data of vehicles
for technical inspection agencies (e.g. the German TÜV), Periodical Technical Inspection (PTI)
becomes unnecessary. This reduces costs while increasing driving safety due to the continuous
monitoring of the vehicle’s health state.
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A Observability Analysis

A.1 Derivation of System Equations

The following derivation of the equations of the quarter vehicle is based on [17, pp. 28-29]. The
vertical displacement coordinates are chosen so that their zero positions are at the system’s
static equilibrium. The equilibrium of forces for the mass of the sprung vehicle body and the
unsprung tire and axle gives

mBo z̈Bo = −cz,Bo (zBo − zT)− dz,Bo (żBo − żT) (A.1)

mT z̈T = cz,Bo (zBo − zT) + dz,Bo (żBo − żT) +∆Fz,C. (A.2)

When neglecting the small vertical damping of the tire [1, p. 56], the vertical force in the tire
contact patch is based on the tire deflection by [17, p. 28]

∆Fz,C = −cz,T (zT − zR) (A.3)

with the vertical tire stiffness cz,T and the displacement of the unsprung mass of the tire and axle
zT and the road excitation zR. The states of the quarter-vehicle model are selected as1

x =




x1

x2

x3

x4


=




zT

żT

zBo

żBo


 (A.4)

with the vertical displacement of the unsprung mass of the tire and axle zT and its velocity żT as
well as the vertical displacement of the sprung mass of the vehicle body zBo and its velocity żBo.
The road excitation is selected as input of the system u= zR and the deviation of the vertical tire
force in the contact patch is selected as output of the system y =∆Fz,C. The system equations
of the quarter-vehicle model in matrix notation are then given by

ẋ =




0 1 0 0

− cz,Bo+cz,T
mT

− dz,Bo
mT

cz,Bo
mT

dz,Bo
mT

0 0 0 1
cz,Bo
mBo

dz,Bo
mBo

− cz,Bo
mBo

− dz,Bo
mBo


 x +




0
cz,T
mT

0
0


u (A.5)

y =
�−cz,T 0 0 0

�
x + cz,T u. (A.6)

1For readability, the time-dependence of states x(t), output y(t) and input u(t) is not shown
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A Observability Analysis

A.2 Analysis of Observability with Known Road Exci-
tation

The calculations of the observability analysis were performed using the Matlab Symbolic Math
Toolbox because of the complexity of the resulting equations. The resulting intermediate
equations are given in this section.

The Lie-derivatives of Section 3.3 according to Equations (3.13) and (3.14) are as follows:

g =
v

2 rw,dyn,0π
− cz,T v (u− x1)

2 cr,dyn,F,C rw,dyn,0
2π

(A.7)

h1 =−
cz,T v (u̇− x2)

2 cr,dyn,F,C rw,dyn,0
2π

(A.8)

h2 =−
cz,T v

�
ü mT − cz,T u+ cBo x1 − cz,Bo x3 + cz,T x1 + dz,Bo,0 x2 − dz,Bo,0 x4 + x2 x5 − x4 x5

�

2 cr,dyn,F,C mT rw,dyn,0
2π

(A.9)

h3 =−
cz,T v

2 cr,dyn,F,C mT
2 mBo rw,dyn,0

2π

∗
�
dz,Bo,0

2 mT x4 − dz,Bo,0
2 mT x2 − dz,Bo,0

2 mBo x2 + dz,Bo,0
2 mBo x4 −mT x2 x5

2

+mT x4 x5
2 −mBo x2 x5

2 +mBo x4 x5
2 + u(3)mT

2 mBo − cz,T u̇ mT mBo

+ cz,T dz,Bo,0 mBo u− cz,Bo dz,Bo,0 mT x1 + cz,Bo dz,Bo,0 mT x3 − cz,Bo dz,Bo,0 mBo x1

+ cz,Bo dz,Bo,0 mBo x3 − cz,T dz,Bo,0 mBo x1 + cz,Bo mT mBo x2 − cz,Bo mT mBo x4

+ cz,T mT mBo x2 + cz,T mBo u x5 − cz,Bo mT x1 x5 + cz,Bo mT x3 x5 − cz,Bo mBo x1 x5

+ cz,Bo mBo x3 x5 − cz,T mBo x1 x5 − 2 dz,Bo,0 mT x2 x5 + 2 dz,Bo,0 mT x4 x5

− 2 dz,Bo,0 mBo x2 x5 + 2 dz,Bo,0 mBo x4 x5

�
(A.10)

h4 =
cz,T

2 ü v

2 cr,dyn,F,C mT rw,dyn,0
2π
− cz,T u(4) v

2 cr,dyn,F,C rw,dyn,0
2π
− cz,T

2 u̇ v
�
dz,Bo,0 + x5

�

2 cr,dyn,F,C mT
2 rw,dyn,0

2π

− cz,T v
�
cz,Bo x1 − cz,Bo x3 + dz,Bo,0 x2 − dz,Bo,0 x4 + x2 x5 − x4 x5

�

2 cr,dyn,F,C mT
2 mBo

2 rw,dyn,0
2π

∗
�
d2

z,Bo,0 (mT +mBo) + x2
5 (mT +mBo)− cz,Bo mT mBo + 2 dz,Bo,0 (mT +mBo) x5

�

+
cz,T v

�
cz,T u− cz,Bo x1 + cz,Bo x3 − cz,T x1 − dz,Bo,0 x2 + dz,Bo,0 x4 − x2 x5 + x4 x5

�

2 cr,dyn,F,C mT
3 mBo rw,dyn,0

2π

∗
�
d2

z,Bo,0 (mT +mBo) + x2
5 (mT +mBo)−mT mBo

�
cz,Bo + cz,T

�
+ 2 dz,Bo,0 (mT +mBo) x5

�

+
cz,T v x2

�
dz,Bo,0 + x5

� �
cz,Bo mT + cz,Bo mBo + cz,T mBo

�

2 cr,dyn,F,C mT
2 mBo rw,dyn,0

2π

− cz,Bo cz,T v x4 (mT +mBo)
�
dz,Bo,0 + x5

�

2 cr,dyn,F,C mT
2 mBo rw,dyn,0

2π
(A.11)

The Jacobian matrix

Q
�
x , u, u̇, ü, ..., u(n−1)

�
=
∂ q

�
x , u, u̇, ü, ..., u(n−1)

�

∂ x
(A.12)

is not displayed here because of its size.
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A Observability Analysis

The full determinant detQ
�
x , u, u̇, ü, ..., u(n−1)

�
(not evaluated at an operating point x 0) is

detQ
�
x , u, u̇, ü, ..., u(n−1)

�
= − cz,Bo

2 cz,T
5 v5

32 cr,dyn,F,C
5 mT

5 mBo
2 rw,dyn,0

10π5
∗

∗
�
dz,Bo,0

2 mT
2 x2 − dz,Bo,0

2 mT
2 x4 + dz,Bo,0

2 mBo
2 x2 − dz,Bo,0

2 mBo
2 x4 +mT

2 x2 x5
2

−mT
2 x4 x5

2 +mBo
2 x2 x5

2 −mBo
2 x4 x5

2 + cz,T u̇ mT mBo
2 − cz,T dz,Bo,0 mBo

2 u

+ cz,Bo dz,Bo,0 mT
2 x1 − cz,Bo dz,Bo,0 mT

2 x3 + cz,Bo dz,Bo,0 mBo
2 x1 − cz,Bo dz,Bo,0 mBo

2 x3

+ cz,T dz,Bo,0 mBo
2 x1 − cz,Bo mT mBo

2 x2 − cz,Bo mT
2 mBo x2 + cz,Bo mT mBo

2 x4

+ cz,Bo mT
2 mBo x4 − cz,T mT mBo

2 x2 + 2 dz,Bo,0
2 mT mBo x2 − 2 dz,Bo,0

2 mT mBo x4

− cz,T mBo
2 u x5 + cz,Bo mT

2 x1 x5 − cz,Bo mT
2 x3 x5 + cz,Bo mBo

2 x1 x5 − cz,Bo mBo
2 x3 x5

+ cz,T mBo
2 x1 x5 + 2 dz,Bo,0 mT

2 x2 x5 − 2 dz,Bo,0 mT
2 x4 x5 + 2 dz,Bo,0 mBo

2 x2 x5

− 2 dz,Bo,0 mBo
2 x4 x5 + 2 mT mBo x2 x5

2 − 2 mT mBo x4 x5
2 − cz,T dz,Bo,0 mT mBo u

+ 2 cz,Bo dz,Bo,0 mT mBo x1 − 2 cz,Bo dz,Bo,0 mT mBo x3 + cz,T dz,Bo,0 mT mBo x1

− cz,T mT mBo u x5 + 2 cz,Bo mT mBo x1 x5 − 2 cz,Bo mT mBo x3 x5 + cz,T mT mBo x1 x5

+ 4 dz,Bo,0 mT mBo x2 x5 − 4 dz,Bo,0 mT mBo x4 x5

�
(A.13)

A.3 Calculation of Fréchet derivative

The Fréchet derivative L y(x 0, e i) of a function y at x 0 that is linear in the direction e i is defined
in [193, p. 1, 295, p. 226] as

y(x 0 + e i)− y(x 0)− L y(x 0, e i) = o(‖e i‖) (A.14)

with a rest term o(‖e i‖) that is linear in e i [296, pp. 50-51]. A Fréchet derivative is also a Gâteaux
derivative [295, p. 227] and it is therefore possible to calculate the Gâteaux derivative that is
defined in [295, pp. 226-227, 193, p. 4] as

L y(x 0, e i) = lim
ν→0

y(x 0 + ν e i)− y(x 0)
ν

. (A.15)

Higher orders of Fréchet derivatives are defined recursively [295, p. 228, 193, p. 3]. The k-th
Fréchet derivative can also be described as a mixed partial derivative [193, p. 3]

L(k)y (x 0, e1, ..., ek) =
∂

∂ ν1
...
∂

∂ νk

����
(ν1,...νk)=0

y(x 0 + ν1 e1 + ...+ νk ek). (A.16)
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A Observability Analysis

A.4 Parameters for Numeric Investigation of Stochas-
tic Observability

Table A.1: Parameters for numeric investigation of observability in Section 3.5 and Section 3.6

Symbol Value Description Source

cz,Bo 2.8× 104 N
m stiffness of vehicle body spring [17, p. 124]

cz,T 3.9× 105 N
m stiffness of tire spring in z-direction [17, p. 124]

dz,Bo,0 2.1× 103 N s
m stationary value of vehicle body damping coefficient [17, p. 124]

mT 55.1 kg unsprung mass [17, p. 124]
mBo 458.4 kg sprung mass of vehicle [17, p. 124]
rdyn,0 0.318 m stationary value of dynamic tire radius [17, p. 124]

cr,dyn,F,C −1.6× 106 m stiffness coefficient between tire load and dynamic tire ra-
dius

[17, p. 124]

v 100 km
h vehicle speed -

az,R 1× 10−9 1
m road category parameter, selected slightly different from 0

to comply with requirement in Section 3.4
[186, p. 358]

bz,R 3.5× 10−3 road category parameter for category C [186, p. 358]

A.5 Analysis of Observability with Unknown Road Ex-
citation and Unknown Road Class

The full result to Equations (3.44) in Section 3.6 is

detQ
�
x , u, u̇, ü, ..., u(n−1)

� ����
x 0

=
az,R

2 bz,R,0
2 cz,Bo

2 cz,T
8 dz,Bo,0 v11

128 cr,dyn,F,C
7 mT

8 mBo
4 rdyn,0

14π7
∗

∗ �cz,Bo mT + cz,Bo mBo − az,R dz,Bo,0 mT v − az,R dz,Bo,0 mBo v + az,R
2 mT mBo v2

�∗
∗
�
u(5) u̇ mT

3 mBo
3 − cz,Bo u(2)

2
mT

3 mBo
2 − u(4) u(2)mT

3 mBo
3 − cz,Bo u(2)

2
mT

2 mBo
3

− dz,Bo,0
3 u(3)mT

3 u− dz,Bo,0
3 u(3)mBo

3 u+ cz,Bo u(3) u̇ mT
2 mBo

3 + cz,Bo u(3) u̇ mT
3 mBo

2

− dz,Bo,0 u(3) u(2)mT
2 mBo

3 − dz,Bo,0 u(3) u(2)mT
3 mBo

2 + dz,Bo,0
2 u(3) u̇ mT mBo

3

+ dz,Bo,0
2 u(3) u̇ mT

3 mBo + 2 dz,Bo,0 u(4) u̇ mT
2 mBo

3 + 2 dz,Bo,0 u(4) u̇ mT
3 mBo

2

− cz,Bo dz,Bo,0
2 u(2)mT

3 u− cz,Bo dz,Bo,0
2 u(2)mBo

3 u+ cz,Bo u(4)mT
2 mBo

3 u

+ cz,Bo u(4)mT
3 mBo

2 u+ cz,Bo
2 u(2)mT mBo

3 u+ cz,Bo
2 u(2)mT

3 mBo u

+ cz,T u(4)mT
2 mBo

3 u− 3 dz,Bo,0
3 u(3)mT mBo

2 u− 3 dz,Bo,0
3 u(3)mT

2 mBo u

− 2 dz,Bo,0
2 u(4)mT mBo

3 u− 2 dz,Bo,0
2 u(4)mT

3 mBo u− dz,Bo,0 u(5)mT
2 mBo

3 u

− dz,Bo,0 u(5)mT
3 mBo

2 u+ 2 dz,Bo,0
2 u(3) u̇ mT

2 mBo
2 + 2 cz,Bo

2 u(2)mT
2 mBo

2 u

− 4 dz,Bo,0
2 u(4)mT

2 mBo
2 u+ cz,Bo dz,Bo,0 u(2) u̇ mT mBo

3 + cz,Bo dz,Bo,0 u(2) u̇ mT
3 mBo

+ cz,Bo cz,T u(2)mT mBo
3 u+ cz,T dz,Bo,0 u(3)mT mBo

3 u+ 2 cz,Bo dz,Bo,0 u(2) u̇ mT
2 mBo

2

+ cz,Bo cz,T u(2)mT
2 mBo

2 u− 3 cz,Bo dz,Bo,0
2 u(2)mT mBo

2 u
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(A.17)
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Figure A.1: Estimation condition number, unobservability index and maximum upper bound of the
stochastic system with unknown road excitation and unknown road class for a vehicle speed
v = 100 km

h and a simulated class C road
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(a) Varying vehicle speed v and fixed unknown
road class of category C with bz,R = 0.0035
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Figure A.2: Visualization of local estimation condition index, local unobservability index and maximum
upper bound of the local unobservability index for varying vehicle speed and varying
unknown road class for an observation time of t = 5 s
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B Manual Feature Set

Table B.1: Summary of manual features for SML classification. Feature generation methods that result
in a “in total” amount of features are based on the assumption of 7 sensor signals.

Description of Feature Generation Method Number of features

Maximal value of the time signal 1 (per sensor signal)
Minimal value of the time signal 1 (per sensor signal)
Range of maximal to minimal value of the time signal data points of each
sensor signal

1 (per sensor signal)

Euclidean vector norm of the time signal data points of each sensor signal 1 (per sensor signal)
Mean of the absolute deviation from the mean value 1 (per sensor signal)
Sum of absolute differences of consecutive data samples of each sensor
signal

1 (per sensor signal)

3rd-order autocovariance (sum of product of three lagged data points of each
sensor similar to [299, Eq. 5])

1 (per sensor signal)

Square root of cumulative sum of time series differences
q∑N

n=3 (xn − xn−2) 1 (per sensor signal)
Accumulated square of signal amplitude (proportional to signal energy) 1 (per sensor signal)
Interquartile range of the time signal data points of each sensor signal 1 (per sensor signal)
Standard deviation of the time signal data points of each sensor signal 1 (per sensor signal)
Skewness of the time signal data points of each sensor signal 1 (per sensor signal)
Kurtosis of the time signal data points of each sensor signal 1 (per sensor signal)
Crest factor of the time signal data points of each sensor signal 1 (per sensor signal)
Parameters of an auto-regressive signal model of 10th order that is fitted on
the time signal data points of each sensor signal for each observation [120,
p. 11]

10 (per sensor signal)

Correlation coefficient of two different sensor signals 21 (in total)
Singular value decomposition of a matrix that contains the time signal data
points of each sensor signal as columns for each observation

7 (in total)

Normalized singular values relative to the highest calculated singular value
for each observation

7 (in total)

Auto-correlation coefficient for 1 to 8 lags of sample points [120, pp. 11-12] 8 (per sensor signal)
Sample entropy as measure of the complexity of a time signal 1 (per sensor signal)
Log-energy entropy of a signal E(s) =

∑N
n=1 log

�
s2

n

�
with the convention

log (0) = 0 for a signal s with its data points sn [283, p. 2]
1 (per sensor signal)

Shannon entropy of each sensor time signal 1 (per sensor signal)
Approximate entropy of each sensor time signal 1 (per sensor signal)
Estimated mean frequency of the time signal of each sensor 1 (per sensor signal)
Signal energy calculated as sum of the square of the FFT of each sensor
signal

1 (per sensor signal)

Frequency band energy of a sensor signal in the frequency ranges 1 Hz to
5 Hz, 5 Hz to 10 Hz, 10 Hz to 15 Hz, 15 Hz to 20 Hz, 20 Hz to 25 Hz

5 (per sensor signal)

Frequency band energy in frequency range around vertical tire eigenfrequen-
cyd

1 (per sensor signal)

Amplitude and frequency location of signal spectrum at peak of vertical tire
eigenfrequency

2 (per sensor signal)

Amplitude and frequency location of signal spectrum at peak of vertical
vehicle body eigenfrequency

2 (per sensor signal)

Ratio of signal amplitudes at vertical tire and vehicle body eigenfrequency 1 (per sensor signal)
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C Results

C.1 Description of the Dataset

The following graphs show the distribution of different properties of each observation (e.g. mean
vehicle speed of an observation) for the different datasets.
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Figure C.1: Distribution of vehicle health class for all datasets
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C Results

Figure C.2: Geographic map of the full dataset (combined training and testing data). The black lines
consists of many crosses. Each cross represents the location of an observation.

Figure C.3: Geographic map of the mass dataset. The black lines consists of many crosses. Each
cross represents the location of an observation.
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C Results

Figure C.4: Geographic map of the tire dataset. The black lines consists of many crosses. Each cross
represents the location of an observation.
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Figure C.5: Distribution of the mean vehicle speed of an observation for different datasets
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Figure C.6: Distribution of the mean longitudinal acceleration of an observation for different datasets
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Figure C.7: Distribution of the mean lateral acceleration of an observation for different datasets
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Figure C.8: Distribution of the International Roughness Index (IRI) of the observations of different
datasets. See Section 5.8 for a description of the IRI. Information of the IRI was not
available for all observations. Therefore the accumulated amount of observations within
each graph is less than the number of observations within the corresponding dataset.

xlix



C Results

C.2 Investigation of Feature Characteristics
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C Results

C.2.1 Autoencoder Features
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Figure C.9: Analysis of importance of input data frequency shares for the feature generation using
Autoencoder
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C Results

C.2.2 Sparsefilter Features
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Figure C.10: Analysis of importance of input data frequency shares for the feature generation using
Sparsefilter
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C Results

C.3 Analysis of Influence of Vehicle Speed and Road
Roughness
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Figure C.11: Distribution of observations for training and testing data for the analysis of the influence of
the vehicle speed and IRI on the estimation performance
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Figure C.12: Accuracy and AUC for each testing data bin of Figure C.11

C.4 Comparison with Signal-Based Approach

Within this thesis, the Power Spectral Density (PSD) magnitude of the wheel speed signals
is estimated using the Matlab implementation of the PSD estimation method of Welch [298].
Because the generated PSD is sufficiently smooth, an averaging across a frequency range is not
performed but the PSD is directly estimated for one specific evaluation and reference frequency.
The two frequencies are selected using an optimization approach within this thesis. A genetic
algorithm is used to maximize the resulting Area Under Curve (AUC) value on the training
dataset. Because the Damper Damage Value (for German Dämpferschadenskennwert) (DSKW)
calculation is performed independently for each wheel, the evaluation and reference frequencies
are also optimized for each wheel independently resulting in the frequencies presented in
Table C.1.

The DSKW is dependent on the vehicle speed as well as on the road corrugation [17, pp. 110-
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C Results

Table C.1: Selected evaluation and reference frequency for the signal-based approach of Jautze [17]
for each wheel. The selected values result from an optimization of the AUC of the training
data using a genetic algorithm.

Wheel Evaluation Frequency Reference Frequency

Front Left (FL) 14.35 Hz 20.32 Hz
Front Right (FR) 14.84 Hz 22.02 Hz
Rear Left (RL) 12.09 Hz 22.65 Hz
Rear Right (RR) 13.24 Hz 20.36 Hz

111]. An extend DSKW calculation includes a second reference frequency and resolves the
dependency on the road corrugation [17, p. 78]. However, this algorithm resulted in reduced
AUC values compared to the DSKW calculation in Equations (5.6) and is therefore not used in
this thesis.

The dependency of the algorithm on the vehicle speed is resolved using a speed correction
factor for the DSKW based on known behavior of the DSKW with regard to the vehicle speed
[17, pp. 116-117]. Within this thesis, this speed correction factor is selected as a characteristic
curve of the DSKW over the vehicle speed. Figure C.13 shows this characteristic curve of the
generated DSKW values for the training data for each wheel for an intact and defective health
state of the corresponding damper. The curves show the median of the DSKW values within
small bins of 8 km

h . The curve of the “intact” damper is selected as characteristic curve for the
speed correction factor for each wheel individually. Due to the overall optimization approach of
the evaluation and reference frequencies as well as the speed correction, the resulting diagnosis
performance might be slightly better compared to an actual real-life implementation.
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Figure C.13: Binned median of the DSKW over vehicle speed for the training data for each wheel for an
intact and defective health state of the corresponding damper.
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C Results

Figure C.14 shows the ROC curve with the corresponding AUC values of the wheel-individual
approach of Jautze [17] including the optimized evaluation and reference frequency and speed-
correction for the three datasets of this thesis. The final performance indicator of the signal-based
approach that is used for a comparison with the Machine Learning (ML) approaches is the mean
AUC value of all wheels.
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Figure C.14: ROC curve and AUC values of the wheel-individual approach of Jautze [17] including
the optimized evaluation and reference frequencies and speed-correction for the three
datasets of this thesis.
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