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Abstract 

Lutetium-177 (177Lu)-PSMA I&T has been extensively investigated for prostate 

cancer therapy. Whole-body planar imaging, single-photon emission computed 

tomography/computed tomography (SPECT/CT), and positron emission 

tomography/computed tomography (PET/CT) are imaging techniques to provide data 

for calculating absorbed dose of 177Lu-PSMA I&T to organs. Additionally computed 

tomography (CT) is used to aid absorbed dose calculation. Overlapping activity 

distribution is expected to affect the calculated dose based on calibrated planar images 

of the whole body. The aim of this work is to improve quantitative SPECT/CT imaging 

accuracy for the purpose of dosimetry of 177Lu-PSMA I&T. 

For this purpose, SPECT calibration was performed in air or water using two vials 

with different sizes, and different calibrated activities. Mean calibration factor (CF) 

using both gamma photopeak energies of 177Lu for large (mCFL) and small (mCFS) 

volumes of interest (VOIs) was calculated independently. Data were acquired using a 

commercial SPECT/CT (SIEMENS SYMBIA T6) and reconstructed by collimator 

detector response (CDR) correction, attenuation correction (AC), and scatter 

correction (SC). For SC, triple energy window (TEW) correction was applied for both 

photopeak energies of 177Lu.  

The influence of scatter energy window widths, SC methods, and attenuation map 

scaling (at 113, 175, 190, and 208 keV) on the CF calculations was evaluated using 

SIMIND Monte Carlo simulation program. Two different SC methods, 1) effective 

scatter source estimation (ESSE) and 2) TEW were applied to reconstruct simulated 

projections. The collimator detector response and attenuation correction were 

implemented in both correction methods.  

Using the mCFL the deviation of calculated activity from the true activity, was larger 

than mCFS. The mCFL and mCFS in water were 4.5±0.8 and 4.8±0.72 counts per 



 

 

second MBq-1, respectively. Regardless of activity concentration value, it was 

observed that the calculated CF for the medium vial was higher than the one calculated 

for the small vial.  

The reference CF for the water-filled phantom considering all photons, excluding 

scattered events, based on simulation results was equal to 3.3 cps MBq-1. Using the 

generated attenuation map at 190 keV, the calculated CF for 113 and 208 keV was 

about 10% smaller and larger than the one generated at 175 keV, respectively. The 

calculated CF by applying the TEW correction was 17% higher than the value 

calculated by the ESSE correction method for a water-filled phantom. However, our 

findings showed that an appropriate scatter window combination can reduce this 

difference between TEW and ESSE methods to 3%. The proper scatter correction was 

obtained by applying a wider SW for the 113 keV and a narrower SW for the 208 keV 

in respect to the clinical settings. Since the TEW is a commonly used technique in 

clinical practice, current work implies that choosing a suitable width of the scatter 

window (SW) may reduce under/over-estimation in dose calculation. Moreover, it is 

suggested to generate and apply the attenuation map at 113 and 208 keV, individually.  

Using the mCFL obtained from phantom measurements, 177Lu-PSMA I&T uptake in 

the liver and kidneys of six patients was measured. For this purpose, the patient data 

were collected using SPECT images, at five time points; 2, 24, 48, 72, and 168 hours 

post injection (p.i.). The planar whole body images were acquired at the same time 

points. The absorbed dose to each organ was calculated using OLINDA/EMX software 

and the data from planar and SPECT images were compared. In this limited patient 

cohort, the absorbed dose to the kidney using SPECT/CT and planar data ranged from 

0.42 Gy GBq-1 to 0.88 Gy GBq-1 and from 0.39 Gy GBq-1 to 0.92 Gy GBq-1, 

respectively. The average absorbed dose to the kidney based on planar images was 

23% higher than the dose calculated from SPECT/CT data (0.69±0.24 Gy GBq-1 vs 

0.53±0.21 Gy GBq-1). Moreover, the absorbed dose to the liver using SPECT/CT and 



 

 

planar data was about 0.074±0.019 Gy GBq-1 and 0.097±0.05 Gy GBq-1, 

correspondingly. The difference in dose values based on planar or/and SPECT/CT data 

was less than the inter-individual variation. 
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1 Introduction 

1.1 Background 

Prostate cancer (PC) is the second most commonly diagnosed cancer and the fifth 

leading cause of cancer death in men [1]. Although prostate cancer is diagnosed as a 

localized disease in most patients, there is a considerable cohort of patients with 

metastatic disease named as advanced prostate cancer. Targeted radionuclide therapy 

(TRT) has been implemented for advanced prostate cancer treatment [2]. Minimizing 

the radiation dose to the normal organs while giving a proper dose to the tumor is one 

of the most important advantages of this method.  

To choose an ideal therapeutic radionuclide, the size of the lesion should be taken into 

account in order to transfer the desired energy into the tumor while protecting the 

surrounding healthy tissues. Because of its desirable physical properties (significant 

half-life, gamma photopeaks and electron energy), lutetium-177 (177Lu) is an ideal 

radionuclide of choice compared to the other radionuclides utilized in TRT, Table 1.1. 

 

Table 1.1: Common radionuclides used in targeted radiotherapy [3]. 

 

In Table 1.1, common radionuclides used in targeted radiotherapy are reported. It is 

common to use 177Lu in prostate cancer therapy, mainly because the emitted electrons 

from 177Lu have short ranges in tissue, moreover they deliver all their energy in a small 

area. Furthermore, 177Lu emits two energy gamma rays at 208 and 113 keV with 10.36 

Radionuclide Physical half–life 

(T1/2) in days 

Radiation Type in 

MeV 

Particle range in mm 

131I 8.02 β (0.6), γ (0.364) 2 
65Cu 2.58 β (0.54), γ (0.185) 1.8 

90Y 2.67 β (2.28) 12 
186Re 3.77 β (1.08), γ (0.131) 5 
177Lu 6.73 β (0.497),  

γ (0.208 & 0.113 ) 

1.5 
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and 6.17% abundance, respectively [4]. These 177Lu gamma rays in the context of 

medical imaging can be used for collecting data from tumor and other dose-limiting 

organs, e.g. kidneys and liver. Later, the collected data can be used in dosimetry. In 

addition, the relatively long physical half-life of 177Lu (6.73 days) is suitable for 

delivering sufficiently high radiation to the tumor. 

Cancer targeting relies mainly on proper diagnostic and therapeutic markers to deliver 

significant dose to the target organ, hence lots of efforts have been made in this regard 

in the past decades. Different 177Lu-labeled peptides like 177Lu-RGD-BBN 

heterodimeric peptide, 177Lu-GRP-R Agonist, 177Lu-DOTATATE and 177Lu-PSMA 

I&T are extensively investigated in literature [5-9]. 

The possibility of using 177Lu-labeled prostate specific membrane antigen (PSMA) 

ligand as a sustainable imaging and therapeutic agent for patients with metastatic 

prostate cancer has been highlighted in recent literature [7-14].  

Tracing 177Lu-labeled conjugates within patient’s body is crucial to calculate the 

absorbed doses of individual organs. For this purpose, planar whole body images are 

used to quantify organ absorbed activity [15-17]. Bailey et al. [16] introduced a 

procedure to obtain quantitative whole body planar images for the 177Lu-DOTA-

octreotate. They acquired planar whole-body images in four time points; one 

immediately after injection of 177Lu-DOTA-octreotate and the others approximately 4, 

24 and 96 hrs after the first scan. The authors concluded that due to superimposition 

of different organs and tissues in 2D images, dose estimation based on planar images 

is limited. A large variation of absorbed dose in a kidney was reported by Larsson and 

colleagues in cohort of patients [17]. They emphasized that an individual dosimetry is 

crucial for normal organs like kidneys for optimal treatment.  

The accuracy of internal dosimetry depends on quantification of the accumulated 

activity over time, hence obtaining an absolute quantitation in various organs is 

essential. Full quantitative SPECT may improve the dose calculation in this respect. 
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The quantitative estimation of absolute radiation dose in TRT have recently been 

investigated in two independent studies [15, 18]. 

A direct measurement of radiation dose without necessity of calibration of the 

dosimeter response is known as absolute dosimetry [19]. For absolute dosimetry 

approach in TRT, the counts per voxel need to be converted into the activity value 

when an image is reconstructed. To this aim, dosimetry based on quantitative SPECT 

imaging requires a calibration factor. This factor depends on the type of the 

collimators, the sensitivity of the camera for the utilized energy windows, as well as 

the effect of attenuation and scatter. Since 177Lu has two main gamma photopeaks, the 

image acquisition and reconstruction parameters (e.g. photopeak scatter energy 

window’s width, scatter correction (SC), and attenuation map for attenuation 

correction (AC)) need to be optimized for accurate quantitative data collection.  

Some protocols based on 177Lu TRT have been provided by the internal dosimetry 

schema of the Medical Internal Radiation Dose (MIRD) Committee of the Society of 

Nuclear Medicine and International Atomic Energy Agency [15, 18]. The data 

acquisition and reconstruction parameters are two key factors for CF estimation. For 

example, the choice of the photopeak energy window considering the energy spectrum 

of emitted photons and the estimation of attenuation map affect the activity 

quantification and hence the dose calculation. Dewaraja et al. [15] in MIRD pamphlet 

No. 23 presented an overview of requirements for 3D SPECT imaging for dosimetry. 

Based on Dewaraja et al. [15], it was emphasized that during phantom measurement, 

the experimental condition should be close to the clinical setting. Indeed, the accuracy 

of calibration factor, which is used to convert the total counts to the true activity 

strongly, depends on the accuracy of implemented attenuation and scatter correction. 

Moreover, Dewaraja et al. [15] reported that even by applying collimator detector 

response (CDR) compensation underestimation of measured activity on the voxel level 

for a small object relative to the SPECT at full width at half maximum (FWHM) (5-
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25 mm) may occur. In MIRD pamphlet No. 26 [4] it was advised that using medium 

energy (ME) collimator for both gamma photopeak energies is suitable for quantitative 

SPECT imaging with 177Lu. Moreover, in MIRD pamphlet No. 26 [4], it has been 

concluded that the ratio of scatter photons to the total photons for the 113 keV main 

window is much higher than for the 208 keV main window because of the large 

contribution of down-scattered 208 keV photons in the main energy window of the 

low gamma photopeak. Hence, it is important to use a reliable scatter correction 

method to compensate for the contribution of undesired scatter photons. Furthermore, 

some scatter correction methods such as effective scatter source estimation (ESSE) or 

analytic photon distribution interpolative (APDI) methods were recommended in [4]. 

The recommended width for main energy window, using ME collimator is 10-20% 

centered on the 208 keV. Moreover, for attenuation correction it was suggested to 

create attenuation map for each gamma photopeaks.  

Recently, accuracy of CF calculation, camera sensitivity, and recovery coefficient 

(RC) based on several reconstruction parameters e.g. the attenuation correction, the 

scatter correction, and the collimator detector response compensation have been 

investigated [4, 14, 15, 20-31]. In 2010, Sandström et al. [25] calculated the calibration 

factor as the ratio of total counts in the volume of interest (VOI) to injected activity 

using a spherical source with 100 ml volume including 1 GBq 177Lu. The VOI was 

defined in two different methods; a large VOI which was 20% larger than the source 

volume and a small VOI in the center of the source with 4 ml volume. The calculated 

calibration factor using the small VOI was about 1.3 times greater than the one 

obtained by large VOI. They concluded that using small VOIs may reduce the partial 

volume effect, and using planar images results in overestimation in dose calculation 

compared to SPECT images. Sanders et al. [21] proposed an extension of the 

quantitation protocol to the therapeutic use of 177Lu. In their work considering both 

photopeak energies of 177Lu (208 keV and 113 keV), the CF was calculated using a 
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6.2-liter cylinder and applied to define the RC of six spheres with different volumes 

(0.5 ml-16 ml). The width of the scatter energy window for each of the main 

photopeaks was in the range of 15% - 20%. The results demonstrated that the value of 

the CF (as a major physical factor in quantitation of 177Lu) is sensitive to the choice of 

photopeak, and is even more sensitive when the lower photopeak energy is used. 

Recently D'Arienzo et al. [27] suggested that using 208 keV photopeak energy of 177Lu 

results in sufficient accuracy for CF calculation. The results showed that the deviation 

of measured activity from known activity is in the range of -11.6% to 7.3%. De Nijs 

et al. [24] implemented two different scatter window widths for each of the gamma 

photopeak energies of 177 Lu for TEW method. The smaller window had 4 keV and the 

broader one had 10 keV width. They concluded that, as the TEW is noise sensitive, 

using wider windows is more stable for dynamic studies. In addition, they suggested 

that the ESSE should be applied as a standard correction technique if both gamma 

photopeak energy windows are used.  The effect of SC method on the camera 

normalizing factor (CNF) using SPECT images was illustrated by Uribe et al. [28]. 

Considering only 208 keV photopeak energy, they applied two different SC methods; 

TEW and the analytical photon distribution interpolation (APDI). To evaluate the 

effect of object volume they used different spheres and bottles filled with 177Lu in 

phantom measurements. They determined that in the absence of background, the TEW 

technique causes under or overestimation of the activity for small and large spheres, 

respectively. The authors for lesions in non-uniform attenuation areas recommended 

the APDI method. Hippeläinen et al. [26] studied the effect of several compensation 

methods on the concertation recovery coefficient (cRC) using the high photopeak 

energy of 177Lu. They applied different combination of correction methods; 

attenuation, attenuation+collimator detector response and attenuation+collimator 

detector+scatter. The SC was performed using an accelerated Monte Carlo (MC) 

simulation method. By including CDR compensation, cRC was improved compared 
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with applying only the attenuation correction. They found that their method for SC 

improves the accuracy of cRC, especially for small sources.  

Along the experimental measurements, MC based simulation technique is one of the 

standard methods to verify image degrading factors, to validate quantitative 

SPECT/CT imaging, and to estimate 3D distribution of activity in different organs [32-

35]. The ability to investigate the effect of different parameters during image 

acquisition and reconstruction is the main advantage of simulation methods. 

Nevertheless, different physical factors such as collimator detector response (CDR), 

attenuation and scatter compensation can be simulated and their effects in the 

reconstruction algorithm can be studied [36, 37]. Among the various simulation tools, 

SIMIND as a MC based code, is commonly used for standard clinical SPECT camera 

[38].  

Besides the simulation and phantom studies, the impact of image quality and image 

registration on the image-based dosimetry has been investigated in literature [18, 39-

41]. 

As reported in [17], anatomical images are suggested to be used to obtain a sufficient 

density map for MC-based dosimetry. They reported that CT images can be used to 

identify anatomical information of the patient body and to create an appropriate 

attenuation map for AC. Li et al. [41] studied the accuracy of image segmentation for 

delignating the region of target organs. They concluded that improving image quality 

and quantitation lead to a more accurate activity estimation in TRT.  

To improve the image quality, an accurate alignment of SPECT and CT images is 

required for a valid SPECT/CT image. In clinical practice, this procedure is carried 

out using an image analyzing and registering software. In the case of misregistration, 

a manual alignment is needed. Besides the SPECT/CT imaging, a series of diagnostic 

scans are also acquired using positron emission tomography (PET)/CT. The quality of 

CT images obtained from PET/CT, as a specific diagnostic CT, are higher than the 
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ones obtained from SPECT/CT. Hence, suitable registration between these two series 

of CT images, improves the image quality for the purpose of target area delineation. 

Many studies have been performed on co-registration between CT and MR images 

[42-46].  

In general, quantifying 177Lu-PSMA I&T activity in individual organs using 3D 

quantitative SPECT images is more complicated than quantifying activity in whole 

body planar images at multiple time points. It is questioned whether a simplified 

imaging protocol, not requiring a full-body SPECT scan, can yield sufficiently reliable 

dosimetry data. Moreover, dosimetry based on quantitative SPECT imaging requires 

a calibration factor to convert the obtained counts from the images to the activity. This 

factor is very much depended on the collimator type, the sensitivity of the camera after 

the utilized energy windows, defining the VOI, and the effect of attenuation and 

scatter.  

In this work, by performing both phantom and simulation measurements, we 

investigated the influence of the SW width, photopeak energy window, activity 

distribution, object size, attenuation map, SC and VOI definition on quantitative 

SPECT of 177Lu-PSMA I&T data. In addition, an individual dosimetry has been 

performed for six patients using SPECT and planar images separately and the results 

have been compared.  

In the following sections an overview of nuclear imaging, a number of image 

degrading factors and related compensation methods will be described.  

1.2 An overview of biomedical imaging 

Imaging technique for the analysis of diseased organs and tissues within the body is 

known as biomedical imaging. Today's imaging tools enable us to observe biological 

processes more clearly than ever before. A biomedical imaging study can provide 

insight into biological processes such as the kinetics of receptors, cellular signaling, 
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interactions, and molecule movement across membranes. In addition to being mostly 

noninvasive, biomedical imaging offers precise tracking of metabolites that can be 

used to identify disease, track progress, and monitor response to treatment [47].  

Recent progress in multimodal imaging techniques such as digital radiography, CT, 

SPECT, and PET enhanced the robustness and accuracy of clinical diagnosis. 

Alignment of functional and structural images, mapping the functional information 

into anatomical space, significantly improved our knowledge about mechanisms 

involved in diseases. It resulted in development of more advanced therapeutic 

protocols, and approaches for the analysis of intact 3-dimensional bodies. 

In the following subsections, the well-known imaging systems being used in this work, 

are listed and explained briefly.  

1.2.1 CT imaging (an anatomical imaging modality)  

CT is one of the most common anatomical imaging modalities. In this imaging system, 

the X-ray beam is used to collect information about the tissue, but the image is not a 

normal projection view. This image is a cross-sectional view of the X-ray attenuation 

of different tissues in the patient's body. Typical computed tomography produces 

cross-axis images oriented along the anatomical plane of the lateral dimension of the 

anatomical structure. A series of X-ray images recorded from different angles around 

an object are combined and then reconstructed by a computer-applied algorithm. These 

images consist of pixels, which each pixel has certain dimension. The pixels 

correspond to certain depths; volume pixels are called voxels. In other words, the pixel 

or voxel value represents the attenuation intensity of the X-ray beam by the tissue 

compared to the attenuation of the same X-ray beam by water. Differences in 

attenuation between neighboring organs results in X-ray imaging contrast. However, 

differentiating between two adjacent pixels or voxels is a challenging task, especially 
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at the interface of tissues. This phenomenon, known as partial volume effect, causes 

many pixels to include one or more tissue elements [48]. Thus, alternative strategies 

for partial-volume compensation are of great interest. 

In practice, raw CT pixels are scaled into Hounsfield units (HUs) to correspond to 

different tissue values. HUs represent relative quantitative measures of radiodensity 

used by radiologists in interpreting computed tomography (CT) images. When CT 

images are reconstructed, the attenuation/absorption coefficient of radiation within a 

tissue is taken into consideration. HUs are calculated by linearly transforming the 

baseline linear attenuation coefficient of the x-ray beam, where this value for distilled 

water (at a standard temperature and pressure) and air is equal to 0 and -1000, 

respectively [48, 49]. Equation 1.1 shows how to calculate HU for other tissue[48]: 

𝐻𝑈 = 1000 ×
𝜇−𝜇𝑤𝑎𝑡𝑒𝑟

𝜇𝑤𝑎𝑡𝑒𝑟−𝜇𝑎𝑖𝑟
,                                                   (1.1) 

where, μ is original linear attenuation coefficient of substance, μwater is linear 

attenuation coefficient of water, and μair is linear attenuation of air. 

Chapter 2.2 includes more details of using HU in calculating attenuation coefficient.  

1.2.2 Nuclear imaging  

As explained before, an in vivo functional imaging of organs can be obtained by using 

a suitable radiolabeled nuclide (radiopharmaceutical). The gamma probes are the first 

generation of gamma detecting devices, which were used to detect the administrated 

radioactivity as well as to quantify the amount of radioactivity in the whole body [50-

52]. Following gamma probes, the planar imaging system was the first nuclear imaging 

modality providing 2D images (planar images). In 1950, Benedict Cassen 

manufactured the first automated scanning system that was comprised of a motor 

driven scintillation detector coupled to a relay printer. The rectilinear scanner was used 

to image thyroid glands after the administration of radioiodine [53]. The planar 
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imaging method is still a common imaging method used in clinical practice for 

functional imaging of different organs.  

Based on the property of the administrated radiopharmaceuticals and the number of 

gamma detectors, the emission tomography divides into two modalities: 1) PET and 

2) SPECT. In PET, which includes multiple rings of gamma detectors, a positron 

emitting radionuclide-labeled tracer is used. Therefore, the PET imaging is based on 

detection of paired annihilation photons, which emitted in opposite directions after 

recombination of a positron with an electron within the patient’s body. The position of 

recombination coincidence can be located on a line of response after the detection of 

both emitted gamma photons. Finally, by using a large number of measured lines of 

responses a 3D distribution of the radioactivity is reconstructed. In contrast, in SPECT 

system which has one or two gamma detectors, the administrated radionuclides are 

gamma or beta-gamma emitters. In this imaging modality, the images are acquired at 

different angles of rotation of the gamma detector. 

1.3 Principles of gamma camera imaging  

 

In nuclear medicine, the emission of a gamma ray is a very small-scale nuclear 

phenomenon. A gamma camera is designed in such a way to translate this radiation 

into an electrical signal in order to be detected and measured. A map of a radioactive 

nuclei distribution is created by readings these electric signals. This map provides the 

necessary information in diagnostic and therapeutic purposes. Hal Oscar Anger 

proposed the first design of a gamma camera. Hence, it is often referred as “Anger 

Camera” [54]. In general, as shown in Figure 1. 1, a gamma camera head consists of: 

1. Collimator 

2. Scintillating crystal 

3. An array of photomultiplier tubes 

4. Anger logic circuit 
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The collimator is made of a thick plate of lead or tungsten punctured with a number of 

very thin parallel channels. At the center of a gamma camera, a large rectangular 

crystal often made of sodium iodide and doped with thallium, NaI (Tl), is placed. The 

role of this crystal as a detection element is to stop the gamma rays and convert portion 

of the deposited energy into scintillation. Only the gamma rays with normal direction 

to the surface of the collimator plate and crystal can pass through the collimator. An 

array of small photomultipliers (PMTs) is located behind the crystal, which converts 

photons into electric signals. Among the various hits in a set of photomultipliers, one 

can determine the energy of the hitting gammas, and approximate the position of their 

impact on the crystal. By using “Anger logic” circuit, it is possible to calculate the 

centroid of the signals from each PMT by knowing its relative position [55]. If the 

energy of the gamma ray is not in the range of the energy of the radioactive sample, it 

will be discarded. However, due to the limited energy resolution of scintillation 

detectors, a large fraction of primary photons will also be rejected by using small 

energy window width, resulting in clinically unacceptable examination time. 

Therefore, the width of the energy window must be chosen wide enough to increase 

sensitivity (the detection rate of the primary photons) and to reduce the examination 

time [56].  

1.3.1 Quantitative planar imaging 

A planar image is a 2D projection of radioactivity distribution within the organs. It 

means that only the emitted photons in a certain direction contribute in the final image. 

Hence, this image gives no information about the activity distribution in the depth 

dimension, complicating determination of the contribution of the total signal from 

different overlapping structures[18]. This results in poor image contrast and low 

accuracy in quantitative analysis. For instance, the liver and right kidney could overlap 
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in the posterior-anterior position, making it difficult to distinguish counts originating 

from each of these organs in the frontal planar projection image.  

Depending on the type of acquisition (single planar image or whole body scanning), 

calibration factors need to be measured for corresponding acquisition protocols. It is 

also advantageous to acquire an image before voiding in order to compare measured 

total body activity versus administered activity.[18].  

 

 

 

 

 

 

 

 

 

 

Figure 1. 1: Schematic of scintillation camera performance. 

 

1.3.2 Quantitative SPECT imaging 

The limitations of planar imaging in the determination of the activity distribution in 

3D can be resolved by SPECT imaging technique. In SPECT imaging, the gamma 

camera rotates around the patient and acquires a large set of planar projection images 

at different angles, which provide projection views of the radioactivity distribution. 

Gamma rays 

Collimator 

NaI crystal 

Photomultiplier tubes 

Computer 

Anger logic 

Patient’s body 
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Since the photons are attenuated within the source (i.e., the human body) before being 

detected by the camera system, there is a significant decrease in detected activity [57]. 

The main cause of attenuation throughout the diagnostic energy range is Compton 

scattering, which results in changing photon directions and losing energy. Hence, 

changes in direction of a photon prevents it from being detected and cause a missed 

count. Moreover, the scattered photon can often be detected (in a wrong location) 

causing a false background. It is possible to compensate these deficiencies by utilizing 

appropriate correction methods and incorporating the techniques of CT in the image 

acquisition. 

1.4 Principle of SPECT image reconstruction 

The goal of the SPECT imaging is to determine the 3D distribution of an administrated 

radiopharmaceutical within the patient’s organs accurately. For this reason, 

reconstruction of the acquired image is crucial. Assuming that photons pass through 

the patient's body with no attenuation, and then photons are scattered and detected by 

a collimator with ideal spatial resolution. For 2D distribution the SPECT image 

reconstruction estimates the distribution of a radiopharmaceutical in body tissue, f(x,y), 

from the detected photons. Based on [58] the exponential Radon transform represents 

the modified projection as  

𝑅(𝜃, 𝑠) = ∫ 𝑓(𝑠(𝑐𝑜𝑠𝜃, 𝑠𝑖𝑛𝜃) +
+∞

−∞
𝑡(−𝑠𝑖𝑛𝜃, 𝑐𝑜𝑠𝜃)) 𝑒−𝜇(𝐿𝜃,𝑠−𝑡)𝑑𝑡,           (1.2)          

where, 𝑅(𝜃, 𝑠) is exponential Radon transform of image f(x,y), s is the position, the 

function μ describes the way photons are attenuated along the measurement lines 

defined by s and θ, Lθ,s is the distance between the point B on the boundary of the 

uniform attenuator and the s-axis, and 𝜃 is the angle of the projection (Figure 1.2).  

To find the best possible estimate of the activity distribution, iterative reconstruction 

methods are designed based on the measured projections. This is achieved by setting 

a criterion that measures the quality of the estimate and designing an algorithm that 
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finds an optimal solution by a series of repetitive calculations or iterations. 

Numerous different reconstruction methods have been developed and discussed in 

literature [35, 58, 59]. 

 

 

 

 

 

 

 

 

Figure 1.2: Illustration of projection coordinates corresponding to a parallel-beam scanning geometry 

for SPECT according to [58]: f(x,y) is radionuclide distribution, and θ is the angle of the projection. 

 

The most common and known algorithms are 1) conjugate gradient (CG), 2) maximum 

likelihood expectation maximization (MLEM), 3) ordered-subsets expectation 

maximization (OSEM), and 4) maximum a posteriori (MAP) algorithms [60].  

OSEM algorithms, introduced in 1994 by Hudson et al [36], is one of the algorithm 

that is widely used for both clinical and simulation purposes. This algorithm is a 

modification of the MLEM and requires subsets of the input data for each image to 

perform image reconstruction. This method improves the quality of the final image, 

however specific number of subsets for optimizing image quality is not known a priori. 

The updated formula based on the MLEM algorithm can be rewritten as following for 

the OS-EM method [59]:  

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘/(∑ 𝑎𝑖𝑗) × (∑ 𝑎𝑖𝑗𝑦𝑗)/ ∑ 𝑥𝑖𝑎𝑖𝑗)𝐼
𝑖=1

𝐽
𝑗=1

𝐽
𝑗=1 , (1.3) 
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where, xi is the updated value of the ith voxel of the image after the kth iteration, yj is 

the acquired projection measurement in projection bin  j, and aij the probability that an 

event generated in voxel i is registered in projection bin  j. 

The difference between MLEM and OSEM methods in reconstruction simply is 

shown in Figure 1.3.  The OSEM algorithm uses subsets in each iterations. At each 

updating time, a subset of the projection data is used. (Figure 1.3).  

 

 

 

 

 

 

 

Figure 1.3: Reconstruction procedure using MLEM and OSEM methods. 

 

To divide the projection space into a subset, various approaches are used. The common 

way is dividing the projection into sets with different views or angles as is shown in  

Figure 1.4. As reported in [61] (shown in Figure 1.4) the number of subsets and 

iterations severely influence the quality of final image.  

The OSEM algorithm can easily vary from one system to another, as it depends on 

defining subset method and optimization process. Since in clinical practice, it is not 

possible to investigate the influence of different parameters on the image quality 

independently, using simulation techniques can play a crucial role in investigating the 

effect of each factor individually and tracking each factor’s behavior during the image 

reconstruction procedure. 

Update1 Update 2 Update 3 Update 4 

OSEM 

MLEM 
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Figure 1.4: Relation between number of subsets and iterations and their effects on the quality of final 

image. Each row shows the number of iteration, while each column presents the number of subsets. A) 

1 subset B) 4 subsets and C) 16 subsets, according to [61]. 

 

1.5 Image degrading factors and related reconstruction methods 

Theoretically, in the absence of image compensation factors, an ideal SPECT image 

describes the total activity uptake along a line of view within a patient’s body (Figure 

1.5). However, in reality, several factors result in degradation in the final image and 

are included in reconstruction algorithms. To eliminate or reduce the effect of these 

factors, an appropriate correction is essential. In this section, the parameters that were 

investigated in this work will be explained briefly. 

 

1.5.1 Photon attenuation 

One of the major degradation factors in quantitative imaging is photon attenuation. 

The principle of attenuation is losing energy by a photon by transferring through a 

medium. The attenuation within a matter depends on the photon energy and medium 

density. The magnitude of this effect is greater for photons with lower energy in a 

denser and larger region. Also, the environmental behavior of photon transition is 

strongly influenced by its energy spectrum. Pure photon intensity is attenuated 

exponentially in a uniform medium as [62] 

 

A) 

B) 

C) 
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     I(x) = I0e
-μx, (1.4) 

  

where, I0 is the primary intensity of the photon, μ the linear attenuation coefficient of 

a medium, x the pathway traveled by the photon in the medium, and I(x) the intensity 

of the photon after losing its energy. 

Since photon beams are made up of a spectrum of energies, the attenuation will not be 

exponential. Photons with lower energies are attenuated more rapidly than photons 

with higher energies. Therefore, the mean energy of the beam increases with 

attenuation, which is known as beam hardening. Low energy photons are frequently 

undesirable because of their contribution in scatter or surface dose; therefore, 

hardening correction is  useful in imaging. It can be performed by adding a filter to the 

device that attenuates a significant portion of low-energy photons. 

 

 

 

 

 

Figure 1.5: True activity measurement is possible from an ideal SPECT imaging. The emitted 

photons from each organ reach the SPECT camera without any attenuation and scattering. 

 

In SPECT image reconstruction, attenuation correction affects the image's quantitative 

accuracy. For 2D projections, the radon transform is 

𝑅(𝑟, 𝜃) = 𝐾 ∫ 𝑓(𝑥, 𝑦) exp [∫ 𝑎(𝑢, 𝑣)dś ]
+∞

(𝑥,𝑦)
𝑑𝑠

+∞

−∞

, (1.5) 
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where, 𝑎(𝑢, 𝑣) is the attenuation coefficient distribution in 2D and ∫ 𝑎(𝑢, 𝑣)dś 
+∞

(𝑥,𝑦)
 is 

the attenuation factor for photons that originate from the position (x,y) and travel inside 

the medium in the perpendicular direction to the detector array.  

Consequently, for a non-uniform medium, estimating the attenuation is complex, and 

various analytical compensation methods are used for attenuation correction. The 

analytical methods consist of two sub-methods, exact and approximated methods [63, 

64]. The exact analytical methods do not have commercial usage and their principle 

advantage is the short reconstruction times. In contrast, the approximated methods are 

used commercially. They could also be applied for the uniform attenuation distribution 

in desired regions. A known exact analytical method is Chang (also called zero Order 

Chang) compensation correction method [18]. It is utilized for a uniform medium by 

performing voxel by voxel attenuation compensation of an image reconstructed 

without attenuation compensation. To apply this method in reconstruction, the distance 

from the source to the surface of the object in each voxel and projection direction is 

computed (Figure 1.6), and then average attenuation coefficient for each voxel is 

calculated as 

𝑓𝑖 =
1

𝑁
∑ 𝑒−𝜇𝑑𝑖𝑗

𝑗  , (1.6) 

where, N is the number of the projections in a voxel, μ is the attenuation coefficient of 

the medium, and dij is the distance of the ith voxel from the surface of the object in the 

direction of the jth projection. 

In general, attenuation compensation methods use an attenuation map to give the 

attenuation coefficient that corresponds to each pixel of an image. The attenuation map 

can be estimated using either radiation data or transmission measurements 

independently. 

One of the common ways to estimate the attenuation map is fitting an ellipse to the 

borders of the object in the emission projection data. A well-known way to measure 

attenuation map is using a registered CT image [65]. Considering the difference 

between the energy of the CT X rays and gamma emitted radionuclide, scaling the map 
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is necessary. If the radionuclide has more than one gamma photopeak in its decay 

spectrum (e.g. 177Lu), the projection data is obtained by applying all main photopeaks. 

Hence, after generating the attenuation map, an accurate translation is required to 

incorporate the map into the projection data to compensate part of error caused by 

photon attenuation. In clinical routine, to apply the attenuation map in the 

reconstruction algorithm, registr8ation should be performed using the image obtained 

from radionuclide distribution (distributes radionuclide) in organs. As patient position 

during the imaging differs from one scanner to another one, it is difficult to register a 

CT image from an independent diagnostic scanner to the SPECT image. Hence, in 

clinical practice, SPECT/CT scanners are used to create the attenuation map. However, 

the quality of CT images of these scanners is not as good as the diagnostic CT images 

like CT of PET/CT. Even using SPECT/CT can cause image degradation due to miss-

calibration or patient movement between the CT and SPECT acquisitions.  

Attenuation map can also be measured using a radionuclide source [66, 67]. This 

method is used commercially but results in a noisy attenuation map with poor quality 

and resolution in providing proper anatomical information. If the resolution of created 

map fits to the SPECT image, the poor resolution does not have a considerable effect 

on the attenuation compensation [39]. 
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Figure 1.6: Distances from the point to the edge of the object are calculated in the Chang 

compensation method, according to [18]. 

 

1.5.2 Photon scattering 

In SPECT imaging, the most scatter happens in the abdomen and thorax (about 40%) 

[68]. Similar to the attenuation, the scattering phenomenon results in quantitative 

errors. Photons which are scattered in small angles have a chance to be detected within 

the photopeak energy window. These photons carry incorrect information about the 

exact position where they were emitted from, consequently this can lead to inaccurate 

activity contrast. The contribution of scattering incident during imaging depends on 

various factors such as photon energy, energy window setting, source distribution, and 

medium which photons travel through. In the absence of the scatter photons, by using 

a suitable attenuation map, attenuation compensation recovers activity concentration 

in the organ. If the scattered photons are included in the projection data, they cause an 

overestimation of activity after reconstruction. Scattering happens more in the ticker 

and denser parts of the patient’s body than the other parts. Different methods can be 

applied to compensate for the scatter effect in SPECT/CT images, some of these 

methods will be explained in the following sections.  

1.5.2.1 Effective attenuation coefficient 

To compensate for the scatter counts from the image projections, one of the simplest 

ways is using an effective attenuation coefficient to reduce the magnitude of the 

attenuation correction. The contrast of the images does not improve using this method, 
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as it does not remove the scattered photons from the reconstructed image significantly 

[69]. Also, this correction strongly depends on the source distribution and the medium 

which photons travel through.  

1.5.2.2 Scatter correction based on energy window 

This method is based on defining one or more additional scatter windows. The scatter 

component in the photopeak window (main energy window) is estimated based on 

measurements in one or more scatter windows which are placed in the scatter region 

of the energy spectrum. Dual energy window (DEW), triple energy window (TEW), 

and effective source scatter estimation (ESSE) are the three known scatter correction 

methods. These methods are briefly explained in the following subsections.  

1.5.2.2.1 Dual energy window (DEW method)  

In the DEW technique [70], the number of scattered photons is estimated only within 

a subordinate energy window in the Compton region of the energy spectrum             

(Figure 1.7). The width of the scatter energy window depends on the photopeak energy 

of the administered radionuclide. The primary counts in the main energy window are 

calculated by excluding the contribution of the scattered photons using the following 

analytical calculation:  

Cprimary = C total - Cs  (1.7) 

where, Cprimary is the detected photons excluding the scatter photons, Ctotal the total 

counts within photopeak energy window, and Cs is the scattered components of the 

photopeak window which is obtained as 

 

Cs =kCsw ,  (1.8) 

where, Csw is number of detected scatter photons within the scatter window. The value 

of the k, which is known as the scatter multiplier, is calculated in two different ways: 

subtracted projection mode, and subtracted tomogram mode. 
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The subtracted projection model is based on projection data and subtracted tomogram 

mode is based on reconstructed data. Since the factor k is phantom related, hence it is 

calculated for each phantom study individually. 

 

 

 

 

 

 

 

 

 

Figure 1.7: Principle of Dual Energy Window (DEW) correction for a given pixel and projection, 

according to [70]. 

 

1.5.2.2.2 Triple energy window (TEW) method 

TEW is an energy window-based method. The main difference between TEW and 

DEW is the number of scatter energy windows. In the TEW method [18, 37, 71], the 

number of scattered photons is estimated by defining two adjacent energy windows 

with no overlapping on each side of the main photopeak window, which are named 

lower and upper scatter energy windows (LSW and USW) (Figure 1.8).  

The counts of primary photons are calculated as 

 

𝐶𝑃𝑟𝑖𝑚𝑎𝑟𝑦 = 𝐶𝑡𝑜𝑡𝑎𝑙 − 0.5 × (
𝐶𝑙𝑆𝑤 

𝑊𝑙𝐿𝑆𝑊
+  

𝐶𝑈𝑆𝑊 

𝑊𝑈𝑆𝑊
),  (1.9) 

where, 𝐶𝑃𝑟𝑖𝑚𝑎𝑟𝑦 is the total counts of the primary photons in the main energy window, 

𝐶𝑙𝑆𝑤  and 𝐶𝑈𝑆𝑊  refer to the counts in the lower and upper scatter energy windows, 

respectively. The 𝑊𝐿𝑆𝑊 and 𝑊𝑈𝑆𝑊  are the respective widths of the corresponding 

Scatter Window Main Window 

Counts 

Energy 
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scatter energy windows. For the photons with energies higher than photopeak, USW 

delineates down-scattered photons.  

As the photopeak energy spectrum of an administrated radionuclide changes non-

linearly in the main energy window, the trapezoidal estimation will not be perfect. 

Also in the case of a radionuclide with multiple photopeaks, choosing a suitable scatter 

energy window and optimal filtering becomes more crucial.  

 

 

 

 

 

 

 

 

 

Figure 1.8: Principle of TEW scatter correction method for a given pixel and projection, according to 

[17]. 

1.5.2.2.3 Effective source scatter estimation (ESSE) method 

The ESSE method is a scatter model based on using a set of scatter kernels. Two scatter 

kernels (k and μs) are required for ESSE scatter modeling. These are calculated by 

using a MC simulation method of a point source with a given energy spectrum in the 

center of a water slab [72]. 

Briefly, k values are the probability that a photon emitted at the center of the kernel 

will have its last scatter event inside the voxel of interest and be detected, excluding 

the probability of attenuation along the path from the voxel of interest to the detector. 

By convention, it resembles the probability of detecting a photon in the air. The kernel 
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Scatter  
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μs represents the weighted average attenuation coefficient in water after the last scatter 

event for all photons whose last scatter event occurs in the corresponding voxel. The 

weighting is a detection probability for a given photon. To use these kernels in the 

ESSE scatter model, it is necessary to normalize the kernel image per emitted photon. 

In addition, the average attenuation factor image should be converted to an average 

attenuation coefficient image.  

1.5.3 Collimator detector response (CDR) 

One of the primary factors affecting the image resolution is CDR. In principle, CDR 

is an image which is generated from a point source of activity. It depends on the 

distance between the source and the collimator. The CDR has four primary 

components (Figure 1.9) [35]:  

 

 The Intrinsic Response Function (IRF)  

 The Geometric Response Function (GRF) 

 The Septal Penetration Response Function (SPRF) 

 The Septal Scatter Response Function (SSRF) 

 

The first factor is the result of uncertainty in estimating the origin of the detected 

photon in the detector system and the other three depend on the collimator 

characteristics. The mentioned factors will be briefly explained in the following. 

1.5.3.1 Intrinsic response function (IRF) 

The reaction of the SPECT to a pencil beam of radiation excluding the collimator is 

named IRF. This function is determined by two factors: the uncertainty of position 

estimation in the SPECT detector and the scatter effects in the crystal. However, the 

scatter effects are almost negligible for low energy photons and become considerable 

for incident photons with medium or high energy.  
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Figure 1.9: Schematic of the factors which include in collimator detector response function. 

 

1.5.3.2 The geometric response function (GRF) 

The geometric response function (GRF) represents the distribution of detected photons 

that travel through the collimator holes without interacting with or passing through the 

collimator septa.  

1.5.3.3 The septal penetration response function (SPRF) 

This function represents the contribution of the detected photons that penetrate through 

the collimator septa. Although there is no certain methodical behavior of the SPRF for 

multi-hole collimator, it can be studied using a Monte Carlo simulation or a beam 

tracer [35]. 

1.5.3.4 The septal scatter response function (SSRF) 

The septal scatter response function describes the photons which are detected in 

desired energy windows after scattering in the collimator septa. In contrast to the GRF, 

scattering and penetration can increase total response function (TRF) width [35]. The 

effects of SSRF and SPRF are most important for isotopes emitting medium and high 

energy photons.  

There are several methods to compensate for the CDR effect on SPECT images. But 

generally, CDR is modeled based on two separate assumptions: (1) spatially invariant, 
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and (2) distance dependent [35]. In this work, we did the modeling based on the second 

method. 

1.6 Absorbed dose calculation 

The energy of radionuclide absorbed by organ per unit mass is known as organ 

absorbed dose, which is the fundamental quantity of radiation dosimetry. Depending 

on the image resolution, it is possible to calculate the absorbed dose in voxel level by 

assuming a uniform distribution of activity within organs, the internal dose assessment 

is calculated based on following equation [73]: 

 

D=AS, (1.10) 

and 

𝑆 = 𝑘 ∑ 𝑛𝑖𝐸𝑖𝑖 𝜑𝑖𝑚,  (1.11) 

 

where, D is the absorbed dose in Gy, A is the activity in organ in MBq, n is the number 

of radiations with energy E emitted per nuclear transition, E is the energy per radiation 

(MeV), φ is the fraction of energy absorbed in the target, m is the mass of target region 

in gram or kilogram, and k is the constant coefficient. 

The total absorbed dose to an organ is calculated by integration of absorbed dose rate 

over time. In some cases, dose rate can explain the biological effect of a 

radiopharmaceutical on specific organs. In equation 1.10, only A is time dependent, 

hence the equation can be rewritten as 

∫ 𝐷 𝑑𝑡 =
m

  E n  k
iii

i


× A

~∞

0
, (1.12)  

where, A
~

 is accumulated activity defined as: 

�̃� =  ∫ 𝐴(𝑡) 𝑑𝑡
∞

0
, (1.13) 
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To facilitate absorbed dose calculation, Radiation Dose Assessment Resource 

(RADAR) “Task Group” of the Society of Nuclear Medicine proposed following 

expression: 

 

𝐷𝑇 = ∑ 𝑁𝑠𝑠 ×DF(T←S), (1.14) 

where DT is the absorbed dose in target organ, Ns is the number of nuclear transitions 

that occur in the source organ, and DF is the ‘dose factor’ for source region S 

irradiating target region T. 

With the improving reconstruction techniques, SPECT image will present the more 

precise spatial and temporal data on three-dimension for internal dosimetry scheme, 

which is evolving from population- and organ-average to patient-specific dose 

estimation [74]. SPECT voxel values are typically expressed in number of counts (cts), 

and the quantification goal is to determine the calibration factor CF to convert cts to 

Bq. According to the MIRD recommendations for the quantification [4], the CF is 

computed using a SPECT acquisition of a large source of a known activity in a 

determined phantom. Typically, a water phantom with a similar activity concentration 

used in clinical practice, and is imaged with the exact same parameters as in the clinical 

study where the calibration factor will be used. SPECT images should be reconstructed 

with a method that includes attenuation correction (AC) based on CT, scatter 

correction (SC) based on double- or triple energy window (DEW or TEW) methods , 

and collimator-detector response (CDR) compensation [75]. 



2 Methods 

29 
 

2 Methods 
 

Part of this chapter has been published in following publications: 

 Karimi Ghodoosi, E., D' Alessandria, C., Li, Y., Bartel, A., Köhner, M., 

Höllriegl,V., Navab, N., Eiber, M., Li, W.B., Frey, E., Ziegler, S. (2018): The 

effect of attenuation map, scatter energy window width, and volume of interest 

on the calibration factor calculation in quantitative 177Lu SPECT imaging: 

Simulation and phantom study. Physica Medica 56, 74-80 

 Karimi Ghodoosi, E., D'Alessandria, C., Eiber, M., Li, W.B., Navab, N., 

Ziegler, S.: Comparison of absorbed dose to kidneys using quantitative 

SPECT/CT and whole body planar images for Lu-177-PSMA I&T in prostate 

cancer therapy. Eur. J. Nucl. Med. Mol. Imaging 45, S112-S113 (2018) 

 

2.1 Phantom measurements 

For quantitative SPECT, a calibration scan is required to rescale measured counts per 

second (cps) and calibrated activity in the field of view (FOV). Hence, in this work 

phantom measurements were performed with different geometries. 

2.1.1 Acquisitions 

All acquisitions were performed on a SIEMENS SPECT/CT (SYMBIA T6) in the 

Nuclear Medicine Department of Klinikum Rechts der Isar (Munich, Germany) with 

a medium-energy low-penetration collimator (MELP). The main parameters of the 

clinical settings utilized for the acquisition are presented in Table 2.1. The image 

acquisition duration took 15 minutes by creating 90 projections covering 360˚ angles. 

The images were reconstructed by an ordered subset expectation maximization 

(OSEM) algorithm [36] implemented by the vendor (Siemens Health Flash 3D) and 

CDR compensation was included in the OSEM algorithm [76]. The compensation for 

https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
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image-degrading factors was performed by scatter correction, and attenuation 

correction based on CT data. The number of iterations and subsets were set as 15 and 

8, respectively. For scatter correction, the triple energy window (TEW) correction 

method [37] was applied by considering the two main gamma photopeak energy 

windows of 177Lu: 113 and 208 keV. To create the attenuation map, there was no 

possibility to choose the 177Lu gamma energies; therefore, it was created for 190 keV 

photons (krypton-181 gamma photopeak energy). The collimator detector response 

compensation was automatically performed. All used SPECT reconstruction 

parameters are reported in Table 2.2. 

 

Table 2. 1: SPECT acquisition parameters (clinical setting). 

 

 

 

 

 

Acquisition 

Collimator Medium-energy low-penetration 

(MELP) 

Matrix 128×128 

Scan arc (˚) 180 

Number of projections 90 

Pixel size (mm2) 4.8×4.8 

Dwell time (sec) 10 

Photopeak main energy windows: 

Photopeak 1: 113 keV 

 

Photopeak 2: 208 keV 

 

 

113 keV±10% width 

 

208 keV±6% width 

Scatter energy windows: 

Photopeak 1: 113 keV 

 

Photopeak 2: 208 keV 

 

 

92.4 keV±10% width (LSW)a 

131.6 keV±6.5% width (USW)b 

183.6 keV±6.2% width (LSW) 

230.8 keV±4.5% width (USW) 

(LSW)a: lower scatter window; (USW)b: upper scatter window 
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Table 2.2: SPECT reconstruction parameters (clinical settings). 

 

 

 

 

 

 

 

2.1.2 Calibration measurements 

In this work, a National Electrical Manufacturers Association (NEMA) IEC body 

phantom (Model PET/IEC-BODY/P) [77] was used with 9.7 liter capacity as a body. 

Two different vials, one of a medium volume (180 ml) and one small volume (25 ml), 

were inserted to represent a kidney and a lesion, respectively (Figure 2.1). The vial 

with medium volume was an oval shaped bottle with 8 cm height and 0.04 cm 

thickness, and the small one was a cylinder bottle with 5 cm height and 3.2 cm 

diameter. This specific volume of 180 ml in phantom measurements was chosen 

because the average volume of a kidney measured from six patient CT data sets was 

180±26.5 ml (Figure 2.2).  

The phantom was either filled with water or air, and the small or the medium vial was 

fixed to the bottom of the phantom. To study the influence of the activity concentration 

of the source vials on the CF, the calibration process was repeated seven times with 

different activities of 177Lu (Table 2.3). 

 

 

 

 

Reconstruction 

Method Flash 3D (Siemens) 

Corrections Attenuation, scatter 

(TEW), and collimator 

detector response 

Iteration (i)/Subsets(ss) 15i/8ss 

Transverse reconstructed matrix 128×128 

Filter post reconstruction Gaussian 12 mm 

LSW)a: lower scatter window; (USW)b: upper scatter window 
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Figure 2.1: a) Siemens Symbia T6 SPECT/CT with NEMA IEC body phantom filled with water 

including a vial with 25 ml volume (calibrated activity of 651 MBq). b) Anterior SPECT image of 

water filled phantom (green) with background activity of 178.1 MBq including a 180 ml vial with 440 

MBq activity. Background activity distribution was non-uniform (hot spot). 

 

 

 

 

 

 

 

 

Figure 2.2: The average volume of kidney was calculated using a number of patient data sets 

 (see also 2.7). 
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Two measurements were performed with activity concentration ratios of 1:70 and 1:68 

between background and vial. During the phantom measurements, the small or 

medium vial was located at the bottom of the phantom. Before injecting the 177Lu 

inside the vial, it was drawn in a syringe and diluted with pure water to reach the exact 

volume of each vial. Then activity of the syringe was measured using a Capintec CRC-

15R Dose Calibrator (Pittsburgh, Philadelphia). As some amount of activity always 

adheres to the syringe wall, after injecting the activity in to the vial, the syringe was 

put again inside the Capintec, to obtain the exact administrated activity in phantom 

measurements. The calibrated activity within the small vial (25 ml) and medium vial 

(180 ml) was 650 and 440 MBq, correspondingly. As the time between activity 

injection and image scanning was about 120 minutes, the activity was measured again 

before initiation of the imaging.  

 

Table 2.3: Configuration of the phantom measurements and 177Lu activities inside 

the vials used for the calibration factor calculation. 

Phantom 

measurement 

NEMA 

IEC 

Phantom 

medium 

Vial 

volume 

(ml) 

Calibrated 

activity inside 

the vial at the 

time of 

measurement 

(MBq) 

Activity 

concentration 

(MBq ml-1) 

Calibrated 

activity in 

phantom 

(background) 

(MBq) 

A Without 

water 

25 641.26 25.7 *NA 

B Water 25 641.26 25.7 0 

C Water 25 72.5 2.9 0 

D Water 25 32.4 1.3 0 

E Water 180 437.16 2.4 0 

F Water 180 437.16 2.4 1:70 

G Water  

(see F, 

after 7 

days) 

180 234.5 1.3 1:68  

*NA: Not Applicable 
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The scatter correction method (TEW) was performed on two photopeak energies of 

177Lu: 113 keV with 20% width and 208 keV with 12% width. For the lower photopeak 

energy, the upper scatter window (USW) and the lower scatter window (LSW) width 

was 13% and 20%, respectively. The scatter energy window for the higher photopeak 

energy was set to 9% and 12.4% for USW and LSW, respectively. In Table 2.4, the 

energy window settings used in this work are compared to those reported in literature 

[14, 21, 24, 25, 27, 28, 78]. 

 2.1.3 Estimating the calibration factor by defining volume of interest (VOI)  

The total counts are normally obtained from a VOI defined in the images. Then the CF 

expressed in units of counts per second (cps) per MBq can be calculated as 

𝐶𝐹 (𝑐𝑝𝑠 𝑀𝐵𝑞−1) =
𝐶

𝐴
 ,                                       (2.1) 

where C is the total count rate in the images (cps); A is the calibrated activity (MBq) 

at the measurement time within the individual VOI (large, small). 

In our measurement, the VOIs were delineated in two ways: (1) A large volume which 

covered the known geometrical size of each vial (Figure 2.3); and (2) A small spherical 

volume at the center of each vial (i.e. 15% volume of each vial: 3.75 ml for small vial 

and 27 ml for medium one) for reducing the influence of the partial volume effect at 

the edge of the vial [79]. The value of count rates for the large and small volume is 

denoted as CL and CS.  

The VOI was defined by using PMOD software (PMOD Technologies LLC, Zurich). 

For each of the photopeak energy windows (113 keV and 208 keV) and for medium 

and small vials, the CF was calculated, independently, resulting in 14 values of CF for 

small and large VOIs, separately. 
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Table 2.4: Energy window settings used in current and previous works 

 
MW: main window; LSW: lower scatter window; USW: upper scatter window; NA: not applied 

 

Publication 113 keV photopeak 208 keV photopeak 

This work 

(clinical setting) 

MW: 100.8-123.2 keV (20%) 

LSW: 84-101 keV (20%) 

USW: 123-140 keV (13%) 

MW: 195-220.48 keV (12%) 

LSW: 172.2-195 keV (12.4%) 

USW: 220.48-241.28 keV (9%) 

 

Sandström et al. 

[25]  

MW: 100.8–123.2 keV (20%) MW: 187.2–228.8 keV (20%) 

 

Sanders et al. 

[21] 

MW: 100.8–123.2 keV (20%) 

LSW: 84.0–100.2 keV (15%) 

USW: 123.2–140.0 keV 

(15%) 

MW: 187.2–228.8 keV (20%) 

LSW: 145.6-187.2 keV (20%) 

USW: 228.8–270.4 keV (20%) 

 

Delker et al. [14] NA MW: 192.4-223 keV (15%) 

LSW: 157.25- 182.75 keV 

(10%) 

USW: 228-252 keV (10%) 

 

Robinson et al. 

[78] 

MW: 100.8–123.2 keV (20%) 

LSW: 95.0–100.8 keV (3%) 

USW: 125.1–132.9 keV (3%) 

MW: 187.2–228.8 keV (20%) 

LSW: 175.6-186.4 keV (3%) 

USW: 229- 243.1 keV (3%) 

 

D'Arienzo et al. 

[27] 

MW: 104.5–121.5 keV (15%) 

LSW: 93.2–104.5 keV (10%) 

USW: 121.5–132.8 keV 

(10%) 

MW: 187.2-228.8 keV (20%) 

LSW: 164.4- 187.2 keV (10%) 

USW: 228.8-249.6 keV (10%) 

 

Uribe et al. [28] NA MW: 187.2-228.8 keV (20%) 

LSW: 153- 187 keV (22%) 

USW: 229.5-280.2 keV (22%) 

 

De Nijs et al. [24] MW: 1001.7–124.3keV 

(20%) 

LSWwide: 91.7–101.7 keV 

(10%) 

USWwide: 124.3–134.3 keV 

(8%) 

LSWnarrow: 97.7–101.7 keV 

(4%) 

USWnarrow: 124.3–128.3 keV 

(3%) 

MW: 187.6-229.2 keV (20%) 

LSWwide: 177.6- 187.6keV 

(5%) 

USWwide: 229.2-239.2 keV 

(4%) 

LSWnarrow: 183.6- 187.6keV 

(2%) 

USWnarrow: 229.2-233.2 keV 

(2%) 
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Afterward, by using the results of phantom measurements in water as listed in Table 

2.3 (B-G), a mean calibration factor (mCF) for large and small VOIs was calculated 

independently, and the relative uncertainty (D%) of mCF was calculated as a ratio of 

the difference between calibrated activity and measured activity using: 

𝐷 % =  
𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑀𝐵𝑞)− 𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑢𝑠𝑖𝑛𝑔 𝑚𝐶𝐹(𝑀𝐵𝑞)

𝐶𝑎𝑙𝑖𝑏𝑟𝑎𝑡𝑒𝑑 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑀𝐵𝑞)
× 100,    (2.2) 

The activity is the activity in the used volume of interest. 

In the case of background activity, a hot spot near the lid of the phantom was observed 

in the SPECT image (Figure 2.1: b) as the activity did not distribute homogenously 

inside the phantom. Therefore, the activity of the background had to be calculated 

considering the counts in the hot spot and the rest of the phantom body excluding the 

vial.  

 

 

 

 

 

 

 

 
Figure 2.3: Large volume covered the geometrical size of the vial.: a) Top view, b) Lateral view , and 

c) Front view. 

2.2 Simulation using a Monte Carlo method- SIMIND  

SIMIND is a Monte Carlo based code that has been developed by Ljungberg and 

Strand [32]. It has been established to describe and simulate a standard clinical SPECT 
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camera. In addition, this program can be easily modified for other type of calculation 

or measurement happened in SPECT imaging. The entire code is written in 

FORTRAN-90 and is operated on various systems like Linux systems (x86), Mac 

systems running OSX, and on Windows (x86).  

As explained in backgound section, the advantage of using Monte Carlo code is the 

capability to flag and study the parameters which degrade the SPECT images 

quantification. The first step in simulation is identifying the source properties and 

imaging system. This process is performed using “CHANGE” program, a part of 

SIMIND, to transfer input parameters to an external data file, named “simind.smc”. 

This program allows user to specify different parameters to describe the desired system 

and conditions [72, 80].  

For simulating a voxel-based phantom, the phantom by default is aligned in the x axis. 

A source which includes the administrated activity can be as same as phantom or can 

be defined separately. Then for simulating the SPECT, the camera rotation will be 

around the y and z axis either in clock-wise or counter clock wise direction (Figure 

2.4). 

In the CHANGE’s main window there are various options that can be defined by user 

manually such as the phantom wall material. The phantom tissue, bone or soft tissue 

is expressed by a series of energy table which are used considering the cross-sectional 

values for the photoelectric, Compton, coherent, and pair production interactions by 

the individual phantom. As an example, the typical phantom cross section is water, 

given by the file named h2o.cr3 [34]. 

To describe a single or multi gamma photopeaks emitter, SIMIND has specific 

commands which should be used in source description. Moreover, to obtain the true 

values of the camera sensitivity and correct the pixel values in the projection data, the 

activity of the source distribution also should be defined. 
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Figure 2. 4: A schematic of the phantom, source and camera directions in CHANGE program [72]. 

 

To create the projection image, the area of the collimator crystal is outlined by 

inserting the pixel size. However, zooming in/out the simulated image is possible by 

changing the value of the pixel size (smaller or larger). The matrix size of the projected 

image is always centered on the cylindrical axis of the crystal and no translation can 

be made. In the next chapter, the parameters which have been used in this project will 

be explained in detail. 

In this work, the Monte Carlo simulation code SIMIND [72] was utilized to generate 

source distributions which are similar to our phantom measurements and to analyze 

the factors affecting reproducibility of the CF. In the simulation, a 9.7-liter cylinder 

phantom containing a 25 ml vial with 650 MBq of 177Lu was used. To cover the 

principal energies needed for imaging, the full energy spectrum of 177Lu from 54 keV 

to 250 keV was used in the simulation (Figure 2.5). In addition, a NaI(Tl) crystal with 

1.54 cm thickness and a medium energy collimator were used in the simulation to 

mimic the detector. The energy resolution of the gamma camera was set to 9% FWHM 

at 140 keV, and the number of simulated projections was set to 128 in a 360° full 

rotation mode. All image reconstructions were made using an iterative OSEM 
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algorithm including the CDR function, AC and SC as in the experimental study 

developed by Frey et al. [34]. The reconstruction was done using 15 iterations to 

exclude the noise by increasing the number of iterations. However, to simulate the 

SPECT imaging condition, after the reconstruction, the poise noise was added to the 

final images. The number of subsets was eight, similar to the phantom measurement 

reconstruction setting.  

For estimating SC, either the TEW correction for the relevant main energy windows 

or the effective scatter source estimation (ESSE) based on a material dependent scatter 

kernel [34], was applied. The collimator detector response (CDR) and AC were 

implemented in both correction methods.  

 

 

 

 

 

 

 

Figure 2.5: Full decay spectra of 177Lu were used for simulation to include the principal energy used 

for imaging and those energies which are important for the component of septal penetration in the 

projection images. 

Because the AC for 177Lu depends on the scaling between transmission and emission 

energies, different attenuation maps were generated at 190 keV (which was used in the 

clinical setting as default energy), 113 keV, 208 keV, and at the weighted energy, i.e. 

175 keV, of 177Lu [81].  

The weighted energy of 177Lu (�̅�𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑) was calculated as 
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�̅�𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 =
𝛿𝑙𝑜𝑤 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 × 𝐸𝑙𝑜𝑤 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘+ 𝛿ℎ𝑖𝑔ℎ 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘 × 𝐸ℎ𝑖𝑔ℎ 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘

𝛿𝑙𝑜𝑤 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘+ 𝛿ℎ𝑖𝑔ℎ 𝑝ℎ𝑜𝑡𝑜𝑝𝑒𝑎𝑘
,    (2.3)    

where, δ with the subscript low/high photopeak represents the abundance of low/high 

photopeak energy of 177Lu. 

As shown in Figure 2.6, the attenuation map (AM) was created using CT images of 

SPECT/CT based on a standard model proposed in [82]. 

 

 

 

 

 

 

 

 

 

Figure 2.6: Created attenuation map (AM) for attenuation correction. 

 

Calibration from Hounsfield units to attenuation coefficient was made by scaling the 

units related to the main photopeak energy and the phantom medium. For this purpose, 

a bilinear model that describes the linear attenuation coefficient conversion ratio for 

air-and-water and water-and-plexiglass was used [82]: 

𝜇𝑎𝑖𝑟+𝑤𝑎𝑡𝑒𝑟,𝐸 =
𝐶𝑇𝐻.𝑈×{𝜇𝑤𝑎𝑡𝑒𝑟,𝐸 −𝜇𝑎𝑖𝑟,𝐸 }

1000
 , (2.4) 

𝜇𝑤𝑎𝑡𝑒𝑟+𝑝𝑙𝑒𝑥𝑖𝑔𝑙𝑎𝑠𝑠,𝐸 = 𝜇𝑤𝑎𝑡𝑒𝑟,𝐸 +
𝐶𝑇𝐻.𝑈×𝜇𝑤𝑎𝑡𝑒𝑟,𝐸𝑒𝑓𝑓 ×{𝜇𝑝𝑙𝑒𝑥𝑖𝑔𝑙𝑎𝑠𝑠,𝐸 −𝜇𝑤𝑎𝑡𝑒𝑟,𝐸 }

1000×{𝜇𝑝𝑙𝑒𝑥𝑖𝑔𝑙𝑎𝑠𝑠,𝐸𝑒𝑓𝑓
−𝜇𝑤𝑎𝑡𝑒𝑟,𝐸𝑒𝑓𝑓

}
 , (2.5) 
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where, 𝐶𝑇𝐻.𝑈 is the value of CT number in the Hounsfield unit, μ is the target translated 

emission energy and Eeff is the effective X-ray photon energy.  

The linear attenuation coefficients µ (cm-1) in water and plexiglass (the NEMA IEC 

body phantom housing) were estimated as a function of photon energy. In addition, 

the relative uncertainty of calculated CFs between applying the AC at above mentioned 

energies was determined. 

The influence of scatter window width on the TEW method was studied by varying 

the lower and upper scatter windows. To apply the TEW correction, the following 

equation for the relevant main energy window was used: 

𝐶𝑃𝑟𝑖𝑚𝑎𝑟𝑦 = 𝐶𝑡𝑜𝑡𝑎𝑙 − 0.5 × (
𝐶𝐿𝑆𝑊 

𝑊𝐿𝑆𝑊
+  

𝐶𝑈𝑆𝑊 

𝑊𝑈𝑆𝑊
), (2.6) 

where, 𝐶𝑃𝑟𝑖𝑚𝑎𝑟𝑦 is the total counts of the primary photons in the main energy window, 

𝐶𝐿𝑆𝑊  and 𝐶𝑈𝑆𝑊  are referred to the counts in the lower and upper scatter energy 

windows, respectively. The 𝑊𝐿𝑆𝑊 and 𝑊𝑈𝑆𝑊  are the respective widths of the 

corresponding scatter energy windows.  

As illustrated in Table 2.4, Robinson et al. [83] used the SC windows width of ±3% 

for both gamma photopeaks of 177Lu, which was smaller compared to other literature 

data. De Nijs et al. [24] tried two different SC windows for each of photopeaks. 

Following their idea, various scatter windows were applied to 208 keV and 113 keV 

177Lu photopeaks which are listed in table 2.5. 

To model the ESSE correction, as a scatter correction model, two scatter kernels (k.n 

and k.μs) as the pre-calculated point-spread functions were required. The kernel k.n 

(the normalized scatter kernel) is an image whose values are the probability that a 

photon emitted at the center of the kernel will have its last scatter event inside the voxel 

of interest and be detected, excluding the probability of attenuation along the path from 
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the voxel of interest to the detector. The kernel k.μs represents the weighted average 

attenuation coefficient in water after the last scatter event for all photons whose last 

scatter event occurs in the corresponding voxel. These two scatter kernels were 

computed using the SIMIND Monte Carlo code and then combined together to be used 

in image reconstruction. Since these kernels have cylindrical symmetry about the line 

through the source that is perpendicular to the detector, only one quadrant of the kernel 

was stored in the direction parallel to the detector. The kernel was stored so that slices 

were parallel to the face of the collimator with slice 0 being furthest away and the last 

slice being closest. The source location was in pixel (0,0) in slice N/2-1, where N was 

the number of slices in the kernel. Besides, the photons were tracked through a slab 

phantom. A modified score routine takes over when the photon is terminated. During 

tracking, the track of the last scatter point and the attenuation coefficient after 

scattering was kept at this point. For each photon, the weight, wi (which is the total 

probability that a photon travels the given path and reaches the detector) was summed 

into a 3D image at the position corresponding to the last scatter point. In addition, the 

attenuation factor from the last scatter point was calculated as [57] 

 

𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 = 𝑒−μ𝑖x𝑖 , (2.7) 

where, μi is the attenuation coefficient and xi is the distance from the last scattering 

point to the surface of the slab for the ith photon.  

After tracking all the photons, a new image was computed by SIMIND referred as the 

average attenuation factor image. This image represented the average attenuation 

factor for all photons having their last scattering event in a given voxel, weighted by 

the kernel contribution. Then the kernel image (k.sim) and average attenuation factor 

image (af.sim) were saved. In order to use these images, in the ESSE scatter model, it 

was necessary to (1) normalize the kernel image (per emitted photon) and (2) convert 

the average attenuation factor image to an average attenuation coefficient image. To 
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accomplish the normalization, the k.sim image divided by the number of detected  

photons in air. The computation of the attenuation factor for each last scattering voxel 

from the af.sim image was done by 

𝜇𝑠𝑖 =  − ln(𝑎𝑓𝑖)/𝑥𝑖 , (2.8) 

where 𝜇𝑠𝑖 is the kernel of μ image needed for ESSE modeling, afi is the average 

attenuation factor (from the af.sim image) value for the same pixel, and xi is the 

distance for that pixel to the surface of the phantom (Figure 2.7). 

 

 

 

 

 

 

 

 

Figure 2.7: The kernel images were created to use for ESSE modeling. 

 

Because 177Lu has two main gamma photopeak energies, to normalize the scatter 

kernel, the number of detected photons in air was estimated. Then the scatter and 

attenuation kernels from the multiple windows into a single file were combined which 

was used for image reconstruction. As a reference, a CF was calculated for simulations 

in which only non-scattered events were taken into account, and the AC was applied 
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using an attenuation map at the energy of 190 keV. The total counts inside the large 

VOIs were used to calculate this factor.  

The SCF was calculated for each of the scatter energy windows (Table 3.3) following 

MIRD No. 26 [4] 

𝑆𝐶𝐹 =  
𝑇𝑜𝑡𝑎𝑙 𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑇𝐸𝑊

𝑇𝑜𝑡𝑎𝑙 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑖𝑛 𝑚𝑎𝑖𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑤𝑖𝑛𝑑𝑜𝑤 𝑏𝑒𝑓𝑜𝑟𝑒 𝑎𝑛𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛
 . (2.9) 

An ideal scatter correction should exclude the detected scatter photons in the main 

energy window. After an appropriate scatter correction, the voxel values should be 

equal to the number of geometrically collimated detected photons which are emitted 

from the activity source (vial) with negligible scattering and attenuation. For this 

reason, an actual scatter fraction was determined as  

𝐴𝑆𝐶𝐹 =  
𝑇𝑜𝑡𝑎𝑙 𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑤𝑖𝑛𝑑𝑜𝑤 𝑏𝑒𝑓𝑜𝑟𝑒 𝑎𝑛𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑖𝑛 𝑚𝑎𝑖𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 𝑤𝑖𝑛𝑑𝑜𝑤 𝑏𝑒𝑓𝑜𝑟𝑒 𝑎𝑛𝑦 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛
 . (2.10) 

To investigate the accuracy of the SC, for all combinations of scatter energy windows, 

the SCF was determined and compared to ASCF. The deviation of the SCF from the 

ASCF was estimated to evaluate the SWs effect on the scatter correction. 

The collimator detector behavior related to the source distance and energy was also 

simulated. As explained in section 1.5.3, for SPECT imaging system, a CDR contains 

4 main concepts named as: intrinsic geometric, septal penetration and septal scatter 

responses. Hence due to the full width at half maximum (FWHM) of each photopeak 

energy a full CDRF was generated (Figure 2.8 and Figure 2.9) for a point source in 

various distances from the surface of the collimator: 2, 5, 10, 15, 20, 30, 40 and 60 cm 

using the clinical setting for the main photopeak energy windows of 177Lu (113 keV 

with 20% width and 208 keV with 12% width). 
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Table 2. 5: Different combination of scatter windows which used during TEW 

modeling. 

 

In SIMIND, by increasing frequency of repetition, probable errors can be decreased. 

Thus, we generated a CDRF table by simulating 20 seeds for each photopeak energy 

and photon category (primary or scattered photons). A point response (PR) and 

geometric point response functions (GPR) were simulated at various source-to-camera 

distances: 2, 5, 10, 15, 20, 30, 40 and 60 cm in air. The GPR function is a distribution 

of photons on the surface of the detector. It is determined by geometrical space of the 

collimator holes. In the simulation directory, two directories were created named as: 

infile and script. The infile directory had the input files required for the simulation, 

which were included two mandatory files (cdrf.smc, dist.csv) and 4 optional files 

(p_spectrum.isd, ergrange.csv, switch.txt and cdrf.win).  

 

 

scatter energy windows for the 113 keV photopeak energy  

1(clinical setting) 84-100.8 123.2-140   

2 84-100.8 123.2-175   

3 74-100.8 123.2-140   

4 74-100.8 123.2-150   

5 74-100.8 123.2-170   

6 54-100.8 123.2-133.2   

7 54-100.8 123.2-170   

8 54-100.8 123.2-140   

9 90.8-100.8 123.2-133.2   
  

scatter energy windows for the 208 keV photopeak energy  

1(clinical setting) 172.2-195 220.48-241.28   

2 142-195 220.4-271.2   

3 162-195 220.4-251.4   

4 190-195 220.48-225.48   

The width of the main photopeak energy window in all combinations was 100.8 

keV-123.2 keV and 195 keV-220.4 keV for 113 and 208 keV, respectively.  
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Figure 2.8: Magnitude of the Full width at half maximum (FWHM) is depended to the photopeak 

energy and the source distances from the surface of the collimator. 

 

 
Figure 2.9: Image (point source) became blurred when the distance of the source to the collimator 

increased. 

 

The dist.csv file (mandatory file) contained a list of the distances between the point 

source and the collimator face. As mentioned above the collimator detector response 

was simulated in different distances equal to 2, 5, 10, 15, 20, 30, 40, 60 cm. The 

spectrum.isd had to be used for simulating multiple emission energy peaks. To read 
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the relevant file to each photon category, the ergrange.csv file was created. Each line 

in this file indicates the name of a photon category (primary or scatter), and the low 

and high energy in keV of the corresponding energy sub-range. In this work, to cover 

all the emitted photons the energy range was 0-320 keV, for primary and scattered 

photons. Also, the cdrf.win file was recorded to allow simulation of PR function for 

multiple energy windows simultaneously. Each line in the file corresponds to each 

energy window. A number of important parameters used in this work, are listed in 

Table 2.6. 

Table 2.6: Frequently used parameters by SIMIND for generating CDRF table. 

2.3 Patient study  

In order to calculate the radiation absorbed doses to organ at risk like kidney and liver, 

the calculated mean calibration factor using large VOI from experimental 

measurement was used. Before radio-ligand therapy, all patients were informed about 

the procedure and written consent was given. 177Lu-PSMA I&T administration was 

Parameter Value 

Photon energy For 177Lu as a polyenergetic radionuclide, we used a negative 

value and input the spectrum using a spectrum file that will be 

described later. 

Source dimensions The simulated source had 25 ml volume. 

Phantom dimensions We simulated a 9.7-liter cylinder.  

Crystal half length 40 cm 

Crystal thickness We used 1.59 cm as thickness. 

Height to detector surface We simulated a point source at multiple distances from the 

collimator face. A specific script file was used for this 

parameter. 

Phantom type Horizontal cylindrical phantom 

Source type Cylindrical bottle 

Window settings Energy window in keV (upper and lower threshold) 

Energy resolution 

(140 keV) 

9% 

Number of photons x106 Simulation for 50000000 photons.  

Pixel size 4.79 mm 

Camera Offset The half of the pixel size was used.  

Collimator parameters The MELP parameters were applied. 

Move the collimator We simulated a moving collimator. 

Matrix Size  128×128 
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approved by the local ethic committee (Ethikkommission der Fakultät für Medizin der 

Technischen Universität München), and in compliance with the 1964 Helsinki 

Declaration. The study was in accordance with German regulation (Federal Agency 

for Radiation Protection). 

As the purpose of patient study was estimating the individual absorbed dose, the 

calibration factors using the large VOIs (CFL) obtained by phantom measurements 

were used. Then, the average value of the calibration factor was applied to the SPECT 

data to estimate the activity uptake in the liver and kidneys and consequently to create 

the related time activity curves (TAC). Then, the absorbed doses to the target organs 

were calculated using OLINDA/EMX software. Indeed, the planar images were 

performed to compare its results with the results of the SPECT images. For planar 

activity quantification, a correction factor had to be calculated. Finally, the results from 

planar and SPECT imaging were compared and the differences were evaluated. 

2.3.1 Patient data 

Data sets of six patients, at their first cycles of the therapy, were analyzed comprising 

whole body planar and abdominal SPECT/CT imaging (one bed position) as is shown 

in table 2.7. All patients had histopathological diagnosis of prostate stages. The ages 

ranged from 66 to 78 years (mean 71±3.5 years). Patients were imaged at 5 time points 

(2, 24, 48, 72, and 168 hours) after start of therapy. 177Lu-PSMA I&T with an activity 

between 6500 MBq-7200 MBq was administered per patient. Five patients had high 

uptake in spleen and one of them had also metastases in liver. One patient had no 

metastases and spleen uptake. For individual dosimetry, the volumes of the desired 

organs were derived from pre-therapeutic 68Ga-PSMA-HBED-CC PET/CT. 

2.3.2 Estimation of the activity uptake using planar images 

As explained in section 1.4.1, the planar images give 2D distribution images of an 

administrated activity inside the patient’s body. Since the images cover whole body, it 

makes it possible to study the activity uptake in various organs. In this work, whole-
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body scintigraphy (planar imaging) was performed in two various views means 

anterior and posterior and the images were recorded between 30-120 minutes, 24, 

48,72, and 168 hours after 177Lu-PSMA I&T administration. Region of interest (ROI) 

covering the whole body, kidneys and liver were drawn at two different views (interior 

and posterior) using a DICOM image viewer program, OSIRIX (Pixmeo, 

Switzerland), and the total counts inside each organ of interest was obtained (Figure 

2.10). 

 

Table 2.7: Data set of six patients. 

 

To convert the quantitative data to activity uptake, a correction factor had to be 

calculated. For this purpose, probe measurements were performed after the activity 

administration for each patient. Hence, before the first planar imaging, each patient 

was guided to a gamma probe room, where a gamma probe (detector) was positioned 

at a distance about of 2 meters from the patient. The patients were asked to stay in 

front of the detector. Then the total counts of the whole body were recorded by the 

detector. The second probe measurement was conducted after the first urinating, in 

order to analyze the variation of the calculated factor. 

These measurements were repeated for each patient in one week and at least in 4 time 

points. To estimate the activity uptake in each individual organ, the total count inside 

the drawn ROIs were converted to the activity in MBq using the calculated factor. 

Patient's number 1 2 3 4 5 6 

       

*Metastases (S,L, No) S & L S S S S No 

Therapy cycles First First First First First First 

Injected activity (MBq) 7019 6470 6471 7155 7170 7172 

Liver volume (ml) 1581 1904 1880 1353 1321 2373 

Right kidney volume (ml) 138.4 218.7 153.4 196.8 139.7 191.4 

Left kidney volume (ml) 134.2 169.7 150.4 174.7 142.3 191 

*S: High uptake in spleen, L: Liver metastases; No: No metastases 
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As the administrated activity was known for each patient, the correction factor was 

calculated using the recorded counts in the first step as 

𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 ( 𝑎𝑛𝑡𝑒𝑟𝑖𝑜𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)+𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡 (𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)

𝑎𝑑𝑚𝑖𝑛𝑖𝑠𝑡𝑟𝑎𝑡𝑒𝑑 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑎𝑡 𝑡ℎ𝑒 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑝𝑟𝑜𝑏𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝑠 (𝑀𝐵𝑞)
/2 . (2.12)  

  

Figure 2.10: ROI for liver and kidney were drawn using planar image: a) anterior and b) posterior 

view. 

As explained in section 2.3, the absorbed doses to the liver and kidney were calculated 

using OLINDA/EMX software. For personalized dose calculation, the time activity 

curves (TAC) of organs, the administrated activity, and the organs’ volumes of each 

patient were used as the input data.  

2.3.3 Estimation of the activity uptake using SPECT images 

For each patient, VOIs were drawn for kidneys and liver in SPECT images. Similar to 

the planar imaging, the SPECT/CT scanning was recorded at five time points. At each 

time point, 81 slices were explored. Because of the half-life and the biological 

a)

) 

b)

) 
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excretion of the 177Lu, at the last day of imaging (7 days after the activity 

administration), the uptake of the radionuclide was not clear to observe from the 

SPECT images and therefore an accurate contouring of target organs was not possible. 

Hence, by fusing SPECT images with CT images the region of target organs was 

drawn more accurately. (Figure 2.11). 

 

 

 

 

 

 

 

 

 

Figure 2.11: a) An abdominal CT image used to define organ, b) An abdominal SPECT image used to 

obtain total counts within organ, and c) SPECT/CT image fusion. 

 

Then the total counts of VOIs were converted to the activity by using the 

calculated conversion factor, which is described in section 2.3.1. Indeed, for 

individual dosimetry, the volume of kidneys and liver were derived from the 

diagnostic CT to use in activity calculation (Table 2.7).  

2.3.4 Patient specific organ dose calculation using OLINDA/EXM software 

OLINDA/EXM is one of the most common software used for organ dose estimation 

[4, 20, 84]. The input data is the time activity curve (TAC). Assuming a uniform 

distribution in each target organ, the result will be the mean personalized absorbed 

b) a) 

c) 
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dose for each individual organ. This software includes different phantom models. Two 

parameters which need to be individually defined are 1) the organ’s volume, and 2) 

the injected activity. These two parameters have effects on the organ dose level.  

In this work, the individual dose was calculated for each patient using planar and 

SPECT data, separately. For this purpose, a whole-body phantom representing an adult 

was chosen [84] and the values of the calculated activities at different time points were 

uploaded to the OLINDA software, Figure 2.12.  

To fit the activity time curve, an exponential model was used as 

 

𝐴𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑀𝐵𝑞) = 𝐴𝑒−𝑎𝑡 + 𝐵𝑒−𝑏𝑡 , (2.13) 

where A and B correspond to the two first measured activities for each organ, and a 

and b are related to the half-life of the 177Lu. When the activity time curve was obtained 

for each patient, the individual organ volumes which had already defined from CT of 

PET/CT were given before dose calculation. Then, the calculated absorbed doses using 

SPECT images were compared with planar image results.  
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Figure 2.12: Left graphs show time-activity curves (TAC); right screen shows the activity of each 

organ at 4 different measured time. The imported data into the table was created using the function 

described in eq. 2.13. 

 

 

 

 

 

 

 

 

 

 



3 Results 

54 
 

 

3 Results 
 

Part of this chapter has been published in following publications: 

 Karimi Ghodoosi, E., D' Alessandria, C., Li, Y., Bartel, A., Köhner, M., 

Höllriegl,V., Navab, N., Eiber, M., Li, W.B., Frey, E., Ziegler, S. (2018): The 

effect of attenuation map, scatter energy window width, and volume of interest 

on the calibration factor calculation in quantitative 177Lu SPECT imaging: 

Simulation and phantom study. Physica Medica 56, 74-80 

 Karimi Ghodoosi, E., D'Alessandria, C., Eiber, M., Li, W.B., Navab, N., 

Ziegler, S.: Comparison of absorbed dose to kidneys using quantitative 

SPECT/CT and whole body planar images for Lu-177-PSMA I&T in prostate 

cancer therapy. Eur. J. Nucl. Med. Mol. Imaging 45, S112-S113 (2018) 

3.1 Phantom measurements  

The aim of the phantom measurements was to calculate a calibration factor for 

estimating the amount of organ activity from quantitative SPECT/CT images which 

were used for individual dosimetry in clinical measurements. Consequently, in this 

work, the mean CF by different phantom measurements was used to contribute the 

results of two different vials (25 and 180 ml) and to investigate the difference between 

the measured activity and administrated activity, in case a unique calibration factor for 

different objects is used. Moreover, by each measurement, the calibration factor was 

calculated for each of the gamma photopeak energy of 177Lu. The calculation of the 

mean calibration factor was carried out using the results of both photopeak energies to 

investigate the influence of contribution of both photopeaks on the activity estimation. 

To study the effect of the activity background on the CF calculation, a specific amount 

of background was injected to water-filled phantom including the 180 ml vial. As the 

https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
https://push-zb.helmholtz-muenchen.de/frontdoor.php?source_opus=54811&la=de
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background was not distributed uniformly inside the NEMA IEC phantom, the impact 

of the ununiformed distribution on the activity estimation was also explored. 

In order to investigate the influence of VOI on calibration factor calculation, partial 

volume effect, and consequently on activity estimation, the VOIs were drawn in two 

ways: 1) large and 2) small VOIs. As explained in section 2.1.3, the large VOI covered 

the vial geometric completely; in contrast, by drawing the small VOI, 15% of the 

object volume was enclosed including the voxel with maximum intensity. The results 

of CFL numbers calculated by the phantom measurements using large VOIs in water 

by applying different activity concentrations and volumes are shown in Figure 3.1. For 

the 25 ml vial with varying activity concentrations: 1.3, 2.9 and 26 MBq ml-1 the 

calculated calibration factor using large VOIs was about 1.5±0.2 cps MBq-1 and 

2.2±0.1 cps MBq-1 for the 113 keV and the 208 keV, correspondingly. Likewise, for 

the 180 ml vial, the CFL using different activity concentrations, with/out background, 

was calculated. By using 1.3 and 2.4 MBq ml-1 activity concentrations, similar to the 

results for 25 ml vial, the variations of the CFL for both gamma photopeak energies, 

were negligible. For the low and high photopeak energies, the CFL was calculated as 

2.3±0.06 and 2.97±0.1 cps MBq-1, respectively.  

The CFL for the 25 ml and 180 ml vials, using the same activity concentration (in this 

work 1.3 MBq ml-1) reveals the object volume effect on the 177Lu activity 

quantification. Using the 180 ml vial, representing a kidney, the CFL was increased to 

55 and 38 %, for the 113 and 208 keV photopeak energies correspondingly. Also, the 

calculated CFL considering both photopeak energies was 37% higher for the 180 ml 

vial than for the 25 ml vial. Since, the phantom measurement in air was performed 

only for 25 ml, its result was not contributed to the mean CFL calculation. From the 6 

measurements in water, the calculated mean CFL for the water-filled phantom was 

1.9 cps MBq-1 and 2.6 cps MBq-1for the 113 keV and the 208 keV photopeak energy 



3.1 Phantom measurements 

56 
 

of 177Lu, respectively. The average mCFL across energy windows and vial size was 

4.5±0.8 cps MBq-1. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: The calculated calibration factor using large VOIs for each photopeak energy window 

with various activity concentrations of 177Lu-PSMA I&T in a 25 ml vial (filled symbols) and a 180 ml 

vial (open symbols) representing a lesion and a kidney, respectively. 

 

By using the small VOIs, for the 25 ml vial the CFS numbers was calculated as 

1.64±0.04 cps MBq-1 for the low photopeak energy and 2.5±0.02 cps MBq-1 for the 

high photopeak energy. The value of calculated calibration factor for the vial with 180 

ml was 2.32±0.078 and 3.14±0.012 cps MBq-1 for low and high photopeak energy, 

respectively. Using 6 phantom measurements in water, the mean calibration factor 
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(mCFS) for both photopeak energies was calculated as 4.8±0.72 cps MBq-1 (Figure 

3.2). It was observed that by using a same activity concentration (e.g.1.3 MBq ml-1), 

for the 180ml vial, the calculated CFS was 32 and 26% higher than the small vial for 

the 113 keV and 208 keV photopeak energies, correspondingly. Although the 

calibration factors for the medium vial were still larger than the small vial, the 

differences had a reduction of 23 and 12% compared with large VOIs for low and high 

photopeak energies, respectively.  

To convert the count rates inside the VOIs into the true activity, the mean calibration 

factor was used. The activity was calculated using the mean calculated calibration 

factor over the large and small VOIs (mCFL and mCFS) separately. Then the estimated 

activity was compared to the calibrated activity at the time of measurement. As shown 

in Table 3.1 (A), the deviation of the measured activity by SPECT from the calibrated 

activity for the 25 ml vial in air including 641.26 MBq of 177Lu was 12% and 8% by 

using the mCFL and mCFS, respectively.  

In the absence of the activity background, for the 180 ml vial including 437.16 MBq 

of 177Lu in water-filled phantom, the activity was calculated as 527.40 and 463.48 MBq 

by using mCFL and mCFS, correspondingly. Consequently, the related deviation from 

the calibrated activity was calculated as 21% and 6%. In contrast, in the presence of 

background (178.1 MBq of 177Lu-PSMA I&T), the measured activity for the large VOI 

was 17% and for the small VOI was 13% higher than the calculated activity without 

background. Besides the vial activity measurement, the activity of the background was 

also calculated by mCFL and mCFs independently. Using the mCFL, the sum of the 

activity of the hot spot near the lid of the phantom and the rest activity inside the 

phantom was 160.13 MBq which was 11% lower compared to the 178.1 MBq 

calibrated injected activity. 

 



3.1 Phantom measurements 

58 
 

However, by using the mCFs, the total activity was calculated as 177.64 MBq with the 

deviation about 1% from the administrated activity. In the presence of 178.1 MBq of 

177 Lu as background, the calculated activity was only 1% greater than the measured 

activity in the absence of the background either using mCFL or mCFS (Table 3.1: E 

and F).  

 

 

 

Figure 3.2: The calculated calibration factor using small VOIs for each photopeak energy window 

with various activity concentrations of 177Lu-PSMA I&T in a 25 ml vial (filled symbol) and a 

180 ml vial (open symbol) representing a lesion and a kidney respectively. 
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Table 3.1 SPECT phantom validation measurements using mean CF based on two 

different VOIs. 

Similarly, 7 days after filling the phantom with 178.1 MBq of 177Lu-PSMA I&T, the 

activity of the 180 ml vial with 1.3 MBq ml-1 activity concentrations was calculated 

again. The variation of the measured activity from the calibrated activity was 19 and 

9% using large and small VOI, respectively (Table 3.1: G). 

3.2 Simulation using the SIMIND Monte Carlo code (SMIND)  

In this work the simulations were applied based on the SIMIND Monte Carlo code to 

investigate the effect of the scatter correction (SC) method, scatter energy window 

(SW) width, attenuation map, and the collimator detector response (CDR) on the 

calibration factor calculation. In order to evaluate the clinical settings which were used 

in phantom measurements, the calculated calibration factor using the simulated 

phantom was compared to the result of the experimental measurements. Hence, under 

the same condition as the phantom measurement, the simulations were carried out by 

generating a 9.7 liter cylinder phantom containing a 25 ml cylinder source with a 

homogenous distribution of 650 MBq (26 MBq ml-1) of 177Lu (Figure 3.3).  

Phantom 

measurement 

procedure 

(section 1.2) 

Calibrated activity at 

the time of 

measurement 

(MBq) 

Measured activity by 

SPECT (MBq) using 

mean CF from large 

VOI 

Measured activity 

(MBq) by SPECT 

using mean CF from 

small VOI  

A 641.3 528.5 (D* = -17.6) 591.4 (D = -7.8) 

E 437.2 527.4 (D = +21) 463.5 (D = +6) 

F** 437.2  536.8 (D = +22) 469.5 (D = +7.5) 

G 234.5 279.1 (D = +19) 257.5 (D = +9) 

    

* represents the percentage variation of the measured activity from the known activity;  

** water-filled phantom with 178.1 MBq activity background 
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Then the phantom measurements were simulated over different scatter energy 

windows width. Moreover, the effects of generated attenuation map at different 

energies and also collimator detector response compensation were studied by 

calculating difference in the value of CF.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3: Simulated cylinder phantom including a 25 ml vial with 650 MBq of 177Lu in water. 

 

Before image reconstruction, the different photon transactions with collimator and 

phantom media were characterized for both gamma photopeak energies. Hence, the 

geometric, penetration, septa penetration, and scatter components of both photopeaks 

of 177Lu events were investigated to determine the significance of collimator 

interactions (Table 3.2). As described in section 1.3.3, the geometrical collimated 

photons are referred to the photons which are crossed through the collimator hole 

without interaction. The penetration implies penetration of one or more septa, and 

scatter is defined as the scattering in the collimator lead. The outputs were divided in 

two groups: with or without backscattering from the compartment behind the crystal.  

The backscatter phenomenon is due to the gamma rays of the activity source which are 

Compton scattered by materials in the area of the detector. When a gamma ray is 

scattered in the backward direction, it gives most of its energy to the electron that it 
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interacts with, but it still retains some of its energy. If this reduced-energy gamma ray 

is detected by the scintillation detector, it will interact with the scintillation crystal in 

the same way as a primary gamma ray emitted by the detector. This means that 

Compton scattered gamma rays from surrounding materials have a minimum energy 

when they are scattered back to the detector. As shown in table 3.2, the contribution 

of the scatter photons by the septa penetration is considerable only for the 208 keV 

gamma rays. In contrast, the number of detected photons by the crystal, after 

backscattering were more for the low energy photons (113 keV).  

In addition, separated images for each gamma photopeak were generated to visualize 

the results shown in table 3.2. In figure 3.4, events from geometrical collimated 

primary attenuated photons from the phantom have the maximum contribution to the 

final image. 

As explained in section 2.2, to reconstruct the simulated phantom two different scatter 

correction methods were applied: (1) TEW and (2) ESSE. The CDR and attenuation 

correction (AC) were applied for both techniques.  

In order to compare two scatter correction methods (TEW and ESSE) and to assess 

their impact on computing the calibration factor, a reference CF for the water-filled 

phantom was calculated. For this purpose, all detected photons excluding scattered 

events were included in calculation. The value of the reference CF was obtained as 

3.3 cps MBq-1. Using the ESSE method applied to all detected photons, the CFs in 

water and air were 3.4 and 3.2 cps MBq-1, respectively. However, by applying the 

TEW as a correction method, the CF was 4.0 cps MBq-1 in water and 3.0 cps MBq-1 in 

air, comparing these findings to the ESSE method results, the CF was 17% higher in 

the water-filled phantom and about 6% lower in air (Figure. 3.5). 
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Table 3.2: Contribution of gamma photopeak energy of 177 Lu in different events in 

the detector crystal. 

 

 

 

 

 

 

 

With no backscatter from the compartment behind the crystal 
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 scattered 
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Events 
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from  

scattered 

photons 

from the 

phantom 

208 keV 85054 445.37 160.3 42835.7 227 56.2 

113 keV 58985.9 0 0 97696.4 0 0 
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from 
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208 keV 3.8103 1.1 0 2.1 0 0 
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Figure 3.4: Contribution of various events with collimator and phantom medium: a) low photopeak 

energy (113 keV) and b) high photopeak energy (208 keV). 

 

 
Figure 3.5: Different scatter correction (SC) methods: the triple energy window (TEW) and effective 

scatter source estimation (ESSE) during simulation in water and air, compared to experimental 

measurements. The collimator detector response (CDR) and attenuation correction (AC) were 

implemented in all simulations. 

a) 

b) 
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To generate the AM for AC, the linear attenuation coefficients in water and Plexiglas 

were calculated for each of gamma photopeak energies, the weighted energy of 177 Lu 

(175 keV) and 81Kr (190 keV), separately. The results showed that the attenuation 

correction which was applied based on 175, 190 instead of 113 keV, for the low 

photopeak energy, caused -23 and -30% differences in CF calculation. Meanwhile, for 

the high photopeak energy, this difference was +24% and +12% for the 175 keV and 

190 keV, respectively (Figure 3.6). 

 

 

Figure 3.6: The difference in the calculated calibration factors (CFs) using the calculated attenuation 

map at 175 and 190 keV instead of 113 and 208 keV. 

 

To obtain an ideal combination of the scatter energy windows in the case of using 

TEW for scatter correction, various scatter windows were applied to 208 keV and 113 

keV 177Lu photopeaks. To investigate the accuracy of the scatter correction, for all 

scatter energy windows (SW) combinations, the scatter fraction (SCF) was determined 
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and compared to the actual scatter fraction (ASCF) to analyze the rate of the corrected 

scattered events. The SCF and CF for each SWs, are shown for each photopeak energy 

in Table 3.3. 

 

Table 3.3: Simulation with SIMIND Monte Carlo code: scatter fraction (SCF) and 

calibration factor (CF) for different scatter energy windows (SWs). 

 

 

The calculated ACF for the low and high photopeak energies was 0.660 and 0.279, 

respectively. For the 113 keV photopeak energy, the scatter fraction (SCF) was 

obtained 0.290 by applying the scatter energy window width same as the clinical set-

up (lower scatter window was set as 84-100.8 keV and upper scatter window was set 

as 123.2-140 keV). Among different combinations which were investigated, the 

closest SCF to the ASCF was obtained as 0.434 by changing the lower scatter energy 

Combination Lower scatter 

window (keV) 

Upper scatter 

window (keV) 

SCF CF 

scatter energy windows for the 113 keV photopeak energy  

1 (clinical setting) 84-100.8 123.2-140 0.29 1.9 

2 84-100.8 123.2-175 0.28 2.0 

3 74-100.8 123.2-140 0.42 1.7 

4 74-100.8 123.2-150 0.39 1.8 

5 74-100.8 123.2-170 0.29 2.0 

6 54-100.8 123.2-133.2 0.43 1.7 

7 54-100.8 123.2-170 0.30 1.8 

8 54-100.8 123.2-140 0.43 1.7 

9 90.8-100.8 123.2-133.2 0.29 2.0 

Actual scatter fraction (ASCF): 0.660 

CF reference: 1.37 cps MBq-1 

 

scatter energy windows for the 208 keV photopeak energy  

1 (clinical setting) 172.2-195 220.48-241.28 0.13 2.0 

2 142-195 220.4-271.2 0.13 2.0 

3 162-195 220.4-251.4 0.13 2.0 

4 190-195 220.48-225.48 0.17 1.9 

Actual scatter fraction (ASCF): 0.279 

CF reference : 1.87 cps MBq-1 
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window to the 54-100.8 keV and applying the upper scatter energy window’s width as 

same as the clinical setting. Beside, narrower SW for high photopeak energy than the 

default clinical setting resulted in decreasing uncertainty in calculated CF. The best 

combination is shown in table 3.4. For comparison, the scatter energy windows for 

clinical settings are also included. 

Table 3.4: Best scatter energy windows for both photopeak energies of 177Lu from 

simulation results compared to clinical settings. 

 

Moreover, in this work the influence of collimator detector response compensation on 

the calibration factor determination was investigated. For this purpose, first, the CF for 

both gamma photopeak energies of 177Lu was calculated by applying the clinical 

setting for scatter energy windows, AC using attenuation map at 190 keV, and CDR 

compensation function. Then in the absence of CDR correction, CF was calculated for 

113 and 208 keV photopeak energy (Figure 3.7). 

For the high gamma photopeak energy the calibration factor was calculated as 2.02 

and 2.77 cps MBq-1 with or without the CDR correction. Also, for the low gamma 

photopeak energy, by including the collimator detector response correction, the CF 

was obtained as 1.95 cps MBq-1, and by excluding the CDR correction, it was 

2.21 cps MBq-1. As shown in Figure 3.7, the CDR compensation made 13 and 37% 

 

Simulation 

 

113 keV photopeak 208 keV photopeak 

 

 

The best 

combination of 

scatter windows 

MW: 100.8–123.2 keV (20%) 

LSW: 54.00–100.8 keV (30%) 

USW: 123.2–140 keV (13%) 

 

MW: 195–220.4 keV (12%) 

LSW: 190- 195 keV (1.2%) 

USW: 220.48- 225.48 keV 

(1.2%) 

 

Clinical settings MW: 100.8-123.2 keV (20%) 

LSW: 84-101 keV (20%) 

USW: 123-140 keV (13%) 

MW: 195-220.48 keV (12%) 

LSW: 172.2-195 keV (12.4%) 

USW: 220.48-241.28 keV (9%) 

 

MW: main window, LSW: lower scatter window; USW: upper scatter window. 

The values in brackets represent the percentage of the energy window regarding the 

centered energy. 
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inaccuracy in estimating the CF for low and high gamma photopeak energies, 

correspondingly.  

 

 

Figure 3.7: Influence of CDR correction on calculation of the calibration factor 

 

3.3 Patient study 

The activity uptakes of 177Lu-PSMA I&T for both kidneys and liver were measured 

for a cohort of six patients who were suffering from prostate cancer, by using the 

SPECT images and the calculated mCF from the large VOIs. Additionally, by using 

planar data, activity uptakes in kidneys and liver for each patient were obtained by 

drawing regions of interest (ROIs) on the 177Lu-PSMA whole-body images at the same 

indicated time points for SPECT imaging. To determine the time-integrated activity, 

for both SPECT and planar imaging, the time activity curves of target regions (liver 

and kidney) were fitted to exponential functions of the first or second order using 

OLINDA/EXM software. Then, the organ time activity curves (TAC) from planar and 

SPECT imaging were compared for each patient. 
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For instance, the time activity curves for liver and a kidney at 5 time points for patient 

No.1 who had metastases in liver and a high uptake in spleen are shown in Figure 3.8. 

The activity uptakes of liver and kidney were higher by using the whole-body planar 

images than the SPECT images. In Figure 3.9, the time activity curves of the liver and 

kidney are shown for patient No.6 who had no metastases in liver and no uptake in 

spleen. As there was no SPECT scanning record after 24 hours from the first scanning, 

the TAC was created based on the data at 4 time points (2, 48, 72, and 168 hours). As 

it is shown, the kinetic behavior of the liver or a kidney using SPECT images is close 

to the planar results. In APPENDIX A, the results of two other patients (No 2, and No 5) 

are given.  

After creating the TACs, the personalized absorbed doses to the kidneys and liver from 

the SPECT data sets were calculated by using OLINDA/EXM software and were 

compared with planar imaging results. As described in section 2.3.1, all the patients 

had received the activity in the range of 6470 - 7172 MBq at the first cycles of their 

therapies. The mean administrated activity of 177Lu-PSMA I&T was 6.9±0.3 GBq. For 

each patient, by using a series of CT images of PET/CT, the kidney and liver’s volumes 

were obtained in the range of 134-218 ml and 1321-2373 ml, respectively                        

(as mentioned in table 2.7).  

As shown in Figure 3.10. the absorbed dose to a kidney using SPECT/CT and planar 

data is ranged from 0.42 Gy GBq-1 to 0.88 Gy GBq-1 and from 0.388 Gy GBq-1 to 

0.92 Gy GBq-1, respectively. The average kidney dose based on planar images was 

23% higher than the dose calculated from SPECT/CT data (0.69±0.24 Gy GBq-1 vs 

0.53±0.21 Gy GBq-1). The average of absorbed dose to the liver using SPECT/CT and 

planar data was about 0.074±0.019 and 0.097±0.05 Gy GBq-1, respectively. In short, 

by using the SPECT data sets the mean calculated absorbed doses were smaller than 

using the planar images. Both for a kidney or the liver, the average absorbed doses 

using SPECT images was about 23% lower than using planar images. 
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Figure 3.8: Percentage of injected activity (IA%) in a kidney and liver using SPECT and planar 

images for patient No 1. 
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Figure 3.9: Percentage of injected activity (IA%) in kidneys and liver using SPECT and planar 

images for patient No 6. 
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Figure 3.10. Absorbed doses to a kidney and liver for 6 patients derived from SPECT and planar 

images separately. 
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4 Discussion 
 

4.1 Calibration factor calculated by the phantom measurements 

The purpose of this section is to define the parameters which affect the SPECT 

calibration factor in order to quantitatively measure an organ activity of 177Lu-PSMA 

for an individual dosimetry. In this work we applied the mean value of CF of two 

different volumes of the vials based on the small and large VOIs. The results of activity 

quantification indicate that it is reasonable to use large or small VOI when applying 

both photopeak energy windows.  

In the current work, for the 208 keV photopeak energy of 177Lu, the average value of 

the calculated CFs from all experimental measurements using large and small VOIs 

was 1.4 and 1.25 times larger than for the 113 keV, respectively.  

The results of the phantom measurements showed that different activity concentrations 

using the same volume of the vials, with or without background, do not affect the CF 

calculation (Figure 3.1 and 3.2). However, there is a significant difference in the 

calculated CFL and CFS, using the same activity concentration for objects with 

different volumes. It was observed that for the vial with 180 ml volume, the CFL and 

CFS considering both photopeak energies contribution was 46 and 30% higher than the 

small vial. This difference confirms that using the small VOIs reduces the partial 

volume effect significantly for the large object. Moreover, it can be concluded that the 

calculation of the calibration factor in order to calculate activity, using SPECT/CT 

images, depends on the volume of the object during a phantom measurement.  

The variation of the measured activity from the calibrated activity implied that using 

the mCFL can cause an underestimation for a lesion or an overestimation for a kidney 

in dose calculation (refer to Table 3.1). Dewaraja et al. [15] outlined an 

underestimation in measured activities on a voxel level for small objects. Using the 
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small VOI in the mCFS will reduce the uncertainty in activity quantification and may 

be appropriate in patient studies, when organ volumes are known and homogenous 

activity distribution in the organ can be assumed. 

In the presence of a background activity the deviation of the measured activity for the 

180 ml vial of a known activity was only 3% higher than the difference in the absence 

of the background (Table 3:1: E and G). For this reason, it can be concluded that during 

the activity calculation of an organ the effect of the activity uptake by neighbor organs 

can be neglected. The analysis of the measured background activity in the phantom 

body, using mCFL, showed the effect of the ununiformed activity distribution (hot spot) 

as an underestimation in the measurements. However, using the small VOI the 

influence of the ununiformed distribution of the 177Lu on the activity estimation was 

decreased. As the activity uptake of a lesion or organ like a kidney or liver may be 

non-uniform, using the small VOI is a robust approach to calculate the activity more 

accurately.  

4.2 Analyzing the simulation results 

The simulation showed that in quantitative SPECT/CT imaging the attenuation map, 

scatter correction and the width of the SWs have a considerable effect on the accuracy 

of the calculated CF which consequently results in an over/underestimation of the 

measured activity. It was found that generating an individual attenuation map at each 

of the main gamma photopeak energies of 177Lu may reduce inaccuracy in CF and 

hence, in activity quantification. Furthermore, we found that a suitable scatter energy 

window width decreases the inaccuracy of the CF calculation. However, the ESSE 

technique may be a better alternative for scatter correction. 

Before applying any reconstruction on projected images, contribution of various 

detected photons as the image components was studied. The events in collimator were 

subdivided in different categories for both gamma photopeak energies of 177Lu. It was 

observed that for 113 keV gamma photopeak, only the two events from geometrical 
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collimated primary attenuated photons and geometrical collimated from scattered 

photons from the phantom, with/out backscattering, are detected in collimator. Frey et 

al. [35] concluded, for low energy incident photons, the effect of the scattering in the 

crystal is small. However, for the 208 keV the contribution of the scattered photons 

was considerable in comparison with the low gamma photopeak energy of 177Lu. The 

results confirmed this fact that at higher energies the scattering in crystal and behind 

the crystal becomes important. In addition, the image quality and consequently the 

quantification accuracy are affected by septal penetration.  

In addition, as explained in section 2.2, to quantify the calibration factors, a reference 

calibration factor (considering all detected photons excluding scattered events) by 

applying AC at 190 keV was calculated. This factor was about 15% lower than the 

CFL calculated by the phantom measurement in water using the 25 ml vial (Figure 3.5). 

This difference may be related to differences in geometry and effective energy 

window. The calculated CFL by applying the TEW correction including both 

photopeak energies was only 5% higher than CFL calculated by the phantom 

measurements in water (Figure 3.5). Considering the study of SandstrÖm et al. [25], 

quantification problems in SPECT imaging mostly is related to AC and SC. For 

example, although AC is included in the SPECT reconstruction software, they showed 

the inevitable inaccuracy in the order of 10% due to it. D'Arienzo et al. [27] analyzed 

four different reference conditions for gamma camera calibration. They showed by 

using a well-calibrated field instrument that there is an uncertainty about 5% for 

gamma camera calibration factor.  

The attenuation correction showed a considerable dependency to the gamma energy 

on which AM was created (Figure 3.6). The simulation results showed an under/over 

estimation in CF calculation by generation the AM at 190 and 175 keV for low and 

high photopeak energy, correspondingly. The calculated CF for the 113 and 208 keV 

peak was about 7% and 12% smaller by applying the attenuation map generated at 190 
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keV, compared to the attenuation map at 175 keV (177Lu weighted energy). These 

differences are in the line with the recommendation in MIRD pamphlet No. 26 [4]. It 

may be established that the implemented AM at 190 keV (which is a default clinical 

setting) in experimental measurement reduces the accuracy of CF calculation.  

In the section 2.1.2, the different SWs in the recent quantitative phantom studies are 

listed in Table 2.4. Robinson et al.  showed in their phantom measurements that for 

activities higher than 200 MBq of 177Lu, the width of SW of ±3% for the both 

photopeak energies can be sufficient for the scatter correction. However, they showed 

an uncertainty in dose calculation by applying TEW correction on SPECT images. In 

the current work, it was observed that the clinical setting causes -56.1% and -54.8% 

inaccuracy in the scattered photon estimation, for the 113 and 208 keV, respectively. 

The results showed that for the 113 keV photopeak the inaccuracy will be reduced to 

-34% if the width of the LSW is about 3 times wider than the clinical setting. The 

simulation results confirmed the sufficiency of the USW width which is used in 

clinical applications. It may be concluded that the LSW for low photopeak energy was 

broader than the USW due to the high background of scatter photons below the 

113 keV which should be excluded from the detected photons. However, because of 

the down-scattered photons, the USW for low photopeak energy should not be wider 

than the MW width. It was observed that using the abutting windows with same width 

does not improve the scattered photons estimation and caused more inaccuracy in CF 

calculation. Therefore, it is concluded that the noise sensitivity of the LSW and USW 

is not the same. The ideal SW width for the 208 keV photopeak was obtained by a 

smaller LSW and USW compared to the clinical setting (about 5 and 4 times smaller, 

respectively). The width of the SW for high photopeak energy influences the scatter 

contribution less than the SW of the lower photopeak; this is compatible with the 

findings of Delker et al. [14] and Uribe et al. [28] who considered the high photopeak 

energy of 177Lu in their studies. De Nijs et al. [24] concluded that TEW is noise 
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sensitive and a broader energy make this method much more stable for dynamic 

studies; however, the results of the current work confirm this only for LSW of the 

113 keV peak. Although, the noise sensitivity seemed to be negligible for the higher 

gamma photopeak energy in the current work, narrower SW at 208 keV can reduce 

biased estimate of scatter in MW, and hence reduces the uncertainty in scattered 

photons estimation. By using the suggested combination of the SW in this work, the 

scatter fractions (SCF) were close to the mentioned range in the MIRD pamphlet 26 

[4]. Moreover, these values were closer to the related actual scatter fraction (ASCF) 

than using other SW combinations (Table 3.3). Hence, the results confirmed the better 

scatter correction by using the optimal combination. This showed that if TEW is 

applied a better scatter correction can be achieved by adapting suitable SW widths, 

especially for low photopeak energy. 

In table 4.1, the difference of the calculated CF using different SC methods and SW 

energy combinations from the CF reference is summarized. Using ESSE as the scatter 

correction method resulted in a calibration factor closer to the CF reference value than 

using the TEW correction method. Therefore, it can be concluded that applying the 

TEW correction may not exclude the scatter events perfectly compared to the ESSE 

method and results in an inaccuracy around 23% in quantitative activity measurements. 

This reconfirms the results from de Nijs et al. [24]. They showed that for quantitative 

177Lu imaging both photopeak energies can be utilized when the ESSE correction 

technique is applied. In their work, the difference between the calculated and the real 

activity was less than 10%. However, as is shown in table 4.1, using the ideal SWs, 

the difference was reduced to 9%.  

The effect of collimator detector response compensation was studied for both 

photopeak energies of 177Lu. The results showed that, by excluding the CDR correction 

during an image reconstruction, there will be an overestimation in CF calculation. 

However, the influence of this correction was much more noticeable for higher gamma 
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photopeak energy than the lower one (Figure 3.7). Considering the impact of 

collimator detector response compensation, it is concluded that OSEM with CDR 

allowed an equivalent or better SPECT image quality compared to the OSEM without 

CDR. 

 

Table 4. 1: Difference of calculated CF using TEW and ESSE as scatters correction 

methods, and scatter energy windows from the CF reference value. 

 

 

 

 

 

 

Overall, the simulation results showed that in quantitative SPECT/CT imaging the 

attenuation map, the scatter correction, the width of the scatter energy windows, and 

the collimator detector response have considerable effects on the accuracy of the 

calculated CF which consequently results in over/underestimation of the measured 

activity. It was found that the ESSE method is a good alternative for scatter correction. 

In addition, as the TEW method is a widely accepted technique in clinical practice, 

better SC can be achieved by adapting suitable SW widths, especially for the low 

photopeak energy, and consequently a better activity uptake in vivo dosimetry can be 

calculated. 

4.3 Analyzing the measured activities and doses from patient data 

Since the β particles from 177Lu travel maximum 2 mm within the patient body and the 

pixel (voxel) size of SPECT image in this work was about 4.79 mm, it can be 

concluded that all energy is absorbed in each voxel locally. The comparison between 

planar and SPECT results, displayed approximately a similar kinetic behavior of the 

Difference of the calculated CF from the CF reference (%) 

Scatter correction method  

ESSE +6 

Scatter energy windows  

Optimal combination +9 

Clinical settings (TEW) +23 
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activity disposal for a kidney. For the first five patients who had metastases in liver 

and higher uptake of the 177Lu-labeled PSMA I&T in spleen, in both organs, there was 

about 30% of difference between the data of SPECT and planar images, but for patient 

6 who had no metastases in the liver and no high uptake in the spleen; obviously, the 

differences between the SPECT and planar results was smaller than 10%. In this 

limited patient cohort, the difference in dose values based on planar or SPECT/CT data 

was less than the inter-individual variation. Overall, the mean absorbed doses to the 

liver and a kidney, using SPECT quantitative data were smaller than the planar results. 

The results of this work are comparable to the results of Delker et al. [14] and Okamoto 

et al. [7] by considering the differences in the amounts of the mean injected activity 

and imaging methods (Table 4.2). The difference between the mean calculated doses 

reported by Okamoto et al. [7] by using planar images and our work using SPECT 

images is because of the differences in imaging methods. Although there is no certainty 

which method causes more accurate dose calculation, the mean absorbed doses to the 

liver and kidney using SPECT images in this work were 20 and 11% smaller than the 

mean calculated doses for the corresponding organ found by Delker et al. [14] using 

similar imaging technique. As reported by Sandström et al. [25], and Larsson et al. 

[17], there is an independency between the administrated activity and the behavior of 

the kidney activity uptake. Hence, regardless of the difference between the mean 

administrated activity in this work and the mean injected activities reported by Delker 

et al. [14], the absorbed dose in the kidney was approximately in the same range. 

Larsson et al. [17] calculated the absorbed dose for kidney in the range of 0.38-

1.7 Gy GBq-1 by administrating an activity in the range of 3.3-8.4 GBq. On the other 

hand, Sandström et al. [25] by applying similar activity of 177Lu-DOTA(0), 7.4 GBq, 

for a cohort of 24 patients, measured the absorbed dose for kidney and liver. Their 

results showed a considerable variation between the quantities of kidneys’ dose for 24 

patients. The mean absorbed dose was as 7.23±4.6 Gy. Moreover, Sandström et al. 
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[25] compared the calculated doses using SPECT and planar images, and reported an 

overestimation in calculated doses using planar images due to the overlapping of 

organs’ boundaries. Therefore, the differences between the calculated doses reported 

by Okamoto et al. [7] using planar images and the results of our work  using SPECT 

images originate from different imaging methods that have been used. Also note that 

using SPECT/CT data in the case of metastases diseases or high activity uptake in 

spleen and colon can avoid dose overestimation for critical organs like kidney and 

liver. In other words, an abdominal imaging using SPECT/CT can be acceptable in 

clinical practice for the purpose of absorbed dose estimation. Although, as the kinetics 

of the radionuclide varies within one patient to another and is related to the history of 

patients’ diseases, it is not easy to conclude which imaging method is better to use. 

Moreover, regarding the results of phantom and simulation measurements, 

implementing a suitable scatter energy windows and scatter correction method may 

result in more accurate absorbed dose estimation.  

 

Table 4.2: Comparison of the absorbed doses to normal organs in Gy GBq-1 between 

this work and two recent publications [7, 14]. 

 

 

 
Delker et al. 

(2016) using 

SPECT images 

Okamoto et al. 

(2017) using 

planar images 

This work 

using SPECT 

images 

This work 

using Planar 

images 

Mean activity 

(GBq ± SD) 

3.6±0.1 7.3±0.32 6.9±0.3 6.9±0.3 

Kidney (mean 

dose ± SD) 

0.6±0.21 0.71±0.25 0.53±0.21 0.69±0.24 

Liver (mean 

dose ±SD) 

0.1±0.06 0.12±0.07 0.08±0.02 0.1±0.05 

Number of the 

patients 

5 15 6 6 

SD: standard deviation  
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Conclusion and future work 

 

To improve quantitative 177Lu SPECT imaging, findings of this work showed that the 

geometrical parameters of a vial, e.g. the size and shape should be considered during 

the calibration process. In this work it was observed that using a small volume of 

interest (VOIs) within an object reduces the partial volume effect. This reduction of 

partial volume effect improved accuracy of the calculated calibration factor. Moreover, 

it was observed that calculated CF varies for each photopeak energy due to various 

intrinsic detector and collimator sensitivities. The results indicate that the use of both 

photopeak energy windows for quantitative 177Lu imaging is a reliable approach.  

Simulation results of current work indicate that unwanted events, such as attenuation 

and scattering, cause image quality degradation, and thus appropriate corrections are 

needed to improve SPECT image quality. The findings demonstrate a considerable 

influence of the attenuation map, scatter correction method and scatter window width 

on the SPECT/CT calibration process. Using various attenuation maps, the CF 

primarily varies because of missed attenuated photons. Moreover, the difference in the 

calculated CF values using the effective scatter source estimation (ESSE) and the triple 

energy window (TEW) methods in the simulation is caused by the scattering of the 

photons in water which represents the patient´s body. As the TEW method is a widely 

accepted technique in clinical practice, it was found that using a broader width for the 

lower SW of the 113 keV photopeak energy compared to the clinical setting improves 

the scatter correction and accuracy of the activity calculation. Although scatter 

estimation for the higher photopeak energy is less affected by scatter window width 

than for the lower photopeak energy, a narrower SW can improve the calculated CF. 

Moreover, our results suggest that using ESSE as a scatter correction method leads to 

a more accurate activity estimation compared to TEW method hence decreases 
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uncertainty in the organ absorbed dose calculation. Overall, the result from phantom 

and simulation measurements indicate that complete count recovery can be improved 

by applying the ESSE scatter correction method or utilizing the proposed combination 

of scatter energy windows if TEW is applied. 

Furthermore, in the limited patient cohort in this work, the difference in calculated 

dose values based on planar or SPECT/CT data was less than the inter-individual 

variation. Besides the variation of the calibration factor, the main differences 

compared to dosimetry based on planar imaging are caused by overlapping in colon, 

spleen, and metastases. Hence, an accurate organ delineation for dose calculation is 

required if planar images are used. Finally, we demonstrated the feasibility of 

calibrating SPECT/CT patient data for the purpose of dose calculation.  

Future Work  

In this work, it was demonstrated that the width of energy window for the lower SW 

of the 113 keV photopeak energy can improve the scatter correction, and therefore the 

accuracy of the activity calculation. Since the TEW method is a common technique in 

clinical purposes in Klinikum Rechts der Isar, the suggested energy windows setting 

based on the numerical results of this work is suggested to be implemented in 

quantitative 177Lu SPECT imaging in order to be verified experimentally. Furthermore, 

as the ESSE method has not been evaluated by phantoms or clinical measurements, it 

is suggested to incorporate this method into 177Lu-PSMA I&T SPECT imaging to 

verify the simulation results in patient dosimetry. 

Overall, further evaluations should be focused on optimizing imaging and 

reconstruction parameters towards a clinically feasible SPECT/CT protocol covering 

the whole-body. 

As the quality of the CT images from SPECT/CT is not as good as the CT images from 

PET/CT, we suggest to perform co-registration between these two different series of 
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images. There are various medical image processing and analyzing software which 

have the registration module like NiftyReg, 3D Slicer, Elastix, and SYNGO. However, 

these software are designed and developed to register the images with same modality 

e.g. MRI-MRI or two different modalities e.g. CT-MRI or MRI-PET. Hence, it is 

suggested to investigate the image registration method between CT images from 

SPECT/CT and CT images from PET/CT. Since an accurate definition of the region 

of interests can achieve a more realistic estimation of absorbed dose, further research 

must be undertaken to enhance the fusion of co-registered CT images and SPECT 

images. It proposes to calculate the absorbed dose by using the SPECT/CT images 

before and after co-registration to evaluate whether co-registered images can be used 

in absolute dosimetry or not. 
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Appendix A 

In this appendix the percentage of injected activity (IA %) in a kidney and liver using 

SPECT and planar images for patient No 2 and No 3 are shown. 
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Percentage of injected activity (IA%) in kidneys and liver using SPECT and planar images for patient 

No 3. 
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List of abbreviation 

 

SPECT  

 

Single Positron Emission Computed 

Tomography 

PET Positron Emission Tomography 

SC Scatter Correction 

AC Attenuation Correction 

AM Attenuation Map 

CDR Collimator Detector Response 

FOV Field of View 

TEW Triple Energy window 

DEW Dual Energy Window 

ESSE Effective Source Scatter Estimation 

MLEM Maximum Likelihood Expectation-

Maximization 

OSEM Ordered Subsets Expectation Maximization 

CF  Calibration Factor 

MW Main Energy Window 

LSW Lower Scatter Energy Window 

USW Upper Scatter Energy Window 

TRF Total Response Function (TRF) 

ROI Region Of Interest 
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VOI Volume of Interest 

D Deviation 

SF Scatter Fraction 

ASF 

TAC 

SW 

FWHM 

MRI 

Actual Scatter Fraction 

Time ActivityCurve 

Scatter Window 

Full Width at Half Maximum 

Magnetic Resonance Imaging 
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