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Abstract

In the automotive domain, the prevalence of machine learning functions is increasing.

This trend drives further development of automated driving, new vehicle functions,

and integration of new sensors and results in more and more generated vehicle data.

Current vehicles generate up to 25 GB of data per hour from up to 14 000 signals.

This considerably rich amount of data already present in the vehicle enables the

development of new functions, especially data-driven functions. These data-driven

functions can range from raw sensor data pre-processing, system functions, context-

aware functions, to anomaly detection.

Most of these data-driven functions are based on machine learning algorithms and

represent a relationship between input and output. In the case of automotive data-

driven functions, the input originates from a set of vehicle signals. The high number

(i. e. high dimensionality) of signals accessible in the vehicle, leads to a challenge

that is known as the curse of dimensionality. This curse relates to the challenge of

having a too large amount of possible input signals for a data-driven function, which

may contain irrelevant, redundant, or not suitable signals yielding in reduced per-

formance and efficiency. This curse does not only affect algorithms for data-driven

functions but also the function developer who is developing a data-driven function.

In the development phase, the function developer has to select the appropriate input

signals for the data-driven function and therefore might miss relevant signals which

are essential for a good performance. Furthermore, current E/E architectures are

not optimised for data-driven functions and raise additional challenges.

This work presents an approach to automatically select a signal subset out of all

available vehicle signals, which should be used as input for the data-driven function.

The proposed approach can either be deployed directly onboard the vehicle or in the

back end. The approach is first evaluated on exemplary data-driven functions with

vehicle data sets in a pure offline manner followed by an evaluation, demonstrating

the streaming capabilities of the approach, meaning that no significant amount of

data has to be stored onboard the vehicle or transferred to a back end. Finally, the

real-world applicability of the approach is demonstrated with a proof of concept in

a real vehicle.





Zusammenfassung

In der Automobilindustrie findet die Anwendung von Maschinellem Lernen eine im-

mer weitere Verbreitung. Dies treibt unter anderem die Entwicklung von autonomen

Fahren, neuen Fahrzeugfunktionen und die Integration von neuen Sensoren voran.

Hierdurch erzeugen und verarbeiten heutige Fahrzeuge immer mehr Daten. Aktuell

erzeugt ein Fahrzeug bis zu 25 GB pro Stunde bestehend aus bis zu 14 000 Signa-

len. Diese beträchtliche Menge an Daten ermöglicht die Entwicklung neuer Fahr-

zeugfunktionen, insbesondere datengetriebene Funktionen. Diese datengetriebenen

Funktionen reichen von Sensorrohdatenverarbeitung, Systemfunktionen, kontext-

sensitiven Funktionen bis hin zur Anomalieerkennung.

Die meisten dieser Funktionen nutzen Maschinelles Lernen, um eine Beziehung zwi-

schen dem Eingangswert und dem Funktionsausgang zu lernen und darzustellen.

Im Falle von datengetriebenen Funktionen im Fahrzeug dienen Fahrzeugsignale als

Eingangswert. Die hohe Anzahl (d.h. hohe Dimensionalität) an Signalen, die im

Fahrzeug zur Verfügung steht, führt zu einer Herausforderung auch bekannt als

curse of dimensionality. Dieser Fluch bezieht sich auf die Herausforderung eine zu

große Menge an potentiellen Eingangssignalen für eine datengetriebene Funktion zu

haben, welche u.a. irrelevant, redundant oder unpassend sein könnten. Dies kann zu

einem schlechteren Ergebnis bzw. Effizienz des Algorithmus führen und beeinflusst

nicht nur diesen, sondern auch den/die Funktionsentwickler/in. In der Entwicklungs-

phase werden u.a. die geeigneten Eingangssignale für die Funktion ausgewählt, was

dazu führen kann, dass relevante Signale übersehen werden, die essenziell für ein

gutes Ergebnis wären. Des Weiteren sind aktuelle E/E Architekturen nicht für da-

tengetriebene Funktionen ausgelegt, was weitere Herausforderungen mit sich führt.

In dieser Arbeit wird ein Ansatz vorgestellt, der automatisch aus allen Fahrzeugsi-

gnalen die relevanten auswählt, die als Eingangswert für die datengetriebene Funk-

tion genutzt werden sollten. Dieser Ansatz kann entweder direkt im Fahrzeug oder

auch im Backend ausgeführt werden. Zuerst wird der Ansatz mittels mehrerer daten-

getriebener Funktionen und Fahrzeugdatensätzen bewertet, gefolgt von einer Eva-

luation, die die Streaming-Fähigkeiten des Ansatzes zeigt. D.h. es muss keine signifi-

kante Datenmenge im Fahrzeug gespeichert oder in das Backend übertragen werden.

Die praktische Anwendbarkeit dieses Ansatzes wird in einem Versuchsfahrzeug ge-

zeigt.





“All models are wrong, but some models are useful.

So the question you need to ask is not Is the model true? (it never is)

but Is the model good enough for this particular application?”

George E. P. Box [1, p. 61]
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Symbols

fc Classically designed vehicle function fc : x→ y

fdd Data-driven vehicle function fdd : x→ y

x Input vector x of the vehicle function corresponding to input x = {x1, x2, . . . , xn}

y Output vector y of the vehicle function corresponding to output y = {y1, y2, . . . , yn}

ŷ Label vector ŷ corresponding to the output ŷ = {ŷ1, ŷ2, . . . , ŷn} of fdd

C Context

U User/Driver

V Vehicle

CU Context perceivable by the user

CV Context perceivable by the vehicle

CU \ CV Context only perceivable by the user

CV \ CU Context only perceivable by the vehicle

CU ∩ CV Context perceivable by the user and the vehicle

S All vehicle signals S = {s1, . . . , si, . . . , sm} with m signals, 1 ≤ i ≤ m,m ∈ N+

Spre All pre-processed vehicle signals fpre : S → 2Spre

Sinit All signals in Spre , SE , SG (input for the signal subset selection)

fA The function of the algorithm A for the signal selection fA : S → 2SA = {s1, . . . , sn},
where SA ⊆ S

SA Vehicle signal subset selected by fA : S → 2SA = {s1, . . . , sn}, where SA ⊆ S and the

algorithm fA

Si Vehicle signal subset selected by fA : S → 2Si = {s1, . . . , sn} on data set/user i
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Symbols

Sj Vehicle signal subset selected by fA : S → 2Sj = {s1, . . . , sn} on data set/user j

S I
A Selected vehicle signal subset of type I (System)

S II
A Selected vehicle signal subset of type II (Group)

S III
A Selected vehicle signal subset of type III (User)

SE All external signals SE = {s1, . . . , se, . . . , so} with o external signals, 1 ≤ e ≤ o, o ∈ N+

SG All generated signals SG = {s1, . . . , sg, . . . , sp} with p generated signals, 1 ≤ g ≤ p, p ∈ N+

SĜ All signals required for the generation of sg: SĜ = {s1, . . . , sĝ, . . . , sq}

SL̂ All signals required for the generation of sl: SL̂ = {s1, . . . , sl̂, . . . , sr}

si Internal vehicle signal i

si Received value of signal si

sij Pre-processed internal vehicle signal ij based on original vehicle signal si

sij Value of pre-processed internal vehicle signal sij based on original vehicle signal si

se External signal e

sg Generated signal g

sĝ Signal ĝ basis for generated signal sg

sl̂ Signal l̂ basis for label sl

sl Generated label sl

sl Value of generated label l

sa Pre-processed vehicle signal sa ∈ Sinit

sa Value of pre-processed vehicle signal sa

res(si) Specified resolution of signal si (only in the case of continous data)

off (si) Specified offset of signal si (only in the case of continous data)

sp(si, k) Specified special value k of signal si (only in the case of continous data)

val(si, k) Specified value k of signal si (only in the case of enumerated data)

φik Transformation from the received signal si with bit field k (only in the case of bit field

encoded data)

scorea Score of signal sa
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Symbols

ranka Rank of signal sa based on score scorea

c(Si) Classifier c trained on signal subset Si

mcci Matthew’s Correlation Coefficient of classifier c(Si) trained with signal set Si

mcc∆ij Difference of Matthew’s Correlation Coefficient of classifiers c(Si) and c(Sj)

Jij Jaccard distance J(Si, Sj) between the signal sets Si and Sj
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Chapter 1

Introduction

Machine learning is a highly emerging field, with a variety of applications. In the automotive

domain, this trend drives further development of automated driving, new vehicle functions,

and integration of new sensors. This development results in more and more generated and

processed data in vehicles. Current vehicles generate up to 25 GB of data per hour [2] from

up to 14 000 signals. This sensory data does not only include complex data such as input data

for the environment perception of autonomous vehicles, but also less sophisticated data like

temperatures, weather conditions, or the current road type. This considerably rich amount of

data enables the development of new functions, especially Data-Driven Functions (DDFs).

DDFs are differently designed compared to classical automotive functions. In the case of

classical automotive functions, the functional logic is created by a developer based on the

functional and non-functional requirements. In the case of DDFs, the input vector x and the

output vector y of the function are defined, and the logic itself tries to represent relationships,

which are solely based on training data and the underlying algorithm. These functions range

from (i) raw sensor data pre-processing, (ii) system functions, (iii) context-aware functions, to

(iv) anomaly detection.

Most of these DDFs are based on machine learning algorithms. In the case of automotive

DDFs, the input x originates from a set of vehicle signals. The high number (i. e. high dimen-

sionality) of signals accessible in the vehicle, leads to a challenge that is known as the curse of

dimensionality [3]. This curse relates to the challenge of having a too large amount of possible

input signals for a DDF, which may contain irrelevant, redundant, or not suitable signals yield-

ing in reduced performance and efficiency. This curse does not only affect algorithms for DDFs

but also the function developer. In the development phase, the function developer has to select

the appropriate input signals for the DDF, and therefore, might miss relevant signals which are

essential for a good performance. It would also not be reasonable to use all available signals

as input for a single function, as the hardware resources within the vehicle are highly limited.

Furthermore, current Electric/Electronic (E/E) architectures are not optimised for DDFs and
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1. INTRODUCTION

raise additional challenges. Besides, automotive data is mostly only available onboard the ve-

hicle, in contrast to classical data mining or machine learning applications, where the data is

available in the back end.

An example of such a DDF could be a function which is proactively switching the driving

mode from comfort mode to sport mode and vice versa. This can be achieved by learning the

user’s behaviour based on data when the driver is changing the mode manually. A developer

would not only have to design the algorithm and the output of the function, but also the input.

Out of 14 000 vehicle signals (and even more internal signals)1, the function developer has to

select the appropriate signals representing the user’s behaviour. In this case, the developer has

to know which signals contain the correct information to learn the user’s behaviour, which are

measured by a sensor.

The main idea of the presented approach is to automatically select a signal subset out of

the total available vehicle signals, which should be used as input for the DDF. The proposed

approach can either be deployed directly onboard the vehicle or the back end.

1.1 Research Questions

For this work, we raise the following five Research Questions (RQs):

The first RQ relates to the curse of dimensionality mentioned earlier and the vast amount

of vehicle signals available in current vehicles. For the development of DDFs in the automotive

domain, it would not be reasonable to use all vehicle signals as input. To reduce the number

of input signals, the appropriate vehicle signals have to be identified and selected. Therefore,

we pose the following RQ:

Research Question 1 (Signal Subset Identification)

How to identify vehicle signals which are potentially relevant as input for a specific DDF?

The next RQ is related to the vehicles architecture and its impacts on DDFs. Current

E/E architectures are historically grown and not designed for data mining or machine learning

applications. The characteristics of E/E architectures have a significant impact on DDFs and

pose additional challenges. For this work, we state the following additional RQ:

Research Question 2 (E/E Architecture Characteristics)

How to integrate the identification approach into the vehicle’s architecture and consider the

characteristics of automotive E/E architectures?

1Internal signals are signals which are only sent within an Electronic Control Unit (ECU) and not over the
vehicle’s communication networks. These often cannot be accessed from outside of this particular ECU and are
therefore called ECU internal signals.
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The developed DDFs will not only be deployed on one single vehicle. As an Original Equip-

ment Manufacturer (OEM), the development of DDFs involves large vehicle fleets and a large

number of users. As these functions can range from simple system-related functions which

are similar for all vehicles, to highly personalised functions which are unique for each user, we

extend the previous RQs with the additional requirement of scalability for large vehicle fleets:

Research Question 3 (Scalability)

How to scale this identification approach over large vehicle fleets from simple system-related

DDFs to highly personalised DDFs?

Finally, the discovered vehicle signals have to be integrated as input for a DDF. This can

either be done manually or automatically. Therefore we pose two RQs related to the integration

of the discovered vehicle signals into the DDF. The first one considers the manual integration

by the function developer and the second one, the automatic integration:

Research Question 4 (Manual Post-Processing)

How to assist the function developer in identifying potential information and signals which could

be relevant as input for a specific DDF?

Research Question 5 (Automatic Post-Processing)

How to automatically use the discovered input signals for a specific DDF?

1.2 Structure

An overview of the structure of this thesis is depicted in Figure 1.1. Each box represents a

section of this thesis and is vertically aligned to the related sections in the other chapters.

Chapter 1 introduces the topic, motivation for this work, and a list of contributions, which

are part of this thesis or related to it.

In Chapter 2 the background and related work for this work are presented. The first section

shows the state-of-the-art for DDFs within the automotive domain and is followed by an ex-

planation of the impacts of the automotive E/E architecture on DDFs and their development.

Finally, we introduce the related work and the state-of-the-art used in this work.

The approach itself is shown in Chapter 3. Section 3.1 gives an overview of the concept

and the general approach of the presented method, which aims to answer the before mentioned

RQs. The following sections describe the approach step by step. In Section 3.2, we introduce

the DDF specification, which is the basis for each step. In the first step of the approach, the

vehicle signal pre-processing (cf. Section 3.3) is specially designed for the characteristics of the

automotive E/E architecture and available specifications. This step is followed by the label

and signal generation presented in Section 3.4. In this step, the actual label information and

additional input signals are generated. Section 3.5 introduces the signal subset selection process.

These signal subsets contain the proposed set of signals, which should be used as DDF input.

This step is mainly based on feature selection algorithms introduced in the related work. The
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selected signal subset can then be post-processed in multiple ways. Section 3.6 presents the

post-processing of the selected signal subset (i. e. how the set is used after the selection step).

Finally, in Section 3.7, we introduce the deployment strategy of the proposed approach.

This complete approach aims to answer RQs 1 and 2. The outcome of the approach is the

signal subset which contains potential relevant signals which can be used as input for a specific

DDF. Also, the proposed approach is designed to consider the characteristics of automotive E/E

architectures. RQ 3 is focused on the scalability over large vehicle fleets and is addressed with

the proposed deployment strategy. The RQs related to the post-processing of the selected signals

subset (RQ 4 and 5) are addressed by the proposed post-processing presented in Section 3.6.

For the evaluation of the proposed approach, multiple evaluations were conducted. The first

evaluation is presented in Chapter 4. Here, we conduct an offline evaluation on data collected

from customer vehicles. The first three sections (Sections 4.1 to 4.3) define the underlying 24

test cases, the used test setup, and the 101 data sets, followed by a separate presentation and

discussion of the three evaluations. The first evaluation assesses the proposed vehicle signals

pre-processing and compares its performance to the raw vehicle signals. Based on the pre-

processed signals, the label for each test case is generated. This part of the approach cannot

be evaluated because it is solely based on the specifications for each test case. In Section 4.5,

we evaluate the actual signal subset selection step. The used algorithms highly impact the

performance of the selection. To minimise the effect of the selected algorithm, the approach is

evaluated with 15 different algorithms, on 24 test cases, using 101 data sets. In the last section

of this chapter, we evaluate the deployment strategy on the same test cases and data sets.

Chapter 5 presents the assessment of the streaming capabilities of the approach. With this

evaluation, we want to show the ability of the approach to be executed without the need to

store any significant amount of data. This is especially important for an onboard execution.

The first two sections (Sections 5.1 and 5.2) show the test cases and setup for this evaluation.

The data sets used in this evaluation are identical to the data sets shown in the previous chapter

and are not further introduced in this chapter. The actual assessment, including its discussion,

is presented in Section 5.3.

The streaming evaluation is followed by an onboard proof of concept of the approach, pre-

sented in Chapter 6. We integrated the proposed approach into a test vehicle and demonstrated

its onboard execution capabilities in a real car, including live vehicle data.

Chapter 7 summarises this work with a section for each chapter, concluded by the con-

tributions of this work. Finally, Chapter 8 gives an outlook into future work and remaining

challenges for DDFs and data analytics in the automotive domain.

4



1.2 Structure

1 Introduction

2 Background

3 Approach

4 Offline Evaluation

5 Streaming Evaluation

6 Onboard Proof of Concept

7 Summary and Conclusion

8 Outlook

2.1 Data-Driven Functions

2.2 Challenges for E/E Architectures

2.3 Related Work

3.1 Concept & General Approach

3.2 Data-Driven
Function

Specification
3.3 Vehicle
Signal Pre-
Processing

3.4 Label
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Generation

3.5 Signal
Subset Selection

3.6 Post-
Processing

3.7 Deployment
Strategy

4.1 Test Cases

4.2 Setup

4.3 Data Sets 4.4 Pre-
Processing
Evaluation

4.1 Test Cases
4.5 Signal

Subset Selection
Evaluation

4.1 Test Cases
4.6 Deployment

Evaluation

5.1 Test Cases

5.2 Setup

4.3 Data Sets
5.2 Setup 5.3 Evaluation

6.1 Test Cases

6.2 Setup
6.2 Setup 6.3 Evaluation Results and Discussion

Figure 1.1: Thesis structure
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1.3 Contributions

Parts of this thesis have been previously published at international peer-reviewed conferences,

peer-reviewed workshops or have been filed as patent applications:

In the following work parts of the challenges for the development of DDFs posed by the

automotive E/E architecture presented in Section 2.2 and the general concept and parts of the

approach presented in Chapter 3 have been published. This includes a preliminary evaluation

of a part of the approach similar to Section 4.5:

1. Christoph Segler, Stefan Kugele, and Alois Knoll. Context Discovery for Person-

alised Automotive Functions. In IEEE Intelligent Transportation Systems Conference

(ITSC), 2019. [4]

In addition to this publication, the main concept behind the approach has been filed in the

following patent application:

2. Christoph Segler and Sina Shafaei. Verfahren, Vorrichtung, Computerprogramm

und Computerprogrammprodukt zur Datenbearbeitung für ein Fahrzeug. Pa-

tent Application DE 102018202348 A1, Filed on 15th of February 2018. [5]

The initial concept behind the test case anomaly detection, including a concept for the assess-

ment of anomalies at the OEM, has been published in the following work:

3. Philipp Obergfell*, Christoph Segler*, Eric Sax, and Alois Knoll (*contributed equally).

Synchronization between Run-Time and Design-Time View of Context-Aware

Automotive System Architectures. In IEEE International Systems Engineering Sym-

posium (ISSE), 2018. [6]

and has been filed in the following patent application:

4. Philipp Obergfell* and Christoph Segler* (*contributed equally). Method Indicating

Unexpected Behaviour and Vehicle, System, and Storage Medium Comprising

the Same. Patent Application WO 2020020437 A1, Filed on 24th of July 2018. [7]

The concept behind the streaming evaluation and its implementation presented in Chapter 5,

including a preliminary evaluation on different data sets, has been published in the following

works. Additionally, these publications presented parts of the challenges for the development

of DDFs in automotive E/E architectures:

5. Christoph Segler, Stefan Kugele, Philipp Obergfell, Mohd Hefeez Osman, Sina Shafaei,

Eric Sax, and Alois Knoll. Evaluation of Feature Selection for Anomaly Detec-

tion in Automotive E/E Architectures. In ACM/IEEE International Conference on

Software Engineering (ICSE): Companion Proceedings, 2019. [8]
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6. Christoph Segler, Stefan Kugele, Philipp Obergfell, Mohd Hafeez Osman, Sina Shafaei,

Eric Sax and Alois Knoll. Anomaly Detection for Advanced Driver Assistance

Systems Using Online Feature Selection. In IEEE Intelligent Vehicles Symposium

(IV), 2019. [9]

For the design of the DDFs and its implications to the software architecture, we have proposed

a design pattern for DDFs, including the role of the presented approach. This includes the

general concept for the automatic input selection which is part of the approach presented in

Section 3.6.2. In the published work, we have also partly evaluated the presented approach and

the interconnections between multiple DDFs:

7. Stefan Kugele*, Christoph Segler*, and Thomas Hubregtsen* (*contributed equally). Ar-

chitectural Patterns for Cross-Domain Personalised Automotive Functions. In

IEEE International Conference on Software Architecture (ICSA), 2020. [10]

The following works use the proposed approach to enable and design DDFs in the automotive

domain, including an evaluation:

8. Ilias Gerostathopoulos, Stefan Kugele, Christoph Segler, Tomas Bures, and Alois Knoll.

Automated Trainability Evaluation for Smart Software Functions. In IEEE/

ACM International Conference on Automated Software Engineering (ASE), 2019. [11]

9. Thomas Hubregtsen, Christoph Segler, Josef Pichlmeier, Aritra Sarkar, Thomas Gabor,

and Koen Bertels. Integration and Evaluation of Quantum Accelerators for

Data-Driven User Functions. In International Symposium on Quality Electronic De-

sign (ISQED), 2020. [12]

The following works are not directly part of this thesis, but further discuss the implications of

DDFs and machine-learning functions and their impact on automotive E/E architectures:

10. Stefan Kugele, Vadim Cebotari, Mario Gleirscher, Morteza Hashemi, Christoph Segler,

Sina Shafaei, Hans-Jörg Vögel, Fridolin Bauer, Alois Knoll, Diego Marmsoler, and Hans-

Ulrich Michel. Research Challenges for a Future-Proof E/E Architecture - A

Project Statement. In GI Informatik, 2017. [13]

11. Philipp Obergfell, Stefan Kugele, Christoph Segler, Alois Knoll, and Eric Sax. Continu-

ous Software Engineering of Innovative Automotive Functions: An Industrial

Perspective. In IEEE International Conference on Software Architecture (ICSA): Com-

panion Proceedings, 2019. [14]

12. Lukas Heinzmann, Sina Shafaei, Mohd Hafeez Osman, Christoph Segler, and Alois Knoll.

A Framework for Safety Violation Identification and Assessment in Auto-

nomous Driving. In Workshop on Artificial Intelligence Safety 2019 co-located with the

28th International Joint Conference on Artificial Intelligence (AISafety@IJCAI), 2019. [15]
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The following patent applications are not directly part of the approach, but introduce concepts

for the design and optimisation of automotive DDFs:

13. Christoph Segler. Verfahren zum Steuern eines maschinellen Lernverfahrens

einer Funktion eines Fahrzeugs, computerlesbares Medium, System, und Fahr-

zeug. Patent Application DE 102019119460 A1, Filed on 18th of July 2019. [16]

14. Christoph Segler* and Thomas Hubregtsen* (*contributed equally). System und Ver-

fahren zur Bereitstellung einer Systemfunktion eines Fahrzeugs. Patent Appli-

cation DE 102020104479 A1, Filed on 20th of February 2020. [17]

15. Christoph Segler* and Hans-Jörg Vögel* (*contributed equally). Verfahren, Vorrich-

tung, Computerprogramm und Computerprogrammprodukt zur Datenverar-

beitung in einem Fahrzeug und Fahrzeug. Patent Application DE 102019117839

A1, Filed on 2nd of July 2019. [18]

16. Christoph Segler, Thomas Hubregtsen, and Emmanuel Pollakis. System und Ver-

fahren für ein Fortbewegungsmittel. Patent Application DE 102019127802 A1, Filed

on 15th of October 2019. [19]

The following patent application and patent are not directly related to this work, but are

associated with the work on this thesis:

17. Christoph Segler. Verfahren zum Beheizen eines Kraftfahrzeugteils mit einer

elektronischen Recheneinrichtung einer separaten Funktionseinheit sowie Kraft-

fahrzeug. Patent DE 102019114820 B3, Issued on 23rd of July 2020. [20]

18. Mohsen Kaboli and Christoph Segler. Method, System, and Computer Program

Product for Controlling a Movement of a Vehicle. Patent Application EP 3702865

A1, Filed on 28th of February 2019. [21]

Additionally, the following international workshops have impacted this work:

19. 1st International Workshop on Data Driven Intelligent Vehicle Applications

(DDIVA) 2019. Alois Knoll, Emec Ercelik, Esra Icer, Burcu Karadeniz, Christoph Segler,

Sina Shafaei, and Julian Tatsch. Co-located with IEEE Intelligent Vehicles Symposium

(IV), 2019. [22]

20. 2nd International Workshop on Data Driven Intelligent Vehicle Applications

(DDIVA) 2020. Alois Knoll, Emec Ercelik, Esra Icer, Neslihan Kose, Burcu Karadeniz,

Christoph Segler, Sina Shafaei, and Julian Tatsch. Co-located with IEEE Intelligent

Vehicles Symposium (IV), 2020. [23]
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21. International Workshop on Machines with Emotions: Affect Modeling, Eval-

uation, and Challenges in Intelligent Cars. Alois Knoll, Sina Shafaei, Radoslaw

Niewiadomski, Stefan Kugele, Christoph Segler, Morteza Hashemi Farzaneh. Co-located

with IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),

2019. [24]
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Chapter 2

Background

2 Background

2.1 Data-Driven Functions

2.2 Challenges for E/E Architectures

2.3 Related Work

2.1.1 Definition
2.1.2 Automotive

Applications
2.1.3 Develop-
ment Workflow

2.2.1 The Current
E/E Architecture

2.2.2 Federated
Architecture

2.2.3 Communi-
cation Network

2.2.4 Signal
Dimensionality

2.2.5 Signal
Specification

2.2.6 Data
Volume

2.2.7 Computa-
tional Resources

2.2.8 Impacts
on Development

Workflow

2.3.1 Semantic Approaches 2.3.2 Data-Driven Approaches

Figure 2.1: Chapter structure

This chapter presents the background and related work for the proposed approach (cf. Fig-

ure 2.1). The first section shows the background and the state-of-the-art of DDFs in the

automotive domain. The first paragraph of this section introduces and defines DDFs, followed

by an overview of automotive applications. The last paragraph presents the development work-

flow for DDFs. The second section presents the impacts of the automotive E/E architectures

on DDFs and their development.1 Here, the first paragraph introduces and defines automotive

E/E architectures, followed by the impacts on DDFs. These impacts arise from (i) the highly

1Parts of the impacts of the automotive E/E architectures on DDFs and their development have been
previously published at the 2019 IEEE ITSC (cf. [4]) and the 2019 IEEE IV (cf. [9]).
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federated architecture, (ii) the limited access to signals, (iii) the used communication networks,

(iv) the high dimensionality of signals, (v) the signal specification, (vi) the high volume of data

generated by every vehicle, and (vii) the limited computational resources. The primary moti-

vation of the presented approach is to minimise these impacts on DDFs and their development

workflow. The last section of this chapter gives an introduction to the related work. For this

work, we split the related work into semantic approaches and data-driven approaches. The

approach in this work focuses on data-driven approaches and is also known as feature selection.

The first paragraph defines the term feature selection, followed by the introduction of different

feature selection methods. The last three paragraphs present three categories to cluster feature

selection methods and the most applicable method in the case of automotive DDFs.

2.1 Data-Driven Functions

In the automotive domain, the term function relates to all functional characteristics of a vehicle.

These functions either directly or indirectly affect the user. Each of these functions must

provide an added value for the user and can either be realised as mechanical, hydraulic, electric,

electronic or software system. [25, p. 2]

With the further integration of functions and more computational resources, more software-

based functions are being used in current vehicles. Most of these software functions are still

“hand-coded”, but with the recent advances in machine learning, more and more functions

become “data-driven”.

2.1.1 Definition

In the automotive domain, functionalities follow the general pattern of measuring physical

effects with sensors (e. g. force, button) processing this as input (x), applying a functional

logic (f : x → y) on the input and controlling actuators based on the output (y) from the

logic [26, p. 16] (cf. Figure 2.2).

Function

Sensor 1

Sensor 2

Functional
Logic

f : x→ y

Actuator 1

Actuator 2

x1

x2

y1

y2

Figure 2.2: Function pattern in the automotive domain [26, p. 16]

The general pattern of classical automotive functions (fc) and DDFs (fdd) is similar to each

other. Both measure an input x, apply a function which is generating the output y. In the

case of classical automotive functions, the functional logic fc is coded manually by a developer
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based on the functional and non-functional requirements. However, in the case of DDFs the

functional logic fdd is “learned” using training data. Here, only the input x and the output y

of the function is defined according to the functional and non-functional requirements and the

logic fdd is trained using a recorded data set. To “learn” fdd and the relationship between x

and y, commonly machine learning algorithms are used.

2.1.2 Automotive Applications

With the advance of machine learning algorithms, data availability, and increasing functional

complexity within the automotive domain, more and more DDFs are developed. The most

prominent examples are autonomous driving functions [27]. Most of these functions process

raw sensor data or more abstracted data, which is then used as input for another vehicle

function (e. g. LIDAR based object detection [28], camera-based object detection [29], or map

re-localisation using point clouds from LIDAR sensors [30]).

In contrast to the functions which are pre-processing raw sensor data, this work focuses on

functions that use already processed vehicle data as input. In the automotive domain, there is

a wide range of such applications. Most of these functions can be categorised into (i) system

functions, (ii) context-aware functions, and (iii) anomaly detection. With the further develop-

ment of DDFs, more types can evolve and gain further prevalence. The following paragraphs

give an introduction into these types, including examples for each type.

System Functions

The first type of DDFs are system functions. These data-driven system functions are designed

to model a part of the automotive system or a physical effect. In the automotive domain,

a wide range of these functions have been developed, and with more computational resources

available, the number will further increase. These can range from simple infotainment functions

to hidden vehicle functions. For example these functions can be used for (i) data-driven battery

management systems, which predict various battery parameters [31], (ii) air leak modelling and

monitoring of combustion engines [32], (iii) intelligent active suspension systems [33], (iv) data-

driven diagnosis of anti-lock braking systems [34], and (v) fault diagnosis for engines [35].

This work focuses on three exemplary use cases of these data-driven system functions for

the evaluation of the proposed approach. One of these use cases is a prediction of the power

consumption by all E/E components in the vehicle (cf. Chapter 4).

Context-Aware Functions

Another type of DDFs are context-aware functions. With the advance of intelligent systems, the

customer demand for adaptive and smart functions increases. These functions learn according

to the user’s behaviour and capture hidden knowledge for continuously improving their capa-

bilities and provide a highly personalised user experience and are also known as context-aware
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systems [36].

In the automotive domain, these functions range from (i) intelligent window lifters [37],

(ii) intelligent in-car infotainment systems [38], (iii) intelligent window wipers [39], (iv) proactive

comfort functions [40], to (v) intelligent Adaptive Cruise Controls (ACCs) [41].

The principal functionality is already present in current vehicles. However, this basic func-

tionality does not include any adaption to the user. As seen in the example of the intelli-

gent ACC, many different data-driven approaches can be used to implement this functionality

(cf. [41–45]). On the one hand, one can perform direct end-to-end learning of the output param-

eters of the vehicle’s longitudinal positive and negative acceleration based on sensor data [41] or,

on the other hand, one can perform learning of a single configuration value for a hand-crafted

function which controls the longitudinal positive and negative acceleration of the vehicle [42].

In this work, we later use nine exemplary use cases of context-aware DDFs to evaluate

the proposed approach. These functions range from Heating Ventilation Air Conditioning

(HVAC) functions to driving dynamics functions. One of these use cases is to predict the

desired temperature of the vehicle’s interior and another use case is to predict the state of the

ACC based on the user’s preferences. More use cases used for the evaluation, and a further

description of each use case can be found in Chapter 4.

Anomaly Detection

DDFs can also be used for anomaly detection. Anomaly detection is a process to find outliers

on data by comparing with some predefined pattern or rules. In this work outliers are defined

as “patterns in data that do not conform to a well-defined notion of normal behaviour” [46].

In recent years this problem receives significant attention and is researched in various fields

as statistical analysis, and machine learning. Time series anomaly detection is studied and

applied on different kinds of problems as detection of anomalous flight sequences using sensor

data from an aircraft [47] or detection of outlier heartbeat pulses using ECG data [48].

In the automotive domain, anomaly detection is commonly used to recognise malicious at-

tacks on the vehicle. Müter et al. [49] presented an attack recognition scheme for in-vehicle

networks. This scheme is composed based on typical characteristics of automotive networks,

which includes eight attack detection sensors. These predefined sensors serve as recognition

criteria for automotive threats. Müter and Asaj [50] proposed an entropy-based anomaly de-

tection approach. Baldoni et al. [51] utilised the network traffic data from the monitored systems

to construct a failure prediction mechanism. They introduced failure prediction architecture

(called CASPER) purposely to identify the abnormal behaviour of defined performance metrics.

The approach by Taylor et al. [52] is explicitly designed to detect anomalies on Controller Area

Network (CAN) buses with data-driven methods.

All these approaches only focus on the anomalies within the system, but not in the user’s

behaviour. For example, the exploit found by Hunt [53] allowed adversaries to set the tempera-

ture of the climate control remotely. From the car’s perspective, the malicious requests looked
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perfectly valid, although a driver would never set the temperature to a level, where they would

freeze or sweat. Luckily, the safety impact of such a vulnerability is minimal. However, as we

move towards higher levels of automation in autonomous driving, we see an increase in func-

tionality that either assists or takes over in both normal and emergency scenarios. Attacks on

such functionalities could have more severe impacts. For example, a driver can deactivate such

functions manually (for personalisation). A deactivation per se is not a problem if intended by

the driver. For instance, a driver might disable traction control when being stuck in an iced

parking lot. However, if such a function is deactivated while driving at high speed due to a

software or hardware fault, or an IT attack, this could lead to a severe problem. In addition

to already applied methods at design time, we propose an anomaly detection function for these

Advanced Driver Assistance System (ADAS).

This proposed anomaly detection for different ADAS functions are used as test cases later

in this work. The anomaly detection is here used for twelve different ADAS functions, which

are further described in Chapter 4.

2.1.3 Development Workflow
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Figure 2.3: Development workflow for data-driven functions (cf. [54])

The development of these DDFs is similar to the development of machine learning applications.

In the last decades, various development workflows for machine learning functions have been

introduced (cf. [55–61]). Based on these, Amershi et al. [54] proposed a simplified version of

this workflow with nine stages linearly arranged (cf. Figure 2.3). This workflow can also be

easily adapted for the development of DDFs.

In the first stage, the developers specify the functionalities and additional requirements of

the function. In the next step, the data collection for the training and design of the function

is conducted, or already available data is searched. The next step is the cleaning and pre-

processing of the data. This includes removing corrupt data points, decoding and resampling

data. In the next step, the data labeling, the ground-truth labels for the training of the data-

driven model are generated. These labels can either be manually generated by the developer or

automatically generated by a set of rules. This step is not necessary for unsupervised models.

During the stage of feature engineering, the input features for the model are selected, and/or

new features are generated based on other features.1 In the case of data-driven vehicle functions,

the input features are mostly based on vehicle signals, and we consider the vehicle’s signals as

1In data mining or machine learning, information which can be used as input for an algorithm is referred to
as a feature
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features. Based on the pre-processed data, generated labels, and selected features, a chosen

machine learning model is trained.

In some cases, the feature engineering and model training have to be iterated multiple times

as the features have to re-engineered after training. After the training, the model is evaluated

based on the model requirements of the first step. If the model fulfils all conditions, the model

is deployed and continuously monitored.

As this thesis focuses on the data collection and pre-processing during the development of

DDFs, only the steps from data collection to feature engineering are further investigated. But

in order to evaluate the proposed approach also the steps model training and model evaluation

have to be implemented and executed.

2.2 Challenges for E/E Architectures

All the DDFs mentioned before rely on vehicle data which originate from the vehicle’s E/E

architecture. This architecture defines the technical realisation of vehicle functions and thereby

has a significant impact on the development of DDFs and their input data. Today’s E/E archi-

tectures are highly cost-optimised, federated, highly integrated, and not optimised for DDFs or

functions realised using machine learning. This section introduces the current automotive E/E

architecture and the major challenges for the development of automotive DDFs.

2.2.1 The Current E/E Architecture

The E/E architecture defines the physical topology, the network of the hardware components

and the functional network of all electrical and electronic vehicle components [62, p. 19]. The

main purpose of the automotive E/E architecture is to provide or to improve the functions of

a vehicle. Here, the term functions refers to all functional characteristics which are part of

the vehicle. These can either be directly or indirectly perceived by the user (or driver) and

represent a benefit for the user. [25, p. 2]

In today’s vehicles, most of these functions are realised as a mechatronic system which is

executed on an ECU. In current E/E architectures, a domain-based clustering approach has

been established [63, p. 9]. In this design approach, all vehicle functions of the same functional

domain are clustered into segments [64, pp. 54ff]. Typically these domains are clustered in a

hierarchical structure. Figure 2.4 shows an example of a domain structure. Here the vehicle’s

functionalities are clustered into the five main domains drive-train, chassis, body, ADAS, and

infotainment. Each domain is then again split into multiple domains or functional clusters.

Based on these domains, the E/E architecture is then designed. Figure 2.5 shows a simplified

example of such an architecture. Every dark-grey box represents an ECU on which vehicle

functions are executed. With the advance of cross-domain functions and optimisation of the

architectures, these domains are interconnected between each other [65, p. 12]. All ECUs of

one domain are interconnected between each other, utilising a particular bus technology. Some
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functions require cross-domain connections as they either need sensor data of another domain

or control actuators in another domain. For the communication between the domains, each

domain includes a gateway which is again connected to the gateways of the other domains.
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Figure 2.4: Example for domain clustering (cf. [66, p. 32])
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Figure 2.5: Exemplary domain based E/E architecture (based on [65,67,68])

2.2.2 Federated Architecture

Highly federated E/E architectures are a major challenge for DDFs. Current architectures

consist out of more than 70 ECUs [69], where each ECU senses and generates different data.

Due to the domain structure of the E/E architecture, there is no central point to retrieve or

access all available data from multiple domains. However, most algorithms require all input

signals present in one place, which is where the DDF is executed.

Besides, some signals are only processed within an ECU and not even sent out to another

ECU. This is the case if the signal is solely required by a function partitioned on the same

ECU and no other function on another ECU requires this signal. In this case signals are not

sent over the vehicle’s communication networks and cannot be easily accessed. Therefore these

signals are also called ECU internal signals.

Forwarding all messages across the domains would lead to major communication overhead

and is therefore not reasonable. This has an impact on the selection of input signals used by

17



2. BACKGROUND

the DDF and also on the selected algorithm. This leads to the following two challenges when

designing an automotive DDF:

Challenge 1 (Federated Architecture)

Due to the highly federated structure of the E/E architecture, there is no central point for data

retrieval or data analytics.

Challenge 2 (Internal Signals)

Some signals are only available as an internal signal on a single ECU and cannot be accessed

from outside of this particular ECU, as it has not been designed for external access.

2.2.3 Communication Network

Another challenge arises from the communication networks. To exchange data between multiple

ECUs current architectures mostly apply linear topologies, as seen in Figure 2.5 [25, p. 88], which

are again connected over multiple gateways. As communication technology mostly serial bus

technologies (e. g. CAN [70], Local Interconnect Network (LIN) [71], FlexRay [72]) are used.

For the transmission of vehicle signals, multiple signals are clustered into one Protocol Data

Unit (PDU) (cf. Figure 2.6). These PDUs are then clustered into a single frame and then send

over the network, including the header specific for the communication technology [25, pp. 89f].

Signals Signal 1 Signal 2 . . . Signal 5 Signal 6 Signal 7

PDUs Signal 1 Signal 2 . . . Signal 5 Signal 6 Signal 7

PDU 1 PDU 2

Message Header Signal 1 Signal 2 . . . Signal 5 Signal 6 Signal 7

PDU 1 PDU 2

Frame

Figure 2.6: Communication Frame Structure [73, p. 268]

This clustering results in delays in communication, as all signals within one message might

not be measured simultaneously. Additionally, these vehicle signals arrive asynchronously with

different sampling rates, if not within the same PDU. Most machine learning algorithms, how-

ever, require synchronous input data, which becomes more complex, the more signals are being

used as input. This leads to the following challenge:

Challenge 3 (Asynchronous Communication)

Vehicle signals arrive asynchronously with various sampling rates.
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2.2.4 Signal Dimensionality

Another challenge arises from the high number of signals. Current vehicles exchange up to

14 000 signals on the internal communication networks (not including any radar or camera data),

and it is not reasonable to use all signals as input for a single DDF. This high number (i. e. high

dimensionality) of signals accessible in the vehicle leads to the curse of dimensionality [3]. This

curse relates to the problem of having a too large amount of data that may contain irrelevant,

redundant, or not suitable data yielding a reduced accuracy and training efficiency. This does

not only affect algorithms, but also the function developer who has to select the appropriate

input signals for the DDF, and therefore, might miss relevant signals which are describing the

system’s or user’s behaviour. This leads to the following challenge:

Challenge 4 (Signal Dimensionality)

High dimensionality of vehicle signals available within the vehicle.

2.2.5 Signal Specification

Even if all challenges mentioned earlier would be solved, function developers have difficulties in

selecting and pre-processing signals due to their incomplete specification. These include missing

data quality specification and missing semantic information.

In current E/E architectures, all vehicle signals are designed for a particular function and

are not indented to be used by a third function. Each signal is manually specified by a developer

to be used by the desired function, including the data quality. According to ISO 19157 [74]

data quality can be specified by six attributes:

Temporal Quality

Is the content temporal valid, consistent and time measurement accurate?

Logical consistency

Is the information consistent to a conceptual schema, value domains, format and encoded

topology?

Usability

Is the content usable as required by function?

Accuracy

Is the position of features accurate to true values, relative positions, or spatial positions?

Completeness

Is the data incorrectly present or data missing in data set?

Thematic Accuracy

Are quantitative attributes accurate and non-quantitative attributes correct?
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These quality attributes are mostly only implicitly and not explicitly specified in the signal’s

documentation. This implicit specification raises an additional challenge for developers without

any expert-knowledge regarding a particular vehicle signal.

Also, with a vast amount of sensors embedded in most modern cars, many of them are

obscure to non-automotive experts and rely on non-standard units [75]. This approach worked

well for classically designed vehicle functions. However, in the case of DDFs, input signals are

not static, might change over time and might use data from a sensor initially implemented for a

non-related function. In this case, current specifications are not sufficient for a developer seeing

the signal for the first time to fully understand its content.

Besides, vehicle signals have diverse data structures. As an example, when looking at the

specification of SOME/IP [76]—one of the major automotive Ethernet protocols—the following

data types can be used for vehicle signals: Basic datatypes like boolean, uint8, uint16, float16

and also more complex datatypes as strings, arrays, enumerations, bit fields, and union of

different data types. This shows the complex and diverse structure of vehicle signals. The

incomplete specification and the diverse data structure leads to the following challenge:

Challenge 5 (Signal Specification)

Signals are not fully specified in a machine-readable format, and some attributes are only im-

plicitly specified. In addition, the signals are specified in a diverse data structure.

2.2.6 Data Volume

Another main challenge derives from the high volume of data itself. Currently, each vehicle

produces up to 25 GB of data per hour [2], and this amount will further increase. Vehicle

data can be clustered in four different data usage categories, based on the NEVADA1-Share &

Secure [77] concept by the Verband der Automobilindustrie e.V. (VDA):

Category 1 Vehicle data for improved traffic safety

(traffic safety relevant data),

Category 2 Vehicle data for cross brand services

(non-differentiating vehicle data),

Category 3a Vehicle data for brand specific services

(Data differentiating and Intellectual Property (IP) relevant for OEM),

Category 3b Vehicle data for component analysis and product improvement

(Data differentiating and IP relevant for OEM and supplier), and

Category 4 Personal vehicle data.

1Neutral Extended Vehicle for Advanced Data Access
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The data of all categories are accessible through the OEM’s back end defined by the Ex-

tended Vehicle (ExVe) concept in ISO 20077 [78] and ISO 20078 [79] (e. g. BMW CarData [80]

or Mercedes-Benz Data [81]). This allows not only the OEM to use the vast amount of vehicle

data without altering the security and safety of the vehicle, but also third parties.

Data of categories 1 and 2 must be readable and usable by different parties (e. g. govern-

mental institutions) and must be well-specified. This categories only include a fraction of the

actual available vehicle data. This work will focus on the data category 4 for the personalisation

of vehicle functions. These categories hold the most information about the vehicle, the user

and its context. Also, this data is OEM-specific and, therefore, might not be entirely specified.

This high data volume raises a major challenge not only for the development of DDF but

also for other data mining applications. On the one hand, the vehicle has only minimal resources

for storing data, and it would also not be reasonable. On the other hand, transmitting all data

would not be cost-efficient or desired by the customer, even if technically possible with current

cellular networks (e. g. 5G with 1.2 GiB/s [82]). Due to the high amount, not all data can be

transferred to the back end, and it has to be pre-selected which data should be transferred.

Currently, this pre-selection must be performed based on expert knowledge or based on requests

for certain data points either by internal developers or external requirements. These limited

resources for storing and transmitting data shows the need for an efficient onboard data selection

strategy and leads to the following challenge:

Challenge 6 (Data Volume)

The high data volume produced by a vehicle cannot be easily transferred or stored onboard the

vehicle.

2.2.7 Computational Resources

Additionally, current E/E architectures are highly optimised, not only in regards to data but

also regarding computational resources. All extensive computational executions would not

only add cost for additional hardware but would also have a significant impact on the power

consumption of the onboard electronics. As the only power supply in the vehicle is the battery,

current architectures try to minimise the used computational resources and try to offload heavy

computations into the back end (e. g. Control as a Service concept [83]). This restricts the

deployment of extensive computational algorithms onboard the vehicle, even if they would lead

to the best performance. Therefore, the E/E architecture raises the following challenge for the

development of DDFs:

Challenge 7 (Computational Resources)

The computational resources for data processing within the vehicle are highly limited.
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2.2.8 Impacts on Development Workflow

These challenges for the development of DDFs have a significant impact on the development

workflow (cf. Section 2.1.3). Figure 2.7 gives an overview of the challenges, and on which step

of the workflow, they have the biggest impact on.
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Figure 2.7: Impacts by challenges from E/E architecture on development workflow

The federated architecture (cf. Challenge 1), as well as the internal signals (cf. Challenge 2),

have a direct impact on the data collection step in the development workflow. Here it is

challenging to collect all available data, or it might even be impossible to do so, as there is no

central point for data collection, and there might be signals not accessible.

The third challenge raised by asynchronous communication (cf. Challenge 3) has a direct

impact on the data cleaning and data labeling step. During the data cleaning and pre-processing

step, all incorrect data have to be removed and resampled. As the signals arrive asynchronously,

it is challenging to know the temporal quality (i. e. age) of the present data point and by this it

is not always clear if a data point needs to be removed or not. In the case of the data labeling,

the asynchronicity raises a challenge if rules directly generate the label. As the label represents

the ground-truth for the training of the model, this information should always be correct. But

for example, if the label has been changed, but this information arrives after another signal,

the ground-truth is incorrect in relation to the other signal. This would then lead to a false

ground-truth and might have a significant impact on the performance of the trained model.

The high signal dimensionality (cf. Challenge 4) has a significant impact on the feature

engineering and model training step. In the feature engineering step, the developer has to

select the appropriate input signals for the DDF, and therefore, might miss relevant signals

which are necessary to represent the behaviour the function should represent. During the

model training, the high dimensionality of signals accessible in the vehicle leads to the curse of

dimensionality, mentioned before.

On the other side, the challenge of missing machine-readable signal specifications (cf. Chal-
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lenge 5) has a direct impact on the data cleaning, data labeling, and feature engineering step.

For the data cleaning, the current specifications of signals are lacking the information which

values of a signal contain actual information and which values should be only used for debug-

ging. For the cleaning step, it is mandatory to have this information for all processed signals.

During the data labeling step, this information is only needed for signals used to generate the

label. In most cases, only a little number of signals are used here, and the missing specification

has only a limited impact. In the case of feature engineering, the missing information about

the data quality has a significant effect. All used input signals for the training of the model

have to be selected and specified. The not fully defined data quality raise the challenge for the

developer to decide if the quality of used signals fulfils all requirements of the DDF or not.

However, the biggest impact derives from the high volume of data (cf. Challenge 6). The

high volume of data produced by every single car not only makes it challenging to transfer all

data to a back end or the cloud but also to store all data (even within the vehicle). Even if it

were possible to store or transfer all data, this would not scale in the next workflow steps as

this massive volume of data must be processed.

In the case of onboard processing, the computational resources are limited and require

lightweight algorithms (cf. Challenge 7). The highly limited computational resources affect

not only the data processing but also the model training and deployment. All these limited

resources for storing, transmitting, and processing data show the need for an efficient onboard

data selection strategy during the whole workflow.

As this thesis focuses on the data collection and pre-processing during the development

of DDFs, only the steps from data collection to feature engineering are further investigated.

As seen in Figure 2.7, all challenges have a direct impact on these steps. In the later shown

approach, we try to assess these challenges while helping the developer to identify the needed

signals for a particular DDF.

2.3 Related Work

The works cited in Section 2.1 solely focus on the implementation of a specific DDF and rely

on a hand-picked set of input signals. As seen in the example of an intelligent ACC, many

different data-driven approaches can be used to implement this functionality [41–45]. On the

one hand, one can perform direct end-to-end learning of the output parameters of the vehicle’s

longitudinal (positive and negative) acceleration based on sensor data [41] and, on the other

hand, one can perform learning of a single configuration value for a hand-crafted function which

controls the longitudinal acceleration of the vehicle [42]. In all cases, the input signals have been

fixed and hand-picked in the development phase. This work focuses on a general approach for

the identification and discovery of vehicle signals which are already present within the vehicle

and can directly be used as input for the DDF.

In the state-of-the-art in data mining and machine learning, we can differentiate between two
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methods for identification and discovery of such signals. The first method relies on semantic

annotation of all vehicle signals and thereby can ease the discovery. The other method is

purely data-driven and mostly uses the present data to identify correlations and thus gives the

developer insight on potential input signals. To the best of our knowledge, we are not aware of

any related work that considers the characteristics of automotive E/E architectures and focuses

on discovering relevant vehicle signals for a variety of DDFs (or classical functions).

2.3.1 Semantic Approaches

For the semantic annotation of vehicle signals, the de facto state-of-the-art is the Vehicle Signal

Specification (VSS) [84]. This structure was originally introduced and specified by the World

Wide Web Consortium (W3C) and the GENIVI Alliance and is one of the building blocks of the

Vehicle Information API Specification (VIAS) [85] and Vehicle Information Service Specification

(VISS) [86] which are still under development. In addition to the VSS many other semantic

representations of vehicle data have been introduced (e. g. [87–91]), and are mostly focused on

ADAS. [75]
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Figure 2.8: Exemplary snapshot of a VSS tree [84]

Figure 2.8 depicts an exemplary snapshot of the VSS tree. The root-node is representing

the vehicle with linked nodes for different domains and vehicle parts. For example, in the case

of the drive-train, it consists of the fuel system and transmission. Finally, these components

contain data points as last “leaf”. For example, the fuel system contains the following data

points: level, range, instant consumption, average consumption, and fuel type. Each of these

data points can be addressed using the structure of the VSS tree. For example, the information

about the fuel type can be obtained with Vehicle.DriveTrain.FuelSystem.FuelType and it will

return the current value and how the information is generated, the data type, the unit, the

minimum/maximum value, and a short description.
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Klotz et al. [92] proposed in their work an ontology-based on the VSS, called Vehicle Signal

Specification ontology (VSSo). The semantic annotation of vehicle data modelled with this

ontology allows the developer, for example, to query for data required as input for a DDF. By

this, the developer can find appropriate vehicle signals if they know what to search for. But

especially in the case of DDFs mimicking a user, this information is often hidden. For example,

if the developer has to develop a function which learns if the driver wants to drive in sport mode

or comfort mode, it is not easy to determine which vehicle signals are the appropriate input to

describe this behaviour, even with expert knowledge. Later in this work, we implemented such a

DDF and we identified the following vehicle signals as the most correlating: The weekday, road-

type, temperature, and the information about the presence of a co-driver. Such correlations

might be obvious when seeing them, but in the first place, one might not consider these signals.

Such correlations can only be found based on studies or using data-driven methods.

Besides, the current specification of vehicle signals does not allow automatic semantic an-

notation of all vehicle signals and the integration into a semantic structure like the VSS. This

process still would require manual annotation of each signal and would not scale with the

current amount of around 14 000 signals. Even if all vehicle signals or data points would be

modelled in a structure like the VSS, the amount of data is still massive and requires a lot of

effort to identify the desired signals.

2.3.2 Data-Driven Approaches

The alternative to the semantic approaches are data-driven approaches. These approaches

purely rely on the content of each signal and do not need semantic information on each signal,

which is the case for automotive data (cf. Challenge 5).

In data mining, feature selection algorithms are widely used to resolve the curse of dimen-

sionality and identify potential input signals/features. Hall gives one of the most intuitive defi-

nitions for feature selection: “Feature subset selection is the process of identifying and removing

as much irrelevant and redundant information as possible. This reduces the dimensionality of

the data and may allow learning algorithms to operate faster and more effectively” [93]. A wide

range of applications apply this method to reduce a large amount of irrelevant or redundant

information. In early applications, only a few domains used more than 40 features [94]. There

was a rapid change, and nowadays, data mining applications deal with up to hundreds of thou-

sands of features [95]. Another typical application of feature selection besides machine learning

is the gene subset selection in medical applications. Here, algorithms find a subset of marker

genes for the identification of diseases (e. g. [96]). Other applications use feature selection in a

variety of domains: Distributed P2P networks [97], data mining for vehicle maintenance [98],

or context reasoning [99]. In this work, this method plays a key role in the proposed approach.

In the last years, a variety of algorithms have been developed. These algorithms can be

categorised based on four different characteristics: This can either be the general methods

of the feature selection, the type of the input labels, the type of input data, or type of the
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features [100]. In the following chapter, we further describe this categorisation and compare the

applicability to automotive applications, including the characteristics of the E/E architecture.

Feature Selection Methods

One way of categorising feature selection algorithms is based on the general method. Here, algo-

rithms can be categorised into filter, wrapper, or embedded methods [100,101]. Figure 2.9 gives

an overview of the underlying methods. In the figure, the top-down arrows represent data/sig-

nal flows and the bold arrows the transition and exchanged information to the step/iteration

of the algorithm.
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Figure 2.9: Overview of feature selection methods on vehicle data

Filter feature selection methods rely only on the input data and are independent of any

DDFs. Typically filter feature selection methods are executed in two steps (cf. Figure 2.9). In

the first step, all features (in our case vehicle signals) are ranked based on a feature evaluation

criteria. Based on this ranking, the most important features can be used for the DDFs and

low ranked features are filtered out. The feature evaluation criteria can vary from algorithm

to algorithm. Li et al. [100] categorised the used criteria into feature discriminative ability

(e. g. [102]), feature correlation (e. g. [95, 103]), mutual information (e. g. [104]), feature ability

to preserve data manifold structure (e. g. [105–107]), and feature ability to reconstruct the

original data (e. g. [108, 109]). A major advantage of these algorithms is the independence to

the existence of a DDF and thereby can be executed at any time; even if no function has been

developed yet.

Wrapper feature selection algorithms follow a different approach. In general, these algo-

rithms select an initial feature set in the first step (cf. Figure 2.9). This feature set is used

to create and evaluate the DDF. In the next step, another feature set is selected, and again

the performance of the function is evaluated with the newly selected feature set. This step is

repeated until a predefined stop criterion has been reached. As a final step, the last selected

features are used as input for the final DDF. For the selection of the new feature set, many

different strategies have been implemented, such as sequential search (e. g. [110,111]), or genetic

algorithms (e. g. [112]). A major advantage of these algorithms is the integration of the DDF
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into the feature selection step. However, this can only be applied if the function is already

developed. According to Li et al. [100] these methods are rarely used due to the large search

space in high dimensional data sets.

In contrast to the methods mentioned above, embedded feature selection methods are di-

rectly embedded in the underlying algorithm of the DDF. The methods use all features as

training input for the function, and the algorithm automatically selects the appropriate fea-

tures during/after the training process. A typical example is the use of deep neural networks,

where input edges below a certain threshold are removed (pruned) after the training step and

thereby, features are removed [113]. This incorporates the advantages of filter feature selection

and wrapper feature selection methods but needs all available features during the training.

When applying feature selection onboard the vehicle, the computational resources are highly

limited (cf. Challenge 7). Wrapper feature selection methods cannot be used in the here pre-

sented environment, as they tend to be computational inefficient, due to their the large search

space. Filter and embedded feature selection methods require less computational resources.

However, in our case, a DDF is not developed yet, and the function developer is still in its

design process. This also includes the definition of the appropriate inputs. Here, filter feature

selection methods are most suitable, as they only rely on the present data and have no need

for an already implemented function. These methods can run without any DDF generating

output and provide a subset of relevant signals as a result. This subset can be directly read

by a function developer and allows integration of these specific signals into the function. In

the case of embedded feature selection methods, the algorithm requires full access to all vehi-

cle signals during the selection and training process. This is not possible within current E/E

architectures (cf. Challenge 1), and the result can hardly be read by a function developer as

the selection happened within the trained model. This work will therefore focus solely on filter

feature selection methods.

Input Labels

Feature selection algorithms can also be classified based on the use of label information. Label

information holds the information of the prediction the model should make, in our case the

output of the DDF. Depending on the use of this label information, feature selection algorithms

can, in general, be clustered in unsupervised feature selection, supervised feature selection, and

semi-supervised feature selection [100].

Unsupervised feature selection does not use any label information for the selection step. The

most common examples of unsupervised feature selection are Principal Component Analysis

(PCA) (e. g. [114,115]), and auto-encoders (e. g. [116]). These algorithms are mainly used when

no label information is available, or where labeling is very costly.

In contrast, supervised feature selection use the label information for the selection by usually

calculating the correlation of the features to the label, or in the case of wrapper algorithms the

prediction performance of the model. These algorithms require for all collected data points the
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full label information, which in some cases is not possible to collect or generate. Semi-supervised

feature selection algorithms are designed to run on partly labelled data. This is often the case

on sparse data or when labeling is costly and cannot be performed for all data points.

In the case of automotive DDF, the use case of the function is already specified and based on

the high amount of vehicle data, it is easy to create the label information for the desired function

automatically. Therefore, we focus in this work on supervised feature selection algorithms,

which use label information automatically generated based on vehicle data.

Input Data

For all feature selection algorithms, the input data is crucial. The type of input data for feature

selection algorithms can be clustered into static data and streaming data [100].

In classical data mining and machine learning, static data is used as input. Static data does

not change over time and is entirely available during the complete feature selection and model

training process. This is true for most data-driven applications. However, with the advance of

big data, there is a steady flow of newly arriving data, which cannot be completely stored. This

is related to as streaming data. Streaming data raises additional challenges to feature selection

algorithms, as the input data cannot be loaded entirely into memory nor stored. In this case,

the algorithm has to process all incoming data and discard all values afterwards and still should

be able to select the most appropriate features.

In the case of E/E architecture, most of the vehicle data cannot be stored and have to be

processed on the fly (cf. Challenge 6). In our work, we consider the input data as streaming in

the case of onboard data and as static if we consider already stored data in the back end.

Input Features

Similar to the input data, the input features can also be classified as static features and streaming

features [100].

Again in classical feature selection, only static features are considered; this means the feature

set which is evaluated does not change over time and is completely known at the beginning of the

feature selection process. In other applications, it is common that streaming features have to be

evaluated, which increase or change over time (e. g. [117]). These applications raise additional

challenges for the feature selection algorithm. In contrast to the input data, input features can

have a structure among each other (e. g. groups [118,119], graphs [120], or trees [121]). Feature

selection algorithm can use this knowledge as additional information for the selection process.

In the case of the E/E architecture, all vehicle signals are defined during vehicle development

and do not change over time. Moreover, no explicit structure between the signals is modelled

and thereby cannot be used as additional information (cf. Challenge 5). Therefore, we consider

the input features in our case as static.
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Algorithms Used in this Work

This work will focus on supervised filter feature selection algorithms, with static features. These

algorithms are the most suitable feature selection algorithms in consideration of the challenges

raised by the E/E architecture and can be executed when no DDF is implemented yet. In

addition, we will consider input data as streaming in the case of onboard data, and as static

when the data is already stored data in the back end.

The presented approach heavily relies on the performance of the used feature selection

algorithm. To minimise this effect in the evaluation of the approach, we will use 15 different

state-of-the-art feature selection algorithms. The selection of the algorithms is based on the

extensive survey paper by Li et al. [100]. The used algorithms are listed in Table 2.1, including

its reference. By using different algorithms, we can also identify the best-suited algorithms for

automotive signals—at least for the presented test cases.

Table 2.1: Feature selection algorithms used in this work

Algorithm Full Name Reference

CIFE (Conditional Infomax Feature Extraction) [122]
CMIM (Conditional Mutual Information Maximization) [123]
Chi2 - [124]
DISR (Double Input Symmetrical Relevance) [125]
FCBF (Fast Correlation Based Filter) [126]
FScore - [127]
Fisher Score - [128]
Gini Index - [129]
ICAP (Interaction Capping) [130]
JMI (Joint Mutual Information) [131]
MIFS (Mutual Information Feature Selection) [132]
MIM (Mutual Information Maximization) [133]
MRMR (Minimum Redundancy Maximum Relevance) [134]
ReliefF - [135]
Trace Ratio Fisher - [136]
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Figure 3.1: Chapter structure

The approach, which aims to answer the RQs, is presented in this chapter. The first section

gives an overview of the concept and the general approach of the presented method.1 The

following sections describe the approach step by step (cf. Figure 3.1).

3.1 Concept & General Approach

The general idea of the approach is depicted in Figure 3.2. The perceivable context is at the

core of the approach: both the user U and the vehicle V can perceive information from the

context C. In this work, context is defined according to the definition of Dey: “Context is any

information that can be used to characterise the situation of an entity. An entity is a person,

place, or object that is considered relevant to the interaction between a user and an application,

including the user and application themselves” [137, p. 4].

We distinguish between different types of perceivable context: On the one hand, the user can

perceive a specific set of information from the context upon which actions are taken (CU ). For

1The general concept of the approach has been previously published at the 2019 IEEE ITSC (cf. [4]).
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Figure 3.2: General concept of the presented approach*

*Figure previously published at 2019 IEEE ITSC (cf. [4]) ©IEEE 2019

example, the user can perceive the current type of road the vehicle is travelling on. On the other

hand, the vehicle can perceive a set of information from the context with its built-in sensors

(CV ). For example, the vehicle can measure the current speed of the vehicle. This context

information does not only include environmental information but also information about the

vehicle’s interior, including vehicle function states. The context perceived by the user is not

necessarily similar to the set of context information perceivable by the vehicle and vice versa.

For example, the emotions of the co-driver can only be perceived by another passenger and not

by the vehicle (CU \ CV ). Furthermore, for example, the night vision systems in vehicles can

detect persons at night, which the user cannot “see” (CV \CU ). However, there is also context,

CU ∩CV , which both the user and the vehicle can perceive/measure. For example, the user can

“feel” the temperature within the vehicle and the vehicle itself can measure it with a built-in

sensor, even though in different units or scales.

This approach focuses on interactions of the user with a specific classically designed vehicle

function fc based on information the user perceives from the context (CU ). The vehicle function

fc then controls specific actuators based on user interactions and vehicle sensors, which, in turn,

changes the vehicle’s context and the environment.

In the initial state of the discovery phase, the function fc only uses sensor input predefined

by the function developer. Hence, only this particular part of the context is being used as input.

However, it is not necessarily overlapping with the context the user is perceiving. The idea of

the approach is to identify the subset SA (i. e. subset of all vehicle signals) of context information

CU ∩CV , on which users are making their decisions and coincidentally is already measured by

built-in vehicle sensors from another function and is not yet used by the corresponding function

fc. This signal subset SA out of all vehicle signals S describing CU ∩ CV is then used as an

additional input for the function fc and allows this function to learn the user’s behaviour and

proactively act based on the learned behaviour. This function is then referred to as DDF fdd.

Vice versa, when discovering signals describing a system’s behaviour, we observe the interaction

32



3.1 Concept & General Approach

of the system with a vehicle function instead of the user’s interaction.

In order to discover the afore-mentioned context CU ∩CV and the signal subsets describing

this context, we use the following approach: First of all, let S be the set of all available

vehicle signals si (i. e. S = {s1, . . . , si, . . . , sm}, 1 ≤ i ≤ m), where m represents the total

number of vehicle signals. Let SA be the subset of vehicle signals out of S , which represent

CU ∩ CV for a specific classically designed function fc. This function fc is the basis for a

new DDF fdd. The goal of the approach (fA) is to select this signal subset SA of size n

(i. e. fA : S → 2SA ,SA ⊆ S , |SA| = n, |S | = m,m ∈ N+, n ∈ N+), which then can be used as

the appropriate input for the new DDF fdd and represents the context CU ∩ CV . An overview

of this proposed approach is depicted in Figure 3.3.
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Figure 3.3: Flowchart of general approach

In the first step (¶), the DDF specification, the developer has to specify various attributes

of the function. This includes the label generation (i. e. the output vector y of the DDF), a

whitelist/blacklist of possible input signals (i. e. the input vector x of the DDF), the number

of maximum input signals |SA| = |x|, and the post-processing of the selected signal subset

SA. This specification is then used to configure each step of the approach (represented by the

diamond-shaped arrows in the figure).

In the second step of the approach (·), all vehicle signals S are pre-processed based on their

existing signal specification by the OEM. Followed by the creation of the label for the DDF (¸).

This label is corresponding to the output ŷ the DDF should later predict (i. e.
n∑
t=1
yt − ŷt = 0).

This label can either be generated based on signals already measured within the vehicle (e. g.

when predicting the use of a function which is already part of the vehicle) or by an additional

measurement. Additionally, new signals can be generated based on a set of rules.
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In the next step (¹) signal subset selection a supervised filter feature selection is performed

on all vehicle signals S based on the beforehand created label information ŷ to select the

most appropriate signal subset SA for the specified DDF. Until this step, each step is done

independently for each signal and can easily be distributed over the E/E architecture or even

deployed at the origin of each signal. Each signal is scored, and the score is collected and

ranked in one central component. The scores and ranking of the top n selected signals are then

forwarded to the post-processing (º) as a proposed signal subset SA. This subset SA can then

either be automatically integrated as input for a DDF or can be reported to the developer for

further investigation.

This overall process can either be deployed within the vehicle or in the back end. Addi-

tionally, we have to differentiate between customer vehicles or development vehicles. The exact

deployment is decided by the deployment strategy component (») and the specification by the

developer. The following sections further describe each element of the proposed approach.

3.2 Data-Driven Function Specification

In the first step of the approach (¶), the developer of the DDF has to specify multiple

attributes of the to be developed DDF and configuration parameters. Listing 3.1 shows an

exemplary specification for a DDF for the use case of a proactive seat heating. The purpose

of this function is to predict the preferred state of the seat heating (i. e. on or off) based on

the user’s preferences and behaviour. The specification is done through a YAML-file [138], but

could also be done through any other data interchange format (e. g. JavaScript Object Notation

(JSON) [139]). The following paragraphs will introduce each attribute step by step.

3.2.1 Data-Driven Function

In the first part of the specification, the DDF has to be specified (function). This step is

related to the model requirement step in a classical development workflow (cf. Section 2.1.3).

In addition to the name of the function, the structure of the desired input x of the DDF has

to be specified. This includes a threshold for the signal subset size, a whitelist of signals which

by all means should be included, and a blacklist of signals which should be excluded.

First, the size of the selected signal subset used as input for a DDF has to be limited.

This has to be done due to the reasons mentioned in the previous chapter (i. e. the curse of

dimensionality and the impacts of the E/E architecture). The used algorithms score each signal

and rank them according to their score. By this, the optimal number of feature is not computed.

Therefore, the number of signals have to be limited by an absolute number of signals or a score

threshold. This depends on the type of DDF and computational resources for the execution

of this function. In some cases, it can be sufficient to use two signals as input, but in some

cases, more can be necessary to achieve a good performance. This has to be specified by the
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# --------------------------------------------------------
# Specification for Proactive Seat Heating for the Driver
# --------------------------------------------------------

meta_info:
author: Christoph Segler
date: 2019 -12 -01
version: 1.0
comments: Signalnames changed due to confidential information

function:
name: seatheating_driver # name of function
max_inputs: 10 # maximum number of selected signals

whitelist: # whitelisted signals
- vehicle_vin

blacklist: # blacklisted signals
- status_seatheating_driver
- temperature_seat_driver
- button_seatheating_driver

deployment_class:
function_class: group # system , group , or user

pre_processing:
error -values: # inclusion of error -values

setting: no

scaling: # scaling of all signals in [0,1]
setting: on
min: 0
max: 1

discretization: # binning of signal values into discrete bins
setting: off

add_signals:
- offset_temperature: temperature_outside - temperature_inside # generation of new signal

labeling:
- 0: status_seatheating_driver == 0 # rule for label 0: seatheating off
- 1: 3 >= status_seatheating_driver >= 1 # rule for label 1: seatheating on

post_processing:
report: # settings for report

setting: yes
file: /raid/csegler/seatheating_driver.yaml

auto: # setting for automatic input selection
setting: no

Listing 3.1: Exemplary Specification for the use case Proactive Seat Heating*

*The vehicle signal names in this document have been changed due to confidential information.
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developer, and for further insight into the ranking, the manual post-processing can be chosen.

In this example, a maximum number of |SA| = 10 signals is specified.

In the next attribute, the whitelist, vehicle signals can be defined, which would show low

correlations to the label information, but are required by the DDF. For example, the signal

containing the unique Vehicle Identification Number (VIN) would not correlate with the label

information if run on the same vehicle. In this case, this signal would be ranked low due to

its static value and thereby would not be included in the selected signal subset SA. However,

in some cases, such a signal could be crucial as input for a DDF and must be included in the

signal subset SA.

The opposite is specified in the blacklist. Here, signals can be determined, which should, by

all means, not be included in the signal subset. This could either be the reason due to privacy

regulation (e. g. signal containing the current location of the vehicle) or due to correlations of

signals to the label information which would lead to undesired behaviour of a DDF. A simple

example of such correlation are the signals on which the label information is generated. In the

case of the proactive seat heating, the signal containing the level of the seat heating would show

a very high correlation to the label information. This would lead to a high rank and would

thereby be included in the selected signal subset. If this signal would now be used as input for

the DDF, it would lead to an undesired behaviour as it is directly connected to the output of

the DDF (i. e. the level of the seat heating). Also the signal containing the current temperature

of the seat would show such a high correlation. This signal is not used for the label generation,

but would also show a high correlation to the level of the seat heating as this function has a

direct influence on the temperature of the seat. These signals are solely known by the expert of

the desired function and consequently have to be specified by the developer. Additionally, due

to computational optimisation or access rights management, other signals can also be excluded.

3.2.2 Deployment Class

In the next part of the specification, the deployment class has to be specified. This deployment

class configures the later shown deployment strategy. In this approach, we differentiate three

types of SA. These subset types range from intuitive correlations of a system to very user-

specific correlations. In the following, we will briefly introduce each type of SA. Section 3.7.2

will introduce each type in detail.

The first signal subset type I (S I
A) includes all signal subsets that hold for all users or all

systems and contain similar signals. For example, the steering torque of the steering wheel

is only related to the physics of the driving dynamics and not to any user behaviour. These

correlations are similar among all users and lead to the same selected signal subset.

The second type II (S II
A ) includes all signal subsets that hold for a group of users and are at

least similar for two users. For example in one of the use cases in the later shown evaluation, a

group of users showed a correlation between the driving experience control (i. e. sport, comfort,

or eco pro) and whether a co-driver is present or not. These kind of signal subsets are similar
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for a particular group of users, but not all users.

The third type III (S III
A ) includes all signal subsets that hold for only one specific user and

are unique for every user. These correlations are very user-specific and at the core of user-

specific personalisation. An example is parallel usage of several functions at the start-up of the

vehicle (i. e. which functions are triggered when the user is commuting from home to work).

The developer has to specify which type of signal subset they suspect as results. This

classification can only be done with prior knowledge from the expert developing the DDF and

is used for the deployment strategy of the approach. If the type is unclear, it is also possible

to iteratively classify it from type I (S I
A) to type III (S III

A ).

3.2.3 Pre-Processing

In the next part of the specification, the pre-processing of the vehicle signals has to be config-

ured. We distinguish between three different configuration parameters.

The first parameter (cf. error-values) configures if error-values of signals should be dis-

carded or not. Current vehicle signals often contain values which are used for debugging or

logging of unexpected events. Besides, if a value is not measured yet (e. g. at vehicle start-up),

vehicle signals often contain a value referring to an empty value. In most cases, these values

should be discarded for the development of a DDF, as most functions do not need this infor-

mation. But in some cases (e. g. vehicle analytics functions) these values have to be considered

for the development of the DDF.

The next parameter scaling configures the scaling of the values from each vehicle signal.

Most DDFs are being developed with machine learning algorithms. Some of these algorithms

are sensitive to different scales within the used input signals [140]. As the ranges of each signal

are solely known in the specification of each signal, a rescaling must be directly performed in

the pre-processing step. In the shown example (cf. Listing 3.1), a simple scaling of all signals

in the range of [0, 1] is specified.

Some machine learning algorithms need discrete values for all input values [141], and there-

fore, a discretisation can be configured in the pre-processing step. In the last parameter, the

discretisation of signal values during the pre-processing can be configured. The data types of

vehicle signals are highly diverse (cf. Section 2.2). These include continuous and discrete data

types. In some cases, the algorithm used in the signal subset selection step needs a discretisa-

tion of signals and will be mentioned later. Many different methods for the discretisation have

been developed and can be applied during the pre-processing step [142]. In the case shown in

Listing 3.1, no discretisation is configured.

All three parameters have either to be configured according to the use case or to the used

machine learning algorithm. Only the developer has this information and therefore has to set

each parameter by themself.
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3.2.4 Signal Generation

In this part of the specification, rules for the generation of new signals can be specified. In

machine learning, this step is often referred to as feature generation. Here, in consideration of

the term signal instead of feature, we will refer to as signal generation. Based on already present

vehicle signals, the developer can specify rules for the generation of a new signal which could be

possibly relevant for the DDF. The specification of such additional signals is optional and must

be based on already present vehicle signals. This step leads to more signals which are evaluated

by the signal subset selection but might also enrich the possible input for the DDF. For example,

the developer—according to their expert knowledge—has the hypothesis that the duration of

the current drive could be a useful input for the proactive seat heating. This information might

not be part of the current set of vehicle signals. Still, it can be easily computed from a signal

containing the current time and a signal containing the state of ignition. As part of the signal

subset selection, the developer would receive feedback whether the hypothesis holds true and

additionally is ranked among the other signals which might have a higher ranking. In the

example shown in Listing 3.1, a new signal for the offset temperature of the outside and inside

temperature is generated.

3.2.5 Labeling

In the next part of the specification, the label generation has to be specified (i. e. how the label

for the supervised feature selection and supervised training of the DDF is generated). The label

information ŷ corresponds to the desired output y of the later developed DDF. In the case of a

perfectly designed and developed DDF the label information and output of the function should

be identical (i. e.
m∑
t=1
yt − ŷt = 0) at all discrete time steps t with 1 ≤ t ≤ m,m ∈ N+.

The label information ŷ can either be defined based on one or multiple vehicle signals,

external signals, or a custom rule/function. In the case of the generation based on vehicle

signals, the developer has to specify a rule manually. For example, if the developer wants

to create a proactive seat heating (i. e. a seat heating which can predict the future state and

thereby the preference of the user), the label can be directly created on the vehicle signals

providing the current state of the seat heating. In this case, the DDF should only provide a

prediction whether the seat heating should be turned on or off. The vehicle signal provides one

value for off and various values for on. So a custom mapping has to be specified (cf. Listing 3.1).

But in some cases, the generation of the label information can be more complex and requires

an additional function or even manual labeling through an external signal. For example, if

the DDF should predict the emotional state of the driver and this information is not available

as a vehicle signal, it is necessary that an additional function is implemented generating this

information or has to be provided from an external source.

This label information ŷ is then generated based on the specified rules, additional function,

or manually in the labeling step of the proposed approach. This information is later used in
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the signal subset selection and can also be directly used for the training of the DDF itself.

3.2.6 Post-Processing

In the last part of the specification, the post-processing of the signal subset SA is configured.

Here, SA can be used in three different ways: (i) As report providing insights for the developer

of a non-data-driven classical function, (ii) as report providing insight for the developer for a

manual development of the DDF, or (iii) as automatically selected input for the DDF.

In the first case, a report of the ranking of each signal can give the developer of a classical

function (i. e. non-data-driven) further insight how to optimise the function by adding signals.

In the case of manual development, the signal subset is manually integrated into the DDF

based on the report. Additional expert knowledge can be used during this manual step to

optimise the selected input further; however, this does not scale for signal subsets varying for

each user. In the automatic case, no manual assessment of the selected signal subset is required.

This allows user-specific personalisation, but lacking the manual verification the input of the

resulting function is not fully transparent during the development. Therefore, it may require

additional verification steps within the DDF. Which one of the two different post-processing

methods is preferred, has to be configured by the developer. Also, both at the same time are

possible. In our example, (cf. Listing 3.1) a report has been configured. The resulting report

will later be shown in Section 3.6.1.

3.3 Vehicle Signal Pre-Processing

This section introduces the next step of the approach, the signal pre-processing (·). The basis

for the approach are all vehicle messages which are sent within the vehicle’s communications

networks. The approach also allows it to directly use each signal within each ECU, where the

signals are generated. However, this is not the case here as current E/E architectures often do

not allow direct access to data within an ECU (cf. Challenge 2). As vehicle messages cannot

be directly used for feature selection algorithms or machine learning algorithms, each message

and vehicle signal has to pass multiple pre-processing steps. These include the decoding from

messages to vehicle signals, filtering of signals, pre-processing of each signal, and more optional

steps like scaling or discretisation.

Each message, PDU, and vehicle signal has a different structure. As shown in Section 2.2.5,

current specifications are not sufficient for DDFs (cf. Challenge 5). In our approach, the existing

specifications are automatically processed and enhanced with expert knowledge to automati-

cally pre-process each vehicle signal for the usage with feature selection and machine learning

algorithms. In the case of the BMW Group, all vehicle signals are specified in the company-

wide tool BordNetz Engineer (BNE). This tool supports various import and export formats (e. g.

Field Bus Exchange Format (FIBEX) [143]) [144, p. 33]. Based on the information available in

this tool, the vehicle message, PDUs, and vehicle signal are pre-processed in our approach.
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Tables 3.1 to 3.3 show examples of three different vehicle signals and their specification,

which are later introduced in detail. These examples contain information about the current

vehicle speed (cf. Table 3.1), the current vehicle status (cf. Table 3.2), or the current road

segment (cf. Table 3.3). At first, each specification contains a longname and a shortname to

name the vehicle signal. In the second part of every specification, the purpose of each signal

and content is briefly described. In most cases, these descriptions are very concise and require

expert knowledge to be understood [75]. In the next part, the data type is specified. These

can be either basic data types like boolean, uint8, uint16, float16 or more complex data types

like strings, arrays, enumerations, bit fields, and union of different data types [76]. In the

next part, it is specified how the data is encoded. This varies depending on the data type

and is further described in the following paragraphs of this section. Finally, the specification

contains information which PDU contains the signals and which message frames contain the

corresponding PDU. Another part of the specification is the timing and/or events when each

frame is sent. Based on this information, each frame is processed into pre-processed vehicle

signals which can be directly used by the feature selection or the machine learning algorithm.

An overview of the pre-processing approach is depicted in Figure 3.4. In the initial step, the

vehicle message frame arrives and is decoded into each PDU. In this example the frame con-

tains the PDUs VEH (PDU 1) and RD (PDU 2). From each PDU, each vehicle signal is then

extracted. In this case: AliveCounter, Vehicle Speed, and Vehicle Status for VEH (PDU 1) and

CRC and Road Info for RD (PDU 2). In current vehicles, some signals only contain operational

information as countermeasures for error detections within the communication (e. g. Cyclic Re-

dundancy Checks (CRCs), alive counters) as specified by the AUTOSAR standard [145]. These

signals do not contain any valuable information as input for most DDFs and are thereby filtered

out. In our example, both signals AliveCounter and CRC are discarded as they only contain op-

erational information. Only in the case of detected errors, all effected signals are also discarded.

Within this step, also the blacklist from the specification is applied (cf. Section 3.2.1). Next,

the further pre-processing differs depending on the data type of each signal. In this approach,

we automatically classify all vehicle signals into three different types: continuous data (e. g.

vehicle speed), enumerated data (e. g. vehicle status), and bit field encoded data (e. g. street

information). Signals containing continuous data typically contain environmental information

which can be described in physical units (e. g. m/s, km/h). Signals with enumerated data

typically contain distinct enumerated states of a system or environmental states. In this case,

only one state can occur at the same time (e. g. vehicle status, road type). Signals encoded

as bit field are either used when multiple signals are merged into one signal or where multiple

states can occur at the same time (e. g. road information). In our approach, the classification

of each signal is based on the data type specified in the available signal specification.
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3.3.1 Signals containing Continuous Data

Table 3.1: Specification of the signal vehicle speed*

*Names and values in this specification have been changed due to confidential information and only represents the general
structure of such a vehicle signal.

Longname: Vehicle Speed
Shortname: VEH V
Description: Absolute speed of the vehicle’s centre of gravity.

This is a combination of the vehicles lateral and longitudinal speed

Type: 16bit unsigned integer

Offset off (si): 0
Resolution res(si): 0.01
Range: [0, 400]
Unit: km/h

Sp. Values sp(si, k): Description:
0xFFFF Error

PDU: VEH
Frames: 0x123 A-CAN

12.3.4 FlexRay
Timing: cyclic 50ms

First, we will introduce the pre-processing for signals containing continuous data. Let si

be the signal i out of all vehicle signals S , with 1 ≤ i ≤ m = |S |,m ∈ N+. All signals si of

the data types integer or float (unsigned or signed) are classified as continuous signals, as these

data types contain continuous data, even if encoded as an integer. In the here shown example,

the signal vehicle speed (cf. Table 3.1) is classified as a continuous signal as its data type is

unsigned integer. The signal specification is unique for signals with the data type integer or

float. Let si be the received value of signals si. Also, let res(si) be the specified resolution

and off (si) the specified offset for signal si and let sp(si, k) be the special value k of signal si

with 1 ≤ k ≤ n, n ∈ N+, where n is the number of special values of si. For each signal, one

or multiple special values sp(si, k) can be defined which contain additional information and are

not part of the specified range. In case of the vehicle speed, one special value k = 1 is specified.

If the received signal contains this value, an error has occurred, and the signal of the vehicle

speed contains an invalid value. Also, let sij be the new pre-processed signal based on the

received signal si, with 1 ≤ j ≤ n+ 1, n ∈ N+ and with n the number of possible special values

of the signal si and let sij be the pre-processed value of sij .

The first pre-processed signal si1 contains the pre-processed value in the specified unit

and range (e. g. vehicle speed in km/h). The pre-processed value of si1 can be obtained by

converting the received value si according to the specification. This conversion only holds if

the received values si does not contain any special values sp(si, k). If this is the case, si1 will

42



3.3 Vehicle Signal Pre-Processing

not be forwarded. The pre-processed signal si1 is generated based on the following equation:

si1 =

(si · res(si)) + off (si) if si /∈ {sp(si, k) | 1 ≤ k ≤ n, n ∈ N+}

− if si ∈ {sp(si, k) | 1 ≤ k ≤ n, n ∈ N+}
(3.1)

For example in the case of the vehicle speed a received value of si = 1000 will result in a

speed of si1 = (1000 · 0.010) + 0 = 10 in the unit km/h.

All other pre-processed signals sij contain the information about any special values. The

idea is to encode all special values in a new signal to split valid values from special values (e. g.

invalid values). Each sij , where 2 ≤ j ≤ n + 1 represents one of the possible values sp(si, k),

which can either be 0 or 1.1 These pre-processed signals are generated based on the following

equation:

sij =

0 if j − 1 = k and si 6= sp(si, k)

1 if j − 1 = k and si = sp(si, k)
| ∀k ∈ {1, . . . , n}, j ∈ {2, . . . , n+ 1} (3.2)

For example, if the value si = sp(si, k = 1) = 0xFFFF is received an error for the vehicle

speed has occurred and only si2 with si2 = 1 will be forwarded.

This splitting helps the feature selection algorithm or machine learning algorithm to distin-

guish between the actual values and special values. In the case of the converted value, optional

pre-processing steps can be applied (e. g. scaling and discretisation) which are required by some

feature selection or machine learning algorithms. These steps require the range of the signals,

which is specified for every signal containing continuous data and can be directly used from the

available specification.

3.3.2 Signals containing Enumerated Data

All signals si of the data type enumeration are classified as enumerated data. Table 3.2 shows

the specification of an exemplary signal containing enumerated data. Each value of the signal

corresponds to a certain state, special states (e. g. “error”), or non-defined states. Signals with

enumerated data typically contain distinct enumerated states of a system or environmental

states, where only one state can occur at the same time. The here shown signals, states the

current status of the vehicle, where only one state can occur at the same time.

Let again si be the received value of signals si out of S . Let val(si, k) be the specified

value k of the signal si, with 1 ≤ k ≤ n, n ∈ N+, where n is the number of possible values of

si. Let sij be the pre-processed signals where each signal represents one of the possible values

val(si, k). The received value si of signal si will be split into n signals where each represents

one of the possible values val(si, k), which can either be 0 or 1:

1In machine learning, this conversion is also known as one-hot encoding (cf. [146, p. 129])
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Table 3.2: Specification of the signal vehicle status*

*Names and values in this specification have been changed due to confidential information and only represents the general
structure of such a vehicle signal.

Longname: Vehicle Status
Shortname: VEH ST
Description: This signal describes the vehicle status from the view of the user/driver

Type: 4 bit enumeration

Value val(si, k): Description:
0x0 reserved
0x1 Parking
0x2 Parking Error
0x3 On / Driver not present
0x4 -
0x5 On / Driver present
0x6 -
0x7 Debugging
0x8 Ignition
0x9 -
0xA Driving
0xB -
0xC Switching off
0xD reserved
0xE reserved
0xF empty signal

PDU: VEH
Frames: 0x123 A-CAN

12.3.4 FlexRay
Timing: cyclic 50ms

sij =

0 if si 6= val(si, k)

1 if si = val(si, k)
| ∀j, k ∈ {1, . . . , n}, j = k (3.3)

After the splitting each si which is containing enumerated data into multiple signals sij ,

each signal is either classified as normal values which contain information of normal vehicle

states (e. g. “Parking”) or into special values which contain debug or error information (e. g.

“Parking Error”, or “reserved”). As the specification of a vehicle signal does not contain this

information, the classification is performed based on the description of each value. Through

a keyword search within the description, the states can be classified as special values (e. g.

“error”, “empty”, or “reserved”) or as normal values.1

This splitting helps the feature selection algorithm or machine learning algorithm to dis-

tinguish between the actual values and special values. Additionally, some algorithms require

this so-called one-hot encoding to perform well, as the distance (i. e. order) of the values do not

contain any information and should not be used by the algorithm. This holds especially for

data containing categories (mostly enumerated data).

1The complete list of keywords used for this classification cannot be disclosed due to confidential information.
This keyword list is highly depending on the OEM and has to be designed based on expert knowledge.
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3.3.3 Signals containing Bit Field Encoded Data

Table 3.3: Specification of the signal road information*

*Names and values in this specification have been changed due to confidential information and only represents the general
structure of such a vehicle signal.

Longname: Road Info
Shortname: RD INFO
Description: This signal contains information on the current road segment

Type: 8 bit bit field

Bitmask φik: Value: Description:
0000 0011b **** **00b no bridge
0000 0011b **** **01b bridge
0000 0011b **** **10b bridge information not available
0000 0011b **** **11b -
0000 1100b **** 00**b no tunnel
0000 1100b **** 01**b tunnel
0000 1100b **** 10**b tunnel information not available
0000 1100b **** 11**b -
0011 0000b **00 ****b no trees
0011 0000b **01 ****b trees
0011 0000b **10 ****b trees information not available
0011 0000b **11 ****b -
0100 0000b *0** ****b right-hand drive
0100 0000b *1** ****b left-hand drive
0011 1111b 0010 1010b information not available
1111 1111b 1111 1111b invalid signal

PDU: RD
Frames: 0x123 A-CAN

0x345 B-CAN
Timing: cyclic 50ms

All signals of the data type bit field are classified as bit field encoded data. Table 3.3

shows the specification of an exemplary signal containing bit field encoded information of the

current road segment. The specification shows the encoded values, the used bitmasks and a

short description of each value. In this example, a received value si = 33 = 0100 0001b holds

the information “bridge”, “no tunnel”, “no trees”, and “left hand drive” for the current road

segment.

In this approach, each received signal si containing bit field encoded data is split into

multiple signals sij based on the bit fields. Let φik be the transformation from the received signal

value si with bit field k, the binary length m of the received signal si, with 1 ≤ k ≤ n, n ∈ N+,

where n is the number of possible bitmasks of si:

φik : Fm2 → Fm2 , (b1, . . . , bm)→ (b̃1, . . . , b̃m),F2 = {0, 1} (3.4)

If only one value is specified for the bitmask k (e. g. the “invalid signal” value in this

example), the value of the received signal si has to be equal to the defined value or the pre-
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processed value will be sij = 0.

Let sij be the pre-processed signals where each signal represents one of the possible bit fields

k. The received value si of signal si will be split into multiple signals sij , applying all defined

bitmasks k:

sij = φik(si) | ∀j, k ∈ {1, . . . , n}, j = k (3.5)

In the example of the signal for the road information a received value si = 33 = 0100 0001b

will result in one signal si1 = 0000 0001b = 1 for the “bridge” value, one signal si2 =

0000 0000b = 0 for the “tunnel” value, one signal si3 = 0000 0000b = 0 for the “tree” value, one

signal si4 = 0100 0000b = 64 for the “left-hand drive” value, one signal si5 = 0000 0000b = 0

for the “information not available” value, and one signal si6 = 0000 0000b = 0 for the “invalid

signal” value.

This splitting helps the feature selection algorithm or machine learning algorithm to distin-

guish between each bitmask, which each encodes different information even though it is encoded

within the same signal. Each signal also contains information about special states as in this

case “tunnel information not available”. This is done with the same keyword search list as in

the case of the enumerated data.

3.3.4 Pre-Processed Signals

This pre-processing approach results in a reduction of signals (e. g. filtering of CRCs) and an

increase of signals by splitting the vehicle signals into additional signals. Each signal sij is

individually forwarded and processed in the next steps of this approach and is further referred

to as sij ∈ Spre . The signal name of each signal sij holds information about the original signal

and a suffix of the pre-processing step. It can thereby easily be identified and traced back to the

original specification. In the later shown data set a total of around 4 000 signals si are converted

(without CRCs, and Alive Counters), which results in around 19 900 pre-processed signals sij

including special values, or around 14 000 signals sij without special values. At this point in

the approach, all vehicle messages are still processed asynchronously as data streams. Thereby

the challenge of asynchronous communication (cf. Challenge 3) and the lack of resources to

store the data (cf. Challenge 6), does not affect the proposed approach. More pre-processing

and data enhancement steps would be possible, but based on the currently available vehicle

specifications (cf. Challenge 5), only these steps can be performed in an automated way.

3.4 Label and Signal Generation

In the next step of the approach, the label and signal generation (¸), all additionally defined

signals and the label are generated. An overview of this step is given in Figure 3.5.

In the initial state of this step, the pre-processed signals sij ∈ Spre of the previous step are

received. Optionally external signals se can be added here. For the definition of the external
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signals, let se be the external signal e with 1 ≤ e ≤ o, o ∈ N+, where o is the number of external

signals. Let SE be the set of all external signals SE = {s1, . . . , se, . . . , so}. For example, the

developer could define external weather data as a new signal. For the next steps, Spre and SE

are merged (i. e. Spre ∪ SE ).

In the first step (the signal generation), all additional signals are generated, which have

been defined by the developer in the DDF specification (cf. Section 3.2). These signals hold

additional information which could be beneficial as input for the DDF. These signals are not

yet part of the vehicle signals Spre or the external signals SE and have to be specified by the

developer. The basis for the generation of these signals can either be already existing vehicle

signals out of Spre or external signals out of SE . In the example of the proactive seat heating

(cf. Listing 3.1) a new signal is defined which holds the offset temperature between the outside

and inside temperature of the vehicle, based on already existing vehicle signals. Let sg ∈ SG

be the generated signal g, with 1 ≤ g ≤ p, p ∈ N+, where p represents the number of generated

signals. Let sĝ ∈ (Spre ∪ SE ) be a signal specified in the rule for the generation of a signal sg,

with 1 ≤ ĝ ≤ q, q ∈ N+, where q represents the number of required signals. Furthermore, let

all signals sĝ required for the generation of sg be Ĝ = {s1, . . . , sĝ, . . . , sq}.

In the first step of the signal generation, all signals out of SĜ are extracted from the data

stream. In the example of the proactive seat heating (cf. Listing 3.1) this would only include

the signals temperature outside and temperature inside. Based on the extracted signal,

the specified rules are applied to generate the new signals SG . In this example, only one rule

is defined. Here, the rule is a simple subtraction of both signals and results in the signal

offset temperature. In the end, the generated signals SG are merged with the other signals

Spre and SE (i. e. Spre ∪ SE ∪ SG). This step is still completely asynchronous. If all signals

required for the generation of a new signal are received within the same vehicle message, no

synchronisation is needed at all, as all signals arrive at the same point in time. If this is not

the case, the last value of each signal sĝ used for the generation of a new signal sg has to be

buffered. The same can be applied for the distributed execution of this approach. Until this

step, the approach is completely distributed over the vehicle’s E/E architecture. In this case,

only the required signals sĝ for the generation of a new signal sg have to be available at the

same point. As the number of signals |SĜ | is minor, this can easily be achieved.

Based on the pre-processed signals Spre , external signals SE , and newly generated signals SG

the label signal is generated. The label signal is crucial for the supervised signal subset selection

in the following step and the whole approach. This generated label signal holds the information

ŷ of the desired output y of the DDF. In the case of a perfectly designed and developed DDF the

label information and output of the function should be identical at all discrete time steps t with

1 ≤ t ≤ n, n ∈ N+ (i. e.
n∑
t=1
yt − ŷt = 0). This label is generated based on the DDF specification

(cf. Section 3.2). In the example of the proactive seat heating, this label corresponds with the

status of the driver’s seat heating which should later be predicted. Let sl be the generated label

and let sl̂ ∈ (Spre ∪ SE ∪ SG) be the signals specified in the rule for the generation of the label
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sl. Also, let sl be the value of sl. Furthermore let SL̂ be the set of signals sl̂ ∈ (Spre ∪SE ∪SG)

required for the generation of sl, with 1 ≤ l̂ ≤ r, r ∈ N+, where r represents the number of

required signals. In the first step of the label generation, all signals out of SL̂ are extracted

which are required to create the label specified by the developer. Based on these signals sl̂, the

specified labeling rule is applied to generate the label sl. In the example of the proactive seat

heating, this label sl holds the information if the seat heating of the driver is switched on or

off. In this case, only one signal sl̂ (i. e. |SL̂| = 1) is required for the generation of the label sl.

The required signal status seatheating driver contains the information of the current seat

heating level. As the label should only hold the information if the seat heating is switched on or

off and not the actual level of the seat heating, a simple transformation is necessary. All values

0 are mapped to 0, and all values between 1 and 3 are mapped to 1. Similar to the generation

of the signals, this can be executed asynchronously and distributed, depending on the signals

in SL̂.

Finally, the pre-processed signals Spre , external signals SE , and newly generated signals SG

are forwarded, here further denoted as Sinit
def
= Spre ∪ SE ∪ SG . The label information sl is

forwarded separately to the next step.

3.5 Signal Subset Selection

In the signal subset selection (¹), the actual signal subset SA for the input of the DDF is

selected. An overview of this step is depicted in Figure 3.6. In the initial state of this step the

label information sl and the signals of the previous step are received Sinit (i. e. Spre ∪SE ∪SG).

Let sa be all signals with 1 ≤ a ≤ m,m ∈ N+, where m is the total number of pre-processed,

external and generated signals (i. e. m = |Sinit |). Furthermore, let sa be the value of signals

sa. For each signal sa a score scorea is calculated. The calculation of the score is based on

a supervised filter feature selection algorithm (cf. Section 2.3.2) and uses the current value sa

of the signal sa and the current value sl of the label sl to calculate a score describing the

importance of the signal. Depending on the used algorithm, this scoring can be completely

independent for each signal sa or not. If the algorithms work independently for each signals

sa, this step only needs the current value sl of the label sl and each signal-value (i. e. sa of

sa) independently. In this case, this step can easily be distributed over the E/E architecture

(cf. Challenge 1) and no synchronisation of all signals is required (cf. Challenge 3). When

executed onboard the vehicle, the calculation of the score can even be performed where each

signal is generated. The only communication within the architecture would be the broadcast of

the label sl consisting out of one value. If an algorithm is used, which requires multiple signals

sa for the computation, these have to be present at the same place, and further synchronisation

is required.

Next, the scores scorea are collected and ranked among each other. Depending on the

algorithm, a higher score describes more important signals or vice versa. As a result, a ranking
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ranka of each signal sa is obtained, and this is the basis for the next step the post-processing.

This is the first step in the proposed approach, which has to be executed in a central place.

This step does not produce a substantial overhead in communication or is contradictory to the

federated E/E architecture (cf. Challenge 1), as only the score of each signal, is collected and no

actual signal values have to be sent. Depending on the DDF, the collection has to be performed

once within multiple seconds, minutes, hours, or even days.

Based on the ranking ranka the top n signals are selected. The value of n has to be specified

as a threshold in the specification of the DDF. These top n signals out of Sinit are denoted as

the set SA with the size |SA| = n. This selected signal subset SA is then forwarded to the next

step, the post-processing.

3.6 Post-Processing

After the selection of the signal subset SA it can be post-processed (º) in three different ways:

(i) As report providing insight for the developer of a non-data-driven classical function, (ii) as

report providing insight for the developer for a manual development of the DDF, or (iii) as

automatically selected input for the DDF.

In the first case, the report of the selected signal subset and the ranking of each signal can

give the developer of a classical function (i. e. non-data-driven) further insight how to optimise

the function by adding new signals. In the case of manual development, the signal subsets

are manually integrated into the DDF. Additional expert knowledge can be used during this

manual process to optimise the selected input further; however, this does not scale for signal

subsets varying for each user. In the automatic case, no manual assessment of the selected

signal subset is required, and the signal subset is automatically used as input for DDF. This

allows very user-specific personalisation. However, without any manual verification, the input

of the resulting function is not fully transparent during the development phase, as it could

differ for every user. It, therefore, may require additional verification steps within the DDF.

For every DDF, the post-processing can be configured in the DDF specification (cf. Section 3.2).

Which one of the two different post-processing methods is preferred, has to be decided by the

developer. Also, both at the same time would be possible. In the following two paragraphs,

each post-processing method is further presented.

3.6.1 Report

To gain further insights or to manually develop the DDF, a report of the results can be con-

figured. In the case of the report, all ranking results are collected from the vehicle(s) data and

merged into one report for the developer. An exemplary report for the use case proactive seat

heating is shown in Listing 3.2. This report is generated either once after a specific execution

time of the approach or continuously. The report contains meta-information from the speci-

fication, the initial specification, and the results of the signal subset selection. Similar to the
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specification, the results are exported to a YAML-file, but could also be exported to similar

data interchange formats (e. g. JSON).

The first part of the report contains a direct copy of the metadata and the configuration

from the specification. In Listing 3.2, this information is not further mentioned and would be

similar to Listing 3.1. The second part contains the actual information of the results and the

selected subset of vehicle signals. The results are listed for each unique user the approach has

been executed on. Each user is pseudonymised with a hashed id in order to preserve the user’s

privacy. In case the approach is executed on test vehicles owned by the OEM, the hashing

could also be omitted for the identification of the exact vehicle.

First, the timestamp information of the generated results is stated. The timestamp is

encoded in a human-readable format as well as seconds since the epoch (cf. [147]). In the next

part, the information on the evaluated data is stated. As the communication within the E/E

architecture is asynchronous, no exact number of samples can be counted as one normally would

do in the field of machine learning. In this case, the exact time of the evaluated data (i. e. the

time the car was driven) is stated. The next section contains the information on how long each

label has been observed, which is crucial information for the developer to evaluate the results.

For example, this information can be used to validate how long a function is used, and if the

result should be omitted. In some cases, the rules for the label generation lead to missing values

of the label (e. g. if a function’s state is not valid, or during the start-up of the vehicle). The

duration of missing label information is encoded as Not a Number (NaN) (cf. [148, p. 26]) and

during this time, no signals sa are processed. The ranking section contains the actually selected

signal subset SA in the order of the ranka, stating the score scorea of each selected signal sa.

In our example, only the top n = 10 ranked signals are listed, as configured in the specification.

The score for each signal helps the developer to select the appropriate signals and to assess the

relevance of each signal. The method and range of the scores depends on the used algorithm.

The section with all whitelisted signals follows the ranking section. For each whitelisted

signal the score is additionally stated. In the here shown example the signal containing the

VIN has a score of zero. As the value of this signal never changes within the same vehicle, and

the user only used the same vehicle, the algorithm calculates for this static signal a score of

zero. Whitelisted signals are never excluded from the evaluation or report, as the developer can

configure them explicitly. In addition, the scores give the developer the possibility to evaluate

their hypothesis on the signals. For example, if the customer uses different vehicles (i. e. different

VINs) and if this correlates to the usage of the function. In the last part of the report, the

execution time of the algorithm is stated, and the used algorithm.
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# --------------------------------------------------------
# Report for Proactive Seat Heating for the Driver
# --------------------------------------------------------

meta_info:
# meta information from specification
author: Christoph Segler
date: 2019 -12 -01
version: 1.0
comments: Signalnames changed due to confidential information

specification:
# configuration from specification (cf. Data -Driven Function Specifiaction)
function:

name: seatheating_driver
max_inputs: 10
...

pre_processing:
...

add_signals:
...

labeling:
- 0: status_seatheating_driver == 0 # rule for label 0: seatheating off
- 1: 3 >= status_seatheating_driver >= 1 # rule for label 1: seatheating on

results:
# results from the proposed approach on actual data (cf. Evaluation)
- user_id: 99 c5e07b4d5de9d18c350cdf64c5aa3d # hashed user id

timestamp: 1575203018 # timestamp of the report
date: 2019 -12 -01 # date of the report
time: 13:23:38 # time of the report

signals: 14045 # number of evaluated signals
duration: 50290.0s # duration of data/drive

labels:
# observed duration of each label
- 0: 20400.0s # seatheating off
- 1: 29440.0s # seatheating on
- NaN: 450.0s # non specified label

ranking:
# selected signals by algorithm including score
- temperature_evaporator: 0.7713567316753018
- hvac_heatflow: 0.7005797593649095
- hvac_ventilation_control: 0.4827692038819273
- temperature_axle_front: 0.4465333673434153
- temperature_ecu1_sensor2: 0.4448788330681288
- temperature_ecu1_sensor1: 0.4446271999459923
- temperature_axle_front_amp: 0.4367590224275681
- temperature_axle_rear: 0.3381573220801821
- temperature_outside: 0.3240877182274780
- presence_passenger: 0.1105681040988211

whitelist:
# selected signals by specification including score
- vehicle_vin: 0.0

execution_time: 9.17s # actual execution time of algorithm
algorithm: FisherScore # used algorithm

- user_id: dd458505749b2941217ddd59394240e8
...
...

Listing 3.2: Exemplary report for the use case Proactive Seat Heating based on evaluation data*

*The vehicle signal names in this document have been changed due to confidential information.
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3.6.2 Automatic Input

The previously selected signal subset SA can also be directly used as input for the DDF without

any further manual processing. Figure 3.7 shows an overview of this step.1 The input of the

DDF is split into two different types of input, the dynamic input and the static input.

Function

Dynamic Input 1

.
.
.

Dynamic Input n

Static Input 1

.
.
.

Static Input r

Label

Static Output 1
.
.
.

Static Output o

DDF
fdd : x→ y

Input Set

Ranking
rank1,...,m

x1

xn

xn+1

xn+r

ŷ

y1

yo

Figure 3.7: Automatic input selection for data-driven functions

The dynamic input is defined after the selection of the signal subset SA. This leads to a

dynamic definition of this input at run-time. Depending on the type of DDF, this dynamic

input can vary between each user or each vehicle. In contrast to the dynamic input, the static

input is predefined during the deployment.

Let xi be the input signal of the input vector x of the DDF fdd with 1 ≤ i ≤ n+r, n ∈ N+, r ∈
N+, with n dynamic inputs and r static inputs. The dynamic input is automatically defined

through the selected signal subset SA. Each input signal xi is linked to the corresponding

signals sa, where ranka = i (i. e. the first input corresponds to the highest-ranked signal and

so on). The size of the dynamic input corresponds to the size of the selected signal subset

(i. e. n = |SA|).
The number of signals n is always fixed, which makes it easier for the developer to create the

1The general concept for the automatic input selection has been previously published at the 2020 IEEE
ICSA (cf. [10]).
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actual function and do not have to care about changing input sizes. The disadvantage of the

fixed input size is that redundant or irrelevant data might be used as input of the DDF. Here, we

can neglect this as n is typically a lower two-digit number, which is a significant improvement

compared to a total number of up to many thousand signals (cf. Challenge 4) available within

the vehicle. In the case of the example of the proactive seat heating, the number of selected

input signals is n = 10, and the selected input signals would be the signals shown in Listing 3.2.

The static input has to be manually specified by the developer and can also be omitted.

For the training of the DDF, the label vector ŷ is required, which can either be identical

to the label information sl from the previous steps or can be defined independently. In most

cases, the label vector is equal to the generated label in the label generation step and can be

directly used. In some cases, the developer requires different or additional label information for

the training. For example, in the case of the proactive seat heating, the developer might want

to use a more precise input, which has all seat heating levels encoded.

The DDF (fdd) itself has to be created by the developer. This function will learn the

representation of the input x to the y and trying to fit the output vector y to the label vector

ŷ. Let yi be one output signal of the output vector y of fdd with 1 ≤ i ≤ o, o ∈ N+, with o the

number of outputs generated by fdd. These outputs are only defined by the developer. In the

example of the proactive seat heating, this could either be the control of the seat heating level,

the temperature the seat heating should reach, or even the current/voltage used to heat the

seat. Depending on the implementation in most cases, the output directly relates to the label

ŷ, but it could also differ. Parts of this DDF can also be pre-trained on the static input labels

and then later be deployed including the dynamic input.

The automatic input has the vital advantage of directly selecting the appropriate input for

a DDF onboard of the vehicle and therefore scales very well for highly personalised functions.

However, this also comes with the trade-off of in-transparency of the input signals during the

development of the DDF.

3.7 Deployment Strategy

The previously presented approach can be deployed on different targets (e. g. onboard, off-

board). The deployment strategy component (») controls this deployment. The approach

can be deployed in the OEM’s back end infrastructure on recorded or streamed data or can

be deployed directly onboard the vehicle. The following paragraphs introduce the different

deployment targets and strategy.1

1The general idea behind the deployment strategy has been previously published at the 2019 IEEE ITSC
(cf. [4]).

55



3. APPROACH

3.7.1 Deployment Targets

We differentiate between four different deployment targets. An overview of the different de-

ployment targets and their attributes is given in the upper part of Table 3.4.

Table 3.4: Overview on deployment targets and strategy*

*Parts of table previously published at 2019 IEEE ITSC (cf. [4]) ©IEEE 2019

Deployment Back End Back End Onboard Onboard
Data Test Fleet Set of users Set of users All users

Data Collection Cost • • • ◦ ◦ • ◦ • • ◦ • •
E/E Architecture Impact • • • ◦ • • ◦ ◦ • ◦ ◦ •
Algorithm complexity • • • • • • ◦ ◦ • ◦ ◦ •
Privacy Preservation • • • ◦ ◦ • ◦ • • ◦ • •
Result Delay • • • ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

Report Generation Ë Ë Ë é
Automatic Input Selection é é é Ë

Type S I
A (System) Ë Ë Ë Ë

Type S II
A (Group) é Ë Ë Ë

Type S III
A (User) é é é Ë

Legend: Good: • • •, notable: ◦ • •, moderate: ◦ ◦ •, poor: ◦ ◦ ◦
Covered by deployment strategy: Ë, not covered: é

The most straightforward deployment is execution on recorded test fleet traces in the back

end. These traces are already present in the OEM’s back end and are collected from test fleet

vehicles which are equipped with data loggers. This data is usually used for the development

and testing of prototypes, but can also be used for this approach. By using this data, no

additional cost for the collection is added, and the impact of the E/E architecture is relatively

small as the logging hardware is already integrated into the test vehicles. Any algorithm can

be deployed in this case, as computing resources in the back end can be considered as nearly

unlimited. Running the approach on already recorded data leads to almost immediate results

and a fast development of the DDF. However, this data originates from test vehicles which are

driven by test drivers. Test drivers behave differently from a normal user, as they verify the

proper function of the vehicle and its functionalities. Therefore no user-specific behaviour can

be covered, but is highly privacy-preserving, as no customer-related data is used.

To cover any user-specific behaviour, the approach has to be run on actual user data. In case

of a back end-deployment, user data needs to be transferred to the back end. The transmission

of all vehicle signals of a complete vehicle fleet would be highly inefficient and very costly,

even if technically possible (cf. Challenge 6). The only way to reduce this amount is to either

lower the number of vehicles or number of vehicle signals. As this approach tries to discover

appropriate vehicle signals for a specific DDF, only a reduction of the number of vehicles is

reasonable. By this, the transferred amount of data can be minimised by only collecting data

of a subset of users, but this also leads to less accurate results by not capturing the behaviour

of all users. This transfer of vehicle signals also adds hardware cost for the vehicle, which are
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selected for the data transfer. In the case of production vehicles, the hardware has to either

be retrofitted to the chosen vehicles or built-in for all vehicles at the production phase, as it

is not clear from the beginning which vehicles will be selected. On top, the characteristics of

the E/E architecture also impacts this deployment. As the data has to be collected from real

users, the collection can earliest start after the Start of Production (SOP) and therefore delays

the receipt of the first results. As actual user-related data of a group of users is collected, this

is not as privacy-preserving as using data from test vehicles.1

By deploying the algorithms directly onboard the vehicle, no actual user data needs to be

transmitted to the back end, and therefore the data collection is much more efficient. However,

when deploying onboard, additional computational resources have to be added to the vehicle

and thereby restrict the applicable algorithms. With this deployment, we also need to con-

sider all characteristics of the E/E architecture. The design of this approach allows an easy,

distributed deployment within the vehicle. A significant advantage of this deployment is its

privacy-preserving nature by not transmitting any user-related data and only transmitting the

resulting signal subsets. When trying to identify highly personalised signal subsets, deployment

on all vehicles is inevitable, as the subsets vary for every user.

If we consider the different post-processing methods and the different deployment targets,

not all methods can be deployed everywhere. The middle part of Table 3.4 gives an overview of

the possible options. In the case of report generation, only the first three deployment targets

can be used (i. e. back end on test fleet data, back end for a set of users, and onboard for a set

of users). We do not consider the report generation for an onboard deployment for all users.

This would lead to a vast amount of reports, and this would not necessarily help the developer.

Even if so, the purpose of the report is to develop a DDF valid for all users. This can already

be done with the report of a smaller set of users. In the case of an automatic selection for the

input, only an onboard deployment on every vehicle would scale. Here an implementation in

the back end would also add a significant communication overhead by transmitting data back

and forth. An onboard-deployment for a set of users does not make sense as the DDF requires

the selected input within the vehicle.

3.7.2 Deployment Classification and Strategy

For the deployment strategy of this approach, we distinguish between three different types of

signal subsets SA. These subset types have been briefly presented in Section 3.2. The developer

has to specify which type of signal subset they expect as result. This classification can only be

done with prior knowledge from the expert developing the DDF. In case it is unclear which type

to use, an iterative classification is possible. These subset types range from intuitive correlations

of a system to very user-specific correlations. We categorised the signal subsets SA into the

following three types:

1In case of deployment on user data, the approach has to be deployed in compliance with the user’s pref-
erences and local laws and regulations (e. g. General Data Protection Regulation (GDPR) [149], California
Consumer Privacy Act (CCPA) [150]).
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Let Si with 1 ≤ i ≤ k, k ∈ N+ be a selected signal subset SA for user i and a total number

of users k. The first signal subset type, type I (S I
A), includes all signal subsets Si which hold

true for all users or all systems and contain a similar signal subset:

S I
A

def
= {Si | ∀i, j ∈ {1, . . . , k},Si = Sj} (3.6)

For example, the steering torque of the steering wheel is only related to the physics of the

driving dynamics and not to any user behaviour. These correlations are similar among all users

and lead to the same selected signal subset.

The second type, type II (S II
A ), includes all signal subsets Si which hold true for a group of

users and are at least similar for two users:

S II
A

def
= {Si | ∃i, j ∈ {1, . . . , k}, i 6= j ∧ Si = Sj} (3.7)

For example in one of the test cases in the later shown evaluation, a group of users showed a

correlation between the driving dynamics control (i. e. sport, comfort, or eco) and whether a

co-driver is present or not. This kind of signal subsets are similar for a certain group of users,

but not all users.

The third type, type III (S III
A ), includes all signal subsets Si , which hold true for only one

specific user and is unique for every user:

S III
A

def
= {Si | ∀i, j ∈ {1, . . . , k}, i 6= j ∧ Si 6= Sj} (3.8)

These correlations are very user-specific and at the core of user-specific personalisation. An

example is parallel usage of several functions at the start-up of the vehicle (i. e. which functions

are triggered when the user is commuting from home to work).

For every DDF, the developer has to configure this type in the specification. This config-

uration is then used for the deployment strategy. The approach is either deployed (i) in the

back end on test fleet data, (ii) in the back end on user data, (iii) onboard a group of vehicles,

or (iv) onboard all vehicles. The lower part of Table 3.4 shows which deployment target can be

used to identify which type of signal subset. Also, an iterative classification, from type I over

type II to type III is possible if the developer is unsure about the classification.

If the DDF is categorised as type I the required signals can be easily selected on test vehicle

data, and the approach is deployed in the back end on test vehicle data. In the case, the DDF

is categorised as type II actual user data is required as test vehicle data contain interactions of

test drivers with vehicle functions and do not cover any user behaviour. Here, the approach is

then either deployed on user data already present in the back end or if no data is yet available

deployed onboard a group of vehicles. If the DDF is highly user-specific and is categorised

as type III, the approach is directly executed onboard every vehicle where the DDF will be

deployed.
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In the case, the automatic input selection is configured, the approach must always be de-

ployed onboard every vehicle, as every vehicle needs the input information for the deployment

of the DDF. This strategy can also be integrated into existing Continuous Integration and

Continuous Deployment (CI/CD) pipelines as proposed in our work on an automated CI/CD

pipeline for DDFs (cf. [11]).
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Chapter 4

Offline Evaluation

4 Offline Evaluation

4.1 Test Cases

4.2 Setup

4.3 Data Sets 4.4 Pre-
Processing
Evaluation

4.1 Test Cases
4.5 Signal

Subset Selection
Evaluation

4.1 Test Cases
4.6 Deployment

Evaluation

Figure 4.1: Chapter structure

For the assessment of the approach, we conduct multiple evaluations. This chapter presents

the first three evaluations. Figure 4.1 depicts the structure of this chapter.

The first evaluation assesses the proposed vehicle signals pre-processing step and compares

its performance to a baseline without any pre-processing. Next, based on these pre-processed

signals, the labels needed for the next evaluation are generated. This part of the approach

cannot be evaluated because it is only based on the specification for each test case. Next, we

evaluate the signal subset selection step of the proposed approach.1 The used algorithm pro-

foundly impacts the performance of this step. To minimise the effect of the selected algorithm,

we use 15 different algorithms for each test case and data set. In the last section, we evaluate

the deployment strategy by comparing the different selected signal subsets out of the signal

subset selection step before. All these evaluations are based on the same 24 test sets and 101

data sets. These evaluations are purely done offline without any streaming data or any onboard

deployment. This will be evaluated in Chapters 5 and 6.

1A preliminary evaluation of the signal subset selection step using other data sets has been previously
published at the 2019 IEEE ITSC (cf. [4]).
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4.1 Test Cases

For all three evaluations conducted in this chapter, we use 24 different DDFs as test cases

(cf. Table 4.1). We categorise these test cases into the classification presented in Section 2.1.

First, we will present the test cases of the type system function, followed by context-aware

function, and finally, all test cases of the type anomaly detection.

Table 4.1: Test case overview

No. Test Case Type

(1) Day/Night Mode System Function
(2) Power Consumption System Function
(3) Valid Lane Markings System Function
(4) HVAC Driver Context-Aware Function
(5) HVAC Co-Driver Context-Aware Function
(6) Proactive ACC Context-Aware Function
(7) Proactive ACC Gap Context-Aware Function
(8) Proactive Window Driver Context-Aware Function
(9) Proactive Window Co-Driver Context-Aware Function
(10) Proactive Seat Heating Driver Context-Aware Function
(11) Proactive Seat Heating Co-Driver Context-Aware Function
(12) Proactive DEC Context-Aware Function
(13) Frontend Collision Warning Anomaly Detection
(14) Cross Traffic Alert Anomaly Detection
(15) Lane Departure Warning Anomaly Detection
(16) Lane Departure Sensitivity Anomaly Detection
(17) Lane Departure Intervention Anomaly Detection
(18) Lane Change Warning Anomaly Detection
(19) Lane Change Sensitivity Anomaly Detection
(20) Lane Change Intervention Anomaly Detection
(21) Side Collision Warning Anomaly Detection
(22) Speed Limit Assist Anomaly Detection
(23) Speed Limit Assist Offset Anomaly Detection
(24) Steering Wheel Vibration Anomaly Detection

4.1.1 System Functions

Three out of the 24 test cases are pure system functions. These data-driven system functions are

designed to model a part of the automotive system or a physical effect within the vehicle. In the

automotive domain, a wide range of these functions have been developed, and with the advance

of available computational resources, the number will further increase. These functions can

range from data-driven battery management systems [31], air leak modelling and monitoring of

combustion engines [32], intelligent active suspension systems [33], diagnosis of antilock braking

systems [34], to fault diagnosis for automotive engines [35]. For the evaluation of our approach,

we use the following three test cases of the type system function:
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Day/Night Mode

For the first test case, we use the day and night mode function of the vehicle’s Human-Machine

Interface (HMI). This function is already part of today’s vehicles and is based on an illumination

sensor in the windscreen (cf. [151]). The prediction of this state should be easily achievable by

any algorithm. In our case, we use this use case as a first “sanity check” of the algorithm’s

results. The label for the training is directly generated from the signal stating the current

mode of the HMI. Therefore, this signal is needed to be added to the blacklist for the input

of the DDF. If this signal would be included into the signal subset selection, it would identify

this signal as input for the DDF, and it would directly learn from the label. This would not

lead to any meaningful results. For each test case, the threshold |SA| = n has to be set as

a trade-off between accuracy and computational complexity. The higher the number n, the

more possible signals can describe the context for a particular state, but could also lead to the

before-mentioned curse of dimensionality and increased calculation time in the next steps. For

all test cases in this evaluation, we choose the maximum number of n = 30 for the selected

input size. As the first test case, we specify the following:

Test Case 1 (Day/Night Mode)

Prediction if the vehicle’s HMI should be switched to day mode or night mode.

Listing A.1 (cf. Appendix A) shows the specification of this DDF. The other parts of the

specification are similar for all test cases in this evaluation and are mentioned later.

Power Consumption Prediction

The second test case is also of the type system functions. The purpose of this DDF is to

predict the power consumption by all E/E systems in the vehicle. This kind of functions are

already proposed in different works and are partly already integrated into current vehicles

(e. g. [152–154]). Here we use this test case to evaluate if the proposed approach can identify

appropriate signals for the input of such a function. As a result of this, we specify the following

test case:

Test Case 2 (Power Consumption)

Prediction of the electrical power consumption of all E/E systems in the vehicle.

In Listing A.2, the specification is shown for this DDF. As in the previous test case, the label

can be directly created from an existing vehicle signal stating the current power consumption.

In this case, we want to identify 15 different equally sized classes of power consumption, based

on the current consumption. Additionally, all signals of already implemented functions of this

kind are excluded as potential input signals.
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Valid Lane Marking Prediction

The third test case of the type system function is a DDF to predict whether the detected

lane markings are valid or not. The function lane marking detection is already part of current

vehicles, and many different implementation methods have been proposed (mostly camera-

based, e. g. [155–158]). However, we do not want to detect a lane marking, but we want to

predict whether a lane marking is valid or not, based on the context information posed by the

vehicle signals. As a result of this, we specify the following:

Test Case 3 (Valid Lane Markings)

Prediction if valid lane markings are present and can be used by other vehicle systems.

Listing A.3 shows the specification for this DDF. The label is created based on the signals

representing the measurement of the current lane width. In case the lane marking cannot be

identified, the signal has a special value. In our case si = 15. As in the other cases, the signal

which is used for the label generation is added to the backlist.

4.1.2 Context-Aware Functions

Another type of DDFs are context-aware functions (cf. Section 2.1). With the advance of

intelligent systems, the customer demands adaptive and intelligent functions which learn ac-

cording to their behaviour. These DDFs capture hidden knowledge for continuously improving

their capabilities and providing a highly personalised user experience (also known as context-

aware systems [36]). In the automotive domain, these functions range from intelligent window

lifters [37], intelligent in-car infotainment systems [38], intelligent window wipers [39], proac-

tive comfort functions [40], to intelligent cruise controls [41]. The principal functionality of

these functions is already present in current vehicles. However, this basic functionality does

not include any adaption to the user. For this evaluation, we used nine test cases of the type

of context-aware DDFs. These functions range from HVAC functions to driving dynamics

functions and are introduced in the following.

HVAC Temperature

The basis for the first two DDFs is the automatic HVAC system built in current vehicles

(cf. [159, pp. 293ff]). The here used DDFs tries to predict the desired temperature of the vehicle’s

interior, for the driver and the co-driver separately. The current implemented automatic HVAC

systems can automatically reach and hold the temperature defined by the user, but the user

still has to select the preferred temperature manually. As the preferred interior temperature

highly depends on the user’s preferences and other contextual information, we try to predict the

preferred temperature with a DDF. The idea behind this DDF is to learn the user’s preferences

and proactively set the temperature for the HVAC system according to past behaviour. HVAC

systems in premium vehicles differentiate between the temperature for the driver and the co-

driver (or even for every single passenger). Here, we only differentiate between the driver and
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the co-driver, which results in two separate DDFs and test cases. The following two test cases

are specified:

Test Case 4 (HVAC Driver)

Prediction of the desired temperature for the driver maintained by the HVAC system.

Test Case 5 (HVAC Co-Driver)

Prediction of the desired temperature for the co-driver maintained by the HVAC system.

Listings A.4 and A.5 show the specification for both test cases. The label in each test case is

created based on the signals containing the current setting of the preferred temperature within

bins of 1.5°C. In both cases, the signal used for the label generation is added to the blacklist to

avoid any undesired correlations.

Adaptive Cruise Control

The next two test cases for a context-aware DDF are based on the ACC. The ACC itself is

already part of the ADAS of current generation vehicles (cf. [160, pp. 478-521]). According to

ISO 15622 (cf. [161]), the ACC is “an enhancement to conventional cruise control systems, which

allows the subject vehicle to follow a forward vehicle at an appropriate distance by controlling

the engine and/or power train and potentially the brake” [161]. The purpose of these two

DDFs is to predict if the users want to activate/deactivate the system and at which distance

the system should follow the vehicle in front.

The first DDF only predicts whether the function should be on or off and thereby can proac-

tively engage/disengage the ACC. The purpose of the second DDF is to predict the following

distance, which can be defined by the driver and which highly depends on the context and the

driver’s preferences. In ISO 15622 (cf. [161]) this time gap is defined as: “Time interval for

travelling a distance, which is the clearance d between consecutive vehicles. The time gap τ

is related to vehicle speed v and clearance d by: τ = d/v” [161]. Current ACC systems do

not allow the driver to exactly set this time gap, but gives the option of different predefined

settings. In our case, the driver can choose between 1, 2, 3, or 4, where 1 is the closest setting

and 4 the furthest setting (cf. [159, pp. 242ff]). Here the purpose of the second DDF is to

predict this setting. Thereby, we define the following two test cases:

Test Case 6 (Proactive ACC)

Prediction of the activation/deactivation of the ACC.

Test Case 7 (Proactive ACC Gap)

Prediction of the preferred gap-distance for the ACC.

Listings A.6 and A.7 show the specification for both DDFs. In the first case, the label is

directly created from the signal containing the current state of the ACC and in the second case

based on the signal containing the current time gap setting. In both cases, the signals indicating
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the status of the system, the current gap setting, and the maximum speed are added to the

blacklist, as they contain the systems status and should not be used for the prediction within

the DDF. Also, additional signals used for the internal configuration of the ACC are added to

the blacklist. However, they are not further mentioned due to confidential information.

Windows

The basis for the next two test cases are the window lifters of the driver’s and co-driver’s window

(cf. [159, pp. 106ff]). The purpose of these two DDFs is to predict the state of the driver’s

window, respectively the state of the co-driver’s window. By this, the DDF can proactively

control the window based on the user’s preferences and context. The following two test cases

are specified:

Test Case 8 (Proactive Window Driver)

Prediction of the preferred state of the driver’s window.

Test Case 9 (Proactive Window Co-Driver)

Prediction of the preferred state of the co-driver’s window.

Listings A.8 and A.9 show the specification for both test cases. In each test case, the label

is directly created from the signal containing the window’s state. The states for partly opened

and fully opened are combined into one label. In both cases, the blacklist contains the signals

for the window’s state, the control of the window lifter and the button’s state.

Seat Heatings

The basis for the next two DDFs is the seat heating of the driver’s and the co-driver’s seat

(cf. [159, pp. 130f]), which was introduced in the last chapter. The purpose of these two test

cases is to predict the preferred state of the driver’s or co-driver’s seat heating. By learning the

user’s behaviour, the DDFs can act proactively and switch on/off the seat heating:

Test Case 10 (Proactive Seat Heating Driver)

Prediction of the desired state of the driver’s seat heating.

Test Case 11 (Proactive Seat Heating Co-Driver)

Prediction of the desired state of the co-driver’s seat heating.

Listings A.10 and A.11 show the specification for both test cases. The label is directly created

from the observed state of the seat heating used by the user. To eliminate any correlations with

the function’s output, the state signals, the control signals, and the temperature of the seat

heating are added to the blacklist.
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Driving Experience Control

The basis for the last context-aware DDF is the Driving Experience Control (DEC) system

(cf. [159, pp. 145ff]). This function adjusts various driving dynamic properties (e. g. suspension,

engine) and can be manually set by the driver. The driver has the choice between the modes,

comfort, sport, or eco pro. Here, the purpose of the DDF is to predict the chosen driving mode

in similar situations where the driver preferred a certain driving mode. For this DDF, we specify

the following test case:

Test Case 12 (Proactive DEC)

Prediction of the preferred driving mode controlled by the DEC.

Listing A.12 shows the specification of this DDF. The label is directly created from the

signal containing the current state of the DEC. To avoid that any outputs of this function

being used as input, all output signals of the DEC are added to the blacklist. This includes not

only the status of the DEC but also all signals which configure different vehicle components

according to the driving mode.

4.1.3 Anomaly Detection

DDFs can also be used for anomaly detection. Anomaly detection is a process to find outliers

on data by comparing with some predefined pattern or rules. Here, an outlier is defined as

“patterns in data that do not conform to a well-defined notion of normal behaviour” [46].

In the automotive domain, anomaly detection is commonly used to detect anomalies in the

system to recognise malicious attacks on the vehicle. Here, we aim to identify mistimed or

unintended deactivation of vehicle functions, in particular, ADAS, at run-time by DDFs. In

current vehicles, more and more ADAS are integrated. For personalisation purposes, these

functions can be configured by the driver. For example, a driver can deactivate such systems

manually. A deactivation per se is not a problem if intended by the driver. For instance, a

driver might disable traction control when being stuck in an iced parking lot. However, if such a

function is deactivated while driving at high speed due to a software or hardware fault, or an IT

attack, this could lead to a severe problem. We evaluate our approach based on twelve ADAS

functions. In each test case, the purpose of the DDF is to predict the configuration of the ADAS

function based on similar situations seen before and thereby identify potential anomalies in the

current configuration/state and inform the driver about the current configuration. By this, the

driver is informed about potential deactivated ADAS functions and take countermeasures (e. g.

change the driving style). Here we use the following twelve ADAS functions as the basis for the

proposed DDFs.

Frontend Collision Warning

The first ADAS function for which we want to detect anomalies by using a DDF is the frontend

collision warning system. According to ISO 15623 (cf. [162]) the purpose of the frontend
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collision warning system “is to warn the driver when the subject vehicle encounters the situation

of a forward vehicle in the subject vehicle’s trajectory becoming a potential hazard” [162].

This system can be switched on and off by the driver, for personalisation purposes. For our

evaluation, we define the following test case:

Test Case 13 (Frontend Collision Warning)

Anomaly detection for the status of the frontend collision warning system.

Listing A.13 shows the specification for this test case. The label is directly created from

the configuration signals which can either be on or off. The blacklist contains the status and

configuration signals of the frontend collision warning system.

Cross Traffic Alert

The second ADAS which can be configured by the driver and where we want to detect anomalies

is the cross traffic alert system. “A rear cross traffic alert system for a vehicle is utilized

to generate and display rear cross-traffic warning symbols to the driver during reverse gear

manoeuvres” [163]. In our case, the system can be switched on or off (cf. [159, pp. 287ff]) and

we specify the following test case:

Test Case 14 (Cross Traffic Alert)

Anomaly detection for the status of the cross traffic alert system.

Listing A.14 shows the specification for this test case. Similar to the test case before, the

label is based on the status signal, and the blacklist contains the status and configuration signal.

Lane Departure Warning

The next ADAS function for which we want to identify anomalies in the configuration is the lane

departure warning. The purpose of the lane departure warning system is to warn the driver if

the driver unintentionally crossed the lane marking on the road (cf. [164–166]). Here the system

has three configuration parameters which can be changed by the driver. The system itself can

be activated or deactivated, the sensitivity of the system can be configured, and it can be

configured if the car should automatically intervene in case of a lane departure [159, pp. 210ff].

For each of the parameters which can be configured, a separate DDF is implemented. We

specify the following three test cases:

Test Case 15 (Lane Departure Warning)

Anomaly detection for the status of the lane departure warning system.

Test Case 16 (Lane Departure Sensitivity)

Anomaly detection for the sensitivity setting of the lane departure warning system.

Test Case 17 (Lane Departure Intervention)

Anomaly detection for the setting if the lane departure warning system should intervene by

actively steering in the opposite direction.
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Listings A.15 to A.17 show the specification of each test case. The labels are based on the

signal containing the current configuration setting for which anomalies should be detected. In

all test cases, the three signals containing the three configuration settings are added to the

blacklist. The signal containing the status of the lane departure warning system is added to

the blacklist, to avoid any dependencies on the status of the function.

Lane Change Warning

The next test case for which we want to identify anomalies is based on the ADAS function lane

change warning. The purpose of this function is to warn the driver if they want to change the

lane, and the lane is occupied by a different vehicle. In ISO 17387 (cf. [167]), three different

types of lane change warning systems—also known as lane-change-decision-aid-systems—are

defined. In our case, the system is a type three system which can detect vehicles in the blind

spot, or approaching vehicles from behind in the adjacent lanes (cf. [159, pp. 213ff]). Similar to

the lane departure warning system, the driver can configure this function with three different

settings. The system can be activated or deactivated, the sensitivity of the system can be

configured, and it can be configured if the car should automatically intervene in case of a lane

change onto a lane occupied by another vehicle. For our evaluation, we specify the following

three test cases:

Test Case 18 (Lane Change Warning)

Anomaly detection for the status of the lane change warning system.

Test Case 19 (Lane Change Sensitivity)

Anomaly detection for the sensitivity setting of the lane change warning system.

Test Case 20 (Lane Change Intervention)

Anomaly detection for the setting if the lane change warning system should intervene by actively

steering in the opposite direction.

Listings A.18 to A.20 show the specification for each test case. In each test case, the label

is based on the signal containing the current configuration setting for which anomalies should

be detected. In all test cases, the three signals containing the three configuration settings are

added to the blacklist. Also, the signal containing the status of the lane departure warning

system is added to the blacklist, to avoid any dependencies on the status of the function.

Side Collision Warning

The next test case is based on the ADAS function side collision warning. This system helps

the driver to avoid side collisions with vehicles on the adjacent lanes by a warning and steering

intervention (cf. [159, pp. 217ff]). This system can be either activated or switched off by the

driver. For this function, we specify the following test case:
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Test Case 21 (Side Collision Warning)

Anomaly detection for the status of the side collision warning system.

Listing A.21 shows the specification of this test case. Similar to the other test cases, the

label of the DDF is created based on the status signal, and the blacklist contains the status

and configuration signal.

Speed Limit Assist

The basis for the next test case is the speed limit assist system. The system uses the traffic

sign detection and other information sources to detect the speed limit on the current road. It

can automatically transfer this information, for example, to the ACC system as a new speed

setting [159, pp. 251ff]. This system can either be activated or deactivated, and the offset to

the actual speed limit can be configured. Here we consider the activation/deactivation and the

offset as a separate test case. Thereby we specify the following two test cases for this function:

Test Case 22 (Speed Limit Assist)

Anomaly detection for the status of the speed limit assist.

Test Case 23 (Speed Limit Assist Offset)

Anomaly detection for configuration of the offset speed for the speed limit assist.

Listings A.22 and A.23 show the specification for both test cases. In the first test case, the

label is directly created from the status signal. In the second test case, the label is created

based on the signal containing the offset setting in bins of 2 km/h each, leading a total of 15

classes. In both test cases, the signals containing the status, configuration and offset are added

to the blacklist.

Steering Wheel Vibration

Many of those functions mentioned above can use tactile feedback on the steering wheel to

inform or warn the driver (cf. [168]). Here this is achieved through a vibration of the steer-

ing wheel, which can be configured globally for all ADAS in the modes: light, medium, and

strong [159, pp. 212,215,219]. For this function, we implement the following test case:

Test Case 24 (Steering Wheel Vibration)

Anomaly detection for the steering wheel vibration strength for the aforementioned ADAS.

Listing A.24 shows the specification for this test case. Similar to the other test cases, the

label is directly created from the status signals. In this case, the blacklist contains the status

and configuration signal.
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4.2 Setup

In the foregoing section, we have only defined the function and the labeling. In this section,

we specify the missing configuration parameters of the DDF specification for the previously

introduced test cases. This includes the configuration and setup of the deployment class, pre-

processing, additional signals generation rules and the post-processing. These configuration

parameters are similar for all test cases, but some can differ based on the type of the test case

and the used algorithms.

4.2.1 Deployment Class

The first configuration parameter is the deployment class. In the case of the deployment class,

we differentiate between the test cases of the type system function and the other two (context-

aware function and anomaly detection). All functions specified as system functions are specified

in the deployment class system (i. e. type I) (cf. Listing B.1 in Appendix B). These functions

only correlate to physical input and will not correlate to any user behaviour. The signal subset

can be identified based on data of only one user or one test vehicle. All other test cases of the

type of context-aware functions and anomaly detection for ADAS are defined as deployment

class group (i. e. type II) (cf. Listing B.2). For these functions, we assume that if enough vehicles

are selected, a representative of every group is selected. By this, the appropriate signal subset

for each function can be found. These assumptions will be later evaluated in the deployment

evaluation.

4.2.2 Pre-Processing

The next configuration parameter is the pre-processing setup. In the following offline evalua-

tions, we differentiate between three different pre-processing setups.

For the first evaluation of the pre-processing step, the specification is shown in Listing C.1

(cf. Appendix C). Here, we include all error-values, as we compare the raw signals to the pre-

processing signals, and both data sets should contain the same information. Also, we scale all

signals in the range of [0, 1], which is common for machine learning tasks. In this case, we do

not discretise any signals as we would like to contain as much information as possible.

For the second evaluation, the signal subset evaluation, we differentiate between two different

pre-processing setups (cf. Listings C.2 and C.3). In both setups, all error-values are removed,

as we want to learn on contextual information and not on any vehicle specific error messages.

In both cases, all signals are again scaled within the range of [0, 1]. The only difference between

both setups is the binning of the signal values in discrete bins. As some feature selection

algorithms can only handle discrete data, and some of the vehicle signals contain continuous

data, we have to discretise these signals in case such an algorithm is used. Table 4.5 states

which algorithms requires which pre-processing, and will be later introduced.
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4.2.3 Additional Signals

In all test cases and for the following evaluations, we do not specify any additional signals.

Here, the evaluations focus on the assessment of the proposed approach and its capability of

identifying the appropriate vehicle signals, and we do not focus on the development of a special

DDF. Therefore, in all specifications, the configuration for additional signals (add signals) is

left empty.

4.2.4 Post-Processing

To evaluate the selected signal subset, we directly use the resulting signals as input for the

DDF. In this case, the selected signal subset SA is automatically used for the dynamic input of

the DDF. The static input will be left empty as we want only to evaluate the signal subsets.

As a machine learning component of the DDF, we will use two different machine learning

algorithms. This component is learning the representation between the input x and the output

y and is trained with the same label input ŷ as the label information used for the selection step

(i. e. ŷ = sl). We then evaluate the trained function on a test data set from the same user and

assess the performance of the DDF. For all test cases, we will use the same implementation and

algorithms. Here, we do not use the report for the evaluation of the performance of the approach.

This evaluation would have to be performed manually, which would be highly subjective.

Based on the ranking (i. e. ordered list of scored signals) of the output of the proposed

approach, we trained a State Vector Machine (SVM) classifier (cf. [169]) with the top |SA| = 30

ranked signals to predict the function’s state. We have selected this type of classifier, because of

its robustness to the curse of dimensionality [170] and simple replication for similar evaluations.

As a kernel of the SVM we used a radial basis function kernel with a kernel coefficient γ = 1/|SA|
and shrinking heuristic.

As a second algorithm, we trained a Random Forest (RF) classifier (cf. [171]), with again

the top |SA| = 30 ranked signals identified by the proposed approach. We have selected this

type of classifier, because of its different mechanism compared to a SVM classifier and its simple

replication. We used 200 trees with a minimum number of samples required to split an internal

node of 60 and a minimum number of samples required per leaf node of 30.

In order to evaluate the performance of each DDF, we use the Matthew’s Correlation Coef-

ficient (MCC) [172], also known as phi coefficient [173, pp. 282f]. In the prediction of K classes

(i. e. possible values of sl) by the classifier c the MCC is defined as:

MCC(c) =
ts−

∑K
k=1 pkok√

(s2 −
∑K
k=1 p

2
k)(s2 −

∑K
k=1 o

2
k)

(4.1)

where ok represents the number of occurrences of class k, pk the number of predictions of class

k, t the total number of correct predictions, and s the total number of samples. [174]

The value ranges between MCC(c) ∈ [−1; 1], where MCC(c) = 1 represents the perfect
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classifier and MCC(c) = −1 the worst classifier. In the case of MCC(c) = 0 the classifier

performs similar to a static classifier always predicting the same value. In the case of predicted

classes K > 2, the minimum value of MCC(c) ranges between −1 and 0. [174]

We further denote the classifier c trained on the signal subset Si as c(Si) and the MCC of

this classifier as:

mcci
def
= MCC(c(Si)) (4.2)

The implementation of the SVM classifier, RF classifier and the calculation of the MCC

is based on the Python package scikit-learn [175]. All other configuration parameters not

mentioned before are kept in the default setting based on version 0.20 of scikit-learn.1

4.3 Data Sets

For the evaluation of the approach, we have used real vehicle data from current-generation

BMWs. In this section, we first introduce the data sets and how they have been collected,

followed by a breakdown of each data set and the usage of the different test cases.

4.3.1 Data Set Overview

Figure 4.2: BMW 7 Series generation used for data collection [178]

The used vehicle data sets were collected during a field study which has been conducted at the

BMW Group. This study was conducted in multiple countries also to cover different behaviour

depending on the geographic region and cultural characteristics. These data sets originate from

vehicle traces logged from current-generation BMW 7 Series [178] driven by real customers

(cf. Figure 4.2). All data have been collected compliant to local laws and regulations and

the consent of each driver/customer, which have explicitly participated in this field study.

Each vehicle trace contains all vehicle data frames which were sent over the major internal

vehicle communication networks (e. g. CAN, FlexRay, Ethernet). From these traces, all signals

1Scikit-learn v0.20 documentation: SVM classifier [176] and RF classifier [177]
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Table 4.2: Data sets used for evaluation

(a) Number of signals in each data set

Raw Signals Pre-Processed Signals Pre-Processed Signals
Pre-filtered Error-values included Error-values filtered

4294 19890 14047

(b) Samples and length of each data set

Data
Set

Samples Length Data
Set

Samples Length Data
Set

Samples Length

1 50935 141.5h 35 6438 17.9h 69 1227 3.4h
2 29475 81.9h 36 4888 13.6h 70 1177 3.3h
3 27991 77.8h 37 4764 13.2h 71 1037 2.9h
4 26494 73.6h 38 4626 12.8h 72 973 2.7h
5 26077 72.4h 39 4586 12.7h 73 871 2.4h
6 22792 63.3h 40 4498 12.5h 74 766 2.1h
7 21552 59.9h 41 4210 11.7h 75 612 1.7h
8 21139 58.7h 42 4154 11.5h 76 545 1.5h
9 19532 54.3h 43 3983 11.1h 77 498 1.4h
10 17757 49.3h 44 3760 10.4h 78 463 1.3h
11 17545 48.7h 45 3597 10.0h 79 463 1.3h
12 17070 47.4h 46 3426 9.5h 80 458 1.3h
13 16841 46.8h 47 3336 9.3h 81 450 1.2h
14 15823 44.0h 48 3306 9.2h 82 444 1.2h
15 13791 38.3h 49 2958 8.2h 83 423 1.2h
16 13096 36.4h 50 2853 7.9h 84 342 0.9h
17 12532 34.8h 51 2250 6.2h 85 331 0.9h
18 12220 33.9h 52 2217 6.2h 86 309 0.9h
19 11879 33.0h 53 2182 6.1h 87 274 0.8h
20 10599 29.4h 54 2090 5.8h 88 251 0.7h
21 10423 29.0h 55 2034 5.7h 89 240 0.7h
22 9573 26.6h 56 2026 5.6h 90 219 0.6h
23 9565 26.6h 57 1911 5.3h 91 176 0.5h
24 9338 25.9h 58 1900 5.3h 92 174 0.5h
25 9219 25.6h 59 1836 5.1h 93 165 0.5h
26 8237 22.9h 60 1738 4.8h 94 158 0.4h
27 7706 21.4h 61 1593 4.4h 95 139 0.4h
28 7506 20.9h 62 1564 4.3h 96 82 0.2h
29 7489 20.8h 63 1549 4.3h 97 59 0.2h
30 7173 19.9h 64 1493 4.1h 98 56 0.2h
31 7083 19.7h 65 1343 3.7h 99 45 0.1h
32 6917 19.2h 66 1309 3.6h 100 27 0.1h
33 6886 19.1h 67 1286 3.6h 101 12 0.1h
34 6880 19.1h 68 1252 3.5h
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containing information for error detections (e. g. alive counters, CRCs) have been filtered. The

vehicle data from each driver was extracted into a separate data set. This splitting is based on

the identification of each driver using an interior camera part of the study setup. To optimise

the data handling all vehicle signals have been resampled with a sampling rate of 10s. As the

DDFs of the test cases only represent behaviour within this time range (e. g. seat heating), the

resampling does not affect the evaluation.

Table 4.2 gives an overview of the used data sets, the number of signals, and length of each

data set. Table 4.2a shows the number of signals in each data set. The first number represents

the number of vehicle signals after the first pre-filtering of operational signals (i. e. |S |). The

second one represents the number of signals after the pre-processing step chapter without any

filtering active (i. e. |Spre |). The last number, the number of pre-processed signal with filtering

of all error-values (i. e. |Spre |). The increase of vehicle signals after pre-processing shows the high

amount of encoded vehicle signals within other vehicle signals. Without any pre-processing,

this information would be inaccessible for the algorithms used for the signals subset selection

and the training of the DDF.

Table 4.2b gives an overview of each data set and the recorded samples and total length.

The period of each data variates due to the actual time the driver was driving the vehicle. The

full length of the data sets vary between a few minutes up to 141.5h.

4.3.2 Test Cases in Data Sets

For this evaluation, each data set has to be divided into a training set and test set. The first

66% of each recorded data set is used to run the proposed approach, and the last 34% of each

data set is used to test and evaluate the approach. The purpose of all test cases is to predict a

specific state of a function. If the function does not change in the data set, the function is not

able to learn any behaviour of a function as the output is static. For example, if we try to learn

if whether the seat heating should be switched on or off and we train the DDF on data where

the seat heating is never switched on, the DDF would never switch on the seat heating either.

If we evaluate the approach on these data sets, the evaluation results would not contain any

meaningful data. Therefore, we only use a data set for a test case where the function contains

at least two different states in the training set and in the test set. Table 4.3 gives an overview

of each test case and on how many data sets we can evaluate the approach. In total, we have

data for 2424 evaluation runs (101 × 24 = 2424). In 680 runs the function basis for the test

case have been in at least two different states in the training and test set. In 302 cases, only in

the training set or the test set at least two different states have been observed. In 1442 cases,

the function which is the basis for the test cases was static. Therefore, we can in total evaluate

the approach with 680 runs, in this offline evaluations.

The four test cases Frontend Collision Warning, Cross Traffic Alert, Side Collision Warning,

and Speed Limit Assist have never been observed in at least two different states/configurations

in the training and test set for any of the data set. In this case, these four test cases cannot be
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used for the following evaluations as no behaviour can be learned. All other test cases have at

least one data set where at least two labels where observed within the training and test data

set.

Table 4.3: Test cases and usage over data sets

Test Case Train and Test Train or Test Never

(1) Day/Night Mode 69 18 14
(2) Power Consumption 96 4 1
(3) Valid Lane Markings 82 11 8
(4) HVAC Driver 49 30 22
(5) HVAC Co-Driver 48 31 22
(6) Proactive ACC 58 11 32
(7) Proactive ACC Gap 46 16 39
(8) Proactive Window Driver 74 14 13
(9) Proactive Window Co-Driver 43 27 31
(10) Proactive Seat Heating Driver 40 20 41
(11) Proactive Seat Heating Co-Driver 22 29 50
(12) Proactive DEC 32 19 50
(13) Frontend Collision Warning - - 101
(14) Cross Traffic Alert - 1 100
(15) Lane Departure Warning 1 4 96
(16) Lane Departure Sensitivity 3 3 95
(17) Lane Departure Intervention 2 5 94
(18) Lane Change Warning 1 3 97
(19) Lane Change Sensitivity 3 12 86
(20) Lane Change Intervention 2 4 95
(21) Side Collision Warning - - 101
(22) Speed Limit Assist - 4 97
(23) Speed Limit Assist Offset 8 18 75
(24) Steering Wheel Vibration 1 18 82

Total
680 302 1442

2424

4.4 Pre-Processing Evaluation

In this first evaluation, we only evaluate the pre-processing step of the approach. For this

evaluation, we compare the performance of a DDF using all raw signals (i. e. S ) as an input

versus a DDF using all pre-processed signals (i. e. Spre). In this section, we first introduce the

evaluation setup, followed by the used metrics. The next paragraph states the gained results

and their discussion. Finally, we assess the threats to validity for this particular evaluation.

4.4.1 Setup

For this evaluation, we compare the performance of both machine learning algorithms SVM

and RF on the raw vehicle signals and a pre-processed signals. The specification for the pre-
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processing is shown in Listing C.1. We include all error-values, as we compare the raw signals to

the pre-processed signals, and both signals should contain the same information. In this case,

we do not discretise any signal as we would like to preserve as much information as possible.

Each classifier is then trained with all signals as input for each test case on the corresponding

training set.

4.4.2 Metrics

We evaluate the performance of each trained classifier on the corresponding test data set with

the following metrics. Let c(Si) be the classifier trained and evaluated on with the signal subset

Si . The MCC (i. e. performance) of the classifier c(Si) trained with the signal subset Si is

denoted by mcci.

In the case, the classifier c was trained on the pre-processed signal set Spre we denote the

MCC as mccp and in the case of the raw signal set S as mccr:

mccp
def
= mcc(c(Spre)) (4.3)

mccr
def
= mcc(c(S )) (4.4)

By comparing both MCCs, we can compare the performance of the classifier on the raw

signals and the pre-processed signals and evaluate the benefits/drawbacks of the pre-processing

step.

To compare the difference of a classifier c trained on the same data set, but with different

signal sets, we introduce the difference of the MCCs between two different sets Si and Sj . We

denote this difference as mcc∆ij :

mcc∆ij
def
= mcc(c(Si))−mcc(c(Sj)) (4.5)

In the case the classifier c(Si) outperforms the classifier c(Sj), the value is positive and vice

versa for negative values. Furthermore, we denote the difference between the MCCs on the raw

signal subset and pre-processed signal subset as mcc∆pr:

mcc∆pr = mccp −mccr = mcc(c(Spre))−mcc(c(S )) (4.6)

If this value is positive, the classifier trained on the pre-processed signals outperforms the

classifier trained on the raw signals and vice versa for a negative value.

4.4.3 Results and Discussion

Table 4.4 gives an overview of the evaluation results. First, we state the number of runs for

each test case. In the case of four test cases, the function has not been used in the test and
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Table 4.4: Results of pre-processing evaluation

Test Case Runs
RF Cl. SVM Cl.

mccp mccr mcc∆pr mccp mccr mcc∆pr

(1) Day/Night Mode 69 0.60 0.67 -0.06 0.49 0.00 0.49
(2) Power Consumption 96 0.05 0.16 -0.11 0.00 0.00 0.00
(3) Valid Lane Markings 82 0.01 0.01 -0.00 0.00 0.00 0.00
(4) HVAC Driver 49 0.07 0.08 -0.02 0.06 0.00 0.06
(5) HVAC Co-Driver 48 0.08 0.10 -0.02 0.07 0.00 0.07
(6) Proactive ACC 58 0.38 0.43 -0.05 0.30 0.00 0.30
(7) Proactive ACC Gap 46 0.23 0.25 -0.02 0.19 0.00 0.19
(8) Proactive Window Driver 74 0.03 0.03 -0.00 0.01 0.00 0.01
(9) Proactive Window Co-Driver 43 0.02 0.02 0.00 0.02 0.00 0.02
(10) Proactive Seat Heating Driver 40 0.16 0.22 -0.06 0.10 0.00 0.10
(11) Proactive Seat Heating Co-Driver 22 0.12 0.14 -0.02 0.13 0.00 0.13
(12) Proactive DEC 32 0.10 0.14 -0.03 0.06 0.00 0.06
(13) Frontend Collision Warning - - - - - - -
(14) Cross Traffic Alert - - - - - - -
(15) Lane Departure Warning 1 0.00 0.00 0.00 0.00 0.00 0.00
(16) Lane Departure Sensitivity 3 0.28 0.37 -0.10 0.03 0.00 0.03
(17) Lane Departure Intervention 2 0.35 0.31 0.04 0.87 0.00 0.87
(18) Lane Change Warning 1 0.32 0.15 0.17 0.54 0.00 0.54
(19) Lane Change Sensitivity 3 0.20 0.43 -0.23 0.00 0.00 0.00
(20) Lane Change Intervention 2 0.35 0.31 0.04 0.46 0.00 0.46
(21) Side Collision Warning - - - - - - -
(22) Speed Limit Assist - - - - - - -
(23) Speed Limit Assist Offset 8 0.03 0.12 -0.10 0.07 0.00 0.07
(24) Steering Wheel Vibration 1 0.00 0.00 0.00 0.00 0.00 0.00

Total / Average (over all runs) 680 0.16 0.19 -0.04 0.12 0.00 0.12

training at least once, and therefore we cannot train and evaluated a classifier on these test

cases. In the table, the results for each type of classifier are separately stated. In each first

column, the average of the MCC over all runs of each test case is reported. This is done once for

the classifier trained on the preprocessed signals (i. e. mccp) and once for the classifier trained

on the raw signals (i. e. mccr). In the third column, the average of the difference of the MCCs

(i. e. mcc∆pr) over all runs of each test case is reported. In the last row, the total number of

runs is reported, and the average of the MCC of all runs for each column.

When we compare mccp and mccr for the RF classifier (i. e. mcc∆pr), we can see that

the classifier trained on the raw signals outperforms the classifier trained on the pre-processed

signals in twelve out of 24 test cases. In all of these twelve test cases, we can only see in two test

cases a significant outperformance of the classifier trained on the raw signals (i. e. mcc∆pr =

−0.23 and −0.11). However, this is only the case for test cases with a low number of runs. In all

other test cases, the classifier trained on the raw signals does only slightly outperform or even

perform worse than the classifier trained on the pre-processed signals. In average over all runs

the difference of the MCCs between both classifiers is relatively low (i. e. mcc∆pr = −0.04).

When comparing the performance of the SVM classifier trained on the different signal sub-

78



4.4 Pre-Processing Evaluation

sets, we can see that the classifier trained on the raw signals performed as good as a classifier

always predicting the same value (i. e. static classifier). This results from the linear nature of

this type of classifier and its incapability of splitting signals at a particular value and scaling

signals during training. However, in the case of automotive signals, this step is required for

raw vehicle signals due to its structure. Here, the classifier trained on the pre-processed data

clearly outperforms the classifier trained on the raw signals.

This evaluation shows the importance of the pre-processing of signals for machine learning

tasks. Often this step is manually designed for each use case. In the case of automotive data

and the vast amount of vehicle signals, this step has to be automatically performed, based on

the already present signal specifications. When using machine learning algorithms which are

capable of splitting and scaling signals during the training phase (e. g. RF, decision trees), the

proposed pre-processing step is not necessarily required. Nevertheless, it can be used to filter

and reduce the amount of data and does not have a significant impact on the performance of the

classifier. In the case of linear machine learning algorithms (e. g. SVM, deep neural networks),

we can see that a pre-processing step is mandatory for the training of the classifier. With the

current trend of deep learning (i. e. deep neural networks), the correct pre-processing of vehicle

signals becomes more important. Additionally, the pre-processing step is agnostic of the actual

function. It can be reused, even without applying the following steps of the approach and can

be used for other data analytics or machine learning tasks based on vehicle signals.

4.4.4 Threats to the Validity

A significant threat to the validity of this evaluation results from the selection of the data set and

test cases. There is a vast amount of in-house test vehicle data; however, we purposely used real

user data to demonstrate the approach’s practical feasibility. As a premium car manufacturer,

the privacy of its customers is highly considered. Hence, it is challenging—even as an OEM—to

get a large number of full customer car traces. Due to limited functions accessible in the used

vehicles, we had to limit this evaluation to a selection of test cases. Therefore, the results of the

evaluation are only valid for these test cases. We tried to select a wide range of user-functions

to generalise the results for other use cases, but the results may vary for different use cases and

users.

Another threat to validity results from the selection of the machine learning algorithm used

for the classifier and the used metric to evaluate the classifier. By selecting the machine learning

algorithms RF and SVM, we tried to capture the performance of different types of classifiers.

Due to limited computational resources, we had to limit this evaluation on these two types of

algorithms, but this could be easily extended. We selected the MCC as the primary metric

because it can be compared between test cases with a different number of labels. Additionally,

unbalanced data sets have none to little impact, which is the case here. Also, other metrics

could be used, but as we directly compare the metrics on each other, the impact should be

negligible.
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4.5 Signal Subset Selection Evaluation

In this section, we will evaluate the signal subsets selected by the approach. Here, we first

introduce the evaluation setup, followed by the metrics used. Next, we present the gained

results and discuss these. Finally, we assess the threats to validity for this evaluation.

4.5.1 Setup

The signal subset selection step is the third step of the approach. As the basis for this step, we

use the same data sets and test cases presented at the beginning of this chapter. To run this

step, we also perform the pre-processing step and the label generation step beforehand. On

these pre-processed signals and generated label information, we run the actual selection step.

Table 4.5: Feature selection algorithms used for evaluation

Algorithm Full Name Input Data Ref.

CIFE (Conditional Infomax Feature Extraction) discrete [122]
CMIM (Conditional Mutual Information Maximization) discrete. [123]
Chi2 - discrete [124]
DISR (Double Input Symmetrical Relevance) discrete [125]
FCBF (Fast Correlation Based Filter) discrete [126]
FScore - disc. & cont. [127]
Fisher Score - disc. & cont. [128]
Gini Index - discrete [129]
ICAP (Interaction Capping) discrete [130]
JMI (Joint Mutual Information) discrete [131]
MIFS (Mutual Information Feature Selection) discrete [132]
MIM (Mutual Information Maximization) discrete [133]
MRMR (Minimum Redundancy Maximum Relevance) discrete [134]
ReliefF - disc. & cont. [135]
Trace Ratio Fisher - disc. & cont. [136]

The performance of this step heavily relies on the performance of the used feature selection

algorithm. To exclude this impact on our evaluation, we evaluate the presented approach with

15 state-of-the-art feature selection algorithms. The selection of the algorithms is based on the

extensive survey paper by Li et al. [100]. The here used algorithms are listed in Table 4.5. This

table also states the required input data type of each algorithm. Here, we only differentiate

between algorithms capable of processing only discrete data or algorithms capable of processing

discrete and continuous data. In case the algorithm requires discrete input data, we extend

the pre-processing step with a discretisation step for each vehicle signal (cf. Section 4.2.2). In

this case, each signal with continuous data is discretised into 20 equally sized bins, based on

the defined range of the signals. By evaluating our approach with multiple algorithms, we can

also identify the best-suited algorithms for automotive signals—at least for the presented test

cases. The implementation of the feature selection algorithms is based on the Python package

scikit-feature [100].
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Based on the ranking (i. e. ordered list of scored signals) of each feature selection algorithm,

we trained a SVM classifier and a RF classifier with the top |SA| = 30 ranked signals to predict

the DDF’s state. This is similar to the last evaluation, but now we only use the top 30 signals

instead of all. Also, in this case, we remove all error-values in the pre-processing step.

4.5.2 Metrics

To assess the results of the evaluation, we introduce four different metrics based on the MCC:

First, let the signals selected by each algorithm be denoted as SA, where SA ⊆ Spre . Each

classifier c is then trained on this selected signal subset SA. The classifier’s MCC using the

signal subset SA is denoted as:

mccA
def
= mcc(c(SA)) (4.7)

We calculate the mean of mccA for each algorithm on each test case over all data sets. Let

|SA| be defined by the corresponding maximal input of the DDF as specified in the specification

(here |SA| = 30).

Next, we compare each trained c(SA) with a trained classifier using all signals Spre as training

input (i. e. c(Spre)). We compare the mccA with the classifier trained with all signals SA, by

computing the difference, denoted as mcc∆Ap:

mcc∆Ap = mccA −mccp (4.8)

We determine the mean of the differences for each algorithm and test case independently.

This indicator shows whether the selected signal subset represents the given information ade-

quately and whether c(SA) and c(Spre) performed similarly. If this value is positive, the classifier

trained on the selected signals outperforms the classifier trained on all signals and vice versa

for a negative value.

Next, we count the number of runs k where c(SA) was at least performing as good as c(Spre),

i. e. mcc∆Ap ≥ 0. By this, we want to show how often the classifier trained on the selection

signals is at least as good as the classifier trained on all signals or even outperforming the other

classifier.

To illustrate the execution time of each algorithm, we measured the execution time t of each

algorithm per run. This execution time heavily depends on the test case, the size of the data

set, and the current workload on the hardware the algorithm is executed. To exclude outliers

and to assess a rough estimate of the execution time, we will only use the median execution

time of all runs per algorithm, i. e. t̃. When assessing this execution time, we aim at getting a

feeling of the applicability of the respective algorithms in an onboard execution scenario. These

values are subject to correction, due to the high dependability to the implementation of each

algorithm. The evaluation was performed on a workstation with an Intel Core i7-5930K and 64

GiB RAM [179].
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4.5.3 Results and Discussion

The results for both types of classifiers and the four metrics can be found in Tables 4.6 to 4.12.

Tables 4.6 and 4.7 give a comprehensive overview of the MCCs of the 10 200 runs (680 test cases

and data sets × 15 algorithms) for each type of classifier. Tables 4.8 and 4.9 shows the results

for mcc∆Ap and Tables 4.10 and 4.11 the results for the number of runs k, where mcc∆Ap ≥ 0.

Finally, Table 4.12 shows the results of the time measurements.

When comparing the MCCs (cf. Tables 4.6 and 4.7), we observe different values throughout

all algorithms and test cases. The values compared between the two different types of classifiers

are almost identical to each other. The test cases 1, 6, 7, 12, 17, 18, and 20 show the best results,

whereas the test cases 3, 8, 9, 15, 23, and 14 we can see MCCs close to 0. The test cases with

the best values are not limited to one type of test case and are equally distributed between the

three types. Almost all MCCs are mcc∆Ap ≥ 0, which means in almost all cases, the classifier

was at least as good as a static classifier would be.

When comparing the performance of the classifier trained on the selected signal subset mccA

with the performance of the classifier trained on all signals mccA (cf. Tables 4.8 and 4.9), we see

that the algorithms Chi2, DISR, FScore, Fisher Score, Gini Index, MRMR, and Trace

Ratio show the least difference mcc∆Ap when evaluated with a SVM classifier. All these seven

algorithms were able to select signal subsets as input for a SVM classifier which improved its

performance compared to a classifier using all signals as input. Only in four test cases (11,

12, 17, and 20), the performance was worse. When using the selected signal subset to train a

RF classifier, the same seven algorithms showed the best performance compared to a classifier

trained on all signals.

Considering the number of runs k in which mcc∆Ap ≥ 0 (cf. Tables 4.10 and 4.11), we see

that the algorithms FScore, Fisher Score, and Gini Index show the highest number of

runs. Besides, the algorithm Trace Ratio indicates a high number in the case of the SVM

classifier and the algorithm MRMR in the case of the RF classifier. The number of runs k

between the SVM and RF classifier are similar for each of the algorithms.

Comparing the execution times (cf. Table 4.12) only the algorithms Chi2, FScore, Fisher

Score, ReliefF, and Trace Ratio had a median execution time lower than one minute. The

other algorithms show execution times up to many hours per data set and test case. We can

also see a difference between the test case when comparing the same algorithm. This difference

results from the different data sets used for the evaluation of each test case.

Additionally, to the here shown results where we trained each classifier with the 30 = |SA|
top signals, we evaluated the results when changing the number of selected signals. When

varying the size of the selected signal subset and comparing the resulting MCC of the respective

classifier, we observed that over all runs the best performance is achieved with a various number

of selected signals and the results are close to each other. This results from the used machine

learning algorithms and their robustness against redundant or irrelevant inputs; here redundant

or irrelevant signals in the selected signals subset.
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4.5 Signal Subset Selection Evaluation

To sum up, the algorithms Chi2, DISR, FScore, Fisher Score, Gini Index, MRMR,

and Trace Ratio provided signal subsets that achieved good and robust results for the trained

classifier over all test cases independent of the used type of classifier. Additionally, from these

algorithms, Chi2, FScore, Fisher Score, and TraceRatio Fischer are distinguished by

their fast execution. Despite their fast execution, the results are similar or even better than

more complex algorithms with much higher execution times.

The overall good performance of the trained classifiers based on signals selected, showed the

applicability of the proposed approach and also, that in most cases enough signals are already

present to achieve good results for a DDF. When using the signal subset selected by seven out of

the 15 algorithms, the performance of the classifier even increased in comparison to a classifier

trained on all signals. This also shows the dependability of the approach to the performance of

the used algorithm for selecting the signals.

4.5.4 Threats to the Validity

Besides the threats to the validity mentioned for the previous evaluation, the selection of the

used algorithms might be a threat to the validity of this evaluation, as any supervised filter

feature selection algorithm can be used as the basis for the selection. We tried to select the

most widely used algorithms, but we had to limit the selection due to limited computational

resources. The selection of algorithms can be easily extended as the approach is independent

of the used algorithm. Another threat could also be seen in the selected metrics. In the field of

machine learning, many different metrics for the performance-evaluation have been introduced.

Here, we directly compared classifier against each other using the same metric to reduce the

influence of the used metric.
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Table 4.6: Signal subset evaluation results for mccA of the SVM classifier - Values highlighted where mccA ≥ mccp

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat. -

(1) 0.08 0.15 0.75 0.74 0.66 0.77 0.77 0.76 0.15 0.66 0.69 0.73 0.75 0.74 0.77 0.52
(2) 0.00 0.00 0.16 0.05 0.01 0.16 0.16 0.11 0.00 0.00 0.11 0.00 0.17 0.03 0.15 0.00
(3) 0.00 0.00 0.03 0.02 0.01 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.02 0.01 0.02 0.00
(4) 0.00 0.02 0.07 0.06 0.06 0.10 0.11 0.09 0.02 0.02 0.04 0.05 0.08 0.05 0.09 0.05
(5) 0.00 0.02 0.08 0.11 0.09 0.07 0.08 0.10 0.02 0.03 0.02 0.01 0.10 0.07 0.08 0.05
(6) 0.05 0.13 0.52 0.51 0.37 0.49 0.50 0.47 0.13 0.11 0.38 0.23 0.52 0.49 0.49 0.44
(7) 0.02 0.05 0.32 0.37 0.29 0.36 0.35 0.35 0.05 0.05 0.26 0.10 0.38 0.20 0.34 0.28
(8) 0.01 0.00 0.06 0.04 0.04 0.06 0.06 0.04 0.00 0.00 0.00 0.01 0.07 0.03 0.06 0.01
(9) 0.01 -0.01 0.04 0.01 0.02 0.03 0.03 0.03 -0.01 0.00 0.00 0.02 0.03 0.02 0.03 0.02
(10) 0.01 0.08 0.12 0.09 0.11 0.16 0.16 0.15 0.08 0.10 0.01 0.06 0.16 0.18 0.18 0.14
(11) 0.01 0.02 0.13 0.14 0.11 0.11 0.12 0.15 0.02 0.09 0.01 0.09 0.24 0.18 0.16 0.14
(12) 0.01 0.00 0.28 0.29 0.26 0.22 0.23 0.25 0.00 0.07 0.11 0.08 0.32 0.17 0.26 0.53
(13) - - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - - -
(15) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(16) 0.28 0.33 0.36 0.04 0.64 0.04 0.04 0.05 0.33 0.64 0.64 0.30 0.04 0.04 0.04 0.03
(17) 0.03 0.17 0.52 1.00 0.52 0.52 0.52 0.52 0.17 0.52 0.52 0.52 1.00 0.64 0.52 0.88
(18) 0.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.56
(19) -0.15 0.38 0.36 0.56 0.33 0.50 0.50 0.66 0.38 -0.04 0.31 0.00 0.50 0.23 0.50 0.00
(20) 0.00 0.00 0.57 0.95 0.52 0.52 0.52 0.52 0.00 0.07 0.57 0.52 0.95 0.69 0.52 0.65
(21) - - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - - -
(23) 0.00 0.03 0.00 0.12 0.12 0.12 0.12 0.12 0.03 0.12 0.00 0.00 0.12 0.12 0.12 0.07
(24) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00

Sum 0.02 0.04 0.22 0.21 0.17 0.22 0.23 0.21 0.04 0.10 0.15 0.12 0.24 0.18 0.22 0.16

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.7: Signal subset evaluation results for mccA of the RF classifier - Values highlighted where mccA ≥ mccp

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat. -

(1) 0.10 0.19 0.70 0.70 0.66 0.75 0.74 0.76 0.19 0.75 0.15 0.74 0.75 0.70 0.73 0.63
(2) 0.02 0.05 0.08 0.25 0.03 0.15 0.16 0.35 0.06 0.24 0.00 0.12 0.21 0.03 0.16 0.13
(3) 0.00 0.00 0.01 0.03 0.00 0.03 0.03 0.03 0.00 0.01 0.00 0.01 0.00 0.00 0.02 0.01
(4) 0.11 0.10 0.07 0.07 0.08 0.09 0.07 0.11 0.10 0.12 0.10 0.09 0.12 0.03 0.11 0.08
(5) 0.08 0.12 0.08 0.10 0.11 0.09 0.07 0.08 0.12 0.14 0.06 0.10 0.12 0.05 0.06 0.08
(6) 0.11 0.16 0.50 0.49 0.41 0.50 0.50 0.50 0.16 0.16 0.10 0.24 0.49 0.45 0.50 0.50
(7) 0.07 0.11 0.33 0.33 0.31 0.32 0.31 0.31 0.11 0.11 0.06 0.13 0.36 0.17 0.30 0.31
(8) 0.00 0.01 0.03 0.01 0.00 0.02 0.02 0.04 0.01 0.01 0.00 0.02 0.01 0.00 0.03 0.02
(9) 0.01 -0.01 0.01 0.00 0.03 0.03 0.02 0.02 -0.01 0.01 0.00 0.01 0.01 0.02 0.03 0.02
(10) 0.09 0.11 0.13 0.16 0.10 0.20 0.19 0.20 0.11 0.17 0.00 0.15 0.13 0.15 0.21 0.18
(11) 0.11 0.12 0.08 0.14 0.11 0.14 0.12 0.15 0.12 0.12 -0.01 0.08 0.15 0.21 0.13 0.10
(12) 0.12 0.07 0.19 0.43 0.43 0.22 0.21 0.38 0.07 0.22 0.02 0.26 0.50 0.16 0.22 0.57
(13) - - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - - -
(15) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(16) 0.27 0.43 0.37 0.02 0.64 0.04 0.04 0.04 0.43 0.63 0.33 0.04 0.04 0.04 0.04 0.29
(17) 0.13 0.08 0.88 0.52 0.52 0.52 0.52 0.51 0.08 0.52 0.45 0.52 0.52 0.52 0.52 0.49
(18) 0.00 0.78 0.00 1.00 1.00 1.00 1.00 1.00 0.78 1.00 0.00 1.00 1.00 1.00 1.00 0.25
(19) 0.51 0.61 0.65 0.59 0.22 0.50 0.50 0.16 0.61 0.47 0.67 0.40 0.45 0.19 0.50 0.18
(20) 0.12 0.08 0.88 0.52 0.52 0.52 0.52 0.51 0.08 0.07 0.00 0.07 0.52 0.52 0.52 0.49
(21) - - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - - -
(23) 0.01 0.11 0.12 0.12 0.04 0.12 0.12 0.12 0.11 0.12 0.04 0.11 0.12 0.12 0.12 0.04
(24) 0.37 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Sum 0.06 0.09 0.19 0.23 0.18 0.22 0.21 0.26 0.09 0.19 0.05 0.17 0.24 0.16 0.21 0.21

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.8: Signal subset evaluation results for mcc∆Ap of the SVM classifier - Values highlighted where mcc∆Ap ≥ 0

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat.

(1) -0.43 -0.37 0.23 0.23 0.14 0.25 0.26 0.24 -0.37 0.14 0.17 0.21 0.23 0.23 0.25
(2) 0.00 0.00 0.16 0.05 0.01 0.16 0.16 0.11 0.00 0.00 0.11 0.00 0.17 0.03 0.15
(3) 0.00 0.00 0.03 0.02 0.01 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.02 0.01 0.02
(4) -0.05 -0.03 0.02 0.01 0.00 0.05 0.06 0.04 -0.03 -0.03 -0.01 0.00 0.02 0.00 0.04
(5) -0.05 -0.03 0.03 0.06 0.04 0.02 0.02 0.05 -0.03 -0.02 -0.04 -0.05 0.05 0.02 0.03
(6) -0.39 -0.31 0.08 0.07 -0.07 0.05 0.06 0.03 -0.31 -0.33 -0.07 -0.21 0.08 0.04 0.05
(7) -0.26 -0.23 0.04 0.09 0.01 0.08 0.07 0.06 -0.23 -0.23 -0.02 -0.18 0.09 -0.09 0.06
(8) 0.00 0.00 0.06 0.03 0.03 0.05 0.06 0.03 0.00 -0.01 0.00 0.00 0.07 0.03 0.06
(9) -0.02 -0.03 0.01 -0.01 0.00 0.01 0.01 0.01 -0.03 -0.02 -0.02 0.00 0.00 0.00 0.01
(10) -0.13 -0.06 -0.01 -0.05 -0.03 0.02 0.02 0.01 -0.06 -0.04 -0.13 -0.08 0.02 0.04 0.04
(11) -0.13 -0.11 -0.01 0.01 -0.03 -0.02 -0.02 0.01 -0.11 -0.04 -0.13 -0.05 0.10 0.04 0.02
(12) -0.52 -0.52 -0.25 -0.23 -0.26 -0.30 -0.29 -0.28 -0.52 -0.45 -0.42 -0.45 -0.21 -0.35 -0.26
(13) - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - -
(15) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(16) 0.25 0.30 0.33 0.01 0.60 0.01 0.01 0.02 0.30 0.60 0.60 0.27 0.01 0.01 0.01
(17) -0.85 -0.71 -0.36 0.12 -0.36 -0.36 -0.36 -0.36 -0.71 -0.36 -0.36 -0.36 0.12 -0.24 -0.36
(18) -0.56 -0.56 0.44 0.44 0.44 0.44 0.44 0.44 -0.56 0.44 0.44 0.44 0.44 0.44 0.44
(19) -0.15 0.38 0.36 0.56 0.33 0.50 0.50 0.66 0.38 -0.04 0.31 0.00 0.50 0.23 0.50
(20) -0.65 -0.65 -0.09 0.30 -0.14 -0.13 -0.13 -0.13 -0.65 -0.59 -0.09 -0.13 0.30 0.03 -0.13
(21) - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - -
(23) -0.07 -0.05 -0.08 0.05 0.05 0.05 0.05 0.05 -0.05 0.05 -0.07 -0.07 0.05 0.05 0.05
(24) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.00 0.00 0.00

Sum -0.14 -0.12 0.06 0.04 0.01 0.06 0.06 0.05 -0.12 -0.06 -0.01 -0.04 0.08 0.02 0.06

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.9: Signal subset evaluation results for mcc∆Ap of the RF classifier - Values highlighted where mcc∆Ap ≥ 0

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat.

(1) -0.53 -0.44 0.07 0.07 0.03 0.11 0.11 0.13 -0.44 0.11 -0.48 0.11 0.12 0.07 0.10
(2) -0.11 -0.08 -0.05 0.12 -0.10 0.02 0.02 0.22 -0.08 0.11 -0.13 -0.01 0.08 -0.10 0.03
(3) -0.01 0.00 0.01 0.03 -0.01 0.02 0.02 0.03 0.00 0.00 -0.01 0.00 0.00 -0.01 0.01
(4) 0.03 0.03 0.00 -0.01 0.00 0.01 0.00 0.03 0.03 0.04 0.02 0.02 0.04 -0.04 0.03
(5) -0.01 0.04 -0.01 0.02 0.03 0.00 -0.02 0.00 0.04 0.06 -0.02 0.02 0.04 -0.03 -0.03
(6) -0.39 -0.34 0.00 -0.01 -0.09 0.00 0.00 0.00 -0.34 -0.34 -0.39 -0.26 -0.01 -0.05 0.00
(7) -0.24 -0.20 0.02 0.02 0.01 0.01 0.01 0.00 -0.20 -0.20 -0.25 -0.18 0.05 -0.14 -0.01
(8) -0.02 -0.01 0.01 -0.01 -0.02 0.00 0.00 0.02 -0.01 -0.01 -0.02 0.00 -0.01 -0.03 0.01
(9) -0.01 -0.03 -0.01 -0.02 0.01 0.00 0.00 0.00 -0.03 -0.01 -0.02 -0.01 -0.01 -0.01 0.01
(10) -0.09 -0.07 -0.05 -0.02 -0.08 0.02 0.01 0.02 -0.07 -0.01 -0.18 -0.02 -0.05 -0.03 0.03
(11) 0.01 0.02 -0.02 0.04 0.01 0.04 0.02 0.05 0.02 0.02 -0.11 -0.02 0.06 0.11 0.03
(12) -0.45 -0.50 -0.38 -0.15 -0.14 -0.35 -0.36 -0.19 -0.50 -0.35 -0.55 -0.31 -0.08 -0.41 -0.35
(13) - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - -
(15) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(16) -0.01 0.15 0.09 -0.27 0.35 -0.25 -0.25 -0.25 0.15 0.34 0.05 -0.25 -0.24 -0.25 -0.25
(17) -0.36 -0.41 0.39 0.03 0.03 0.03 0.03 0.02 -0.41 0.03 -0.04 0.03 0.03 0.03 0.03
(18) -0.25 0.53 -0.25 0.75 0.75 0.75 0.75 0.75 0.53 0.75 -0.25 0.75 0.75 0.75 0.75
(19) 0.33 0.43 0.47 0.41 0.04 0.32 0.32 -0.02 0.43 0.29 0.48 0.22 0.27 0.01 0.32
(20) -0.37 -0.41 0.39 0.03 0.03 0.03 0.03 0.02 -0.41 -0.42 -0.49 -0.42 0.03 0.03 0.03
(21) - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - -
(23) -0.03 0.07 0.08 0.08 0.00 0.08 0.08 0.08 0.07 0.08 0.00 0.07 0.08 0.08 0.08
(24) 0.37 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.00 0.00 0.00 0.00

Sum -0.15 -0.12 -0.01 0.02 -0.03 0.01 0.00 0.05 -0.12 -0.02 -0.16 -0.04 0.03 -0.05 0.01

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.10: Signal subset evaluation results for the number of runs k for the SVM classifier, where mcc∆Ap ≥ 0 - Values in the upper quartile
per row highlighted

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat.

(1) 23 24 62 61 55 66 66 66 24 59 60 62 60 60 66
(2) 96 96 92 95 83 94 94 95 96 96 96 96 95 94 93
(3) 82 81 79 79 77 79 79 77 81 82 82 82 77 82 78
(4) 28 27 32 33 25 36 37 33 27 22 33 24 31 31 35
(5) 31 24 35 35 32 36 36 34 24 30 29 29 35 31 36
(6) 21 22 33 34 23 33 35 32 22 21 31 27 36 32 32
(7) 21 21 30 29 29 33 34 28 21 21 29 22 27 24 31
(8) 72 70 63 64 61 66 66 63 70 70 71 72 62 61 67
(9) 40 39 37 36 36 36 36 37 39 40 39 40 36 38 36
(10) 21 25 19 18 25 28 27 27 25 27 20 21 26 25 28
(11) 16 13 16 16 10 14 15 15 13 17 15 17 18 15 15
(12) 10 10 14 12 14 10 10 12 10 10 12 11 13 12 11
(13) - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - -
(15) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(16) 3 2 3 3 3 3 3 3 2 3 3 3 3 3 3
(17) 0 0 1 2 1 1 1 1 0 1 1 1 2 1 1
(18) 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1
(19) 2 3 3 3 3 3 3 3 3 2 3 2 3 3 3
(20) 0 0 1 2 1 1 1 1 0 0 1 1 2 1 1
(21) - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - -
(23) 7 6 6 8 8 8 8 8 6 8 7 7 8 8 8
(24) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Sum 475 465 529 533 489 550 554 538 465 512 535 520 537 524 547

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.11: Signal subset evaluation results for the number of runs k for the RF classifier, where mcc∆Ap ≥ 0 - Values in the upper quartile
per row highlighted

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat.

(1) 17 19 45 50 46 61 61 63 20 59 22 59 60 48 60
(2) 46 49 58 88 43 77 77 94 50 85 44 65 89 48 75
(3) 81 81 81 81 76 80 79 82 81 81 81 81 81 81 78
(4) 33 35 31 31 28 35 33 33 35 32 35 30 35 25 35
(5) 30 32 34 37 31 36 33 35 32 35 36 36 36 29 29
(6) 18 21 29 26 24 28 30 28 21 20 22 23 29 28 28
(7) 21 22 31 30 31 31 31 23 22 21 23 23 30 23 30
(8) 66 65 71 65 66 65 67 68 65 65 68 67 64 59 64
(9) 38 38 38 39 39 38 38 39 38 40 39 40 40 39 39
(10) 21 23 21 21 21 26 26 25 23 23 20 22 22 19 29
(11) 16 19 14 17 12 17 16 17 19 17 16 16 15 17 16
(12) 9 9 11 12 13 9 8 10 9 10 9 8 13 8 9
(13) - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - -
(15) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(16) 1 3 3 1 3 2 2 2 3 3 2 2 2 2 2
(17) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(18) 0 1 0 1 1 1 1 1 1 1 0 1 1 1 1
(19) 3 3 3 3 3 2 2 2 3 2 3 2 2 3 2
(20) 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
(21) - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - -
(23) 6 8 8 8 8 8 8 8 8 8 8 8 8 8 8
(24) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Sum 409 432 482 514 449 520 516 534 434 506 432 487 531 442 509

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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Table 4.12: Signal subset evaluation results for median run-time of feature selection algorithms per use case - Values below 1.0m highlighted

Test CIFE CMIM Chi2 DISR FCBF FSc. Fisher Gini I. ICAP JMI MIFS MIM MRMR ReliefF T Rat.

(1) 2.6 h 3.9 h 0.2 s 7.8 h 12.0 m 0.2 s 8.0 s 1.3 m 3.9 h 4.1 h 3.8 h 4.1 h 3.9 h 2.1 m 11.3 s
(2) 1.0 h 1.6 h 0.1 s 3.6 h 5.2 m 0.1 s 2.3 s 0.9 m 1.6 h 1.7 h 1.6 h 1.7 h 1.6 h 0.8 m 4.6 s
(3) 1.5 h 2.3 h 0.1 s 4.6 h 6.9 m 0.1 s 4.2 s 22.3 m 2.3 h 2.4 h 2.2 h 2.4 h 2.2 h 0.7 m 6.5 s
(4) 2.7 h 4.3 h 0.2 s 10.1 h 19.4 m 0.3 s 9.4 s 1.7 m 5.0 h 4.4 h 4.9 h 4.6 h 4.7 h 4.6 m 16.0 s
(5) 2.7 h 4.0 h 0.2 s 8.1 h 16.0 m 0.3 s 10.7 s 1.6 m 4.1 h 4.2 h 4.1 h 4.2 h 4.1 h 3.5 m 15.0 s
(6) 2.1 h 3.1 h 0.2 s 6.7 h 11.8 m 0.2 s 6.8 s 0.9 m 3.2 h 3.3 h 3.1 h 3.2 h 3.0 h 1.1 m 8.5 s
(7) 1.8 h 3.0 h 0.2 s 6.4 h 9.8 m 0.2 s 5.3 s 1.0 m 3.0 h 3.2 h 2.9 h 3.3 h 2.9 h 1.7 m 8.7 s
(8) 0.7 h 1.0 h 0.1 s 2.3 h 3.8 m 0.1 s 1.4 s 0.3 m 1.1 h 1.1 h 1.0 h 1.1 h 1.1 h 0.2 m 3.1 s
(9) 1.0 h 1.4 h 0.1 s 3.1 h 4.3 m 0.1 s 3.3 s 0.5 m 1.4 h 1.6 h 1.5 h 1.6 h 1.5 h 0.5 m 4.7 s
(10) 3.4 h 5.2 h 0.3 s 10.4 h 22.5 m 0.3 s 17.2 s 2.0 m 5.1 h 5.5 h 5.2 h 5.4 h 5.0 h 4.7 m 21.2 s
(11) 4.7 h 7.3 h 0.5 s 15.0 h 24.9 m 0.3 s 36.5 s 3.6 m 7.4 h 7.6 h 7.3 h 7.5 h 7.0 h 8.8 m 40.9 s
(12) 3.1 h 4.4 h 0.2 s 9.2 h 19.3 m 0.3 s 10.2 s 1.5 m 4.5 h 4.6 h 4.6 h 4.6 h 4.4 h 4.0 m 15.0 s
(13) - - - - - - - - - - - - - - -
(14) - - - - - - - - - - - - - - -
(15) 7.3 h 12.0 h 0.4 s 24.4 h 30.0 m 0.7 s 78.0 s 5.9 m 11.7 h 12.1 h 11.7 h 12.1 h 11.6 h 18.4 m 102.0 s
(16) 5.4 h 8.6 h 0.6 s 20.2 h 22.5 m 0.4 s 46.0 s 4.8 m 8.5 h 8.8 h 8.5 h 8.6 h 8.5 h 16.0 m 66.0 s
(17) 4.3 h 7.0 h 0.4 s 14.1 h 18.7 m 0.3 s 26.3 s 2.8 m 7.1 h 7.3 h 7.0 h 7.3 h 7.2 h 7.8 m 41.8 s
(18) 8.3 h 14.1 h 0.4 s 25.5 h 35.8 m 0.8 s 72.0 s 5.0 m 13.7 h 14.3 h 13.7 h 14.2 h 14.1 h 18.0 m 96.0 s
(19) 2.4 h 4.6 h 0.2 s 10.4 h 11.6 m 0.4 s 13.5 s 1.3 m 5.0 h 5.2 h 4.9 h 5.1 h 4.7 h 4.2 m 17.5 s
(20) 4.5 h 6.8 h 0.3 s 14.3 h 19.6 m 0.3 s 32.4 s 2.8 m 6.9 h 7.1 h 6.9 h 7.0 h 6.9 h 8.9 m 46.7 s
(21) - - - - - - - - - - - - - - -
(22) - - - - - - - - - - - - - - -
(23) 1.7 h 2.5 h 0.1 s 5.5 h 8.1 m 0.1 s 5.9 s 0.7 m 2.6 h 2.6 h 2.5 h 2.7 h 2.5 h 1.2 m 8.4 s
(24) 0.8 h 1.2 h 0.1 s 2.8 h 2.8 m 0.1 s 2.0 s 0.4 m 1.2 h 1.2 h 1.2 h 1.2 h 1.2 h 0.4 m 4.0 s

Median 1.7 h 2.6 h 0.1 s 5.2 h 9.6 m 0.2 s 5.1 s 1.4 m 2.7 h 2.8 h 2.6 h 2.8 h 2.6 h 0.9 m 8.1 s

(1) Day/Night Mode (7) Proactive ACC Gap (13) Frontend Collision Warning (19) Lane Change Sensitivity
(2) Power Consumption (8) Proactive Window Driver (14) Cross Traffic Alert (20) Lane Change Intervention
(3) Valid Lane Markings (9) Proactive Window Co-Driver (15) Lane Departure Warning (21) Side Collision Warning
(4) HVAC Driver (10) Proactive Seat Heating Driver (16) Lane Departure Sensitivity (22) Speed Limit Assist
(5) HVAC Co-Driver (11) Proactive Seat Heating Co-Driver (17) Lane Departure Intervention (23) Speed Limit Assist Offset
(6) Proactive ACC (12) Proactive DEC (18) Lane Change Warning (24) Steering Wheel Vibration
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4.6 Deployment Evaluation

In the last two evaluations, we only evaluated the approach for each user separately. In this

section, we will evaluate the proposed deployment strategy and how users differ in each test

case. For this comparison, we compare the selected signal subset on different data sets within

the same test case.

4.6.1 Setup

To compare the deployment evaluation, we compare the selected signal subsets SA of the dif-

ferent users for each test case. The selection itself is based on the selection step in the last

evaluation. We denoted the signals which have been selected by each algorithm as SA, where

SA ⊆ Spre . In this evaluation, we do not use the selected signal subset SA to train a classifier.

We directly compare these signal subsets between each user (i. e. data set). By this, we will see

if our assumption of three different types of signal subsets will hold (cf. Section 3.7). To limit

the number of comparisons, we will only use the selected signal subset by the feature selec-

tion algorithm Fisher Score. This algorithm performed very well in the last evaluation, and

therefore the signals selected by this algorithm should be the most descriptive. For the other

algorithms which also performed well (Chi2, DISR, FScore, Gini Index, and MRMR), we

depict the results in Appendix D, but will not further discuss these results as they are similar.

4.6.2 Metric

We compare each selected signal subset by using the Jaccard distance [180]. This metric shows

the difference between two different sets Si and Sj and is defined as:

Jij
def
= J(Si ,Sj ) =

|Si ∪ Sj | − |Si ∩ Sj |
|Si ∪ Sj |

, (Si ∪ Sj ) 6= ∅ (4.9)

A value of Jij = 1 states that the sets are entirely different to each other and a value of

Jij = 0 shows that the sets are identical. With this metric, we can evaluate if the selected signal

subset of a user set fits for a different user and if the signal subset types introduced before hold.

In the following, we will briefly recap each signal subset type: The first signal subset type

we introduced (type I) includes all signal subsets Si/Sj , which hold true for all users or all

systems k and contain similar signals (cf. Eq. (3.6)):

S I
A = {Si | ∀i, j ∈ {1, . . . , k},Si = Sj}

For example, the steering torque of the steering wheel is only related to the physics of the

driving dynamics and not to any user behaviour. These correlations are similar among all users

k and lead to the same selected signal subset.

The second type (type II) includes all signal subsets Si/Sj which hold true for a group of
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users and are at least similar for two users (cf. Eq. (3.7)):

S II
A = {Si | ∃i, j ∈ {1, . . . , k}, i 6= j ∧ Si = Sj}

For example, a group of users show a correlation between the driving dynamics control (i. e. sport,

comfort, or eco pro) and whether a co-driver is present or not. This kind of signal subsets are

similar for a particular group of users, but not all users.

The third type (type III) includes all signal subsets Si/Sj which hold true for only one

specific user and are unique for every user (cf. Eq. (3.8)):

S III
A = {Si | ∀i, j ∈ {1, . . . , k}, i 6= j ∧ Si 6= Sj}

These correlations are very user-specific and at the core of user-specific personalisation. An

example is parallel usage of several functions at the start-up of the vehicle, i. e. which functions

are triggered when the user is commuting from home to work.

To evaluate which type of subset we observe for each test case, we calculate the Jij for the

top |SA| = 10 signals selected by the signal selection. These values are then visualised using

heat maps for each test case.

4.6.3 Results and Discussion

The results of this evaluation are shown in heat maps for each test case in Figure 4.3. As test

cases, we only use those where we have more than ten valid data sets (i. e. users). In our case,

this excludes all test cases of the type anomaly detection. Each heat map shows on the y-axis

the index i of the used data set for the selection of Si and on the x-axis, the index j of the used

data set used for the selection of Sj . The number i and j correspond to the numbers of the

data sets introduced in Section 4.3. The colour of each box represents the Jaccard distance Jij

of the signal subsets Si and Sj . The diagonal value in the heat map must always be equal to

Jij = 0, because we compare the subsets of the same user (i. e. Sj = Si).

In all figures, we see different patterns which are, in some cases, similar to the results seen

in another test case. The first three test cases (cf. Figures 4.3a to 4.3c) show low values for

Jij for the most data sets with lower indexes (i. e. the upper left part of the heat map). When

comparing data sets with higher indexes, we see higher values up to Jij = 1. In Figures 4.3f

and 4.3g, we see a similar distribution of the values, but with harder edges between the values.

These high values for the data set with high indexes result from the enumeration of the data

sets. When introducing the data sets in Section 4.3, we sorted all data sets based on their length

in descending order. Meaning data sets with a low index are longer than data sets with a high

index. Short data sets (here up to 0.1h) lead to signal subsets which are different to all other

data sets. This shows that the user’s behaviour is either different or an inappropriate subset

has been selected. In the first three test cases we can see low values for the data sets with lower

indexes (i. e. longer data sets in the upper left part). This shows that an inappropriate subset
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has been selected due to the short length of the data set. This demonstrates the need for long

enough data sets to identify the correct signals.

When not including the data sets with high indexes, we see relatively similar values across all

data sets in the case of Day/Night Mode, Power Consumption, and Valid Lane Markings. These

functions only correlate to the system’s behaviour and do not correlate to the user’s behaviour,

and therefore, all subsets should be similar to each other. But here we see values Jij > 0 for

most of the cases, which shows differences between the sets. But at the same time, almost all

values are Jij < 1, showing that at least one signal in the subsets is identical. Depending on

the function, which is the basis for the test case, we either only have one or a few signals the

function is correlating to. Since we compare the top |Si | = |Sj | = 10 ranked signals, this leads

to values Jij > 0 but also to values Jij < 1, if less than 10 signals are correlating. In summary,

the results for the first three test cases support our assumption of type I for these test cases.

In contrast to this, the test cases Proactive ACC and Proactive ACC Gap also show low

values for the lower indexed data sets but also include some with high values up to Jij = 1 in

between. The basis for these two test cases is the ACC system, which is highly dependent on the

user’s preferences and behaviour. We can see that a group of users show a similar correlation

to a set of signals. This supports our assumption of type II, where the signal subsets of a group

of users are similar. Nevertheless, we can again see the influence of the length of the data sets

and the need for a sufficient amount of data.

All other test cases show high values throughout all data sets. This indicates that the signal

subsets are different for each user they were selected on. We also cannot see a clear border after

which index the data sets were to short to select an appropriate signal subset. All these test

cases show the demand for a highly personalised selection of proper input signals for a DDF, as

we suggested by the subset type III. We can also see in the last evaluation, that the classifiers

trained on these subsets achieved good performance, even if the subset are highly diverse.

In summary, we showed that we observed all three types of signal subsets S I
A, S II

A , and

S III
A , and that, depending on the test case, there is a need for a highly personalised selection of

appropriate input signals for a DDF. At the same time, we were also able to see that a minimum

amount of data from each user is required to select the appropriate subset and that this varies

from test case to test case.

4.6.4 Threats to the Validity

Besides the threats to the validity mentioned for the previous evaluation, the selection of the

Jaccard distance as a metric and the used visualisation for this evaluation might affect the

validity of the results. However, we purposely used this metric as we do not want to compare

the actual performance of the machine learning algorithms on different data sets, but the

difference between selected signals. By the visualisation in heat maps, the similarity of the

different selected signals throughout the data sets can be easily visualised.
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(c) (3) Valid Lane Markings
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(e) (5) HVAC Co-Driver
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(f) (6) Proactive ACC

Figure 4.3: Results of deployment evaluation (Fisher Score) (cont.)

94



4.6 Deployment Evaluation

00
1

00
4

00
6

00
8

01
1

01
3

01
5

01
8

02
1

02
4

02
7

03
1

03
8

04
3

04
6

04
9

05
2

05
8

06
3

06
6

06
8

07
5

08
2

Signal Subset on Data Set

001

004

006

008

011

013

015

018

021

024

027

031

038

043

046

049

052

058

063

066

068

075

082

S
ig

n
al

S
u

b
se

t
on

D
at

a
S

et

0.00

0.25

0.50

0.75

1.00

(g) (7) Proactive ACC Gap
00

1

00
4

00
7

01
0

01
3

01
6

01
9

02
2

02
5

02
8

03
1

03
4

03
8

04
1

04
4

04
7

05
1

05
4

05
7

06
0

06
5

07
3

07
7

08
1

09
5

Signal Subset on Data Set

001
003
005
007
009
011
013
015
017
019
021
023
025
027
029
031
033
035
038
040
042
044
046
049
051
053
055
057
059
061
065
070
074
077
080
086
095

S
ig

n
al

S
u

b
se

t
on

D
at

a
S

et

0.00

0.25

0.50

0.75

1.00

(h) (8) Proactive Window Driver
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(i) (9) Proactive Window Co-Driver
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(j) (10) Proactive Seat Heating Driver
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(k) (11) Proactive Seat Heating Co-Driver
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(l) (12) Proactive DEC

Figure 4.3: Results of deployment evaluation (Fisher Score)
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Chapter 5

Streaming Evaluation

5 Streaming Evaluation

5.1 Test Cases

5.2 Setup

4.3 Data Sets

5.2 Setup 5.3 Evaluation

Figure 5.1: Chapter structure

One of the main challenges of E/E architectures is the vast amount of vehicle data and the

limited resources for storing or transferring this data (cf. Challenge 6). The idea of this approach

is use the capability of processing streamed data without storing a significant amount of data.

In this chapter, we evaluate the approach on streaming data, meaning no vehicle data has to

be stored within the vehicle or the back end.1 We will use the data sets and the test cases of

the type anomaly detection, both presented in the last chapter. An overview of this chapter’s

structure can be found in Figure 5.1.

5.1 Test Cases

For these test cases, we consider the deactivation of ADAS functions such as side collision

warning, lane change warning, and cross-traffic alert. A driver can deactivate such functions

manually for personalisation. A deactivation per se is not a problem if intended by the driver:

for instance, a driver might deactivate traction control when being stuck in an iced parking

1The streaming evaluation and its implementation including a preliminary evaluation using other data sets
has been previously published at the 2019 ACM/IEEE ICSE (cf. [8]) and the 2019 IEEE IV (cf. [9]).
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lot. However, suppose such functions have been deactivated due to a software or hardware

fault, or even after an IT attack by an intruder. In that case, this is a severe problem which

we try to identify and to mitigate. In addition to already applied methods at design time,

we need to learn a personalised driver model that contains information about the situations

(i. e. context) in which drivers intentionally deactivate functions. We refer to this as nominal

behaviour. Here we will consider all presented ADAS functions from the previous chapter and

implement a data-driven anomaly detection for all of these test cases.

Based on nominal behaviour, we consider several reasons for anomalies or deviations from

this behaviour. Gleirscher and Kugele [181] presented different reasons for a function deactiva-

tion and possible actions as countermeasures taken by the involved parties vehicle, driver, and

OEM. For all areas of deactivation, i. e. the vehicle itself (e. g. software and hardware faults),

the driver (e. g. intentionally or by maloperation), or the environment (e. g. IT attack, intruder)

we can take countermeasures. The concept is to inform the driver about a potential anomaly,

who then can take the appropriate countermeasures. In case of a detected anomaly, the driver

is informed about the potential anomaly by showing a Check Control (CC) message. Thus,

the driver is informed about the anomalous behaviour and can confirm it as intended or as not

intended, yielding a more precise personalised driver model. By receiving this notification, the

driver can then mitigate the potentially hazardous driving situation by stopping the car and

bringing it into a safe state.

Signal Subset
Selection

Anomaly
Detection

Found Anomaly

Valid?

Send to OEM
Analysis
at OEM

Develop
Mitigation

yes

no

Figure 5.2: General concept of the anomaly detection test case*

*Figure based on previously published figure at the 2019 ACM/IEEE ICSE (cf. [8]) and the 2019 IEEE IV (cf. [9]) ©IEEE 2019

The basic concept of the proposed anomaly detection function (i. e. a DDF for anomaly

detection) is depicted in Figure 5.2. In the first step, the approach presented in this work pre-

processes all vehicle signals and identifies the most descriptive vehicle signals (i. e. the signal

subset selection step). These signals are then used for the anomaly detection step. For each

of the signals, the nominal behaviour is learned by the DDF. These both steps are executed

continuously (cf. green boxes).

If the current state of a vehicle’s signal deviates from its nominal behaviour, a potential

anomaly is detected for these particular signals. If a certain number of signals above a threshold

show potential anomalies an anomaly is detected and the driver is informed. The correctness

of each detection must be validated by the driver, by presenting it as a CC message on the
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main vehicle display with a warning explaining the target function and its possible abnormal

behaviour. If the detected anomaly gets validated by the driver, then it is sent to the OEM for

further analysis and investigation.

At the OEM, the anomaly is compared with existing anomalies that have been identified from

other vehicles of the OEM’s fleet. In the case of identical or similar anomalies, i. e. anomalies

that relate to the same signal(s), we propose to cluster them. Based on this clustering, causes

for the anomaly as well as impacts on the relationship between vehicle, passengers, and the

environment need to be derived. Upon classification of anomalies, the impact assessment on the

interrelation between vehicle, passengers, and the environment is supported by our approach.

As a basic set of guidelines, we include methodologies and tools from the field of functional

safety according to the ISO 26262 (cf. [182]) into our proceeding since any possible harm on

humans that roots from an anomaly needs to be captured. ISO 26262 proposes to embed the

assessment of potential harm on humans within the safety assurance process of a V-model

approach. Here, anomalies that potentially result in human injury can be captured accordingly

to their identification at run-time. The assessment at the OEM is not part of this evaluation

(cf. dashed boxes).

5.2 Setup

In this section, we will introduce the setup used for the implementation and evaluation of the

proposed DDFs. For the assessment of the presented streaming anomaly detection for ADAS

functionalities, we have chosen an offline setup in order to reuse the already collected data sets.

This offline setup does not differ to an onboard streaming implementation. Here, the collected

data will be replayed as a stream, similar to an onboard scenario. We also have chosen this type

of setup to have a controlled setup which we can rerun multiple times and which does not pose

any harm to a test engineer. First, we will introduce briefly the DDF specification, followed

by the used data sets and the signal pre-processing configuration. Then we will present the

streaming feature selection algorithm and the used streaming anomaly detection algorithm.

5.2.1 Data-Driven Function Specification

For the specification of each anomaly detection test case, we reuse the specification for the

anomaly detection test case out of the offline evaluations (cf. Listings A.13 to A.24 in Ap-

pendix A). These ADAS functions and specification have been discussed in detail in Sec-

tion 4.1.3, and we will not reintroduce these functions or specifications. In total, we used

twelve test cases for this evaluation.
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5.2.2 Data Sets

As input data, we use the same data sets used in the last chapter (cf. Section 4.3). We have used

vehicle data sets which were collected during a field study conducted at the BMW Group. These

data sets originate from vehicle traces logged from current-generation BMW 7 Series (cf. [178])

driven by real customers. In contrast to the last evaluation, we do not split the data sets into a

training and test set. The proposed DDF is learning continuously and can, therefore, be trained

and evaluated continuously on the complete data set.

In this evaluation, the experimental setting requires an ADAS function that changed its

state at least once in a data set. This is needed in order to have at least two classes for the

signals subset selection and to be able to learn the nominal behaviour for the anomaly detection.

If this were not the case, the signal subset selection would not select any signals as no change

in the label was observed, and it cannot compare the signals to another state. An overview of

the number of reconfigured ADAS functions per test case can be found in Table 5.1.

Table 5.1: Test cases and usage over data sets

Test Case Reconfigured Not Reconfigured

(13) Frontend Collision Warning - 101
(14) Cross Traffic Alert 1 100
(15) Lane Departure Warning 5 96
(16) Lane Departure Sensitivity 6 95
(17) Lane Departure Intervention 7 94
(18) Lane Change Warning 4 97
(19) Lane Change Sensitivity 15 86
(20) Lane Change Intervention 6 95
(21) Side Collision Warning - 101
(22) Speed Limit Assist 3 98
(23) Speed Limit Assist Offset 25 76
(24) Steering Wheel Vibration 19 82

Total
91 1121

1212

As we can see, all ADAS functions, except the frontend collision warning and the side

collision warning, have been reconfigured at least once. This leads to a total number of 91

runs where we can evaluate the DDF from 39 different data sets (i. e. users). In Table E.1

(cf. Appendix E), a more detailed version of the table is shown. In 16 out of all 101 data sets

exactly one ADAS function has been reconfigured at least once, and in 23 data sets more than

one ADAS function has been reconfigured. As we can see, these functions are rarely being

reconfigured, but for at least 39 users out of 101 users, there is the need to at least reconfigure

one of these functions.
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5.2.3 Pre-Processing

For the pre-processing of the vehicle signals, we reuse the pre-processing specification of the

offline evaluation for the pre-processing step (cf. Listing C.1 in Appendix C). In this case, we

want to include all error-values, as we also want to capture potential error states of sensors and

functions. Besides, we scale all signals in the range of [0, 1], and we do not discretise any signals

as we would like to contain as much information as possible. Also, the used algorithm, which is

introduced later is able to process continuous and discrete values. Also, we do not specify any

additional signals for the signal subset section. Here, we want to focus on the evaluation of the

proposed approach and its capability of identifying the appropriate vehicle signals and not on

the development of a special DDF.

5.2.4 Streaming Feature Selection Algorithm

In this streaming evaluation, we will only use one feature selection algorithm, as we already

evaluated different algorithms in the last chapter. We have chosen as the basis for the evaluation

the Fisher Score algorithm [128], which showed high performance and short execution times.

We have modified this supervised feature selection algorithm to support streaming processing

and federated execution (cf. Algorithm 1).

Algorithm 1: Statistics calculation for each signal sa
*

Data: Value of signal sa denoted by sa and class k of label sl

Result: Statistics matrices µ and S

oak ← 0; ∀1 ≤ a ≤ m and ∀1 ≤ k ≤ K;

while (sa 6= ⊥) do

if (oak = 0) then

µak ← sa; Sak ← 0; oak ← 1;

else

µak ← µak ⊕ (sa 	 µak)� oak;

Sak ← Sak(sa 	 µak)⊗ (sa 	 µak);

oak ← oak + 1;

*This algorithm has been previously published at the 2019 IEEE IV (cf. [9])

In the first step, the statistical distribution of all car signals is calculated. Let sa with

1 ≤ a ≤ m,m ∈ N+ be a pre-processed signal out of Sinit , where m = |Sinit |. Moreover, let

k, 1 ≤ k ≤ K,K ∈ N+ be a class and K be the number of possible classes (i. e. values) of the

label sl. A class k represents the function’s state which can have K possible states (e. g. the

traction control can be switched on or off) and is identical to the value of the label information

sl. With sa we denote the current value of signal sa. The fundamental idea of Algorithm 1 is

to update continuously (as long as new signal observations are received, i. e. sa 6= ⊥) two m×K
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matrices µ = (µak) ∈ Rm×K (for the mean) and S = (Sak) ∈ Rm×K (interim value for the

standard deviation). Hence, we can assess each signal sa in each class k. With oak we denote the

number of observations of signal sa in class k. This calculation is based on the semi-numerical

calculation of Knuth [183] and Welford [184]. With Equation (5.1) we can calculate the mean

µa of signal sa independent of the class k and with Equation (5.2) the standard deviation σak

for each signal sa in class k.

µa =

∑K
k=1 µakoak∑K
k=1 oak

,

K∑
k=1

oak > 0 (5.1)

σak =
√
Sak/(oak − 1) (5.2)

For all m = |Sinit | signals that are accessible in the vehicles, we use the current value of the

signal sa and the generated class k of sl as input for the algorithm. Since the calculation is

independent for each signal, we do not have to consider the synchronisation of all signals, and

there is no overhead in sending the data to a central point. This could lead to a suboptimal

signal subset because we do not consider the relationship of signals to each other. However,

we accept this drawback due to the raised challenges by the E/E architecture. Furthermore, in

the calculation itself, there is only a single dependency to the last state of µak, Sak, and oak

and no additional data of previous states needs to be stored. This step is repeatedly executed

whenever a new observation of a signal sa is received/generated.

Next, each signal is ranked by the supervised feature selection algorithm Fisher Score [128]:

scorea
def
= fisherscore(sa) =

∑K
k=1 oak(µak − µa)2∑K

k=1 oakσ
2
ak

(5.3)

This algorithm calculates scorea for each signal sa. This calculation is based on the mean

µa and standard deviation σa of each signal sa, and the mean µak, standard deviation σak,

and number observations oak of each signal sa in class k. All these values have already been

calculated in the previous step (cf. Algorithm 1) and can be directly used to calculate the

score of sa (i. e. scorea). This score is then collected in a central place to rank the signal

according to their correlation to the label and thereby calculate the rank ranka. This is the

only step which is conducted in a non distributed manner but will only lead to a minimal

amount of communication due to the small number of parameters. Only the highest correlating

(i. e. ranked) signals are included in the selected signal subset.

The main advantage of this scoring method is that it uses data that was calculated from data

streams and can be applied for discrete and continuous data. Another advantage—which can

also be considered a drawback—is the evaluation of each signal individually. While performing

signal selection and evaluating each signal on its own, the correlation between signals cannot be

considered in the collection, leading to a suboptimal signal subset. Referring to the challenges

stated in Section 2.2, this drawback is accepted in favour of resolving the issues of the highly
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distributed architecture and highly heterogeneous data. Hence, all signals can be evaluated in

a distributed manner, and minimal overhead in communication is achieved.

5.2.5 Streaming Anomaly Detection

To detect anomalies, our approach is based on finding outliers for each of the previously selected

top n = |SA| signals sa ∈ SA based on the rank ranka. An outlier is defined as “patterns in data

that do not conform to a well-defined notion of normal behaviour” [46]. Anomaly detection is

a process to find these outliers in data by comparing with some predefined patterns or rules.

Based on Chandola et al. [46] there are three different types of anomalies: Point anomaly, which

happens when a single instance of data is too far away from the rest, contextual anomaly, which

is considered when a single point or a sequence of the data instance is considered as an anomaly

in a specific context, and the collective anomaly which refers to a set of data collectively helping

to find out a sequence of anomalies. For the anomaly detection in our approach, we are trying

to detect contextual anomalies.

In order to detect these contextual anomalies we apply the Grubbs’ test [185–187] for each

signal sa ∈ SA (cf. Eq. (5.4)):

|sa − µak|
σak

= za >
oak√
oak

√√√√ t2α/(2oak),oak−2

oak − 2 + t2α/(2oak),oak−2

(5.4)

In this test, the current value sa of each signal sa ∈ SA in the currently observed class k

is compared to the previously calculated mean µak and standard deviation σak. The current

observation is considered as anomalous if the value za exceeds a threshold. This threshold

is calculated using the number of observations oak of the signal sa and the value of the t-

distribution with a significance level of α/(2oak) and a degree of freedom of oak − 2 referred to

as tα/(2oak),oak−2. The value of α indirectly influences the sensitivity of this anomaly detection

and has to be chosen function-specific.

For every signal in the selected subset, the calculation is done for each new observation

of the signal. Since this anomaly detection is signal-independent, it can be distributed in the

architecture and calculated directly at the source of the signal. Each of the used values for

the Grubbs’ test is already calculated by Algorithm 1 and can be directly reused. As the basis

for this anomaly detection also any other anomaly detection algorithm could be used which is

capable of processing streamed data.

For this evaluation we set the parameters as follows: For anomaly detection, we consider

the top |SA| = n = 30 signals and set a threshold of α = 0.1 for the t-distribution in the

Grubbs’ test. For further investigation, different parameters can be evaluated. Depending on

the criticality of the observed function, the parameters should be set accordingly.
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5.3 Evaluation

In this section, we will present the actual evaluation of the proposed anomaly detection and

demonstrate the streaming capabilities of the proposed approach. In the first paragraph, we will

introduce the metrics used for this evaluation, followed by the gained results and its discussion.

Finally, we assess the threats to validity of this evaluation.

5.3.1 Metrics

We use two different metrics to evaluate the runs: For the evaluation of the signal selection,

we use the Jaccard distance [180] of the top |SA| = n = 30 signals between consecutive time

steps of 300 seconds. As already introduced in Section 4.6.2, the Jaccard distance shows the

difference between two different sets Si and Sj (cf. Eq. (4.9)):

Jij = J(Si ,Sj ) =
|Si ∪ Sj | − |Si ∩ Sj |

|Si ∪ Sj |
, (Si ∪ Sj ) 6= ∅

where Jij = 1 if the sets are entirely different to each other and Jij = 0 if similar to each other.

This allows visualising the difference in the signal sets between two observed time steps. The

n-sized signal sets are fundamental for the anomaly detection approach. The optimal curve

for this metric should be a high Jaccard distance for the initialisation at the beginning, and it

should subside—meaning no more changes in the signal subset.

For the evaluation of the anomaly detection, we consider all recorded actions in the trace as

nominal behaviour of the user. To describe the anomaly detection, we use the ratio of signals

for which an anomaly is detected. In this ratio, we only consider signals within the n-sized

signal set. This ratio is calculated for two classes:

(1) Once for the currently active class of the function in the trace. This ratio corresponds

to the false positives of the anomaly detection and represents a detected anomaly in the

recorded trace, which we consider as nominal behaviour. This ratio should always be as

low as possible.

(2) The second ratio considers the opposite state of the function recorded in the trace. This

state was not recorded in the trace, and we consider this hypothetical function state as not

intended by the user, and we refer to this as an anomaly, due to not being present in the

real trace. This ratio corresponds to the true positive rate of the anomaly detection and

should always be as high as possible.

The true negative and false negative ratio can be calculated with the other two values and is

not further mentioned, due to simplicity.
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5.3.2 Results and Discussion

For the analysis of our results, we classify the results of the anomaly detection into seven

patterns. Each of these patterns will be presented in the following:

Pattern 1

For the first changes in the state of the function, no false positives are detected. After these

changes, the true positive rate increases and, changes not triggered by the user, will lead to

detected anomalies. In this pattern, all potential anomalies can be detected without triggering

any false alarms.
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config

0

0.5

1
Jaccard d.

0%

25%

50% true pos.

0 h 2.5 h 5 h 7.5 h 10 h 12.5 h 15 h 17.5 h 20 h 22.5 h 25 h 27.5 h

0%
false pos.

Figure 5.3: Exemplary result with pattern 1: Lane Departure Intervention in data set 25

In Figure 5.3 an exemplary result of pattern 1 is shown. As depicted in the upper plot,

the Lane Departure Intervention is switched off after 1.5 hours of the trace. Right after this

change, the signal subset initialises, due to the first observation of another state. With the

initialisation of the signal subset, true positives are detected for ≈50% of the signals. The

percentage declines over time, but still, within the full trace, we would always detect potential

anomalies. The signal subset changes only slightly over time and rarely changes in the last half

of the trace. Within the full trace, no false positives are detected, and we would not trigger

any false alarms. In total, 20/91 runs are similar to this pattern 1. This pattern represents a

perfect function of the anomaly DDF. All potential anomalies would have been detected, and

no false notifications would have been triggered.

Pattern 2

Within the first changes in the function’s state, a false positive is detected. This false positive

will subside, and we observe a high true positive rate. In this case, the user is informed at
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the first change of the setting. Afterwards, a change which is not triggered by the user will be

detected as an anomaly.
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Figure 5.4: Exemplary result with pattern 2: Steering Wheel Vibration in data set 14

An example of pattern 2 is depicted in Figure 5.4. After around ten hours, the Steering Wheel

Vibration is changed from medium to strong. After this first change in the configuration, the

signal subset initialises, as seen in the Jaccard distance. This leads to the detection of potential

anomalies. Shortly after this change, the configuration is changed back to the setting medium,

and a false alarm would have been triggered. After a short period, this setting is changed back;

the false-positive rate drops to 0%. The true positive rate increases and anomalous changes in

the configuration would trigger anomalies. This pattern 2 represents an almost perfect anomaly

detection with only one false alarm right at the beginning of the first reconfiguration. In total

8/91 runs are similar to this patter. Together with the pattern 1, the approach was able to

detect in 31% of the runs all potential anomalies and at maximum triggered one false alarm.

Pattern 3

With a change in the function’s state, a true positive is detected. It will subside, and no false

positives or true positives will be detected any more. In this case, a potential anomaly would

be detected after the first change, but no anomalies will be detected afterwards.

Figure 5.5 shows an example of pattern 3. In this case, the Lane Change Sensitivity is

reconfigured from medium to late after around 25 minutes of the trace. After this reconfigu-

ration, the signal subset initialises and potential anomalies would have been detected within

the next hour after the change. Afterwards, no more anomalies would have been detected any

more. Over the full trace, no false notifications would have been triggered. Here, 4/91 runs are

similar to this pattern. In these runs, only initial anomalies were detected.
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med

late
config

0

0.5

1
Jaccard d.

0%
10%
20% true pos.

0 h 2 h 4 h 6 h 8 h 10 h 12 h 14 h

0%
false pos.

Figure 5.5: Exemplary result with pattern 3: Lane Change Sensitivity in data set 36

Pattern 4

Here, true positives and false positives were observed almost at all times. In this case, the user

will receive a notification; regardless if intended or not.
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Figure 5.6: Exemplary result with pattern 4: Lane Change Sensitivity in data set 36

In Figure 5.6, an example of pattern 4 is shown. In this case, the configuration of the Lane

Change Sensitivity is changed from late to medium after around 19.5 hours. With this first

reconfiguration, the selected signal subset initialises and true positives and false positives are

detected for the rest of the trace. This means potential anomalies would have been detected,

but every change would also lead to a notification to the user. We observed this pattern in 3

out of 91 runs.
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Pattern 5

Pattern 5 is only observed, when the function is in a specific state for a longer duration than in

the other states. Each time the function is in the less observed state (i. e. less used state), we

can see a high false-positive rate and a low true positive rate. Vice versa in the more observed

state, a low false-positive rate and a high true positive rate can be seen. This leads to a message

for the user, each time the user is changing to the less observed state of the function.
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Figure 5.7: Exemplary result with pattern 5: Speed Limit Assist Offset in data set 8

Figure 5.7 depicts an example of pattern 5. Here, the Speed Limit Assist Offset is changed

three times within the trace. After the first reconfiguration after around 2.3 hours from an

offset of +1 km/h to +2 km/h, the signal subset initialises and potential anomalies would have

been detected. Throughout the rest of the trace, we would always detect potential anomalies

in the configuration +1 km/h, which is longer observed by the DDF. In both short changes to

+2 km/h, a false alarm would have been triggered, and in this state, we also would not detect

any potential anomalies. In 8/91 runs, we observed this type of pattern and we would detect

anomalies in the longer observed state and trigger false positives in the shorter observed state.

In all of the before mentioned patterns (Patterns 1 to 5) we were in total able to detect

potential anomalies in 47% of the runs, even though in some cases it leads to false positives.

Pattern 6

Here, no true positives or false positives are observed at all. In this case, the user will not

receive any message, and no anomalies can be detected. This behaviour represents the current

state-of-the-art in vehicles, as nothing will be triggered.

Figure 5.8 shows an exemplary trace for pattern 6. Here, the Lane Departure Sensitivity

has been reconfigured three times from always to reduced and back. After each change the

selected signal subset changes, but no true positives or false positives had been detected. This

means no potential anomalies could have been detected, but also, no false alarm would have
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been triggered. This is similar if the DDF would not run at all, and thereby has no negative

impact on the user. This kind of pattern was observed for 43/91 runs.
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Figure 5.8: Exemplary result with pattern 6: Lane Departure Sensitivity in data set 48

Pattern 7

In this pattern, false positives and no true positives are observed almost at all times. In this

case, the user will receive a notification; regardless if the change was intended or not.
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Figure 5.9: Exemplary result with pattern 7: Lane Departure Warning in data set 48

In Figure 5.9, an example of pattern 7 is shown. In this case, the Lane Departure Warning

switched off and on once each. We see initialisation of the selected signal subset after each

reconfiguration. With the second reconfiguration, a false positive for a small amount of selected

signals is detected (6%). Throughout the rest of the trace, this does not change—besides, no

potential anomalies where detected. In 5/91 of the runs, we can see similar results.

109



5. STREAMING EVALUATION

Discussion

To sum up, function changes that were not triggered by users led to a detected anomaly in

43/91 (47%) runs (Pattern 1 to 5). In 24/91 (26%) runs (Patterns 2, 3, 5, and 7), the user was

notified at least once when they changed the setting of the function, and in 48/91 (53%) runs

(Patterns 6 and 7), no anomalies were detected if the user would not have triggered the change.

In 43/91 (47%) runs (Pattern 6), no false notifications but also no anomalies would have been

triggered.

This means that in 47% of the runs, we would have detected potential anomalies, and in

47% no notifications would have been triggered at all, similar to current systems. Only in 5%

of the runs, we would have only triggered false notification without detecting any anomalies.

This overall detection rate can be improved by using more sophisticated anomaly detection

algorithms. In this evaluation, we showed that the proposed signal subset selection approach is

suitable for streaming configurations. It can be used to efficiently implement DDF as anomaly

detection algorithms on the already present vehicle data, and not the actual capabilities of the

anomaly detection algorithm.

5.3.3 Threats to the Validity

Similar to the evaluations in the previous chapter, a significant threat to validity concerns the

selection of vehicles. There is a vast amount of in-house test vehicles data, but in our case, the

approach has to be evaluated on real customer data, due to the behaviour we want to learn

from the user. We tried to prevent this by using traces at least from different regions of the

world. Another threat is the missing anomalous traces. We decided to evaluate our approach

on nominal traces and perform a hypothetical switch to the different state, not to damage a

car or even endanger ourself or someone else by creating anomalous traces with a real car.

110



Chapter 6

Onboard Proof of Concept

6 Onboard Proof of Concept

6.1 Test Cases

6.2 Setup

6.2 Setup 6.3 Evaluation Results and Discussion

Figure 6.1: Chapter structure

In the previous chapters, we evaluated the approach on pre-recorded vehicle signals, meaning

no requirements for an onboard execution have been posed to the approach yet. In this chapter,

we conduct an additional evaluation to proof the onboard capabilities of the proposed approach

in a real vehicle setup. An overview of this chapter’s structure can be found in Figure 6.1.

First, the test cases for this evaluation are presented, followed by the setup of the test vehicle

and its implementation. Finally, the results of this evaluation are presented and discussed.

6.1 Test Cases

As a basis for the onboard evaluation, we only use the test cases of the type system function,

which have been presented in Section 4.1.1 and have also been used in the previous evaluations.

Namely, these test cases are Day/Night Mode, Power Consumption, and Valid Lane Markings.

We have chosen to conduct the onboard evaluation solely on these test cases, as this evaluation

is conducted on an internal test vehicle which is driven by different test drivers and not by a

real customer. Additionally, due to the changes made to the vehicle, the group of employees

allowed to drive this vehicle was limited. Also, no information about the driver’s identity was

collected by the test setup. In this case, we cannot collect any user-specific behaviour or data.
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The purpose of this evaluation is only to show the applicability of the approach for an onboard

deployment. The actual proof of the performance of the approach has been presented in the

last chapters.

6.2 Setup

As the basis for this evaluation, we used a BMW X5 [188] (cf. Figure 6.2). This vehicle

has similar functionalities as the BMW 7 Series used in the previous evaluations (cf. [189,

pp. 127,156f]). Figure 6.3 depicts the architecture of the test vehicle setup. This setup can be

split into three parts. First, the vehicle’s E/E architecture, including the data-access is shown,

which is further introduced in the first paragraph. This includes all steps from the top of the

figure to the CAN Interface. The second part represents the approach and is further introduced

in the second paragraph of this section. The last part is the post-processing of the selected

signals, which is presented in the last paragraph.

6.2.1 Vehicle

Figure 6.2: BMW X5 generation used for test setup [190]

In this evaluation, we use a production BMW X5. This means the vehicle is similar to

a vehicle sold to customers, and all test hardware had to be retrofitted. Production vehicles

only provide limited access to the vehicle’s ECUs and communication networks. This thereby

also limits our access to vehicle signals (cf. Challenges 1 and 2). To gain access to the vehicle

signals, the vehicle has been modified with additional hardware. The upper part of Figure 6.3

shows an abstraction of the vehicle’s E/E architecture, similar to Figure 2.5 introduced in

Chapter 2. Please note that the figure does not represent the actual architecture of the vehicle’s

communication networks and only illustrates the hardware access to the vehicle signals. Here,

the vehicle communication network consists of five major CANs, a FlexRay network, multiple

LINs, and multiple Ethernet networks. We physically access all five major CANs via a custom-

built vehicle network interface shown in Figure 6.4a. These five networks are then connected to
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... ... ... ... ...

CAN 1 CAN 2 CAN 3 LIN

CAN 4

CAN 5

Vehicle’s E/E Architecture

Breakout Box
(Vector D62Y9)

CAN Interface
(Vector VN7572)CARMEN

CARMEN
Python Interface

P
y
th

o
n

In
te

rf
a
ce

Pre-Processing

Pre-Processing

Pre-Processing

. . .

. . .

Vehicle Signal
Pre-Processing

Signal Gen.

Label Gen.

Label & Signal
Generation

Scoring

Scoring

Scoring

. . .

. . .

Ranking

Signal Subset
Selection

Live Report

Post-
Processing

CarPC CID

DDF Specification

Figure 6.3: Proof of concept architecture
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a breakout box (Vector D62Y9 [191]) shown in Figure 6.4b. The breakout box collects all CAN

connections for the following CAN interface (Vector VN7572 [192]). The CAN interface itself is

part of a retrofitted CarPC. This CarPC is similar to an ordinary PC with additional capabilities

for automotive applications (e. g. shock-resistant, wider temperature operation range). Here, we

retrofitted a Fanless Box-PC 7902 from Delta Components with an Intel Xeon E3-1268L and

32GiB RAM (cf. [193]). In Figure 6.4c, the whole test setup is depicted. The vehicle interfaces

can be seen on the right side of the figure and the CarPC is the silver box on the right side of

the boot. All the equipment left from the CarPC is either required for the power supply of the

test setup or to access the vehicle’s camera system (which is not used in this work).

(a) Vehicle network access (b) Breakout box for CAN interface

(c) Overview of the test setup

Figure 6.4: Test vehicle setup
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6.2.2 Signal Data Processing and Subset Selection

The CAN messages were received by the CAN interface, which is accessed by the software tool

CAR Measurement Environment (CARMEN). CARMEN is a BMW internal development tool

for access and analysis of internal vehicle communication and is mainly used for the development

of new vehicles. This tool already provides the corresponding device drivers for various CAN

interfaces and can directly decode vehicle message frames into the corresponding PDUs and

vehicle signals (cf. Figure 2.6). All decoded vehicle signals are exported via localhost User

Datagram Protocol (UDP) messages by using a custom-built Python script and the provided

Python interface of CARMEN. A second Python interface, which is part of the approach,

receives the exported vehicle signals. All signals are then being processed, labelled, and ranked

according to the DDF specification and the proposed approach. The specifications of the test

cases are identical to the last evaluations (cf. Listings A.1 to A.3). For the pre-processing, we

use the same setup as in the offline signal subset evaluation, including continuous data out of

the last chapter (cf. Listing C.1). For the ranking and selection of the signal subsets, we use the

modified version of the Fisher Score algorithm, including streaming processing and federated

execution, presented in the last chapter. In this test setup, also any other supervised feature

selection with streaming processing capabilities could be used (e. g. [117] or [194]).

6.2.3 Live Report

Figure 6.5: Live report on CID

The selected signal subset is then displayed on the vehicle’s Central Information Display

(CID) on the dashboard of the vehicle. In Figure 6.5, a photo of this live report is shown.

The live report shows the current active label and the elapsed time of the current test drive,
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followed by the active test cases, the total number of features and the fraction of each distinct

label. The lower part shows the live ranking of the top |SA| = 20 signals and their current

score. Unfortunately, the signal names in the report had to be omitted due to confidential

information, but this would not differ to the report shown previously (cf. Listing 3.2).

6.3 Evaluation Results and Discussion

We first evaluate the maximum number of signals which can be processed on-the-fly onboard a

vehicle and the required computational resources of our setup. For this evaluation, we configured

the maximum sampling rate at which a vehicle signal is forwarded to the Python interface of

the implemented approach.

We started with a maximum sampling rate of 5.0s and reduced the sampling rate in steps

of 0.1s. With a minimum sampling rate of 0.5s, all vehicle signals, we had access to, can be

forwarded to the approach and processed without loosing any signal values, or generating any

buffer overflows. When setting the sampling rate to 0.4s, we started loosing signal values after

42s of starting the test setup. When further decreasing the sampling rate, the time when loosing

the first values decreased. These values were lost, due to a bottleneck between CARMEN and

the CARMEN Python interface. Unfortunately, the source code of the CARMEN Python

interface is not disclosed, and we cannot further investigate this bottleneck. However, all steps

from our approach did not show any bottlenecks or even lost values, and we able to processed

all values which were received from the CARMEN Python interface.

During the testing, CARMEN on average used around 15% to 17% of the CPU cycles and

around 530MiB of RAM. The implementation of the approach itself only used around 1% to

2% of the CPU cycles and around 60MiB of RAM. Here, we used CARMEN solely for the

connection to the CAN interface and the decoding of the received CAN frames. The actual

approach only used minimal computational resources to decode and process all available signals

and could be easily executed on embedded hardware.

Figure 6.5 shows a live report of a conducted test drive. Here, we used a sampling rate

of 0.5s with the test case Day/Night Mode, as seen in the upper part of the live report. The

total length of this drive was around 30 minutes, and in total 5677 decoded vehicle signals have

been processed. This resulted in a total of about 5.9 million processed values. Please note that

this number of signals is smaller than in the data sets in the previous evaluations. The reason

is that we only have physical access to some of the major CANs and therefore, did not have

access to all vehicle signals. Additionally, the used test vehicle has an older E/E architecture

generation, as in the previous evaluations, which has a lower total number of signals. Here,

we also only scored signals which have been received at least once. For example, if in the test

drive, the sunroof was never used, we also would never receive such a signal. As this test drive

has only the length of 30 minutes, not all functions have been used, and not all signals were

observed.
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The lower part of the live report shows the ranking of the signals according to the used test

case. The first three signals show a perfect correlation to the signal (i. e. an infinite score), as

these signals either are directly used for the generation of the label day mode or night mode

or contain this information. The fourth signal with a score around 50 is the actual signal of

the brightness sensor controlling this function, which shows a high correlation. This is also the

signal we would expect as the most top-ranked signal.

In all test drives and the three used test cases, the approach was able to decode all arriving

signal values and identify the corresponding signals. Only when using sampling rates below 0.5s,

we could not forward all signal values to the approach, due to constraints in CARMEN. We

only use CARMEN for implementation of the test setup and to show the onboard capabilities of

the approach. In case of integration of the proposed approach in the vehicles E/E architecture,

we would have direct access to the vehicle signals without any testing tool like CARMEN.

The here shown evaluation is very limited, and the major threat to validity concerns the used

test vehicle and the accessed CANs, as new vehicle generations generate more signals. Here, we

have only tested an online implementation of the approach on a current-generation vehicle and

only on a part of the vehicle’s networks. However, we also showed the only bottleneck was the

connection to these networks and not the actual approach. If we would have direct access to

the vehicle signals, the implemented approach could be executed on all received signals. As this

approach was implemented in Python and did not include any optimisation for the execution

platform, the used resources and performance can be even further improved. Here, we only

wanted to show the onboard capabilities of the approach and proof the execution in a “real

world” example.

To sum up, we were able to show that our approach can be executed onboard a vehicle,

although we had a bottleneck in the connection to the car. This bottleneck is not part of our

approach, and could easily be solved with direct access to the vehicle signals. Additionally, we

showed the low computational requirements of our approach.
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Summary and Conclusion

The considerably rich amount of signals and data already present in current vehicles enables

the development of new functions, especially DDFs. This work presented an approach to

automatically select a signal subset out of all available vehicle signals, which should be used

as input for a particular DDF. It, thereby, helps the function developer in the design phase of

DDFs, especially to handle the vast amount of potential input data.

Figure 1.1 in the first chapter depicts the structure of this work. At first, we gave a mo-

tivation for this work, introduced the posed research questions (RQs). The second chapter

introduced the background for the approach and the impact of the automotive E/E architec-

ture on DDFs. Chapter 3 presented the proposed approach step by step. Next, we evaluated

the approach. The first three evaluations, presented in Chapter 4, were conducted in a purely

offline manner on static data, and here we evaluated each step of the approach step by step. In

the next evaluation, presented in Chapter 5, we demonstrated the streaming capabilities of the

approach, meaning that no significant amount of data had to be stored or transferred. Finally,

we showed the real-world applicability with a proof of concept in a real vehicle. The following

sections will conclude each chapter in more detail and will be concluded by the contributions

of this work.

7.1 Background

In Chapter 2, we presented the background and related work for the proposed approach. First,

we defined the term of DDF in the automotive domain, followed by an overview of applications.

These applications range from system functions, to context-aware functions, and to anomaly

detection systems. Based on the development workflow from machine learning functions, we

presented a workflow for DDFs.

Next, we introduced the term E/E architecture and the purpose of this architecture. We gave

an overview of current E/E architectures and their impact on the development of DDFs. We
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identified seven challenges impacting DDFs in E/E architectures: (i) The federated architecture,

(ii) internal signals, (iii) asynchronous communication, (iv) signal dimensionality, (v) signal

specification, (vi) data volume, and (vii) limited computational resources. We linked these

challenges imposed by the E/E architecture to the steps of the presented development workflow.

Finally, we gave an overview of the related work in this field. In general, we divided the

related work into semantic approaches and data-driven approaches. We introduced the state-

of-the-art in semantic approaches with annotation of vehicle signals and showed the limited

applicability of these approaches, as they require manual annotation. With the high dimen-

sionality of currently up to 14 000 signals, this would not scale well. We also introduced

data-driven methods for the identification of potential input signals for a DDF. We gave an

overview of the currently existing methods and clustered them based on four categories.

7.2 Approach

Chapter 3 presented the primary approach of this work. At first, we gave an overview of the

underlying concept and briefly introduced each step of the approach. Next, we presented each

step in detail.

First, we presented the DDF specification in Section 3.2, which is the basis for each step.

In the first step of the approach, the vehicle signal pre-processing, we presented the data access

and pre-processing, which is the basis for all following steps. The presented data access and

pre-processing is specially designed for the characteristics of the automotive E/E architecture.

The pre-processing is followed by the label and signal generation step presented in Section 3.4.

The pre-processed signals combined with the generated labels and signals, the actual signal

subset is selected by the next step, presented in Section 3.5.

This signal subset selection process identifies the proposed signals, which should be used as

input for a specific DDF out of all available vehicle signals. This step is mainly based on feature

selection algorithms introduced in Chapter 2. The selected signal subset can then be post-

processed in multiple ways. Section 3.6 presented the possible post-processing steps (i. e. how

these signals are used after the selection step). This can be done manually or automatically.

Next, we presented the deployment strategy of the approach regarding the onboard and

back end execution and selected data sets. This deployment strategy is based on the type of

the selected signal subset, which we also introduced in the deployment strategy.

7.3 Offline Evaluation

For the evaluation of the proposed approach, we conducted multiple evaluations. Chapter 4

presented the first three evaluations. These were only conducted offline on data collected from

customer vehicles. First, we presented the underlying 24 test cases, the test setup and the 101

data sets used for the conducted evaluations. Next, we presented and discussed these three
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evaluations separately.

In the first evaluation, we assessed the proposed vehicle signal pre-processing step and

compared its performance to a baseline without any pre-processing. Here, we compared two

different types of machine learning algorithms as the basis for each test cases. In the case of

the RF classifier, the DDF performed similarly on the raw vehicle signals and the pre-processed

signals. However, in the case of the SVM classifier, only the classifier using the pre-processed

signals was able to achieve a good performance.

This shows the importance of pre-processing of signals for machine learning tasks. Often

this step is manually designed for each use case. In the case of automotive data and the vast

amount of vehicle signals, this step has to be automated, based on the already present signal

specifications. When using machine learning algorithms which are capable of splitting and

scaling signals during the training phase (e. g. RF, decision trees), the proposed pre-processing

step is not necessarily required. Nevertheless, it can be used to filter and reduce the amount

of data and does not have a significant impact on the performance of the classifier. In the case

of linear machine learning algorithms (e. g. SVM, deep neural networks), we can observe that

a pre-processing step is mandatory to train these type of classifiers. With the current trend to

deep learning, correct pre-processing of vehicle signals becomes inevitable.

Next, we evaluated the signal subset selection step of the proposed approach. To minimise

the effect of the selected algorithm, we evaluated 15 different algorithms on 24 test cases, using

101 data sets. In total, we conducted 10 200 evaluation runs (680 test cases and data sets

× 15 algorithms). Here, the algorithms Chi2, DISR, FScore, Fisher Score, Gini Index,

MRMR, and Trace Ratio provided signal subsets that achieved good and robust results for

the trained classifier over all test cases independent of the used type of classifier. Addition-

ally, from these algorithms, Chi2, FScore, Fisher Score, and TraceRatio Fischer are

distinguished by their fast execution. Despite their fast execution, the results are similar or

even better than more complex algorithms with much higher execution times. The overall good

performance of the trained classifiers based on signals selected, showed the applicability of the

proposed approach and also, that in most cases enough signals are already present to achieve

good results. When using the signal subset selected by seven out of the 15 algorithms, the per-

formance of the classifier was even increased in comparison to a classifier trained on all signals.

This also shows the dependability of the approach on the performance of the used algorithm.

In the third evaluation, we assessed the deployment strategy by comparing the different

selected signal subsets between the data sets (i. e. users). All these evaluations were based on

the same 24 test sets and 101 data sets. In summary, we showed that we observed all three

types of signal subsets S I
A, S II

A , and S III
A , and that, depending on the test case, there is a need

for a highly personalised selection of appropriate input signals for a DDF. At the same time,

we were also able to see that a minimum amount of data from each user is required to select

the appropriate subset and that this varies from test case to test case.
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7.4 Streaming Evaluation

One of the main challenges of current E/E architectures is the vast amount of vehicle data

and limited resources for storing or transferring this data (cf. Challenge 6). In the evaluation

presented in Chapter 5, we assessed the approach on streaming data, meaning no data has to

be stored within the vehicle or the back end. This also can be directly performed onboard the

vehicle. As the basis for this evaluation, we used the same data sets as presented in the offline

evaluation and the test cases of the type anomaly detection. First, we introduced the test case

of the streaming anomaly detection and its basic concept and the used test setup.

We demonstrated the streaming capabilities of our approach and proposed a novel DDF

for providing proactive safety management for customer functions in automotive systems at

run-time. This DDF can detect safety violations for personalisable functions and support the

software engineering process by gathering run-time data from the vehicles already running in

the field. We have modified the Fisher Score feature selection algorithm and performed on

the reduced data the statistical Grubbs’ outliers detection test pointing to anomalous system

behaviour. With this modified algorithms, we showed the full capabilities of our approach and

minimised the impact of the E/E architecture on DDFs.

Based on the 101 data sets and twelve ADAS functions, we evaluated our approach on 91

runs, where the user reconfigured a function at least once. For over 47% (43/91 runs) of these

runs, we were able to detect and flag possible anomalies. In 47% (43/91 runs) of the runs no

anomalies, but also no false alarms have been triggered, which is similar to the current systems

without any anomaly detection. Only in 5% (5/91 runs) of the runs, we would have only

triggered false notification without detecting any anomalies. This overall detection rate can

be improved by using more sophisticated anomaly detection algorithms. However, we wanted

to demonstrate that the proposed signal subset selection approach is suitable for streaming

configurations.

7.5 Onboard Proof of Concept

In the previous evaluations, we assessed the approach on pre-recorded vehicle signals, meaning

no requirements for an onboard execution have been posed to the approach. With a proof

of concept presented in Chapter 6, we demonstrated the onboard capabilities of the proposed

approach in a real vehicle setup.

With the test cases Day/Night Mode, Power Consumption, and Valid Lane Markings and

test setup in a real vehicle, we demonstrated the applicability of the proposed approach for

an onboard execution. As the basis for this evaluation, we have used a BMW X5 with similar

functionalities as the BMW 7 Series used in the other evaluations.

In all test drives and the three used test cases, the approach was able to decode all arriving

signal values and to identify the corresponding signals. Only when using sampling rates below

0.5s, we were not able to forward all signal values to the approach, due to constraints in the
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software CARMEN. Here, we only used CARMEN for implementation of the test setup and to

show the onboard capabilities of the approach. In case of integration of the proposed approach

in the vehicle’s E/E architecture, we would have direct access to the vehicle signals without

any testing tool like CARMEN.

We were able to show that our approach can be executed onboard a vehicle, although

we had a bottleneck in the connection to the car, which was not part of our approach, and

could be easily solved with a direct access to the vehicle signals. Additionally, we showed the

low computational requirements of our approach, although the implementation was not fully

optimised.

7.6 Research Questions and Contributions

For this work, we posed a total of five RQs. These have already been introduced in the first

chapter, but we will briefly recap these and show the contribution of this work:

RQ 1 (Signal Subset Identification)

How to identify vehicle signals which are potentially relevant as input for a specific DDF?

The first RQ was related to the curse of dimensionality and the vast amount of vehicle signals

available in current vehicles. For the development of DDF in the automotive domain, it would

not be reasonable to use all vehicle signals as input. To reduce the number of input signals, the

appropriate vehicle signals have to be identified and selected. The presented approach showed

in the evaluation that it was able to choose appropriate signals for the training of a DDF on

multiple test cases and different users and thereby gives an answer to this RQ.

RQ 2 (E/E Architecture Characteristics)

How to integrate the identification approach into the vehicle’s architecture and consider the

characteristics of automotive E/E architectures?

The second RQ was related to the vehicles architecture and the challenges posed by it. Cur-

rent automotive E/E architectures are historically grown and not designed for data mining or

machine learning applications. The characteristics of these E/E architectures have a significant

impact on DDFs and pose additional challenges. The presented approach can entirely be exe-

cuted in a distributed manner until the last step, where each score is collected. Additionally,

the approach supports an onboard execution without storing any signal data and works on the

available signal specifications. This minimises the impact of the current E/E architectures on

data-driven applications. In the evaluation, we were able also show that the approach works

on real vehicle data and even in an actual vehicle at run-time.

RQ 3 (Scalability)

How to scale this identification approach over large vehicle fleets from simple system-related

DDFs to highly personalised DDFs?
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The third RQ was related to deployment and scalability. The developed DDFs will not only

be deployed on one single vehicle. As an OEM, this will involve large vehicle fleets. These

functions can range from simple system-related DDFs which are similar for all vehicles, to

highly personalised DDFs which are unique for every user or vehicle. Therefore we extended the

previous RQs with the additional requirement of scaling the identification approach over large

vehicle fleets. In the deployment strategy, we proposed a classification of signals subsets and

their dependability on the system’s or user’s behaviour. With this classification, we introduced

a deployment strategy answering the question about the scalability of this approach (even for

highly personalised DDFs). Additionally, we were able to show in the evaluation that this

personalisation is needed.

RQ 4 (Manual Post-Processing)

How to assist the function developer in identifying potential information and signals which could

be relevant as input for a specific DDF?

RQ 5 (Automatic Post-Processing)

How to automatically use the discovered input signals for a specific DDF?

The fourth and fifth RQ were related to the actual integration of the resulting signal subsets

and their post-processing. This can either be done by the developer manually or automatically.

Therefore we posed two RQs related to the integration of the discovered vehicle signals into the

DDF. The first one considers the manual integration by the function developer into the DDF.

The second one considers the automatic integration into the DDF. In this work, we consider

both the manual integration of the signal subsets into the DDF and the automatic integration

in the case of highly personalised DDFs. In the post-processing of our approach, we presented

a solution for the manual integration and the automatic integration. By this, we presented a

possible answer to both of these RQs. Additionally, we showed in the evaluation that—at least

with the automatic integration—the DDFs performed well.

In addition to these five RQs, this work also contributed to the state of practice. As part

of the presented approach, we proposed an automatic pre-processing of vehicle signals for data

mining and machine learning purposes, entirely based on the currently available specification of

vehicle signals defined by the AUTOSAR standard. This part of the approach can be easily used

not only for DDFs but for any other data mining, data analytics, or machine learning tasks.

In one of the evaluations, we also compared 15 state-of-the-art feature selection algorithms on

automotive data. The shown results help future developers to decide on the best algorithm for

their use case.

7.7 Conclusion

In this work, we presented an approach to discover vehicle signals, which represent a system’s

or user’s behaviour when interacting with functionalities. These signals can directly be used as

124



7.7 Conclusion

the basis for DDFs, which are often hidden in the high amount of vehicle data. In multiple eval-

uations, we demonstrated the capabilities of the approach, which can, in addition, be executed

onboard a vehicle without having to store large amounts of data onboard. Also, the real-world

applicability of the approach was demonstrated with a proof of concept in a real vehicle.

By using the resulting signal subsets, we were able to train DDFs, which achieved a good

performance in predicting the behaviour of the system or user. These results show that current

vehicles are already equipped with enough sensors and provide a solid basis to predict a system’s

or user’s behaviour. Still, this data has to be discovered first of all. Considering the vast amount

of data as well as the highly diverse behaviour of every user, the selection of the appropriate

signals cannot be easily performed manually. In order to use feature selection algorithms for

this task, an automatic pre-processing method for vehicle signals has to be used, which has been

presented as part of the approach. This method is solely based on the specification of vehicle

signals by the widely used AUTOSAR standard and is thereby independent of the OEM.

The evaluations of 15 different feature selection algorithms also showed that simple algo-

rithms provide solid results and even outperform more complex algorithms, if sufficient data

samples can be obtained onboard the vehicle. These simple algorithms can be executed on

embedded hardware onboard the vehicle and thereby provide the function developer fast re-

sults, without the need of any vehicle data transfer to the OEM’s back end. This also has the

significant advantage that the privacy of the driver/customer is affected as little as possible and

still allows the developer to design personalised functions.
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Chapter 8

Outlook

In this work, we presented and evaluated an approach to ease the development of DDFs in auto-

motive E/E architectures, by proposing relevant input signals for such functions. By identifying

the relevant input signals for a DDF, the function developer will easier find the appropriate

signals representing the user’s behaviour. However, this is only one challenge the developer is

facing in the design phase of automotive DDFs.

8.1 Signal Subset Selection

First of all, we would like to mention a point in the signal subset selection, which is not fully

addressed in this work. Here, we contemplate our approach as a single step in the development

of DDFs, which is not yet part of a whole process within the design phase. CI/CD pipelines are

established in many software domains, and this trend also affects automotive software, including

DDFs [14]. However, in the case of DDFs, especially the training of the machine learning

component, poses additional challenges (cf. [54]). In one of our publications, we proposed to

integrate the here presented approach into a CI/CD pipeline for personalised DDFs (cf. [11]).

This direct integration can ease and accelerate the development of DDFs. In the current

implementation of the approach, we used YAML-files for the configuration and the report

of the results. This human-readable markup language might be sufficient for a trained data

scientist. However, in the case of a business analyst, this might not be optimal. Therefore, we

propose to extend our approach with a Graphical User Interface (GUI) to facilitate the use of

the approach integrated into a CI/CD pipeline.

8.2 E/E Architecture

In this work, we showed the major impacts of the E/E architecture on designing DDFs and

the selection of the input data. Not only the selection of the input is significantly affected by
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the architecture, also the actual deployment of the DDF. In one of our publications (cf. [13]),

we introduced and assessed more challenges of E/E architectures on DDFs. One of these

challenges is the static communication within the vehicle. Once a vehicle is built, it is nearly

impossible to rearrange vehicle signals or even create new signals dynamically. For example,

if the developer of a DDF identifies an essential signal with our approach, but this signal is

not sent to the deployment target of their DDF, this signal cannot be used. IP-based networks

(e. g. Time-Sensitive Networking (TSN)) and new software architectures (e. g. Service-Oriented

Architecture (SOA)) are a step forward to dynamic communication within the vehicle. Even

if we would have a dynamic communication in current E/E architectures, we still not have

a central point in the architecture to access data, nor a data broker for this data. On top,

currently, only few methods for Digital Rights Management (DRM) are implemented, which

becomes more crucial in regards to privacy regulations.

Besides, more and more onboard analytics platforms will be integrated into the vehicle

(e. g. [195] or [196]). The here presented approach was only one example of such an onboard

analytic platform. All these additional computations will further increase the required com-

putational resources. With the predominance of electric vehicles, the power consumption by

these platforms will have a direct effect on the range of the vehicle. This can only be minimised

with specialised hardware optimised for data analytics. This is not the case in current E/E

architectures and has to be further investigated. In [12], we proposed a preliminary architec-

ture for such hardware accelerators and in [20] a management concept for the produced heat,

by distributing the computations between the components. These topics have to be further

investigated.

8.3 Data Architecture

Not only the E/E architecture effects DDFs but also the data architecture of current vehicles.

Current architectures are mostly focused on the functions. In this case, signals are only the

means to an end. With the further advance of DDFs, this has to change. In the background

chapter, we introduced the VSS as a data architecture for vehicles. However, the annotation of

each data point still has to be performed manually and will not scale for e. g. 14 000 vehicle

signals. We, therefore, propose to develop a data architecture which can be directly created

from the function’s specifications which generates the data. Architectures like SOA can provide

sufficient annotations to directly describe the data each service is providing. The advantage

of such an inheritance is that the developer has only to maintain one specification, which is

also the primary purpose of the vehicle’s architecture; providing functions for the customer. In

this case, this specification should also be the single point of truth and not a separated data

architecture. In the automotive domain, this is not yet fully investigated, and with the advance

of DDFs this becomes more important.
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8.4 Data-Driven Functions

Also, the way DDFs work has a high impact on the development process. With more such

functions being implemented, this will gain further importance. These functions have addi-

tional requirements compared to classical functions. For example, the dynamic nature of these

functions will require new design patterns (e. g. [10]) and safety assessments, as these functions

will not any more be deterministic and different for every user. This will require new methods

for the safety assessment of vehicle functions (e. g. [15]). Also, these DDFs directly learn from

the user and directly interact with the user. The user can easily understand a good designed

classical function as these are mostly deterministic. However, with functions directly learning

from the user and interacting with him, new forms of HMIs are required (e. g. [16] or [17]). This

research and development is only at the beginning and must be further investigated.
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Appendix A

Test Case Specifications

In the following specifications, the vehicle signal names and values have been changed or partly

not mentioned due to confidential information.

function:
name: day_night # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- day_night_mode

labeling:
- 0: day_night_mode == 0 # rule for label 0: day mode
- 1: day_night_mode == 1 # rule for label 1: night mode

Listing A.1: Specification for the Test Case Day/Night Mode

function:
name: power_consumption # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- power_demand
- power_supply_1
- power_supply_2
- power_prediction

labeling:
- 0: 10 > power_demand >= 0 # rule for label 0: 1st power consumption class
- 1: 20 > power_demand >= 10 # rule for label 1: 2nd power consumption class
- 2: 30 > power_demand >= 20 # rule for label 2: 3rd power consumption class
- 3: 40 > power_demand >= 30 # rule for label 3: 4th power consumption class
...
...
- 13: 140 > power_demand >= 130 # rule for label 13: 14th power consumption class
- 14: 150 > power_demand >= 140 # rule for label 14: 15th power consumption class

Listing A.2: Specification for the Test Case Power Consumption
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function:
name: lane_marking_valid # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- lane_width

labeling:
- 0: lane_width < 15 # rule for label 0: lane marking valid
- 1: lane_width == 15 # rule for label 1: lane marking invalid

Listing A.3: Specification for the Test Case Lane Marking Valid

function:
name: set_temp_driver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- hvac_temp_driver

labeling:
- 0: 16 < hvac_temp_driver <= 18 # rule for label 0
- 1: 18 < hvac_temp_driver <= 20 # rule for label 1
- 2: 20 < hvac_temp_driver <= 22 # rule for label 2
- 3: 22 < hvac_temp_driver <= 24 # rule for label 3
- 4: 24 < hvac_temp_driver <= 26 # rule for label 4
- 5: 26 < hvac_temp_driver <= 28 # rule for label 5

Listing A.4: Specification for the Test Case HVAC Driver

function:
name: set_temp_codriver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- hvac_temp_codriver

labeling:
- 0: 16 < hvac_temp_codriver <= 18 # rule for label 0
- 1: 18 < hvac_temp_codriver <= 20 # rule for label 1
- 2: 20 < hvac_temp_codriver <= 22 # rule for label 2
- 3: 22 < hvac_temp_codriver <= 24 # rule for label 3
- 4: 24 < hvac_temp_codriver <= 26 # rule for label 4
- 5: 26 < hvac_temp_codriver <= 28 # rule for label 5

Listing A.5: Specification for the Test Case HVAC Co-Driver

function:
name: acc_onoff # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- acc_status
- acc_gap
- acc_speed

labeling:
- 0: acc_status == 0 # rule for label 0: acc off
- 1: acc_status == 1 # rule for label 1: acc on

Listing A.6: Specification for the Test Case Proactive ACC
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function:
name: acc_gap # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- acc_status
- acc_gap
- acc_speed

labeling:
- 0: acc_gap == 1 # rule for label 0: acc gap 1
- 1: acc_gap == 2 # rule for label 0: acc gap 2
- 2: acc_gap == 3 # rule for label 0: acc gap 3
- 3: acc_gap == 4 # rule for label 0: acc gap 4

Listing A.7: Specification for the Test Case Proactive ACC Gap

function:
name: window_driver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- window_position_driver
- window_control_driver
- window_button_driver

labeling:
- 0: window_position_driver == 0 # rule for label 0: window closed
- 1: window_position_driver == 1 # rule for label 1: window partly opended
- 1: window_position_driver == 2 # rule for label 1: window fully opended

Listing A.8: Specification for the Test Case Proactive Window Driver

function:
name: window_codriver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- window_position_codriver
- window_control_codriver
- window_button_codriver

labeling:
- 0: window_position_codriver == 0 # rule for label 0: window closed
- 1: window_position_codriver == 1 # rule for label 1: window partly opended
- 1: window_position_codriver == 2 # rule for label 1: window fully opended

Listing A.9: Specification for the Test Case Proactive Window Co-Driver

function:
name: seatheating_driver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_seatheating_driver
- temperature_seat_driver
- button_seatheating_driver

labeling:
- 0: status_seatheating_driver == 0 # rule for label 0: seatheating off
- 1: 3 >= status_seatheating_driver >= 1 # rule for label 1: seatheating on

Listing A.10: Specification for the Test Case Proactive Seatheating Driver
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function:
name: seatheating_codriver # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_seatheating_codriver
- temperature_seat_codriver
- button_seatheating_codriver

labeling:
- 0: status_seatheating_codriver == 0 # rule for label 0: seatheating off
- 1: 3 >= status_seatheating_codriver >= 1 # rule for label 1: seatheating on

Listing A.11: Specification for the Test Case Proactive Seatheating Co-Driver

function:
name: proactive_dec # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_ddc
- control_ddc
- config_drivetrain
- config_engine
- config_suspension
- config_steering
- config_display
- config_gearbox

labeling:
- 0: status_ddc == 0 # rule for label 0: comfort
- 1: status_ddc == 1 # rule for label 1: eco pro
- 2: status_ddc == 2 # rule for label 2: sport

Listing A.12: Specification for the Test Case Proactive DEC

function:
name: frontend_collision_warning # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_frontend_collision_warning
- config_frontend_collision_warning

labeling:
- 0: status_frontend_collision_warning == 0 # rule for label 0: off
- 1: status_frontend_collision_warning == 1 # rule for label 1: on

Listing A.13: Specification for the Test Case Frontend Collision Warning

function:
name: cross_traffic_alert # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_cross_traffic_alert
- config_cross_traffic_alert

labeling:
- 0: status_cross_traffic_alert == 0 # rule for label 0: off
- 1: status_cross_traffic_alert == 1 # rule for label 1: on

Listing A.14: Specification for the Test Case Cross Traffic Alert
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function:
name: lane_departure_warning # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_departure_warning
- config_lane_departure_warning
- sensitivity_lane_departure_warning
- intervention_lane_departure_warning

labeling:
- 0: status_lane_departure_warning == 0 # rule for label 0: off
- 1: status_lane_departure_warning == 1 # rule for label 1: on

Listing A.15: Specification for the Test Case Lane Departure Warning

function:
name: lane_departure_warning_sen # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_departure_warning
- config_lane_departure_warning
- sensitivity_lane_departure_warning
- intervention_lane_departure_warning

labeling:
- 0: sensitivity_lane_departure_warning == 0 # rule for label 0: low
- 1: sensitivity_lane_departure_warning == 1 # rule for label 1: medium
- 2: sensitivity_lane_departure_warning == 2 # rule for label 2: high

Listing A.16: Specification for the Test Case Lane Departure Warning Sensitivity

function:
name: lane_departure_warning_inter # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_departure_warning
- config_lane_departure_warning
- sensitivity_lane_departure_warning
- intervention_lane_departure_warning

labeling:
- 0: intervention_lane_departure_warning == 0 # rule for label 0: on
- 1: intervention_lane_departure_warning == 1 # rule for label 1: off

Listing A.17: Specification for the Test Case Lane Departure Warning Intervention
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function:
name: lane_change_warning # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_change_warning
- config_lane_change_warning
- sensitivity_lane_change_warning
- intervention_lane_change_warning

labeling:
- 0: status_lane_change_warning == 0 # rule for label 0: off
- 1: status_lane_change_warning == 1 # rule for label 1: on

Listing A.18: Specification for the Test Case Lane Change Warning

function:
name: lane_change_warning_sen # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_change_warning
- config_lane_change_warning
- sensitivity_lane_change_warning
- intervention_lane_change_warning

labeling:
- 0: sensitivity_lane_change_warning == 0 # rule for label 0: low
- 1: sensitivity_lane_change_warning == 1 # rule for label 1: medium
- 2: sensitivity_lane_change_warning == 2 # rule for label 1: high

Listing A.19: Specification for the Test Case Lane Change Warning Sensitivity

function:
name: lane_change_warning_inter # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_lane_change_warning
- config_lane_change_warning
- sensitivity_lane_change_warning
- intervention_lane_change_warning

labeling:
- 0: intervention_lane_change_warning == 0 # rule for label 0: off
- 1: intervention_lane_change_warning == 1 # rule for label 1: on

Listing A.20: Specification for the Test Case Lane Change Warning Intervention

function:
name: side_collision_warning # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_side_collision_warning
- config_side_collision_warning

labeling:
- 0: status_side_collision_warning == 0 # rule for label 0: off
- 1: status_side_collision_warning == 1 # rule for label 1: on

Listing A.21: Specification for the Test Case Side Collision Warning

136



function:
name: speed_limit_assist # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_speed_limit_assist
- config_speed_limit_assist
- offset_speed_limit_assist

labeling:
- 0: status_speed_limit_assist == 0 # rule for label 0: off
- 1: status_speed_limit_assist == 1 # rule for label 1: on

Listing A.22: Specification for the Test Case Speed Limit Assist

function:
name: speed_limit_assist_offset # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_speed_limit_assist
- config_speed_limit_assist
- offset_speed_limit_assist

labeling:
- 0: -15 =< offset_speed_limit_assist < -13 # rule for label 0
- 1: -13 =< offset_speed_limit_assist < -11 # rule for label 1
- 2: -11 =< offset_speed_limit_assist < -9 # rule for label 2
- 3: -9 =< offset_speed_limit_assist < -7 # rule for label 3
- 4: -7 =< offset_speed_limit_assist < -5 # rule for label 4
- 5: -5 =< offset_speed_limit_assist < -3 # rule for label 5
- 6: -3 =< offset_speed_limit_assist < -1 # rule for label 6
- 7: -1 =< offset_speed_limit_assist <= 1 # rule for label 7
- 8: 1 < offset_speed_limit_assist <= 3 # rule for label 8
- 9: 3 < offset_speed_limit_assist <= 5 # rule for label 9
- 10: 5 < offset_speed_limit_assist <= 7 # rule for label 10
- 11: 7 < offset_speed_limit_assist <= 9 # rule for label 11
- 12: 9 < offset_speed_limit_assist <= 11 # rule for label 12
- 13: 11 < offset_speed_limit_assist <= 13 # rule for label 13
- 14: 13 < offset_speed_limit_assist <= 15 # rule for label 14

Listing A.23: Specification for the Test Case Speed Limit Assist Offset

function:
name: steering_wheel_vibration # name of function
max_inputs: 30 # maximum number of selected signals

blacklist: # blacklisted signals
- status_steering_wheel_vibration
- config_steering_wheel_vibration

labeling:
- 0: status_steering_wheel_vibration == 0 # rule for label 0: light
- 1: status_steering_wheel_vibration == 1 # rule for label 1: medium
- 2: status_steering_wheel_vibration == 2 # rule for label 2: strong

Listing A.24: Specification for the Test Case Steering Wheel Vibration
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Appendix B

Deployment Class Specifications

# Test Cases of Type System Functions

deployment_class:
function_class: system

Listing B.1: Deployment Class Test Cases in Section System Functions

# Test Cases of Type Context -Aware Functions and Anomaly Detection

deployment_class:
function_class: group

Listing B.2: Deployment Class Test Cases in Context-Aware Functions and Anomaly Detection
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Appendix C

Pre-Processing Specifications

# pre -processing setup for pre -processing and streaming evaluation

pre_processing:
error -values: # inclusion of error -values

setting: yes

scaling: # scaling of all signals in [0,1]
setting: on
min: 0
max: 1

discretization: # binning of signal values into discrete bins
setting: off

Listing C.1: Pre-processing specification for pre-processing evaluation and streaming evaluation

# pre -processing setup for signal subset evaluation
# if feature selection algorithm can handle continuous and discrete data

pre_processing:
error -values: # inclusion of error -values

setting: no

scaling: # scaling of all signals in [0,1]
setting: on
min: 0
max: 1

discretization: # binning of signal values into discrete bins
setting: off

Listing C.2: Pre-processing specification for signal subset evaluation including continuous data
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C. PRE-PROCESSING SPECIFICATIONS

# pre -processing setup for signal subset evaluation
# if feature selection algorithm can only handle discrete data

pre_processing:
error -values: # inclusion of error -values

setting: no

scaling: # scaling of all signals in [0,1]
setting: on
min: 0
max: 1

discretization: # binning of signal values into discrete bins
setting: on
bins: 20

Listing C.3: Pre-processing specification for signal subset evaluation with only discrete data
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Appendix D

Offline Evaluation
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Figure D.1: Results of deployment evaluation (Chi2) (cont.)
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Figure D.1: Results of deployment evaluation (Chi2)
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Figure D.2: Results of deployment evaluation (DISR) (cont.)
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(k) (11) Proactive Seat Heating Co-Driver
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(l) (12) Proactive DEC

Figure D.2: Results of deployment evaluation (DISR)
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Figure D.3: Results of deployment evaluation (FScore) (cont.)
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Figure D.3: Results of deployment evaluation (FScore)
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Figure D.4: Results of deployment evaluation (Gini Index) (cont.)
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Figure D.4: Results of deployment evaluation (Gini Index)
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Appendix E

Streaming Evaluation

Table E.1: Usage of ADAS functions over different data sets

Data Set Not Rec. Rec. Data Set Not Rec. Rec. Data Set Not Rec. Rec.

1 11 1 35 12 - 69 9 3
2 10 2 36 9 3 70 12 -
3 11 1 37 9 3 71 10 2
4 12 - 38 12 - 72 12 -
5 12 - 39 12 - 73 12 -
6 11 1 40 12 - 74 12 -
7 9 3 41 12 - 75 9 3
8 11 1 42 11 1 76 12 -
9 12 - 43 9 3 77 12 -
10 12 - 44 12 - 78 12 -
11 11 1 45 9 3 79 11 1
12 11 1 46 12 - 80 12 -
13 6 6 47 12 - 81 12 -
14 6 6 48 7 5 82 12 -
15 12 - 49 11 1 83 12 -
16 12 - 50 10 2 84 12 -
17 12 - 51 12 - 85 12 -
18 10 2 52 11 1 86 12 -
19 9 3 53 12 - 87 12 -
20 12 - 54 12 - 88 12 -
21 12 - 55 11 1 89 12 -
22 11 1 56 12 - 90 12 -
23 10 2 57 12 - 91 10 2
24 12 - 58 10 2 92 12 -
25 9 3 59 12 - 93 12 -
26 9 3 60 12 - 94 12 -
27 12 - 61 12 - 95 12 -
28 12 - 62 12 - 96 12 -
29 12 - 63 11 1 97 12 -
30 12 - 64 12 - 98 12 -
31 5 7 65 12 - 99 12 -
32 11 1 66 8 4 100 12 -
33 11 1 67 9 3 101 12 -
34 11 1 68 12 -

155





References

[1] George E. P. Box, Alberto Luceño, and Maria del Carmen Paniagua-

Quinones. Statistical Control by Monitoring and Adjustment. Wiley series in probability

and statistics. John Wiley & Sons, Hoboken, 2nd ed. edition, 2011.

[2] McKinsey & Company. Ready for Inspection - The Aftermarket in 2030, 2018.

[3] Richard Bellman. Dynamic Programming. Dover Books on Computer Science. Prince-

ton University Press and Dover Publications, Princeton, NJ, USA, 1 edition, 1957.

[4] Christoph Segler, Stefan Kugele, and Alois Knoll. Context Discovery for

Personalised Automotive Functions. In IEEE Intelligent Transportation Systems

Conference (ITSC), pages 2470–2476. IEEE, 2019.

[5] Christoph Segler and Sina Shafaei. Verfahren, Vorrichtung, Computer-

programm und Computerprogrammprodukt zur Datenbearbeitung für ein

Fahrzeug, Patent, Application DE 102018202348 A1, 2019.

[6] Philipp Obergfell, Christoph Segler, Eric Sax, and Alois Knoll. Synchro-

nization between Run-Time and Design-Time View of Context-Aware Au-

tomotive System Architectures. In 2018 IEEE International Systems Engineering

Symposium (ISSE), pages 1–3. IEEE, 2018.

[7] Philipp Obergfell and Christoph Segler. Method Indicating Unexpected

Behaviour and Vehicle, System, and Storage Medium Comprising the Same,

Patent, Application WO 2020020437 A1, 2020.

[8] Christoph Segler, Stefan Kugele, Philipp Obergfell, Mohd Hefeez Osman,

Sina Shafaei, Eric Sax, and Alois Knoll. Evaluation of feature selection for

anomaly detection in automotive E/E architectures. In ICSE ’19 Proceedings

of the 41st International Conference on Software Engineering: Companion Proceedings,

pages 260–261. ACM / IEEE, 2019.

[9] Christoph Segler, Stefan Kugele, Philipp Obergfell, Mohd Hafeez Osman,

Sina Shafaci, Eric Sax, and Alois Knoll. Anomaly Detection for Advanced

157



REFERENCES

Driver Assistance Systems Using Online Feature Selection. In 2019 IEEE Intel-

ligent Vehicles Symposium, pages 578–585. IEEE, 2019.

[10] Stefan Kugele, Christoph Segler, and Thomas Hubregtsen. Architectural

Patterns for Cross-Domain Personalised Automotive Functions. In IEEE Inter-

national Conference on Software Architecture (ICSA 2020), pages 191–201. IEEE, 2020.

[11] Ilias Gerostathopoulos, Stefan Kugele, Christoph Segler, Tomas Bures,

and Alois Knoll. Automated Trainability Evaluation for Smart Software

Functions. In IEEE/ACM International Conference on Automated Software Engineering

(ASE 2019), pages 998–1001. IEEE, 2019.

[12] Thomas Hubregtsen, Christoph Segler, Josef Pichlmeier, Aritra Sarkar,

Thomas Gabor, and Koen Bertels. Integration and Evaluation of Quantum

Accelerators for Data-Driven User Functions. In 21st International Symposium on

Quality Electronic Design (ISQED 2020), pages 329–334. IEEE, 2020.

[13] Stefan Kugele, Vadim Cebotari, Mario Gleirscher, Morteza Hashemi,

Christoph Segler, Sina Shafaei, Hans-Jörg Vögel, Fridolin Bauer, Alois
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Fahrzeugregelungsfunktionen. PhD thesis, Karlsruher Institut für Technologie, Karlsruhe,

2018.

[66] Julian Broy. Modellbasierte Entwicklung und Optimierung flexibler zeitgesteuerter Ar-

chitekturen im Fahrzeugserienbereich. PhD thesis, Karlsruher Institut für Technologie,

Karlsruhe, 2010.

[67] Waldemar Haas and P. Langjahr. Cross-domain vehicle control units in mod-

ern E/E architectures. In Michael Bargende, Hans-Christian Reuss, and

Jochen Wiedemann, editors, 16. Internationales Stuttgarter Symposium, Proceedings,

pages 1619–1627. Springer Fachmedien Wiesbaden, Wiesbaden, 2016.

[68] Dominik Reinhardt and Markus Kucera. Domain Controlled Architecture -

A New Approach for Large Scale Software Integrated Automotive Systems.

In Proceedings of the 3rd International Conference on Pervasive Embedded Computing

and Communication Systems, pages 221–226. SciTePress - Science and and Technology

Publications, 2013.

[69] Manfred Broy. Challenges in automotive software engineering. In Leon J.

Osterweil, Dieter Rombach, and Mary Lou Soffa, editors, Proceeding of the 28th

international conference on Software engineering - ICSE ’06, page 33, New York, New

York, USA, 2006. ACM Press.

[70] ISO 11898. Road Vehilces - Controller Area Network (CAN), 2015.

163



REFERENCES

[71] ISO 17987. Road Vehicles - Local Interconnect Network (LIN), 2016.

[72] ISO 17458. Road Vehicles - FlexRay Communication System, 2013.

[73] Werner Zimmermann and Ralf Schmidgall. Bussysteme in der Fahrzeugtechnik.

Springer Fachmedien, Wiesbaden, 2014.

[74] ISO 19157. Geographic information – Data quality, 2013.
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Bischof, and Axel Pinz, editors, Computer Vision – ECCV 2006, pages 68–82, Berlin,

Heidelberg, 2006. Springer Berlin Heidelberg.

[123] François Fleuret. Fast Binary Feature Selection with Conditional Mutual

Information. Journal of Machine Learning Research, 2004(5):1531–1555, 2004.

[124] Huan Liu and Rudy Setiono. Chi2: feature selection and discretization of

numeric attributes. In Anon, editor, Proceedings of the International Conference on

Tools with Artificial Intelligence, pages 388–391. IEEE, 1995.

[125] David Hutchison. On the Use of Variable Complementarity for Feature Se-

lection in Cancer Classification. In Applications of Evolutionary Computing, 3907

of Lecture Notes in Computer Science, pages 91–102. Springer, Berlin, Heidelberg, 2006.

[126] Lei Yu and Huan Liu. Feature selection for high-dimensional data: A fast

correlation-based filter solution. In Proceedings of the 20th international conference

on machine learning (ICML-03), pages 856–863, 2003.

[127] Sewall Wright. The Interpretation of Population Structure by F-Statistics

with Special Regard to Systems of Mating. Evolution, 19(3):395, 1965.

[128] Richard O. Duda, Peter E. Hart, and David G. Stork. Pattern classification. A

Wiley-Interscience publication. Wiley, New York NY u.a., 2. ed. edition, 2001.

[129] C. W. Gini. Variability and mutability, contribution to the study of statistical

distribution and relaitons. Studi Economico-Giuricici della R, 1912.

[130] Aleks Jakulin. Machine learning based on attribute interactions. PhD thesis, Univerza

v Ljubljani, 2005.

[131] Howard Hua Yang and John Moody. Data visualization and feature selection:

New algorithms for nongaussian data. In Advances in Neural Information Processing

Systems, pages 687–693, 2000.

[132] R. Battiti. Using mutual information for selecting features in supervised

neural net learning. IEEE transactions on neural networks, 5(4):537–550, 1994.

168



REFERENCES

[133] David D. Lewis. Feature selection and feature extraction for text categoriza-

tion. In Proceedings of the workshop on Speech and Natural Language - HLT ’91, page

212, Morristown, NJ, USA, 1992. Association for Computational Linguistics.

[134] Hanchuan Peng, Fuhui Long, and Chris Ding. Feature selection based

on mutual information: criteria of max-dependency, max-relevance, and

min-redundancy. IEEE transactions on pattern analysis and machine intelligence,

27(8):1226–1238, 2005.
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