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Kurzfassung

Aeroakustik und Rotordynamik sind zwei verschiedene Themen, wenn es um technische An-

wendungen sowie die Formulierung der damit verbundenen Probleme geht. Dieser Umstand

ergibt sich nach dem Verständnis des Autors aus den ursprünglich unterschiedlichen Betrach-

tungsweisen, in denen die Probleme der einzelnen Themengebiete formuliert wurden und im-

mer noch beschrieben werden. In der Aeroakustik wird in der Regel eine eulerscher Betrach-

tungsweise gewählt, in der die fundamentalen Gleichungen, die als die Bilanzgleichungen der

Kontinuumsmechanik bekannt sind, eingebettet sind. Diese Sichtweise wird traditionell von In-

genieuren der Fluiddynamik bevorzugt, da die Verfolgung der Bewegung jedes einzelnen Flu-

idteilchens nicht von besonderem Interesse ist. Stattdessen erlaubt die Beobachtung der Feld-

größen an festen Positionen im Raum eine effektive Analyse fluiddynamischer Probleme. Im

Gegensatz dazu sind Probleme der Rotordynamik historisch gesehen ein Thema der Struktur-

mechanik, wofür üblicherweise eine lagrangesche Betrachtungsweise bevorzugt wird. Hier ist

die Verfolgung der Bewegung von materiellen Teilchen von allgemeinem Interesse. Da für die

meisten ingenieurwissenschaftlichen Problemen der Strukturdynamik die Annahme kleiner Defor-

mationen gültig ist, ist die Verwendung einer lagrangeschen Betrachtungsweise ohne zusätzliche

Herausforderungen möglich. Darüber hinaus ist die Beschreibung wesentlicher Randbedingungen

in diesem Rahmen viel einfacher realisiert, da die Gebietsgrenzen wohldefiniert sind.

Müssen beide Themen parallel berücksichtigt werden, wie z. B. bei der Entwicklung von Strahl-

triebwerken, ist die Entscheidung für die eine oder die andere Betrachtungsweise mit dem Um-

stand verbunden, dass einige Nachteile unabwendbar sind. Aus diesem Grund entwickelten die

Forscher eine verallgemeinerte Beschreibung, die im Englischen als „Arbitrary Lagrangian Eu-

lerian Frame“ bezeichnet und in der auf eine willkürlich gewählte Referenz bezogen wird. Die

Beschreibung von Störungen basiert folglich in Bezug auf diese Referenz. Offensichtlich ist eine

derartige Betrachtungsweise in der Lage, Störungen sowohl in der Aeroakustik als auch in der

Rotordynamik abzubilden.

In dieser Arbeit werden beide Forschungsgebiete, d. h. die Aeroakustik und die Rotordynamik, im

Frequenzbereich auf der Grundlage einer willkürlichen lagrange-eulerianischen Betrachtungsweise

analysiert, die im ersteren Fall in der Untersuchung der weniger bekannten Galbrun-Gleichung

besteht. Mit Blick auf die Literatur sieht man, dass Themen der Rotordynamik mit dieser Betrach-

tungsweise ausführlicher untersucht worden. Im Detail kommen sowohl die Modalanalyse als

auch die harmonische Analyse als Teil der Modellreduktion und der modalen Superposition in

verschiedenen Fällen zum Einsatz. Die Ergebnisse zeigen, dass ähnliche physikalische Verhal-
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tensweisen, wie z. B. Modenaufspaltung, in beiden Anwendungen vorhanden sind. Folglich ist

es beabsichtigt, dem Leser die grundlegende gemeinsame Betrachtungsweise näherzubringen, die

auf beide Anwendungen angewendet werden kann, um zukünftige Entwicklungen hin zu einer

einheitlichen Theorie zu erleichtern. Mit diesem deduktiven Ansatz wird der Leser in eine höhere

Abstraktionsebene eingeführt, von der aus mehrere Aspekte zu verschiedenen Bereichen der zu-

grunde liegenden Forschung beigetragen werden. Diese Bereiche sind das Kennen der „Literatur“,

das Verstehen der „Physik“, das Entwickeln von „numerischen Methoden“ und schließlich das

Finden von „Anwendungen“, da dies alles Teil der Forschung im Allgemeinen ist. Daher dient

diese Arbeit als Vorbereitung, zukünftig die beiden Themengebiete mittels einer gemeinsamen

Betrachtungsweise zu beschreiben, um somit die Themengebiete der Aeroakustik und Rotordy-

namik einander anzunähern. Indem beide Forschungsbereiche mittels einer Betrachtungsweise

formuliert werden, ist ein einheitliches Verständnis zu erreichen. Aus der Sicht des Autors ist

eine vollständige Kopplung beider Anwendungen eine natürliche Entwicklung der zukünftigen

Forschung, liegt allerdings außerhalb des Rahmens dieser Arbeit.
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Abstract

Aeroacoustics and rotor dynamics are two different subjects when it comes to engineering appli-

cations as well as the formulation of associated problems. This circumstance, as understood by

the author, stems from the originally different frameworks in which problems of the individual

subjects have been formulated and still are described. In aeroacoustics, usually a Eulerian frame

is chosen in which the fundamental equations, known as the balance equations of continuum me-

chanics, are embedded. This frame is traditionally preferred by engineers of fluid dynamics, since

tracking the motion of each fluid particle is not of particular interest. Instead, the variation of the

field quantities at fixed positions in space allows to effectively analyze problems of fluid dynamics.

In contrast, problems of rotor dynamics are historically a subject of structural mechanics for which

a Lagrangian framework is usually preferred, where tracing the motion of material particles is of

general interest. Since for most engineering cases of structural dynamics, a small deformation as-

sumption is valid, utilizing a Lagrangian frame comes without additional challenges. In addition,

applying essential boundary conditions is realized much easier in this frame, as domain interfaces

are well defined.

For problems, where both subjects have to be considered such as in turbofan engineering, the

decision for one or the other framework comes with the burden of accepting some disadvantages.

For this reason, researchers came up with a generalized framework known as Arbitrary Lagrangian

Eulerian frame, in which “arbitrary” refers to an arbitrarily chosen reference frame from which

perturbations are measured. Evidently, such a frame is capable of mapping perturbations in both

aeroacoustics as well as rotor dynamics.

In this work, both research fields, namely aeroacoustics and rotor dynamics are analyzed in the

frequency domain based on an Arbitrary Lagrangian Eulerian point of view, which in the former

case consists of studying the less-known Galbrun equation. Looking at the literature, the latter

case has been studied more extensively. In detail, the modal analysis as well as the harmonic

analysis as part of model reduction and modal superposition scheme are applied in distinct cases.

The results show that similar physical behaviors, such as mode splitting, are present in both ap-

plications. Consequently, it is intended to provide the reader with a fundamental understanding

of the common framework that can be applied to both applications in order to facilitate future de-

velopments towards a unified theory. With this deductive approach, the reader is introduced to a

higher abstraction level, from which several aspects to distinct fields of the underlying research

are contributed. These fields are knowing the “Literature”, understanding “Physics”, developing

“Numerical Methods”, and finally finding “Applications”, as this is all part of research in general.
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Therefore, this thesis serves as a preparation to describe the two research fields in one single frame

in order to bring the topics of aeroacoustics and rotor dynamics closer together. By viewing both

research fields in one frame, a unified understanding is on its way and, as seen by the author, a full

coupling of both applications, will be a natural development of future research, but is beyond the

scope of this work.
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Chapter 1

Introduction

Sound and vibration in a mixed frame, as the title of this work already indicates, deals with wave

propagation both in fluids and in structures. Since the two phenomena already have been exten-

sively studied in the past, the focus quickly shifts to the rest of the title. “In a mixed frame” might

leave the reader with some questions. However, the very tricky part arises from the word “and”.

Since both sound in fluids and vibration in structures are seemingly very different in their nature,

the unification encompasses many challenges.

But before going into detail, some effort is taken to explain why the presented line of thought

is relevant. The simplest way of highlighting the importance is by looking at two very different

research fields that belong to the above mentioned classification, namely, on the one hand, aero-

acoustics as a research field in which wave generation and propagation in flow is analyzed, and

on the other hand, rotor dynamics, where rotating elastic structures can vibrate, due to external

loading or unbalanced masses.

Apparently, when it comes to technical applications, the two very different research fields come

close together. As an example, Sutliff [178] as well as Kurtz and Marte [112] highlighted the

interaction between aeroacoustics and rotor dynamics when dealing with turbofan engines, which

are nowadays commonly used in most commercial airplanes. Furthermore, wind turbines are very

attractive electric energy producers. Unfortunately, the interaction between rotor dynamics and

flow [36] can cause amplitude modulation of sound waves that lead to health issues [169]. Only

the knowledge of the complete physical process that is involved could lead to a minimization of

aeroacoustic sound emission through structural optimization [125]. A third category belongs to

the automotive industry, where because of extensively used electric motors, other sound sources

become prominent, such as break squeal [150], tire noise and aeroacoustic sound from cooling

machines [160]. The latter are also used in buildings, where their noise emission can influence the
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1 Introduction

ability to concentrate [145]. As can be seen, in most cases the interaction between aeroacoustics

and rotor dynamics is often present in industrial applications and possibly leads to annoyance

or even health-related issues. Therefore, noise reduction is a major concern of research and the

industry [6].

This work is dedicated to the general understanding of aeroacoustic and rotor dynamics as seen

from a common unified framework, known as the “Arbitrary Lagrangian Eulerian” frame within

the frequency domain. This higher level of abstraction allows the reader to identify common

aspects between the two rather different research fields. It is believed by the author that this work

will contribute to the development of a unified theory, where both physics can be expressed in

a more elegant way, leading to a more effective coupling and eventually powerful schemes for

solving problems in more complex systems.

Outline of this work

In the first part of this work, a discussion on the state of the art towards sound and vibration is

given, followed by a summary that gives insight into the contributions of this work, which closes

the introductory chapter. In chapter 2, the applied methods are discussed, followed by a description

of the utilized models in chapter 3. A summary of the appended publications is the content of

chapter 4, after which the results are discussed among the available literature in chapter 5. This

work finishes with a conclusion in chapter 6. All the appended publications are found in the second

part of this work.

1.1 State of the art

When it comes to understanding sound and vibrations in a mixed frame, as indicated by the title

of this work, it is essentially necessary to understand all parts of the title before a picture of the

whole can be drawn. To get familiar with the incredibly broad scientific field, recently Pierce [155]

published a comprehensive textbook on acoustics, which certainly summarizes the state of the art to

a reasonable extent. Furthermore, Mechel [131] and Rossing [165] provide a very good overview

on acoustics. For deeper insight on how to use numerical methods for solving acoustic problems,

the reader is referred to Marburg and Nolte [128] and Kaltenbacher [104].

However, by concentrating on aeroacoustics as well as rotor dynamics, which will be discussed

in more detail in the subsequent outlines, the two topics seem to be quite different in their nature

and yet show many similarities, if an appropriate level of abstraction is accepted. Usually, dealing
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with both research fields involves dealing with complicated mathematical expressions and complex

problems at the same time, making analytical solutions almost impossible to find. For this reason,

a number of numerical schemes have been developed in the last decades to provide the user with

a tool that allows deeper understanding of complex processes. One numerical method broadly ac-

cepted within the scientific and industrial community is the finite element method (FEM), where a

tremendous amount of research activities have been carried out. This is reflected by the number of

textbooks dedicated to this research field [12, 17, 53, 192]. Furthermore, the so-called discontinu-

ous Galerkin finite element method (DG-FEM) can be seen as a generalized form of the standard

FEM that allows to adequately resolve convection phenomena [16, 43, 45, 88], which becomes es-

pecially relevant in the field of aeroacoustics [47, 81, 93, 172] and rotor dynamics [64, 75]. Since

both fields have a common nature in continuum mechanics, a few references are suggested for

studying these fundamentals [1, 2, 17, 77, 130, 166, 175, 181].

Generally speaking, when viewing aeroacoustics and rotor dynamics in a common frame, the

interaction between the two domains can be of essential interest. If fluids and structures are part

of this interaction, it is called fluid structure interaction (FSI). The reason for emphasizing this in

such a way is due to the large number of available publications related to this stand-alone research

topic, see for instance the small selection [13, 14, 19, 40, 84, 91, 92, 134, 177, 189, 191].

Another important aspect that needs to be considered in the context of wave propagation deals with

waves traveling into the far field, which usually is considered as an unbounded domain. However,

in terms of utilizing numerical tools, discretizing an unbounded domain is not possible. Therefore,

a suitable truncation must be conducted, which artificially maps the properties of the unbounded

domain to the truncated domain. For this reason, so-called perfectly matched layer (PML) absorb-

ing boundaries [23] as well as infinite finite elements [5, 133] have been developed and applied

among other methods [63, 78–80]. Under certain circumstances, structure-born sound [46] can be

modeled utilizing approximation methods, such as the equivalent radiated power (ERP) [66, 111]

or a lumped parameter model (LPM) [58, 59], which have been applied in optimization proce-

dures [129].

In the following outlines, the discussion is focused on reviewing the state of the art with respect to

an arbitrary Lagrangian Eulerian frame, aeroacoustics, and finally rotor dynamics.

1.1.1 The Arbitrary Lagrangian Eulerian description

The Arbitrary Lagrangian Eulerian (ALE) frame is a generalized combination of both fundamental

frames of continuum mechanics, namely the Lagrangian frame and the Eulerian frame [1, 2]. The
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former is characterized by the fact that a mesh of grid points is attached to the underlying medium

and moves with it. In contrast, the Eulerian frame pictures a stationary frame, i.e. the mesh is

fixed in space, and the medium is moving relatively to it. Both distinct frameworks have their own

advantages and disadvantages. However, because of the shortcomings, as discussed in section 2.2

in more detail, of a purely Lagrangian frame and a purely Eulerian frame, a possible generalized

unification is the ALE framework, as pointed out by Donea and Belytschko [52]. In fact, since

this publication is a review that covers also the application towards numerical methods, it is a good

starting point for researchers who are interested in this topic. Furthermore, the ALE concept made

its first appearance within the finite difference method (FDM) in the 1960s and further within the

finite element method in the late 1970s. For a comprehensive insight, see Belytschko et al. [17]

and references within.

With respect to the application within the FEM scheme, the reader should consult Donea et al. [54],

Hetzler [89], Huerta and Casadei [97], and Nackenhorst [140].

1.1.2 Aeroacoustics

The term aeroacoustics refers to the research field of wave generation and propagation, where the

elastic medium in which the waves propagate is moving with respect to a stationary observer or

an initial reference system, respectively. Historically, this research field arose in the 1950s when

Lighthill published his famous work on sound generated aerodynamically [123, 124]. Lighthill

reformulated the well-known Navier-Stokes equation into a wave-type equation with sources. His

work was further developed by Curle, who considered the influence of rigid solid boundaries [48],

or Ffowcs Williams and Hawkings, who pictured the sound generation by turbulence and arbitrary

moving surfaces in an original frame by utilizing generalized functions such as the Heaviside func-

tion to distinguish between surfaces and fluid in order to arrive at an integral equation. A general-

ized version of an acoustic analogy has been presented by Goldstein [82] and was mathematically

analyzed [20] and successfully applied together with using large eddy simulations (LES) [106].

Since the earlier years of aeroacoustics, extensive research has been conducted towards under-

standing sound in moving media, which can be seen by the list of textbooks available on this

topic [47, 81, 93, 104]. In addition, a number of review articles summarize the available litera-

ture (i) towards compressible, viscous fluid dynamics [83], (ii) which model to use and when –

for predicting aerodynamic noise [139], (iii) with respect to issues and methods of computational

aeroacoustics (CAA) [3, 122, 179], (iv) towards the application in turbofan liner optimization [7],

and (v) on PML absorbing boundary conditions for CAA [94, 103]. But there also has been criti-
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cism on the use and abuse of acoustic analogies [51].

To get an insight into recent developments of aeroacoustics research in Europe, the reader is re-

ferred to the annual CEAS-ASC report, see for instance Gély and Bennett [74].

Historically, many applications are linked to the turbofan engineering, since Lighthill’s first con-

tribution examined the acoustic radiation of free stream, see for instance the noise prediction of

a mixing jet, where experiments validated the applied theory [99]. Ultimately, combustion noise

together with thermoacoustic instability has been investigated too. Also the case of a cylinder be-

ing placed in a cross flow has been studied [105], as well as eigenvalue problems in lined ducts

with flow [4]. This fundamental research together with the increase in computational power en-

abled researchers to investigate even more complicated problems such as cooling fans [90] or the

human voice production process [158, 193]. Besides the usual separation in hydrodynamics and

aeroacoustics, direct simulations have also been conducted [29].

In the following outlines, a closer look will be given towards methods that have been developed

using a Eulerian frame and a mixed or ALE frame, respectively. Traditionally the former frame-

work is favored by researchers in the field of fluid dynamics. However, the utilizing of an ALE

frame to describe aeroacoustic phenomena has numerous advantages as will be discussed below.

Conventional Eulerian frame

When deriving the fundamental equations of fluid dynamics and aeroacoustics, respectively, most

scholars in the field of fluid dynamics choose a Eulerian frame to describe the balance equations

of fluid dynamics. The reason is that in the Eulerian frame, tracing single particles is not of partic-

ular interest, since in most cases of fluid dynamics this circumstance involves large displacements

associated with flow motion. Therefore, instead of following each particles’ trajectory, as done by

using a Lagrangian frame, it is more convenient to analyze the variation of the field quantities at

certain positions in space [1, 2].

Dealing with aeroacoustics often involves a separation of quantities since the hydrodynamics quan-

tities are usually much larger than the associated perturbations [47, 104, 128]. Since this approach

is common in the community of aeroacoustics, it comes natural that a number of different methods

for describing sound in moving media have been developed, due to a different definition within

the separation process and assumption towards the fluid flow behavior [56, 85, 152, 154, 159, 171,

173].

A number of hybrid CAA methods that are well-known in the aeroacoustic community should be

mentioned at this point. First, the linearized Euler equations (LEE) [10, 28], which are usually
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applicable to inviscid flows. Second, the linearized Navier-Stokes equation (LNSE) [107], which

essentially drops the assumption of an inviscid flow and even can be used to investigate aero-

acoustic phenomena involving viscothermal losses, and finally the acoustic perturbation equations

(APE) [56, 57, 138]. Since this topic is extensively investigated by many scholars, the reader is

referred to the publication of Schoder and Kaltenbacher [170] for a review on the state of the art

of hybrid aeroacoustic computations. In terms of numerical methods that have been developed

and successfully applied, please see Gabard et al. [70], Gabard et al. [68], Gabard et al. [69], and

Hüppe and Kaltenbacher [98].

ALE frame – Galbrun’s equation

A very different way was taken by Galbrun, who formulated the basic equations of aeroacoustics in

a mixed Lagrangian/Eulerian frame as early as 1931 [73]. By that time, the wording ALE was not

common within the scientific community. However, the proposed formulation of Galbrun is indeed

an ALE frame applied to the basic equations of fluid dynamics. At first sight, deriving such a more

complex theory seems to be unnecessary, unless distinct advantages are identified that outshine

the disadvantages. A listing of these aspects follows as the advantages are that (i) the coupling

condition at interfaces with continuity of normal acoustic displacement can be directly treated, (ii)

even for homentropic rotational flow, an exact conservation law as well as a definition of acoustic

intensity exists, and (iii) stable and efficient finite element formulations in the frequency domain

have been developed [146]. On the contrary, there also exist a number of disadvantages such as:

(I) the underlying ALE framework is more complicated, (II) spurious solutions can pollute solu-

tions when utilizing standard Lagrange elements, and (III) boundary conditions of in- and outflow

regions are complicated to formulate [50, 67, 72, 146, 156, 162, 183]. For more information on

spurious solutions the reader is referred to Donea and Belytschko [52], Wang and Bathe [185],

and Bathe et al. [13]. A comparison to analytical solutions and LEE formulations can be found in

Brazier [37].

Despite the possible difficulties that arise by applying Galbrun’s equation, a number of scholars

have done extensive research in this field [21, 24, 67, 119, 161]. For general derivations and

possible extensions to a non-linear theory, see the literature [38, 132, 156]. As already pointed out,

since Galbrun’s equation is a second-order vector wave equation, some mathematical difficulties

come along, known as spurious modes that can possibly lead to a pollution of the sought solution,

when standard FEM schemes are applied. To overcome this drawback, various approaches have

been proposed throughout the years. On the one hand, a mixed formulation proved to be a stable

scheme for which good numerical results are achieved [50, 72, 146, 183]. On the other hand, a
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regularization of Galbrun’s equation, as proposed by Bonnet-Ben Dhia and her co-workers [30,

31, 33–35], enables one to use the original pure displacement-based form of Galbrun’s equation,

where no pressure degrees of freedom are present, as it is in the mixed formulation.

Furthermore, when dealing with aeroacoustics by using an ALE frame, some considerations must

be taken into account and essentially unbounded domains need to be considered. Since in practical

cases computational costs need to be minimized, unbounded domains represent a major conflict

in this context, unless appropriate boundary conditions are stated on the surface of the truncated

domain. For this reason, two powerful methods are brought up. The first one using infinite finite

elements, see Retka and Marburg [163], and the second one relies on PML absorbing boundary

conditions [8, 15, 18, 61]. This way originally unbounded domains can be truncated and efficiently

solved using numerical methods.

In terms of sources of Galbrun’s equation only a few publications consider this aspect [67, 71].

However, a major field of applications is concerned with analyzing the sound propagation within

ducts that can have lined walls [9, 22, 147, 153, 182, 183], where the majority of problems are

considered in a time-harmonic regime, see Berriri et al. [25] as well as Rodríguez and Santama-

rina [164] for an analysis of the time dependent Galbrun equation. This circumstance, as under-

stood by the author, stems from the existence of spurious solutions. Consequently, in a transient

analysis, these spurious modes are excited and lead to unstable solutions, if no stabilization mea-

sures are taken.

Recently, Galbrun’s equation has been applied to helioseismology in order to study the wave prop-

agation in an arbitrary flow [41], which seems to be a very interesting research field for the future.

1.1.3 Rotor dynamics

Rotor dynamics is a very broad research field among mechanical engineers with many associated

topics. Since it is out of the scope of this work to review all aspects of rotor dynamics, the reader

is referred to literature [102, 108, 109] and references within and especially the textbooks [64, 75],

to get an introduction to the interesting research field. Among the many types of rotors that are

possible to think of, in this context only rotating elastic disks are investigated, where the axis of

rotation remains stable. Such disks under no rotation can adequately be described by the Kirchhoff

plate theory [2].

Keeping in mind that the elastic structures are rotating, evidently applying an ALE frame for de-

scribing the rotor dynamics motion is an attractive approach. To clarify this, rotor dynamics, as

it should be understood in this work, means that an elastic body is rotating with constant speed
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around its main symmetry axis and deflections are measured with respect to an undeformed refer-

ence frame. Consequently, if the rotating disk is considered rigid and the axis of rotation remains

fixed in space, then no deflection as seen from an ALE point of view would be recognizable, even

though the disk is rotating relative to the reference frame. From this starting point, several ap-

plications can be analyzed, namely, general rotor dynamic investigations on disks [55, 76, 113],

rings [26, 27, 96] and more specific rolling contact mechanisms of tires [126, 140, 141, 190],

railway wheelsets [60, 180, 184], or break disk [186, 187] and even sound radiation of such sys-

tems [39, 42, 117, 118].

As can be seen from the above stated examples, the use of numerical methods, such as FEM,

are state-of-the-art tools [110, 143, 144, 149, 174]. Furthermore, it is apparent that the rotation

induces a sort of asymmetry, which disturbs the double symmetry and leads to a so-called mode

splitting, which, from a stationary point of view, i.e. in an ALE frame, leads to a forward and

backward traveling wave. Even in the non-rotating case, disturbances such as cracks or geometrical

deviations of actual double symmetric structures, e.g. beams with circular cross section, can lead to

mode splitting [176]. However, if a rotational speed is present, the dynamic analysis must include

effects that are linked to the rotation, in order to capture the effect on the surrounding domain

correctly [39].

Another application that has been skipped above are saw blades. Here, the structural dynamics are

especially relevant. This circumstance is explained by looking at the resulting frequency of the

backward traveling wave. It can be seen that once the rotational speed increases, the associated

frequency of a backward traveling wave decreases, which turns to zero for a critical speed [62, 136,

168]. This instability can result in a harmful environment for workers in the vicinity of such rotors,

since the kinetic energy stored in the rotor is usually quite high for such cases and the associated

deflection shape of the disk is quasi stationary for a stationary observer. For this reason, a number

of techniques have been developed to influence the stability of the saw blade in the ultimately

critical speed. See for example [11, 86, 87, 120, 121, 135, 142, 148, 151, 167] and the review of

Mote and Szymani [137].
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1.2 Contribution of this work

The main contribution of this work is dedicated towards understanding and analyzing sound and

vibration in a mixed frame, where two applications are in focus – the first application from the

research field of aeroacoustics and the second from the field of rotor dynamics. These research

fields, as understood by the author, can be divided into four classes. Note that due to the engi-

neering background of the author, the following classification is biased and does not claim general

validity.

The first class is named “Literature” and includes the research on available publications, the most

in-depth knowledge and understanding of the state of the art. The second class is dedicated to

“Physics” and encompasses the fundamental understanding of physical processes as well as the

mathematical tools to describe them. The third class deals with “Numerical Methods”. In this

class, computer-aided engineering is utilized for the numerical treatment of complex equations,

specifically partial differential equations describing the physical processes mentioned above. Last

but not least, the fourth class “Application” deals with the derivation of useful solutions for solving

relevant problems. These classes build on each other and can be seen as an engineering guide for

dealing with problems and finding suitable solutions.

In the sense of understanding sound and vibration in an arbitrary Lagrangian Eulerian frame as

a superordinated umbrella applied to aeroacoustics and rotor dynamics, four publications are ap-

pended to this work contributing to each class defined above. Each contribution can briefly be

summarized as follows.

Publication A summarizes available publications that can be linked to Galbrun’s equation, which

describes aeroacoustic wave propagation in the frame of a Lagrangian perturbation of a Eulerian

quantity. This review paper is the first attempt, to the best of the author’s knowledge, to summarize

contributions to this particular research topic and to place Galbrun’s equation comprehensively in

relation to other approaches and methods of aeroacoustics. Therefore, on the one hand, the contri-

bution can be seen as a possible starting point for interested researchers and, on the other hand, it

helps to understand how Galbrun’s equation is classified and where it derives from. In addition, the

cited publications are sorted with respect to superordinate research topics. The author’s intention

is to facilitate orientation in the large number of publications. Furthermore, the general deriva-

tion of Galbrun’s equation is recalled and possible ways of further development are highlighted.

Therefore, the main contribution of this publication can be associated with the class “Literature”,

as mentioned above.
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Publication B recalls the numerical instabilities that occur when Galbrun’s equation in its pure

displacement-based formulation is solved utilizing a standard finite element method in the context

of a numerical modal analysis. To remedy this problem, a discontinuous Galerkin finite element

method is applied to the pure displacement-based form of Galbrun’s equation. Furthermore, a con-

vergence analysis highlights the stability of the method and a parameter analysis provides details

for the selection of adequate flux parameters. For the case of a duct with uniform flow and an

annulus with a rotating shear flow, numerous investigations on the eigenvectors were carried out,

in which an appropriate classification strategy was proposed to distinguish acoustically dominated

modes from non-acoustically dominated modes, such as vortical modes or spurious modes. As

shown, this also can be realized by applying adequate constraints through a Lagrange multiplier

strategy on the weak form level of Galbun’s equation. The main contribution of this publication

can be associated with the class “Numerical Method”.

Publication C contributes to the physical understanding of sound radiation from a rotating elastic

disk where a lumped parameter model was applied as an appropriate strategy for quantifying the

sound power emission. As highlighted in the publication, the numerical model accounts for effects

such as Coriolis forces and the resulting deflection of the disk is seen from an arbitrary Lagrangian

Eulerian frame. The possibility of applying a modal super position strategy for computing the

harmonic response considerably saves computational cost. Furthermore, the effect was identified

that deflection shapes forming acoustic short circuits at low rotational speeds contribute to the

sound radiation at higher speeds. Last but not least, mode splitting that is associated with elastic

deforming disks under rotation is audible but only away from the rotational axis. Therefore, the

main contribution of this publication can be associated with the class “Physics”.

Publication D presents an improved version of a rotating disk which can be applied as a saw plate

in industrial branches such as the wood industry or medicine. The key contribution is associated

with the use of a pre-deformed plate configuration and additional tensioning lines in a spiral con-

figuration. Compared to standard versions of such a disk, i.e. a single monolithic disk with circular

tensioning lines, the critical speed of the proposed disk is improved by 33%. If kinetic energy is

considered as a measure of productivity, an improvement of 75% is achieved. At this point, the

patent is in its nationalization and regionalization stage in the European Union, the United States

of America as well as the Republic of China. This contribution falls under the last class “Applica-

tion”.

A more detailed summary can be found in Chapter 4. Overall, the contributions of this work can be

assigned to the four classes defined above with respect to the research of an arbitrary Lagrangian

Eulerian framework applied to aeroacoustics as well as rotor dynamics.
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Chapter 2

Applied Methods

This chapter is dedicated to the basic methods used in this work. First, a general notation is

introduced to provide the mathematical definitions for this thesis. Second, the ALE framework is

discussed and finally applied to aeroacoustics and rotor dynamics.

2.1 General notation

The following notations are recalled from Publication A. For the remainder of this work, a Eu-

clidean space Ω ⊂ R3 with a Cartesian coordinate system is considered, defined by orthonormal

basis tuple B = (~e1,~e2,~e3), unless specified differently. In order to describe physical processes,

tensors of n-th order are defined as follows:

• ρ , θ - Tensor of zeroth order or scalar,

• ~v, ~f ,~q - Tensor of first order or vector with components vk,

• ~~σ ,~~τ , ~~Π - Tensor of second or higher order with components σkl .

Furthermore, time and spatial derivative operators acting on tensors help to describe physical pro-

cesses. For the spatial derivatives, the Nabla operator (∇(·) = (∂ (·)
∂x1

, ∂ (·)
∂x2

, ∂ (·)
∂x3

)T ) is introduced. In

addition, (·),i, where i = 1,2,3, is equivalently used for partial derivative with respect to the cor-

responding spatial coordinate. Together with the Einstein summation convention, this description

is particularly useful because of its explicit character. However, the use of the well-known Nabla

calculus reveals its advantage when changing the underlying coordinate system. The following

mathematical rules apply and are given in the Nabla calculus and a component formulation to

avoid confusion or misunderstanding.
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• ~q = ∇ρ = grad ρ = qi~ei = ρ,i~ei,

• ~~σ = ∇~v = grad~v = σkl~ek⊗~el = vk,l~ek⊗~el ,

• ~~τ = ∇T~v = gradT ~v = τkl~ek⊗~el = vl,k~ek⊗~el ,

• ρ = ∇ ·~v = div~v = vk,l~ek ·~el = vk,lδkl = vk,k,

• ~q = ∇ ·~~σ = div ~~σ = qk~ek = σkl,i~ek⊗~el ·~ei = σkl,iδli~ek = σkl,l~ek,

• ~q = ∇×~v = rot~v = qk~ek = ekmnvm,n~ek.

Here, (·) represents the scalar product, δi j =~ei ·~e j is the Kronecker symbol with δi j = 1 if i = j

and δi j = 0 if i 6= j, ⊗ the dyadic product and elmn the Levi-Civita symbol, defined as

elmn =


1 if l,m,n = 1,2,3 and cyclic,

−1 if l,m,n = 3,2,1 and cyclic,

0 else.

(2.1)

In the above stated rules, the divergence operator applied to a second-order tensor acts on the

second component of this tensor. This form is known as right divergence operator, see Belytschko

et al. [17]. This definition has a significant consequence on the definition of this tensor, especially

in the case where ~~σ represents the Cauchy stress tensor. Consequently, this stress tensor with

~e1 ~x1

~e2

~x2

~e3

~x3

σ11

σ21

σ31

Figure 1: The Cauchy stress tensor in a Cartesian coordinate system, see Publication A

its components σkl is defined such that the first component k is dedicated to the direction of the

principle force, which in turn is assigned to the principle plane with its normal in xl-direction, see

Figure 1. This definition becomes especially relevant when considering the balance equations of

nonlinear continuum mechanics where the stress tensor can be unsymmetrical. Textbooks where

the definition is vise versa, i.e. the left divergence operator applies, are also available, see for
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example [1, 2, 17, 130]. The reason for stressing the precise definition is due to the negligent

treatment in numerous publications, which can result in confusion or even inconsistencies when

studying literature.

Upon these basic notations, the derivation of the ALE formulations follows in the subsequent

section, where the basic frameworks of continuum mechanics are recalled in order to provide a

general description.

2.2 ALE framework

In this section, the fundamentals for understanding the ALE framework are discussed. As a start, a

brief account is given of the classical concepts of Lagrangian and Eulerian descriptions. Both are

considered as the fundamental frames of continuum mechanics and, consequently, their application

depends on the advantages and disadvantages which accompany them. The ALE formulation takes

the main advantages of both frames as a unified formulation from which the Lagrangian as well as

the Eulerian frame can be deducted through simplifications. Therefore, the ALE description can

be seen as a generalized form. With great respect to the authors, the following outlines are based

0
~ei

~X

~y

~u

~x

~w

reference domain

spatial domainmaterial domain

BM

B0

Q0

P,QPM

B

Ψ̃

Ψ

Figure 2: Mapping of frames for ALE definition, after Donea and Belytschko [52]

on the well-written work of Donea and Belytschko [52] as well as Belytschko et al. [17], which

serve as fabulous reviews of the topic. For a deeper insight, the reader is referred to the literature,

see [17, 52, 53, 140] and citations within.
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Figure 2 serves as a guide for deriving the main concept of the ALE description. Consider a

continuum Ω in the three-dimensional vector space R3 with ~ei being its basis for an open time

interval 〈0,T 〉 ∈ R. Furthermore, an infinitesimal volume element of this continuum shall be

named particle. The motion of all particles within space along the time axis can be followed

or described by their distinctive trajectories. The position of a particle occupying a point PM

is defined by its spatial coordinates ~X at the initial time T0. This initial configuration or initial

domain is named material domain and denoted by BM. As the continuum evolves in time and

space, its configuration may change even though the number of particles remain unchanged. The

configuration at the present time t is denoted by B and called spatial domain. The particle in this

configuration occupies the point P with its vector position~y.

Consequently, the behavior of the continuum can be described by a mapping Ψ such that

Ψ : BM×〈0,T 〉 → RN with N = 3, (2.2)

~X , t→~y. (2.3)

From this mapping, the system of equations can be deducted as

yi =Ψi(X j, t) (2.4)

that forms the relation between the domain B and the domain BM. It is assumed that this mapping

is unique, continuous with continuous derivatives, and reversible. These assumptions yield that the

Jacobian JM with respect to the material domain does not vanish. Therefore, the relation

JM = | ∂yi

∂X j
| 6= 0 (2.5)

must be fulfilled. With this condition, an inverse calculation exists as

Xi = Ξi(y j, t). (2.6)

Furthermore, the displacement vector u is simply calculated by the following formula

~u =~y−~X . (2.7)

In the case that the components of the displacement vector are expressed in terms of the material

coordinates of ~X as

~u = ui(X j, t)~ei, (2.8)
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the representation is named Lagrangian representation. In contrast, if the components of ~u are

expressed by the components of the spatial coordinates, i.e. taking equation (2.6) into account, the

displacement vector is expressed by

~u =Ui(yl, t)~ei (2.9)

and named Eulerian representation. In anticipation of the use of the FEM as a domain discretiza-

tion procedure, one can understand the Lagrangian description in such a way that the mesh is fixed

to the associated material particles and that the mesh deforms from its initial configuration to the

present configuration together with the underlying continuum. This is in contrast to the Eulerian

description where the mesh is fixed in space and the particles move across with a relative veloc-

ity. Table 1 provides a comparison of advantages and disadvantages of the two frames discussed

above. Note that this assessment is biased by personal opinion as well as by the limited number of

publications that have been studied.

Framework Advantages Disadvantages

Lagrangian Clear demarcation of interfaces Inability to cope with large distortion

Good resolution of details Adaptive remeshing complicated

No convective terms from material
time derivative

Eulerian Good handling of strong distortion Precise interface definition necessary

Weak resolution of details

Table 1: Comparison between the Lagrangian and the Eulerian framework

The original concept of deriving an ALE formulation is primarily driven by the will to combine the

advantages of both fundamental frameworks. This goal is achieved by introducing a new domain

B0 called reference domain, which in this sense is arbitrary. As will be seen in the subsequent out-

lines, this form of framework provides a generalization, and through simplifications the Lagrangian

and the Eulerian description can be deducted from there.

In the ALE framework, a reference point Q0 is chosen, which is neither necessarily connected to

any material point nor possesses a fixed position in space. The position of the reference point in

its initial configuration is defined by the vector ~x. It follows that the motion of the continuum of
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interest is defined by the application of

Ψ̃ : B0×〈0,T 〉 → RN with N = 3, (2.10)

~x, t→~y (2.11)

through the reference domain. Consequently, the components of the spatial vector~y result from

yi = Ψ̃i(x j, t), (2.12)

where again it is assumed that continuity of the function Ψ̃ and its derivatives up to a sufficient

order are guaranteed as well as that an inverse exists and

J = | ∂yi

∂x j
| 6= 0 (2.13)

immediately follows. From the above stated arguments and the vector notation in Figure 2, one

can see that for any present position ~y one configuration in the material domain as well as one

configuration in the reference domain can be assigned as

~y = ~Ψ(~X , t) = ~X +~u, (2.14)

= ~̃
Ψ(~x, t) =~x+~w. (2.15)

So far, the key features of the ALE framework are presented. However, for understanding its appli-

cation to the well-known balance equations of continuum mechanics, the definition of appropriate

time derivatives is missing. With these definitions, the corresponding velocity vectors together

with the rate of change of physical quantities evolve as will be discussed in the following.

For each material point, the velocity vector ~vM is defined by the partial time derivative of the

position vector as

~vM =
∂~y(X j, t)

∂ t

∣∣∣∣~X =
∂~u(X j, t)

∂ t

∣∣∣∣~X , (2.16)

which is the Lagrangian representation of the velocity. Here, ~X is kept constant during differentia-

tion. Note that ~X identifies an initial configuration and therefore is not a function of time. For the

reference point, the same procedure yields

~vR =
∂~y(xl, t)

∂ t

∣∣∣∣
~x
=

∂~w(xl, t)
∂ t

∣∣∣∣
~x
. (2.17)

At this point, it is important to note that both the Lagrangian and the Eulerian description can
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2.2 ALE framework

be recovered. In the case of a Lagrangian frame, setting B0 = BM, Φ̃ = Φ , and considering

equations (2.14) and (2.15) yields

~w =~y−~X =~u, (2.18)

~vR =~vM. (2.19)

On the contrary, in a Eulerian frame the reference domain becomes the spatial domain as B0 = B

and Φ̃ can be seen as an identity transformation. This yields w = y and similarly from equa-

tions (2.14) and (2.15)

~w = 0, (2.20)

~vR = 0 (2.21)

follows. By summarizing the above stated arguments, three different situations are identified:

1. ~vR = 0; mesh is fixed in space; Eulerian description,

2. ~vR =~vM; mesh is fixed to material; Lagrangian description,

3. ~vR 6=~vM 6= 0; mesh is independent of material; ALE description.

As a next step, the rate of change of physical quantities depending on the different frames is pre-

sented. The physical quantity of interest shall be named Φ hereafter. It is important to note that

when Φ is a function of ~X , ~y, or ~x, the representation is called material, spatial, or mixed repre-

sentation, respectively. Furthermore, three different time derivatives exist which are denoted by

spatial, material, and mixed derivatives. Note that to prevent insufficient clarity in the subsequent

outlines, the component notation is preferred for improved readability whenever confusion might

arise. Table 2 lists the various derivatives with adequate notation and individual interpretations.

Next, it is important to investigate how the material time derivative is constructed if Φ is formu-

lated in three possible representations, as stated above. If the physical quantity is defined in its

material representation, the material time derivative follows in a straightforward manner as

DΦ(~X , t)
Dt

=
∂Φ(~X , t)

∂ t

∣∣∣∣∣~X . (2.22)

In the case that Φ is defined in its spatial representation, the material time derivative becomes more
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Designation Formula Interpretation

Material time derivative DΦ

Dt Variation per unit time felt by observer moving
with material

Spatial time derivative ∂Φ

∂ t

∣∣∣
~y

Variation per unit time at fixed position in space

Mixed time derivative ∂Φ

∂ t

∣∣∣
~x

Variation per unit time felt by observer moving
with the reference

Table 2: Definition of different time derivatives, see Donea and Belytschko [52]

complex, since~y is a function of time and therefore the chain rule applies, which yields

DΦ(yl, t)
Dt

=
∂Φ(yl, t)

∂ t

∣∣∣∣
yl

+
∂Φ(yl, t)

∂yi

∣∣∣∣
t

∂yi(t)
∂ t

∣∣∣∣
Xl

, (2.23)

=
∂Φ(yl, t)

∂ t

∣∣∣∣
yl

+ vMi(yl, t)
∂Φ(yl, t)

∂yi

∣∣∣∣
t
. (2.24)

Equation (2.24) can be interpreted as follows: An observer looking at a position ~y in space is

noticing two contributions for the rate of change of the quantity Φ . First, the field of the quantity

is changing with time, which is expressed by the spatial time derivative of Φ , see the first term in

equation (2.24). Second, the field Φ itself possesses a velocity with which it is moving relative

to the observer. Together with the non-vanishing spatial gradient of Φ , a second contribution is

added, known as convective term, cf. the second term in equation (2.24).

Eventually, if Φ is defined in its reference representation, the material time derivative is obtained

in a similar fashion as

DΦ(xl, t)
Dt

=
∂Φ(xl, t)

∂ t

∣∣∣∣
xl

+
∂Φ(xl, t)

∂xi

∣∣∣∣
t

∂xi(t)
∂ t

∣∣∣∣
Xl

, (2.25)

where the first term on the right-hand side is referred to the mixed time derivative of Φ . For the

convection term, an appropriate velocity has to be identified. For this purpose, the partial time

derivative of equations (2.14) and (2.15) for a fixed ~X yields

∂yi(Xl, t)
∂ t

∣∣∣∣
Xl

=
∂Ψi(Xl, t)

∂ t

∣∣∣∣
Xl

=
∂Ψ̃i(xl, t)

∂ t

∣∣∣∣
xl

+
∂Ψ̃i(xl, t)

∂x j

∣∣∣∣
t

∂x j(t)
∂ t

∣∣∣∣
Xl

. (2.26)

Considering again equations (2.14) and (2.15) and inserting equation (2.16) and (2.17) into (2.26)
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2.3 Application to fluid dynamics

yields

vMi = vRi +
∂yi(xl, t)

∂x j

∣∣∣∣
t

∂x j(t)
∂ t

∣∣∣∣
Xl

. (2.27)

Furthermore, equation (2.27) can be used to isolate the partial time derivative of ~x for a fixed

position ~X such as
∂x j(t)

∂ t

∣∣∣∣
Xl

=
∂x j(yl, t)

∂yi

∣∣∣∣
t
(vMi− vRi) . (2.28)

Now, equation (2.25) can be reformulated as

DΦ(xl, t)
Dt

=
∂Φ(xl, t)

∂ t

∣∣∣∣
xl

+
∂Φ(xl, t)

∂xi

∣∣∣∣
t

∂xi(yl, t)
∂y j

∣∣∣∣
t

(
vM j− vR j

)
, (2.29)

or further simplified as

DΦ(xl, t)
Dt

=
∂Φ(xl, t)

∂ t

∣∣∣∣
xl

+ c̄i
∂Φ(yl, t)

∂yi

∣∣∣∣
t
. (2.30)

where

c̄i = (vMi− vRi) . (2.31)

Essentially, equation (2.30) can be seen as the fundamental derivative for transforming the con-

servation equations of continuum mechanics into the ALE frame. In the following sections, these

concepts are applied to fluid dynamics and rotor dynamics to derive suitable equations of motion.

2.3 Application to fluid dynamics

In this section, the above stated concepts are applied to the conservation equations of fluid dynam-

ics. The main goal of this approach lies in a rather unusual definition of perturbations of physical

quantities, which then can be seen as reference quantities and their fluctuations. This approach

leads to a formulation of aeroacoustics known as Galbrun’s equation, in which fluctuations are ex-

pressed as a function of a Lagrangian displacement with respect to a Eulerian quantity. This is in

contrast to the common procedure that is being followed by scholars in the field of aeroacoustics,

where traditionally the fluctuations as well as the reference quantities are formulated in a pure Eu-

lerian framework. However, some interesting advantages can be identified when using Galbrun’s

equation. Perhaps the most important one arises when interfaces are considered. As has been

discussed above, the Lagrangian frame allows a precise definition and formulation of such inter-

faces. Therefore, considering fluid fluctuations in a Lagrangian frame allows one to easily couple
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the fluid domain to other domains involving jumps in the physical properties, see Brazier [38].

However, to arrive at the mentioned perturbation formulation some additional considerations are

needed, which are primarily recalled from Publication A and citations within.

Preliminary remarks

To shed more light upon this method and how the ALE framework is adopted, Figure 3 illustrates

the relation between the reference state and the perturbed state. These two states can be understood

as trajectories of a fluid flow, where the reference flow is free of perturbations. In this context,

0

~y(t)

~x(t)

~w(t)

perturbed state

reference stateparticle m

Figure 3: Frame of reference state and perturbed state, see Publication B

a given particle m takes the position ~y for time instance t, where perturbations are present. If

perturbations are absent, the particle is located at~x. This way, the perturbation can be described as

a function of ~w which has a Lagrangian character.

To highlight the differences of the perturbation description, the three frames are briefly acknowl-

edged. The Eulerian perturbation of a physical quantity Φ reads

Φ
′(~y, t) = Φ(~y, t)−Φ0(~y, t). (2.32)

In a pure Lagrangian frame, the perturbations are denoted by

Φ̄(~X , t) = Φ(~X , t)−Φ0(~X , t). (2.33)
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2.3 Application to fluid dynamics

Now in the mixed framework, the perturbations are defined as follows:

Φ̃(~x, t) = Φ(~y, t)−Φ0(~x, t). (2.34)

From equation (2.34), it can be seen that the reference quantity as well as its perturbation are

referred to a position ~x and that the associated sum results in the Eulerian quantity Φ(~y, t). Fur-

thermore, it is possible to combine the Eulerian perturbation with the mixed perturbation using

equations (2.32) and (2.34), which yields

Φ
′(~y, t) = Φ̃(~x, t)− (Φ0(~y, t)−Φ0(~x, t)) . (2.35)

One relevant conclusion can be drawn at this point. When investigating equation (2.35), it follows

that the Eulerian perturbation and the mixed perturbation are equivalent, if the gradient of the ref-

erence field vanishes. In addition, if a small perturbation restriction is applicable and the reference

field has smoothly varying gradients, equation (2.35) can be reformulated as

Φ
′(~y, t) = Φ̃(~x, t)−~wT ·∇Φ0(~x, t), (2.36)

where (2.15) has been used, see references [37, 67, 71, 156] for more detail. Before deriving the

Galbrun’s equation, an appropriate formalism must be discussed which allows the conversion of

the gradient and divergence operator from the Eulerian frame to the mixed frame. This will be

the focus of the briefly presented subsequent outlines. For deeper insight, the reader is referred to

Minotti et al. [132] as well as Publication A, attached to this work.

As already indicated in equation (2.13), the Jacobian of the mixed frame is calculated by taking

the determinant of the deformation gradient ~~F as

J = det~~F or J =
1
6

elmnepqrFl pFmqFnr, (2.37)

where the deformation gradient stems from

d~y = ~~F ·d~x with dyi = Fi jdx j. (2.38)

If the Lagrangian deformation ~w, see equation (2.13), is included, equation (2.38) yields

~~F =~~I +∇~w with Fi j = δi j +wi, j, (2.39)
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where~~I represents the second order identity tensor. Furthermore, the inverse of ~~F is given by

~~G = ~~F
−1

=
1
J
~~T

T
with Gi j = F−1

i j =
1
J

Tji. (2.40)

In equation (2.40), the tensor ~~T represents the cofactor matrix [77] of ~F as

~~T = (1+∇ ·~w)~~I−∇
T~w+~~N with Ti j = (1+wl,l)δi j−w j,i +Ni j. (2.41)

Last but not least, the tensor ~~N is stated as

~~N =
1
2
(
(∇ ·~w)2−∇~w : ∇~w

)~~I− (∇ ·~w)∇T~w+(∇~w ·∇~w)T ,

Ni j =
1
2
(
w2

l,l−wm,nwn,m
)

δi j−wl,lw j,i +w j,lwl,i.

(2.42)

As can be seen, the double dots (:) refer to the double contradicting vector product. Finally, the

spatial derivative of an arbitrary tensor ~P in the perturbed field in conjunction with the Green-

Ostrogradsky theorem reads as

P, j(yl, t) =
(
P0(xl, t)+ P̃(xl, t)

)
,i Gi j(xl, t), (2.43)

and the divergence of ~P with sufficient order yields

Pj, j(yl, t) =
1

J(xl, t)

[(
P0i(xl, t)+ P̃i(xl, t)

)
Ti j(xl, t)

]
, j . (2.44)

For additional information on the derivation, see Minotti et al. [132]. All information necessary

to develop Galbrun’s equation is available at this point. In the subsequent steps, the transforma-

tion formalism and the mixed time derivative are applied to the conservation equations of fluid

dynamics.

Application to conservation equations and equations of state

For deriving Galbrun’s equation, it is necessary to discuss the basic equations of the underlying

physics, which include the conservation equations of continuum mechanics as well as constitu-

tive equations of the associated material model together with thermodynamic relations, see refer-

ences [51, 67, 92, 128, 155].

The conservation equations of fluid dynamics, known as balance of mass, momentum and energy,

24



2.3 Application to fluid dynamics

are stated in Eulerian quantities as

Dρ

Dt
= −ρ vl,l, (2.45)

ρ
Dv j

Dt
= σ ji,i + f j, (2.46)

ρ
De
Dt

= σklvk,l−q j, j + ϑ̇ , (2.47)

where ρ denotes the fluid density, ~v the vector of fluid velocity, ~~σ the Cauchy stress tensor, ~f

body forces, e the internal energy,~q the heat convection vector, and ϑ̇ any additional heat sources.

Furthermore, the Cauchy stress tensor reads

σi j =−pi j + τi j. (2.48)

Here, the components of the hydrodynamic pressure are

pi j =
1
3

σllδi j = pδi j. (2.49)

Typically, for a Newtonian fluid under Stoke’s hypothesis, the shear stress tensor~~τ is a function of

the velocity and the dynamic viscosity µ(T ), which is a function of temperature T . It follows that

τi j(vl,µ) = µ

(
vi, j + v j,i−

2
3

vk,kδi j

)
. (2.50)

Note that the Cauchy stress tensor is symmetric, which solves the conservation equation of angular

momentum. Strictly speaking, this conservation equation belongs to the set of fundamental equa-

tions of continuum mechanics, but since the result only proves the symmetry of the Cauchy stress

tensor, an explicit treatment is omitted. Furthermore, by using Fourier’s law, the heat flux vector is

formulated as

~q =−k∇T with qi =−kT,i. (2.51)

The parameter k denotes the heat conductivity for homogeneous and isotropic behavior. The fluid

is considered being in local thermodynamic equilibrium, i.e. that the density ρ and the internal

energy e can be expressed by a potential depending only on two other variables such as

thermal: ρ = ρ(T, p) and calorical: e = e(T, p). (2.52)
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For further derivations, the total differentials read as follows:

δρ =
∂ρ

∂T

∣∣∣∣
p

δT +
∂ρ

∂ p

∣∣∣∣
T

δ p, (2.53)

and

δe =
∂e
∂T

∣∣∣∣
p

δT +
∂e
∂ p

∣∣∣∣
T

δ p. (2.54)

Next, Gibbs law is introduces as

T δ s = δe−δ

(
p

ρ2

)
= δh− 1

ρ
δ p, (2.55)

where s denotes the entropy and h the enthalpy. Note that the assumption of a local existing ther-

modynamic equilibrium yields that the differentials within the flow can be converted by utilizing

the relation δ () = D()
Dt δ t. Thus, using equation (2.55) together with the above stated differentials

of the thermodynamic and caloric potentials, cf. equations (2.53) and (2.54), the conservation

equation of the inner energy, i.e. equation (2.47), is replaced by the entropy as

ρ
Ds
Dt

=
1
T

[
τklvk,l−q j, j + ϑ̇

]
. (2.56)

Note that up to this point, nothing has been said about the thermodynamic relations of the fluid.

This lack is resolved by considering the equation of state. For this purpose, an additional potential

is established such that the pressure is a function of density and entropy only as

state: p = p(ρ,s). (2.57)

The total differential follows in a straightforward manner, which yields

δ p =
∂ p
∂ρ

∣∣∣∣
s︸ ︷︷ ︸

c2

δρ +
∂ p
∂ s

∣∣∣∣
ρ︸ ︷︷ ︸

α

δ s. (2.58)

Since this relation must also hold for any moving particle, again by utilizing δ () = D()
Dt δ t,

Dp
Dt

= c2 Dρ

Dt
+α

Ds
Dt

(2.59)

follows, where the time differentials have been omitted, as they are common in all terms. Equation

(2.59) can be understood as an equation of state for moving fluids, where pressure variations are

26



2.3 Application to fluid dynamics

related to density as well as entropy variations. At this point, the preliminary discussions about

the basic concepts of fluid dynamics have been conducted and the presented transformations can

be applied as follows.

First, an expression for the density perturbations is derived. For this purpose, one takes the sim-

ple thought experiment that an infinitesimal small mass element dm remains constant no matter

whether present in the perturbed or reference state. Therefore, it follows that

dm = ρ0dV0 = ρdV = const. (2.60)

The infinitesimal volume element dV can be converted using the Jacobian, which yields

dV = JdV0. (2.61)

Furthermore, the density can be separated in reference and perturbation as

ρ = ρ0 + ρ̃. (2.62)

From equations (2.60), (2.61), and (2.62), the density perturbation follows in a straightforward

manner as

ρ̃ = ρ0

(
1− J

J

)
, (2.63)

which is in agreement with the literature, see Minotti et al. [132] as well as Publication A.

Second, the transformation rules are applied to the conservation equation of momentum. To do

this, equations (2.34), (2.43), (2.44), (2.48), and (2.49) are used to transform equation (2.46) into

the mixed frame, which yields

(ρ0 + ρ̃)

(
Dv0k

Dt
+

Dṽk

Dt

)
− 1

J

(
(−p0δki− p̃δki + τ0ki + τ̃ki)Ti j

)
, j = f0k + f̃k. (2.64)

Third, the same procedure applies to the conservation of entropy such that

(ρ0 + ρ̃)

(
Ds0

Dt
+

Ds̃
Dt

)
=

1
T0 + T̃

(
τ0kl + τ̃kl (v0k + ṽk),i Gil−·· ·

− 1
J

(
(q0i + q̃i)Ti j

)
, j + ϑ̇0 +

˜̇
ϑ

) (2.65)

follows. Last but not least, in this concept, the equation of state (2.59) is transformed accordingly
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and reads
Dp0

Dt
+

Dp̃
Dt

= c2
(

Dρ0

Dt
+

Dρ̃

Dt

)
+α

(
Ds0

Dt
+

Ds̃
Dt

)
. (2.66)

Note that in all foregoing equations, the (xl, t) dependencies have been omitted for better read-

ability. For deriving Galbrun’s equation, some simplifications have to be stated, which will be the

content of the subsequent discussion.

Derivation of Galbrun’s equation

Galbrun’s equation describes a linearized form of wave propagation in terms of a Lagrangian

displacement ~w. Based on the above stated equations, the way for deriving Galbrun’s equations is

discussed in the subsequent part. In linear acoustics, only small perturbations are considered and,

respectively, the goal is to find adequate equations for all perturbations. With respect to hitherto

presented equations, a small perturbation assumption is understood in such a way that a parameter

ε � 1 exists, which scales perturbations as

Φ = ε
0
Φ0 + ε

1
Φ̃ +O(ε2). (2.67)

Furthermore, spatial derivatives of the Lagrangian displacement ~w scale with ε1, i.e. the Euclidean

distance follows the relation ||∇~w||2 ∼ ε1. Taking these considerations into account, the Jacobian

and the transformation tensor ~~T read

J = 1+wl,l +O(ε2), (2.68)

Ti j = δi j−w j,i +wl,lδi j +O(ε2), (2.69)

and all second-order terms are neglected. From equation (2.62), the small perturbation assumption

leads to the rather simple relation

ρ̃ =−wl,lρ0. (2.70)

From a physical point of view, this relation implies that if the divergence of the displacement field

is positive within a fluid particle, the density fluctuation is negative. A similar discussion can be

conducted by analyzing the conservation equation of mass, see equation (2.45). Furthermore, the

assumption of small perturbations is applied to the transformed balance equation of momentum

(2.64) and the transformed balance equation of entropy (2.65), while acknowledging the linearized

density perturbation from equation (2.70). After some cumbersome calculations, the balance equa-
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tion of momentum yields

G {w}+Gτ f {w}+GNL{w}= S0 +S1, (2.71)

where

G {w} = ρ0
D2wk

Dt2 + p0,kwq,q− p0,lwl,k + p̃,k− τ̃k j, j, (2.72)

Gτ f {w} = τ0ki, jw j,i + τ0kiw j,i j− τ0k j, jwl,l− τ0k jwl,l j− f0kwl,l− f̃kwl,l, (2.73)

GNL{w} = −p̃, jw j,k + τ̃ki, jw j,i + p̃,kwl,l− τ̃k j, jwl,l− τ̃k jwl,l j, (2.74)

S0 = −ρ0
Dv0k

Dt
− p0,k + τ0kl,l + f0k, (2.75)

S1 = f̃k. (2.76)

Note that the velocity fluctuation ~̃v has been replaced by the material time derivative of the dis-

placement ~w as

ṽk =
Dwk

Dt
(2.77)

In the above stated equation (2.71), G {w} denotes an extended Galbrun operator where viscous

effects are taken into account. Furthermore, Gτ f {w} represents wave propagation effects due to

viscosity and body forces that interact with the flow quantities Φ0. To remain consistent, GNL{w}
retains all nonlinear components arising from the mathematical derivation, which can be neglected,

since only small perturbations are considered. In a similar approach carried out to derive well-

known aeroacoustic analogies [82, 123], these nonlinear terms could be shifted to the right hand

side of equation (2.71). Such an equation could be useful to derive source terms in a certain

source region, where precise flow computations are adequate as part of a hybrid flow/acoustic

analysis [170]. These terms, if possibly known, would represent sources of a new equation as

G {w}+Gτ f {w}= S , (2.78)

which can be understood as an acoustic analogy based on Galbrun’s equation where viscous effects

and body forces are taken into account and sources can be computed in a limited source region.

Note that on the source side of equation (2.71), two different source contributions exist. The first

source S0 contains all possible source components with respect to the reference flow. The second

source S1 contains sources due to body force fluctuations. Therefore, neglecting nonlinear terms,

equation (2.71) reads

M {w}= G {w}+Gτ f {w}= S0 +S1. (2.79)
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Until now, nothing has been declared, neither with respect to the constitutive equations nor to the

reference flow. Thus, equation (2.79) can be seen as a generalized form of Galbrun’s equation

for small perturbations and be applied to flow acoustics or even underwater acoustics. Note that

so far all flow quantities Φ0 are functions in space and time. It is convenient to separate these

terms in time-averaged mean values and incompressible hydrodynamic fluctuations, cf. Seo and

Moon [173], as

Φ0(x, t) = Φ̄(y)+Φ
inc(y, t). (2.80)

By doing so, the pressure fluctuation p̃ can be understood as acoustic perturbations commonly

known as sound. In the case when the fluid takes the properties of a perfect gas and heat conduction

as well as heat sources are neglected, a similar approach applied to equation (2.56) yields

ρ0
Ds̃
Dt

= E0 +E1, (2.81)

where

E0 =−ρ0
Ds0

Dt
+

1
T0

τ0klv0k,l, (2.82)

E1 =
1
T0

(
τ0kl ṽk,l− τ0klv0k,iwi,l + τ̃klv0k,l

)
. (2.83)

Note for this case, the temperature perturbation T̃ has been set to zero and again nonlinear terms

have been dropped. In addition, if heat flux needs to be taken into account, the presented approach

can easily be adopted to further develop Galbrun’s equation so that viscothermal acoustics can be

analyzed.

Boundary and initial conditions

To close the system of equations making the problem well-posed, appropriate boundary conditions

as well as initial conditions need to be defined. These conditions are especially relevant when

considering fluid structure interactions. Typically, in acoustically hard wall bounded domains the

condition

w jn j = 0 on Γ , (2.84)

serves as an adequate boundary condition. In cases where the boundary is moving, typically in

vibroacoustics, the major advantage of Galbrun’s equation can be easily seen, since the boundary

condition is a natural condition between two Lagrangian displacements, namely the structural dis-

placement and the fluid displacement, respectively. Similarly, the initial conditions can be stated
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for the displacement and the associated velocity as

~w(~x,0) = ~w(0)(~x) in Ω , (2.85)

∂~w(~x,0)
∂ t

=~v(0)(~x) in Ω . (2.86)

Finally, a more detailed discussion on how to adopt the well-known Robin boundary condition

for time harmonic cases and which constitutive equations can be used for aeroacoustics and hy-

droacoustics are found in Publication A, Publication B and citations within. For completeness, the

proposed version of the Robin boundary condition for Galbrun’s equation reads

(
−jωwl + v0kwl,k−wkv0l,k

)
nl = Y

(
−c2

0ρ0wl,l−wl p0,l
)
, (2.87)

where c0 denotes the speed of sound in the fluids reference configuration and Y the boundary

admittance. Note that a time dependency in the form of e−jωt has been assumed.

2.4 Application to rotor dynamics

In this section, the application of the aforementioned concept of the ALE approach to rotor dy-

namics is discussed. Since some of the outlines will be similar to the ones stated before, only the

major differences will be highlighted.

~φ

~r

~w

~z

Ωrot

Figure 4: Rotor dynamics model of disk with rotational axis and natural plane (dashed line)

Figure 4 presents the object of interest, which can be seen as a thin elastic disk (Kirchhoff plate)

with two orthogonal planes of symmetry, with the intersection of the two planes forming the axis of
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rotation. The latter is considered to be spatially fixed and aligned with the~z-axis despite the move-

ment of the body during rotation and the elastic deformation. In addition, the rotational speed Ωrot

is kept constant during the structural dynamic analysis. When applying the ALE concept to rotor

dynamics, the main principle, as it is understood in this context, can be seen in such that the initially

undeformed body is rotating relative to an envelope that spans around the outer surface of the disk.

In the case where the disk behaves like a rigid rotating body, the deformation of the envelope with

respect to its initial configuration is zero. Only elastic deformations of the disk, which in turn are

influenced by the rotation, result in a deformation of the envelope. In a different perspective, the

envelope only presents deformations that are effectively felt by the surrounding fluid. Note that in

this thought experiment, the shear boundary layer that exists due to the general non-slip boundary

condition of the fluid in the vicinity of the surface of the rotating body is neglected, which conse-

quently can be understood as a slip boundary condition. To arrive at appropriate models that allow

investigations, e.g. in the frequency domain, some simplifications must be conducted which are

adequate for the models discussed in Publication C and Publication D. These simplifications in-

clude (i) the rotor has a well-defined axis of rotation, (ii) the rotational speed remains constant, (iii)

only small deformations are considered, except for the motion around the axis of rotation, (iv) the

imbalance of the rotor is small, (v) either the rotor or the supports show isotropic stiffness behav-

ior, and (vi) in the inertial reference frame, the rotor needs to be axial-symmetric, see Kiesel [108].

Furthermore, the derivation of an adequate system of equations for axisymmetric elastic rotors

with constant rotational speeds has been widely discussed in the literature [64, 75, 89, 110] and

references within. Therefore, only the main concepts are presented at this point. This includes

the main principle of deriving the system dynamics, appropriate contributions due to non-potential

loads as well as the link to the ALE framework as follows.

In rotor dynamics, a common approach for calculating the equation of motion is based on Hamil-

ton’s principle. Since it offers direct access to a weak formulation, this approach is especially

well-suited if approximate solutions schemes are utilized to solve the system of equations by

means of numerical methods. According to Hetzler [89], whose work is greatly acknowledged

for the subsequent outlines, the system dynamics are expressed as

δ

∫
t
Ldt +

∫
t
δWq dt = 0 (2.88)

together with essential boundary conditions on Γ . In equation (2.88), L represents the difference

of the kinetic energy T and the potential energy U and therefore simply reads L = T −U . In

addition, δWq denotes the virtual work done by all non-potential forces. Note that in this case, it

is assumed that the momentum fluxes across the boundaries are zero as well as all contributions

32



2.4 Application to rotor dynamics

due to possible contact mechanisms are neglected, see Hetzler [89] if these contributions or fluxes

must be acknowledged. The kinetic energy follows in a straightforward manner as

T =
1
2

∫
Ω

ẏkρsẏk dΩ , (2.89)

where ρs denotes the mass density of the structure. For linear elastic material behavior, the contri-

bution to the potential energy reads

U =U (el) =
1
2

∫
Ω

εklCklmnεmn dΩ , (2.90)

where additional contributions can be added if needed. Note that ~~C
(4)

denotes the fourth-order

elasticity tensor and~~ε the second-order strain tensor. Furthermore, the virtual work done by non-

potential forces can be decomposed into contributions due to material damping and other contri-

butions as

δWq = δWd +δWf . (2.91)

If Rayleigh damping, commonly used in structural dynamics, with the two damping parameters

α(d) and β (d) is assumed, δWd yields

δWd =−
∫

Ω

δyiα
(d)

ρ ẏi dΩ −
∫

Ω

δεklβ
(d)Cklmnε̇mn dΩ . (2.92)

Furthermore, when external forces act on the structure, the virtual work contribution can accord-

ingly be calculated as

δWf = ∑
i

δy(i)kF(i)k, (2.93)

where the sum is taken over all forces ~F(i) acting on the structure together with the associated

virtual displacements δ~y(i).

In accordance with the ALE framework, the actual motion of each material particle is not of par-

ticular interest, since the rotation of the body results in a large displacement with respect to the

initial configuration. Instead, it is useful to decompose the motion of the elastic structure into a

prescribed transport motion plus deformations. Here, the configuration after the rigid body mo-

tion can be seen as a reference from which deformations are measured, which again is suitable

to the main idea of the ALE framework. Before deriving the final weak formulation, the ALE

transformation rules must be applied. First, in the reference frame the material velocity reads

ẏk =
Dyk(xl, t)

Dt
=

∂xk(xl, t)
∂ t

+
∂wk(xl, t)

∂ t
+

∂wk(xl, t)
∂x j

∂x j(xl, t)
∂ t

(2.94)
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where equation (2.15) has been used. Furthermore, ∂~x(xl, t)/∂ t =~vT , which can be understood as

transport velocity but in this sense is not a physical vector quantity. Finally, by considering only

small perturbations, the linearized strain tensor reads

εkl =
1
2
(wk,l +wl,k). (2.95)

The above stated outlines are briefly recalled from Hetzler [89] to provide the reader with a fun-

damental frame for deriving the equation of motion in the ALE framework, which, applied to the

case of a Kirchhoff plate as shown in Figure 4, yields the final equation of motion in the weak

formulation as

∫ 2π

0

∫ ra

ri

δ~w
(
~̈w+2Ωrot

∂ ~̇w
∂φ

+Ω
2
rot

∂ 2~w
∂φ 2

)
ρshr drdφ +δUK = 0, (2.96)

where ri and ra are the inner and the outer radius, h the thickness, and UK the elastic potential of the

Kirchhoff plate. Note that the displacement field is defined in cylindrical coordinates ~w= ~w(r,φ ,z).

Finally, appropriate geometrical boundary conditions are set in the form

~w(r = ri,φ ,z) = 0 ∀φ = [0,2π], ∀z = [−h/2,h/2], (2.97)

∂~w
∂ r

(r = ri,φ ,z) = 0 ∀φ = [0,2π], ∀z = [−h/2,h/2], (2.98)

which is understood as a fixed-fixed boundary condition of the inner disk surface. For additional

information on the derivation and the concepts of rotor dynamics, the reader is referred to the

literature [60, 64, 75, 89, 101, 102, 110, 141, 186, 187].

At this point, equation (2.96) provides a basic formulation well-suited for the treatment with nu-

merical methods such as the finite element method or others. As discussed in Publication C, the

sound radiation of such rotating disks can be of great interest. Therefore, the so-called structure-

born sound is dealt with in the following.

Structure-born sound

In a majority of technical applications, vibrating structures are surrounded by fluid being either sta-

tionary or moving in space relative to the vibrating structure. To investigate the sound radiation into

a far field domain, several theoretical methods have been developed. In the simplified case where

the fluid is at rest, the well-known Kirchhoff-Helmholtz integral was established using generalized

solutions of the wave equation, known as Green’s functions. If the radiating structure is enclosed
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by a rigid baffle, the Kirchhoff-Helmholtz integral simplifies to the Rayleigh integral [155], which

is recalled at this point:

p′(~y, t) =
ρ0

2π

∫ ∫ v̇n(x1,x2, t−R/c)
R

dx1dx2. (2.99)

Here, v̇n denotes the surface normal acceleration which is integrated over the flat radiator surface

defined by (x1,x2) at the retarded time t −R/c and, additionally, R being the distance between

the field point ~y and the source point ~x on the radiator surface. With respect to the above stated

concepts of the ALE framework applied to rotor dynamics and taking equation (2.17) into account,

the surface normal velocity reads

~vn =~vR ·~n. (2.100)

Note that this relation only holds where momentum fluxes across the boundaries are zero. At this

point other physical interface relations are possible to include, but are beyond this work.

However, the Rayleigh integral as stated above is rarely used for engineering applications such

as optimization tasks involving the reduction of the sound power. In these kinds of tasks, a large

number of objective functions must often be evaluated and if the computation of the integral is part

of that process, the computational cost can easily exceed reasonable values [65, 128]. Therefore,

simplified models such as the lumped parameter model [58] or the equivalent radiated power were

developed to estimate the sound power and both models have been successfully applied [66, 111].

Similarly to the mentioned references, the LPM and the ERP have been effectively applied to

rotating structures in Publication C.

These simplified models are especially handy when numerical methods are used for the computa-

tion, since they are easy to implement and in some cases can even be utilized when model reduction

methods allow a tremendous reduction in computational cost. For a deeper insight, the interested

reader is referred to the literature [46, 66, 104, 111, 128, 155].

2.5 Numerical methods

In this section, the basic numerical methods are introduced, which are utilized throughout this

work and to achieve the results in Publication B, Publication C, and Publication D. Since the

computational tools discussed in the subsequent outlines are state of the art and are successfully

applied in many fields of engineering research as well as in industrial applications, it is not intended

to recall all aspects in every detail. Instead, the main focus remains on the general concepts and

appropriate references are provided for the reader interested in greater detail.
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Three well-known methods are considered, namely the standard finite element method, the dis-

continuous Galerkin finite element method, and, last but not least, the boundary element method.

In each subsection, the main ideas are presented and some advantages and disadvantages are dis-

cussed. However, generally speaking, the three mentioned methods exhibited a tremendous devel-

opment since their first appearance, are versatile in their application and are continuously further

improved.

Standard Finite Element Method

The standard finite element method (FEM) has been successfully applied in Publication C and

Publication D, where the structural dynamics of rotating disks were analyzed. In these investiga-

tions, the numerical method showed its capabilities and its usefulness when dealing with multi-

physical problems such as static deformation under external loading, plastic deformation due to

exceeding yield stresses, eigenvalue estimations within a numerical modal analysis, and a subse-

quent investigation where rotational effects are considered. With this versatile application, it is no

wonder why FEM has been such a success story throughout several engineering fields.

In abbreviated form, the way to derive a FEM formulation starts by defining a suitable set of

equations that describe the physical behavior in an appropriate fashion, i.e. to an extent where an

acceptable accuracy is achieved. This set of equations usually consists of the local balance equa-

tions of continuum mechanics, constitutive equations, and, depending on the field of unknowns,

additional kinematic relations that correlate deformation with strain. Note that closed solutions

to these sets of equations only exist for a limited number of cases. Since, in general, it is hard

to find solutions that fulfill the local balance equations over the whole domain Ω , the ground-

breaking idea of FEM is to test the balance equations with a suitable test function and integrate the

whole test over Ω to find approximate solutions. This integral formulation is also known as weak

formulation. Exemplarily, the following mixed boundary value problem is assumed

ρ ü j = σ ji,i + f j in Ω , (2.101)

u j = u(d) j on Γd, (2.102)

t j = σ jini = t(n) j on Γn, (2.103)

which recasts the momentum equation for vanishing reference velocities with the additional pre-

scribed Dirichlet boundary conditions u(d) j on Γd and the Neumann boundary conditions t(n) j on

Γn, respectively. The weak formulation of equation (2.101) reads as follows:
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Find~u ∈V := {~v ∈ H1(Ω) :~v =~u(d) on Γd} such that

∫
Ω

ρ ü jv j dΩ =
∫

Ω

σ ji,iv j dΩ +
∫

Ω

f jv j dΩ (2.104)

for all test functions ~v ∈ V0 := {~v ∈ H1(Ω) :~v = 0 on Γd}. Here, the Sobolev W1
2(Ω) space is

defined as H1(Ω) = {~v∈L2(Ω),∇~v∈L2(Ω)}, which is equipped with a norm of square integrable

functions, see Kaltenbacher [104] for further details. The first integral on the RHS of equation

(2.104) can be transformed by means of integration by parts which yields∫
Ω

ρ ü jv j dΩ =
∫

Γ

v jσ jini dΓ −
∫

Ω

σ jiv j,i dΩ +
∫

Ω

f jv j dΩ , (2.105)

where the boundary conditions can be applied and appropriate discretization procedures can be

utilized to form a system of equations in the form of

Au = f . (2.106)

For further details and how an implementation can be realized, the reader is referred to the refer-

ences [17, 49, 60, 76, 104, 110, 128, 140, 143, 144, 149, 174] and the discussion in Publication C.

Discontinuous Galerkin Finite Element Method

Based on the discussion about the discontinuous Galerkin finite element method presented in

Publication B, some of the key features are recalled to provide the reader with basic concepts

and to get familiar with the main idea of using DG-FEM. Generally speaking, the use of DG-FEM

combines advantages of standard FEM formulations as well as finite volume methods (FVM), i.e.

that high-order schemes, common in FEM, and the locally defined schemes from FVM can be

combined to achieve a more efficient and more flexible numerical frame. This way, DG-FEM is

especially useful when analyzing flow problems.

Similar to standard FEM formulations, the fundamental steps for deriving a DG-FEM formulation

consist of (i) deriving the general equations, usually in the form of partial differential equations, (ii)

defining suitable functional spaces for the unknowns and the test functions, and (iii) multiplying

the basic equations with the test functions and integrating over the domain to find the weak form

with the help of integration by parts. In contrast to standard FEM, in the DG-FEM the integral is

not taken over the whole domain but only over a number of sub-domains, which then are the single

elements of the numerical scheme. From this argument it is clear that neighboring elements can

share the same geometrical nodes, but the solution differs, i.e. each element owns its own set of
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degrees of freedom, which are not condensed when building the global system matrices as done

in standard FEM schemes. Consequently, the question arises whether the single elements interact

with each other, so that the global physical behavior can be accurately resolved [88].

The crucial aspect lies in the inter-elemental communication, which is realized by formulating

appropriate fluxes that stem from the integration-by-parts method when deriving the weak for-

mulation. In standard FEM schemes, these terms are usually zero on the domain boundaries and

therefore are not necessarily accounted for. In DG-FEM schemes, these fluxes establish the re-

lation between the elements and in this way map the global physical behavior of the problem at

hand. To explain this in more detail, Figure 5 is recalled from Publication B and shows two DG

elements that share two nodes and one element edge. As can be seen, at each node in space at po-

Dk Dk+1

uiruil

nk+1nk

Γ

f(uil)

f(uir)

x~x
Figure 5: Two DG elements with common surface Γ , see Publication B

sition~x there exist two solutions denoted by uil(~x) and uir(~x) that belong to a left element Dk and

a right element Dk+1, respectively. To enforce the relation between the two elements, the so-called

Lax-Friedrich flux, which blends between a central and an upwind flux, proved to be a suitable

choice for flow-related problems [43, 53, 88].

The general numerical scheme can be outlined as follows. An inner product is defined as

(~u,~v)
Ω
=
∫

Ω

~u~vdΩ (2.107)

in the functional space of L2(Ω), where all functions are square integrable over the domain Ω . For

the weak formulation this inner product is reformulated as a local inner product as

(~u,~v)Dk =
∫

Dk
~u~vdDk and ||~u||2Dk = (~u,~u)Dk , (2.108)

where the unification of all elements resolves the computational or in other words the discretized
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domain Ωh such that

Ω 'Ωh =
K⋃

k=1

Dk. (2.109)

Furthermore, the Lax-Friedrichs flux is recalled as

fLF(uil,uir) =
f (uil)+ f (uir)

2
+

αLF

2
n · (uil−uir) , (2.110)

with the flux constant αLF which needs to be chosen according to the problem at hand [88].

The application of the DG-FEM scheme for solving Galbrun’s equation is discussed in more detail

in Publication B. Further details can be found in the references [45, 88].

Boundary Element Method

The boundary element method (BEM) is another numerical method suitable for analyzing wave

propagation especially in large domains, which was one part in Publication C. The main advantage

of this method is that the initial boundary value problem can be reformulated through two steps

of integration by parts when deriving the weak formulation, such that only boundary contributions

remain. When deriving the basic equations of a BEM formulation of the Helmholtz equation, the

Kirchhoff–Helmholtz boundary integral

c(~y)p′(~y)+
∫

Γ

∂G(~x,~y)
∂n(~x)

p′(~x)dΓ (~x) =
∫

Γ

G(~x,~y)av′f (~x)dΓ (~x) (2.111)

is recast if the sources are placed on the boundary, i.e. ~y ∈ Γ and 0 < c(~y) < 1, and from there

a suitable weak formulation is derived. In equation (2.111), c(~y) denotes a specific parameter of

the boundary topology, G(~x,~y) represents the free space Green’s function, ∂ ()/∂n(~x) is the spatial

derivative in normal direction, a = jωt due to the time harmonic dependency of e−jωt that has been

assumed, and last but not least v′f (~x) denotes the fluid particle velocity in normal direction, see

Marburg and Nolte [128] for a deeper insight.

By introducing an appropriate test function χ , the weak formulation of equation (2.111) yields∫
Γ

χ(~y)c(~y)p′(~y)dΓ (~y)+ · · ·

+
∫

Γ

χ(~y)
(∫

Γ

[
∂G(~x,~y)

∂n(~x)
− skG(~x,~y)Y (~x)

]
p′(~x)dΓ (~x)

)
dΓ (~y) =

sk
∫

Γ

χ(~y)
(∫

Γ

G(~x,~y)v′s(~x)dΓ (~x)
)

dΓ (~y).

(2.112)
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where the Robin boundary condition

v′f (~x)− v′s(~x) = Y (~x)p′(~x) (2.113)

has been applied and s = jρ0c and k = ω/c, where c denotes the speed of sound, and k the wave

number. After the discretization process, where a Collocation or Galerkin method can be used, the

system of equations takes the form of

A(ω)P(ω) = B(ω)V′s(ω). (2.114)

In general, the system matrices A and B are fully populated and a function of ω . This makes the

BEM formulation rather unsuitable for harmonic analysis procedures if no further measures are

taken. However, since only the boundary needs to be discretized and not the entire domain, as with

FEM, the resulting reduced number of degrees of freedom makes BEM an interesting method for

analyzing wave propagation in large domains. For deeper insight the reader is referred to the list

of references [40, 47, 100, 104, 128, 171] and references within.
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Models

In this chapter, the utilized models are presented which have been used to achieve the results in

Publication B, Publication C, and Publication D. Starting with the discussion about the general

numerical models used within the frame of the finite element method, this also includes DG-FEM

as well as the boundary element methods. However, the outlines are restricted to the basics for

the models that have been involved in Publication B and Publication C to avoid repetitions of the

content in the corresponding publications. In contrast, the models of Publication D are discussed

in more detail, in order to provide the reader with a deeper insight into the main ideas, which

facilitates the interpretation of the results. In a second part of this chapter, the material models of

the applied solids and fluids are explained in further detail. Note that all the discussed problems

are investigated in the frequency domain.

3.1 Numerical models

Since the implementation of a new numerical scheme is not part of this work, commercially avail-

able solutions have been utilized for setting up the numerical models, solving the system of equa-

tion, and visualizing the computed results. On the one hand, for all problems involving aeroacous-

tics, Comsol Multiphysics®* allowed the implementation of the weak form of Galbrun’s equation.

On the other hand, the software tools Abaqus/CAE and Abaqus/Standard† allowed solving prob-

lems of rotor dynamics and the associated acoustic radiation. In addition, the in-house BEM code

“Akusta” [129] provided the necessary infrastructure to compute reference solutions based on

models created with Abaqus/CAE within Publication C.

*COMSOL Multiphysics® v. 5.4., www.comsol.com., COMSOL AB, Stockholm, Sweden.
†Abaqus v. 6.14-2, www.3ds.com, Dassault Systèmes Corp., Providence, RI, USA, 2017
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As suggested by Langer et al. [115], for all finite element models, elements with a second-order

basis function have been utilized to achieve a reasonable solution quality on behalf of a justifiable

amount of computational cost.

A simple duct

In Figure 6 a simple duct model from Publication B is recalled, which can be seen as a simplified

two-dimensional problem. Furthermore, a uniform mean flow in one direction is assumed, which

is indicated by the component of~v0 and the Mach-number reads Ma = v01
c0

. The general dimensions

~x1

~x2
v01H

L

c0 = 340m
s Ma = v01

c0

(a) Geometry and flow direction

(b) Finite element mesh

Figure 6: Duct model, see Publication B

of the duct are the height of H = 0.5m and a length of L = 3.4m. As discussed in Publication B,

this model is well-suited for a numerical modal analysis, where the influence of the flow velocity

on the eigenvalues and eigenvectors of the problem can be studied and compared to analytical

solutions. Figure 6(b) depicts a mesh of 930 triangular elements which has been used for the DG-

FEM scheme. For the latter, after discretization and applying the boundary conditions, the formal

system of equations (
−ω

2[M]− jω[D]+ [C]
)
[w] = 0 (3.1)

are solved, where ω are the unknowns of the associated eigenvalue problem. Here, [M] denotes the

mass matrix, [D] the damping matrix, and [C] the stiffness matrix, respectively. All unknowns are

stacked in the column matrix [w]. Note that additional restrictions can be imposed by well-studied

approaches using Lagrange multipliers. As an example, such a restriction can be that the rotation

of the displacement field is enforced to vanish, i.e.

∇×~w = 0, (3.2)
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which can be used to investigate to what extent the solutions of the eigenvalue analysis are charac-

terized by either the rotation or the divergence of the displacement field. This in turn allows one to

estimate whether the investigated mode is acoustically relevant, see Publication B.

The presented model serves as a basis for a number of numerical investigations, namely a compar-

ison study with respect to well-established methods such as LEE and LNSE and between standard

FEM and DG-FEM schemes in order to highlight the benefits of using Galbrun’s equation together

with DG-FEM. In addition, investigating different boundary conditions and their effect on the

eigenvalues and eigenvectors was part of the analysis. Furthermore, a convergence study has been

conducted to show the stability behavior of the scheme.

The annulus

As can be clearly seen, the above discussed model of a two-dimensional duct covers a rather aca-

demic case. Therefore, the duct is enlarged and closed to an annulus where a prescribed swirling

flow can be introduced. Such a configuration could be seen as a simplified two-dimensional ap-

proximation of a turbofan engine. Figure 7 shows the general geometry and an associated DG-FEM

~r1

~r2

~x1

~x2

~v0

wknk = 0

Y

(a) Geometry and flow direction (b) Finite element mesh

Figure 7: Annulus model, see Publication B

mesh. With respect to a cylindrical coordinate system, the inner ring at ~r =~r1 possesses a hard

wall boundary condition, where on the outer ring at ~r =~r2 an admittance can be applied. This
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model is studied in more detail in Publication B, where, similar to the duct case, a numerical

modal analysis has been conducted to investigate the eigenvalues and eigenvectors of the swirling

flow configuration and how the modes can be characterized.

A simple elastic disk

Figure 8 depicts the general geometry of the simple disk with the basic dimensions, namely the

diameters di, i = 1,2,3 and the thickness t. Note that the area defined by d2 and d3 serves as a

surface definition, where boundary conditions are applied that recast the built-in situation, Here, a

fixed-fixed boundary condition is assumed, i.e. all degrees of freedom are set to zero. In addition,

in this chapter the basis tuple (~e1,~e2,~e3) is equivalent to (X,Y, Z). Overall, more information can

be found in Publication C. The dimensions are chosen such that the disk corresponds to a version

of a simplified saw blade commonly used in the industry. For investigating the dynamic behavior,

(a) Isoparametric view

d1

d2

d3

(b) XY-Plane

Figure 8: Disk model; d1 = 800mm, d2 = 120mm, d3 = 60mm, uniform disc thickness t = 3.5mm

a suitable FEM model is required. Figure 9 shows a finite element mesh that has been utilized

for a convergence study in order to identify whether converged results are achieved and to which

extent the mesh can be coarsened for reducing the computational cost. As can be seen, the mesh

is constructed in such a way that two quadratic elements are used to resolve the plate’s thickness,

which is in agreement with the recommendations of Langer et al. [115]. A global mesh seeding

size of h = 5mm was used, which results in 36,208 elements. In addition, a reduced model was

used to reduce the computational time while accepting an appropriate error of the results. This

model is shown in Figure 10 and has been generated by using a global seeding size of h = 20mm,

which results in a number of elements of 2,268. As can be seen, the two radial lines represent roll
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Figure 9: Fine mesh configuration of simple disk model

Figure 10: Coarse mesh of simple disk model

tensioning lines that are applied to the reference model in Publication D.

After discretization, the system of equations can be formulated as

(
−ω

2[M]− jωΩrot [G]− jω[D]+
(
[C]+ [C]res +Ω

2
rot [C]rot

))
[w] = 0 (3.3)

in the frequency domain. Here, the skew symmetric gyroscopic matrix [G] contains contribu-

tions that are linked with the rotational speed of the disk structure. Furthermore, the matrix [C]res

contains residual stiffness contributions that can arise from plastic pre-deformation, which is the

case when roll tensioning is applied, and [C]rot are the stiffness contributions due to centrifugal

effects. Solving this system of equations is not a straightforward task due to the skew symmetric

nature of [G] and the damping matrix not necessarily being symmetric. However, by transforming

equation (3.3) into state-space, linear solvers can be utilized to compute the eigenvalue problem,
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see [64, 75, 141, 174] for deeper insight.

In order to investigate the sound radiation of the simple disk, various methods have been utilized

and the results are compared to each other in terms of accuracy and computational cost. It must

be noted that the global sound power is taken as a useful quantity for comparison. Three distinct

numerical models have been generated, namely using BEM and FEM, where, for the former, the

disk is regarded as a baffled radiator emitting sound into a half space, where the fluid is considered

being at rest. This model is adequately reproduced using FEM, where the half space domain is

modelled with a hemisphere and the physics of the actual unbounded domain is mapped onto the

spherical surfaces using infinite finite elements [174]. In addition, a full space domain is created

in a similar fashion to investigate the assumption of a baffled radiator. It is worth noting that both

the model using BEM and the model using FEM together with the infinite finite elements result in

system matrices that are frequency-dependent. Therefore, it is not possible to apply model reduc-

tion techniques based on modal decomposition and modal superposition strategies. Without taking

further measures, this leads to the cumbersome computation of inverting the full system matrix

for each single frequency of interest in order to derive harmonic solutions. For a large number

of degrees of freedom as well as for fine frequency resolutions, the resulting computational cost

can easily exceed justifiable values. Therefore, the results obtained by the domain discretization

schemes are also compared to simplified sound power predictions using ERP and LPM for which

the aforementioned model reduction techniques can be utilized. In the following, these models are

further discussed.

Figure 11: Coarse mesh of BEM model of simple disk

An appropriate BEM model is derived by taking the surfaces of the three-dimensional FEM model

as new elements for the equivalent boundary element model as shown in Figure 11. Note that only

the surface elements in the positive Z-plane have been taken into account since for that purpose
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(a) Transparent 3D mesh, h = 0.2m;
spherical surface meshed with infinite elements

(b) Region of FSI; seeded with h = 0.075m

Figure 12: Volumetric mesh of the acoustic half space; hemisphere radius r = 1.5m

the disk is considered as a baffled radiator emitting sound only in the positive half space. The

baffled surface is indicated in light blue color, whereas the boundary elements are colored brown.

For additional information, see the outlines in Publication C and references [128, 129]. As can be

seen, a conforming mesh is utilized for simplicity. If non-conforming meshes need to be connected,

usually a master-slave contact algorithm is applied [174], for which so-called mortar elements are

also applicable, see [104, 128].

At this point, Figure 12 as well as Figure 13 have been recalled from Publication C for the dis-

cussion on both FEM models. In Figure 12, the equivalent FEM model with respect to the BEM

model, as discussed above, is shown. In this model, the hemispherical domain is discretized with

an unstructured mesh using second order tetrahedral elements. As mentioned above, the spherical

surface is meshed with infinite finite elements of 10-th order [174] to map the properties of the

actually unbounded domain. The baffled characteristic is realized by setting the fluid particle ve-

locity on the circular area to zero. Only in the region where the disk is connected, see the red circle

in Figure 12(b), a fluid structure interaction is realized in the form that the fluid particle velocity is

connected via tie constraints to the structural velocity [174].

In the full acoustic radiation model, the hemisphere is duplicated to form a spherical domain around

the rotating disc, where, again, tie constraints have been used to realize the fluid structure interac-

tion between the disk and the acoustic fluid. This model allows to investigate to what extent the

assumption of a baffled radiator is justified and where acoustic short circuits between one side of
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(a) Transparent 3D mesh, h = 0.2m;
region of FSI seeded with h = 0.075m

(b) Spherical surface meshed with infinite elements

Figure 13: Volumetric mesh of the acoustic full space; sphere radius r = 1.5m

the plate and the other might appear.

Finally, the simplified sound power approximation schemes are discussed, which do not require

the discretization of the acoustic domain. For the baffled radiator, the ERP calculation reads

PERP =
1
2

ρ0 c0

Ne

∑
µ=1

Aµvnµ
v∗nµ

, (3.4)

where the sum is taken over all radiating elements µ of the baffled structure. Note that the com-

plex conjugated quantity is marked with the ∗ superscript and vnµ
represents the surface element

averaged normal velocity applied to the centroid of the surface with the associated element surface

area Aµ . The assumption that a single normal velocity acts across the whole element, in this case,

can be understood as a single uncorrelated piston with respect to neighboring elements. With this

rather crude simplification, the existence of acoustic short circuits is excluded. In contrast, the

LPM approach allows for these acoustic phenomena and reads

PLPM =−1
2

k ρ0 c0

Ne

∑
µ=1

Ne

∑
ν=1

AµAνℑ
{

Gµν

}
ℜ
{

vnµ
v∗nν

}
(3.5)

with ℑ
{

Gµν

}
=−

sin(k|xµ − xν |)
2π|xµ − xν |

.

Here, the interaction between radiating elements is taken into account by considering the spatial
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distance |xµ − xν | between the centroids of element µ and element ν and ℜ
{

vnµ
v∗nν

}
where ℜ{}

denotes the real part of a complex quantity. Therefore, the phase difference between vnµ
and v∗nν

is

accounted for. For further details, see Publication C and references [58, 59, 111].

The improved disk

Figure 14 provides a drawing of the general geometry of the improved disk. The key factor is

Figure 14: Principle sketch of the improved disk geometry

that the final disk consists of two separated sub-plates that are combined together through a small

spacer disk in the middle. In the production process, the two sub-plates are connected together at

the outer radius so that a closed cavity is formed. Various materials can be filled into this cavity to

improve or to influence the dynamic behavior. For simplicity, a vacuum is assumed at this point. In

addition, spiral lines on both main surfaces of the sub-plates indicate the region where pre-stresses

due to plastic deformation are introduced. The indentation depth is comparable to standard roll

tensioning procedures [86, 87].

The simulation that to some extent reassembles the main steps of a possible production process of

the final disk is straightforward. It is assumed that the two sub-plates are connected through the

spacer disk, where the rotational axis of all three sub-structures are aligned and pre-deformation

as well as pre-loads are zero, i.e. the sub-plates have a flat surface where the curvature along

the radius is zero. Therefore, in the initial status, both sub-plates are separated from each other

along the common radial direction. Note that the simulation procedure from the undeformed initial
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configuration to the one shown in Figure 14 must be part of the overall simulation process in order

to adequately account for elastic pre-stresses and residual stresses due to plastic deformation. The

step-by-step simulation procedure reads as follows.

1. Apply pre-deformation of spiral lines and compute plastic deformation.

2. Release pre-deformation so residual stresses remain.

3. Deform the outer rim of both sub-plates towards each other until contact is established.

4. Apply zero pressure on the surface inside the formed cavity and ambient pressure to the

exterior surface of the disk.

5. Simulate deformation due to pressure gradient between interior cavity and exterior domain.

6. Tie all surfaces in contact.

This pre-deformation procedure is only conducted once for the prediction of accurate pre-stress

distribution. In the subsequent simulation, this pre-deformation state serves as a starting point for

(a) Isoparametric view (b) Cut with magnification of
spacer and double disk

Figure 15: FE mesh of improved disk

the application of rotational loads and the following investigation of complex modes within the

framework of a numerical modal analysis [174]. Figure 15 displays the mesh configuration of the

improved disk configuration. As can be seen in the magnification of Figure 15(b), a closed cavity

is formed between the two sub-plates.

In Publication D, a comparison is conducted with respect to a conventional disk, as shown in

Figure 10, to indicate the improved performance of the new disk design. Please note that the
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overall geometry of the reference disk and the new design are very similar, except for the spacer

disk in the middle, which alters the overall weight of the new design to some negligible extent.

However, in terms of effective cutting depth when used as a saw blade, the new design provides

very similar parameters.

3.2 Material models

In order to conduct the numerical simulations, appropriate material models must be specified. For

solid material, a linear elastic stress-strain relation well-known as Hooke’s law applies. In addition,

a yield stress σy is specified to distinguish between elastic and plastic deformation. The latter one

is specified by an isotropic hardening, see Wu [188] for deeper insight. For a simplified uniaxial

stress state, Figure 16 shows the stress-strain relation. In the elastic region where ε ≤ εel , the

material behavior is defined by the Young’s modulus and the Poisson’s ratio. In the region where

isotropic hardening exists, i.e. εel < ε , the material behavior is determined by the slope defined by

the plastic strain, i.e. εpl = εtot− εel , and an associated plastic stress σp. With this model for solid

σ

ε
εtotεel

E

σp
σy

Figure 16: Stress-strain relation of material model for solid structures

material, the elastic deformation of a structure can be computed and residual stresses due to plastic

deformation can be accounted for.

Fluids, as considered in this work, are adequately described by Newton’s law, fulfill adiabatic

assumptions of thermodynamics and are seen as inviscid. Therefore, it is convenient to specify the

material parameters such as fluid density, the bulk modulus, and the speed of sound with respect

to the fluid at rest.
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All relevant material parameters are listed in Table 3. Note that the plastic stress σp was arbitrarily

chosen in order to realize a small but finite slope of the stress-strain relation for improved numerical

stability. The associated material properties for steel are based on the specifications in the available

literature, see [86, 87, 120, 121].

Material Symbol Description Value Unit

Steel E Young’s modulus 210 GPa

ν Poisson’s ratio 0.3 –

ρs Density 7800 kg/m3

α(d) Rayleigh parameter 0.1826 s−1

β (d) Rayleigh parameter 5.0125 ·10−6 s

σy Yield stress 1.262 GPa

σp Plastic stress 1.280 GPa

εpl Plastic strain 0.5 –

Air K Bulk modulus 1.42 ·10−4 GPa

ρ0 Density 1.225 kg/m3

c0 Speed of sound 340 ms−1

Table 3: Material properties

In conclusion, in this chapter all numerical models as well as material models with the associated

material properties have been presented and discussed.
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Chapter 4

Summary of Appended Publications

The key results and short summaries of the appended publications are included in this section. The

contribution of this work can be divided into two parts, the first part being devoted to Galbrun’s

equation as a formulation of aeroacoustics utilizing a mixed frame and the second part to the

dynamics of an elastic rotating disk as a specific topic of rotor dynamics.

Figure 17 presents an overview of the appended publications with regard to the individual contri-

butions to the scientific field of aeroacoustics and rotor dynamics.

Figure 17: Overview of contributions

As can be seen, each publication contributes to a different subfield of research, i.e. Publication A

provides a basic overview of the available literature concerning Galbrun’s equation and its clas-

sification with respect to other aeroacoustic methods, Publication B improves the methodology
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with respect to numerical methods for solving Galbrun’s equation, Publication C discusses the

basic understanding of the physics of sound radiation from rotating disks, and last but not least,

Publication D provides an improved version of an application of a rotating disk. In addition, the

increasing complexity is highlighted.

The key results of each publication are stated as follows.

Galbrun’s equation:

• Publication A summarizes for the first time research contributions that are directly or indi-

rectly related to Galbrun’s equation and offers an integration into the scientific field of aero-

acoustics with respect to other approaches and methods. Within the scope of the publication,

the fundamentals for further developing Galbrun’s equation with regard to non-linear effects

and sound propagation in moving fluid, including viscous and heat conduction effects, are

presented. Furthermore, a general relationship between pressure and density variations has

been recalled in order to support appropriate experiments investigating constitutive relations

of flow acoustics.

• Publication B presents the application of a discontinuous Galerkin finite element method for

solving the pure displacement based Galbrun’s equation in the context of a numerical modal

analysis. A convergence study convinces the reader of the numerical stability and applica-

bility. Utilizing this approach, spurious modes are clearly separated from physical modes

and thus can be excluded when reconstructing the acoustic field using a modal superposition

strategy. In addition, an estimation has been presented to identify acoustic modes. This pro-

cedure can be used to filter the solution space from vorticity and spurious modes. In order to

consider absorbing boundary conditions, an adequate formulation based on the well-known

Robin boundary condition was developed. The new formulation can be simplified to already

known boundary conditions for the Galbrun equation utilizing suitable assumptions.

Rotating disk:

• Publication C discusses the far-field sound radiation of a rotating elastic disk, utilizing the

sound power as a global measure for the comparison between different numerical methods.

The applied lumped parameter model agrees well with state-of-the-art methods such as BEM

or FEM. Significant reduction in computational cost was achieved due to the LPM’s appli-

cability in the frame of a harmonic analysis using modal superposition. Furthermore, it has

been discovered that acoustic short circuits disappear at high rotational speeds and that mode

splitting is audible but not along the rotational axis.

54



4 Summary of Appended Publications

• Publication D offers a new design for rotating disks. The combination of the specific geom-

etry and the spiral shape of the rolling lines improves stability by 33 % in terms of rotational

speed compared to conventional versions. If the kinetic energy is used as a measure of

productivity, this leads to an increase of 75 %.
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4.1 Publication A

90 years of Galbrun’s equation: An unusual formulation for aeroacoustics
and hydroacoustics in terms of the Lagrangian displacement
Submission status: Currently, this publication is accepted in the Journal of Theoretical and Com-

putational Acoustic after having resubmitted a revised version.

Novelty and key results: Since Galbrun published his work in 1931 [73], a number of researchers

have worked on this form of describing aeroacoustics, i.e. in a mixed Lagrangian-Eulerian frame-

work. However, after about 90 years of research on this topic, no review paper has been published.

This publication is intended to give an overview of the vast number of contributions available in the

literature which are related to Galbrun’s equation. In addition, a classification of different sounds

and an overview of existing methods of aeroacoustics are presented. Furthermore, an overview

of the transition from Lagrangian to Eulerian to the mixed frame is offered, which was translated

from a French publication into English. Rather than presenting a collection of publications along

a historical line, this publications offers a subdivision into different categories such as “general

derivation”, “numerical analysis”, “fluid structure interaction”, and “far field approximation”. This

way, it is believed that access to the theoretically challenging topic is facilitated. Furthermore, the

importance of the precise definition of the Cauchy stress tensor and the divergence operator acting

on it were emphasized and stressed in order to avoid confusion when reading literature with differ-

ent definitions. Based on general concepts of thermodynamics, a universal formalism is presented

to support experimental scientists and engineers in measuring material properties in combination

with flow acoustics. Finally, the possibility of defining Lagrangian densities for the derivation of

Galbrun’s equation from Hamiltonian principles as well as an energy concept for wave propagation

are recalled. Such approaches are usually not available for standard wave propagation formulations

within a Euler frame.

Specific contribution to the publication: Maeder proposed the concept of the manuscript and re-

viewed the literature related to Galbrun’s equation and compiled an overview of the existing meth-

ods and terminologies. Maeder also wrote the original draft of the manuscript and coordinated all

author contributions.
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4.2 Publication B

Solving Galbrun’s Equation with a discontinuous Galerkin Finite Element
Method
Novelty and key results: In the field of aeroacoustics, a rather unknown approach utilizing a mixed

Lagrangian-Eulerian framework, was first formulated by Galbrun in 1931 [73]. Besides the in-

teresting advantage that only the Lagrangian displacement perturbation is considered as the main

unknown for the description of aeroacoustic phenomena, the disadvantage exists that numerical

instabilities occur, also called spurious modes, which can pollute the final solution. To overcome

this drawback, the use of a discontinuous Galerkin finite element method seems to be a promising

remedy for the above mentioned problem.

A weak formulation of Galbrun’s equation was established, which is suitable for the application of

a discontinuous Galerkin finite element method. This formulation was subsequently implemented

in Comsol Multiphysics®. A corresponding convergence analysis highlighted the numerical per-

formance and stability. Furthermore, an advanced boundary condition formulation in the frequency

domain was introduced to take absorbing boundaries into account. By comparing the results of an

eigenvalue analysis with standard methods such as the linearized Euler equation and the linearized

Navier-Stokes equation, the essential advantage of the postulated approach has been revealed. The

results showed that by applying the proposed method, vortical and spurious modes are well sepa-

rated from acoustic modes within the complex plane. A crucial parameter is the constant within the

applied Lax-Friedrich flux. Therefore, a detailed parameter analysis provides information about

this parameter with which converged results were obtained. Essentially, two cases have been stud-

ied. The first one being a duct with laminar flow configuration and the second one being an annulus

with a rotating shear flow. By computing the rotation and the divergence of the solution field for

both acoustic modes and vortical modes, a criterion is offered that allows the user to estimate to

what extent individual modes are primarily acoustic modes or vortical modes, respectively. The

latter show a proportional dependency on the Mach number. The presentation of a filter technique

for the identification and exclusion of vortical modes finalized the contribution.

Specific contribution to the publication: Maeder proposed the basic concept and realized the essen-

tial implementation in the software Comsol Multiphysics®. After setting up appropriate numerical

models, Maeder was responsible for carrying out the simulations as well as the analysis and valida-

tion of the results. Furthermore, Maeder wrote the original draft of the manuscript and coordinated

all author contributions.

57



4 Summary of Appended Publications

4.3 Publication C

Numerical analysis of sound radiation from rotating discs
Novelty and key results: To analyze rotating elastic structures such as saw blades, it is important

to consider gyroscopic effects and centrifugal forces. These effects also play an important role

when the sound radiation of such structures is of interest, because these effects lead to forward and

backward traveling wave propagation known as the so-called mode splitting. Since mode splitting

is particularly associated with mode shapes that develop radial node lines, the sound radiation of

these modes is of particular interest. The publication aims to answer the question whether a lump

parameter model is an adequate sound power estimation for rotating disks instead of using wave-

based methods and whether mode splitting is audible as part of a deeper physical understanding of

such problems.

This study deals with the far field sound radiation of a rotating disk under consideration of gyro-

scopic effects as well as centrifugal forces utilizing numerical methods such as FEM/BEM in the

frequency domain. Starting with a full three-dimensional model, the problem is reduced towards

a baffled sound radiator theory. With this simplification, a lumped parameter model is utilized as

an appropriate sound power estimate. The simulations show that the model is capable of taking

acoustic short circuits into account and that the results are in very good agreement with state-of-

the-art methods. As a side effect, the comparison with the so-called equivalent radiated power

enables one to determine whether acoustic short circuits exist, which, from an engineering point

of view, is not straightforward for complex configurations and models involving rotation. This

helps to understand the underlying physics in more detail. As a major benefit, it was possible to

utilize a state space formulation in order to conduct a harmonic analysis, which is hard to realize

when using standard BEM or standard infinite finite elements due to the frequency dependent sys-

tem matrices. Compared to standard FEM simulations, the proposed method achieved a saving in

terms of computational costs by a factor of 30. Surprisingly, the analysis showed that deflection

shapes, which form acoustic short circuits at low rotational speeds, contribute to sound radiation

at high speeds. Last but not least, a detailed analysis of the far field sound radiation revealed that

mode splitting is audible away from the rotational axis.

Specific contribution to the publication: Maeder set up appropriate numerical models and he im-

proved an existing LMP script in python in order to account for acoustic short circuits. In addition,

Maeder implemented an interface between Abaqus and Akusta (in-house BEM code) and con-

ducted all of the simulations, data visualization and interpretation. Furthermore, Maeder wrote the

original draft of the manuscript and coordinated all author contributions.
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4.4 Publication D

Double cutting disc with curved deformation lines (WP 2018/234547 A1)
Novelty and key results: The stability of rotating disks such as saw blades is defined by the so-called

critical rotational speed, see Schajer [167]. This situation occurs when the associated rotational

frequency coincides with a natural frequency of an out-of-plane vibration. It must be noted that

only deflection shapes with radial nodal lines show the mentioned behavior. As seen from a sta-

tionary observer, this leads to a quasi stationary deflection while the disk is still rotating. Various

methods have been identified to improve the stability of such disks, in particular by applying resid-

ual stresses due to plastic deformation or geometric optimization.

The presented publication offers a new design in terms of geometry and a new configuration of de-

formation lines for the application of residual stresses. The main characteristics such as mass and

cutting depth remain almost constant compared to state-of-the-art saw blades that have compara-

ble dimensions. The emerging improvement results from a combination of different effects. First,

two sub-plates separated by a spacer are subjected to pre-deformation forming the final geometry.

This leads to a non-linear stiffening effect, as this deformation is beyond the small deformation

theory which improves the susceptibility to buckling. In addition, a closed cavity is formed be-

tween the two sub-plates. This cavity can be filled with any material, allowing to improve the

damping behavior since the relevant shear stresses have a maximum value at the symmetry plane

of the disk for the case of out-of-plane deformations. Therefore, any viscous material located

between the sub-plates has a major impact on energy dissipation. Second, instead of applying

circular pre-tensioning lines, spiral lines, i.e. lines that are a function of radius and angle, improve

the performance of the disk. As a side effect, the spiral shape of the pre-tensioning lines prevent

the sub-plates from early buckling. Third, only the combination of the pre-deformed geometry

together with the spiral pre-tensioning lines improves the critical rotational speed up to 33 % with

respect to a conventional disk. In terms of kinetic energy which can be a measure for productivity,

this increase in rotational speed results in an improvement of 75 %. Currently, the patent is in the

phase of nationalization and regionalization in the European Union, the United States of America

and the Republic of China.

Specific contribution to the publication: Maeder is the inventor of the disk. Furthermore, Maeder

was in charge of setting up appropriate numerical models in order to conduct an optimization

process and to highlight the final improved performance. In addition, Maeder comprehensibly

presented the results to the Technical University of Munich and at a number of international con-

ferences and highlighted the improved performance of the new design.
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Chapter 5

Discussion of Results

In this chapter, the main achievements of this work are critically discussed with regard to currently

available publications from the literature, where the main idea of understanding and analyzing

sound and vibration in a mixed frame serves as the central theme. As indicated in chapter 4, this

discussion is outlined following the concept presented in Figure 17, where the contributions of

this work are considered with respect to the general “Literature”, “Physics”, which is understood

as the general understanding of physical relations, followed by the discussion towards the applied

“Numerical Method”, and finally a last part that considers the “Application”.

As a scholar, when getting involved with a new research field of interest, publications that review

the available literature towards that topic are essentially a reasonable starting point for getting in-

volved with the subject matter. The main advantage of such reviewing publications, as understood

by the author, is that in the majority of cases such publications give a good overview and more or

less highlight open research questions. In fact, the latter possibly facilitates the scholar’s creativity

and ambition to contribute to the research field. In this sense, Publication A reviews the literature

of the past 90 years that can be linked to the derivation and use of Galbrun’s equation, which de-

scribes sound propagation and generation in moving media, utilizing a mixed or ALE framework,

respectively. This topic belongs to the research field of aeroacoustics, if the fluid is considered

to be a gas. However, within the publication, ways for applying Galbrun’s equation to hydroa-

coustics are pointed out, too. To the author’s best knowledge, Publication A is the first attempt to

summarize and review this specific research topic. Of course, utilizing Galbrun’s equation to solve

aeroacoustic problems is only one possible way – special in the sense that an ALE framework is

applied. Several other methods have been developed that are usually described in a Eulerian frame.

Since this framework is commonly used by engineers working in the field of fluid dynamics, these

methods are generally more recognized in the scientific community than the method proposed by

61



5 Discussion of Results

Galbrun. Just to mention a few, the well-known acoustic analogies of Lighthill have been strongly

developed since the 1950s and critically reviewed by Doak [51]. But there also have been other

analogies, such as Howe’s analogy [47], and Goldstein’s analogy [82], see Musafir [139] for a

review on these analogies. Other approaches that utilize a linearization of the set of balance equa-

tions, such as LEE and APE are reviewed in Schoder and Kaltenbacher [170] as well as for the

LNSE in Guz’ [83]. As can be seen, Publication A is intended to join the series of review publica-

tions among the various methods that have been developed for solving aeroacoustic problems. This

contribution facilitates interested researchers to get access to the research topic linked to Galbrun’s

equation. In addition, Publication A provides a way for further developing Galbrun’s equation

towards the application to problems involving viscothermal losses and presents a framework for

identifying source terms of Galbrun’s equation, which are rarely discussed in the literature, cf.

Gabard et al. [67].

In terms of understanding the physical relations, this work contributes in a number of ways. First of

all, the deductive approach, by recalling general expressions of the ALE framework and further by

applying these concepts to the field of aeroacoustics as well as rotor dynamics, serves as a promis-

ing way of eventually deriving a unified theory with which very complex problems can be solved.

As a thought experiment, such problems could include rotating elastic/plastic deforming bodies,

where a relatively non-stationary moving fluid flow generates and propagates sound waves from

the moving body. Even viscothermal losses could be included in such computations. The proposed

approach enables a straightforward interaction between various domains with adequate boundary

conditions. In this sense, a generalized version of the Robin boundary condition for Galbrun’s

equation has been proposed in Publication B, which simplifies under appropriate assumptions to

the version presented by Dietzsch et al. [50]. Furthermore, as an example, when conducting a com-

plex modal analysis of both cases, i.e. the circulating flow in the annulus discussed in Publication B

as well as the rotating elastic plate in Publication C, a mode splitting is recognizable of modes that

develop radial nodal lines. This circumstance, which sometimes is referred to forward and back-

ward traveling waves, is in agreement with Dietzsch et al. [50] when speaking about Galbrun’s

equation in aeroacoustics and Weidauer and Willner [186], Vila et al. [184], Fayos et al. [60], and

Schajer and Mote [168] for rotor dynamics. As can be seen, with a unified approach it is possi-

ble to find similar arguments when explaining circulating modes in aeroacoustics as well as rotor

dynamics whenever a rotating reference field is present. However, this relation is to some extent

not surprising since both applications – even quite different in their application – can be derived

from a common set of balance equations viewed in an ALE framework. Keeping this in mind, it is

straightforward to assume that once rotating elastic structures and rotating flows are present in one

problem, mode coupling could occur, possibly leading to excessive sound radiation. Therefore,
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it seems to be a reasonable approach to investigate such cases with a unified approach; see for

example research with respect to fan noise in Sutliff [178], tire dynamics with contact in Ziefle

and Nackenhorst [190], and tire acoustic radiation in Brinkmeier et al. [39]. Furthermore, inves-

tigating the sound radiation of an elastic rotating disk, see Publication C, highlighted that when

conducting a harmonic analysis, the so-called mode splitting is audible, but disappears once the

receiver is placed on the axis of rotation. This phenomenon can be easily explained by having a

sound radiating monopole source circling around an axis of rotation. If the receiver is placed on

the axis of rotation, the distance between the source and the receiver remains constant. Therefore,

no convective contribution is recognized. This circumstance changes, once the receiver is placed

away from the axis of rotation. In time domain, these convective terms lead to frequency modula-

tion known as Doppler effect, see Poletti and Teal [157]. However, this effect can not be captured

by standard harmonic analysis procedures and more investigations are needed with respect to the

generalization towards rotating elastic sound radiating bodies. Some research has been conducted

towards this topic [118, 127].

Concerning “Numerical Methods”, the presented work utilized a DG-FEM scheme to solve the

aeroacoustic problems involving Galbrun’s equation. Utilizing DG-FEM in fluid dynamics has

been widely studied and is a powerful numerical method when convective terms and fluxes across

element boundaries are present, see [16, 43–45, 88, 95, 104, 177]. However, when it comes to

the application of the DG-FEM to solve Galbrun’s equation, no publication could be identified

so far, to the author’s best knowledge, to deal with this topic. Bonnet-Ben Dhia et al. [35] uti-

lized a DG-FEM scheme to solve the convective equation associated to the regularization of Gal-

brun’s equation, but the actual equation was solved with standard FEM scheme. This regular-

ization is necessary, since numerical instabilities can occur when using standard Lagrange finite

elements. However, if a mixed formulation is applied, where the Lagrangian displacement and

the Lagrangian pressure perturbations are the degrees of freedom, the numerical scheme provides

uncorrupted results [50, 67, 72, 183]. Unfortunately, this comes with cost of the additional degrees

of freedom, namely the pressure perturbations, for which adequate boundary conditions must be

formulated. As discussed in Publication B, utilizing the DG-FEM scheme offers the possibility to

use the pure displacement based formulation of Galbrun’s equation and still achieve stable results.

An additional benefit of this approach is that only the displacement field is the sought solution from

which modes, as results of a numerical modal analysis, can be analyzed by computing the diver-

gence and the curl of the solution field. With these results, a deeper insight is facilitated, whether

modes have either vortical or acoustical characteristics. With this knowledge, a filtering technique

is proposed so that unwanted modes are directly excluded by the numerical scheme. Note that the

applicability of this filtering technique must be carefully identified. A slightly less crude approach
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was published by Bonnet-Ben Dhia et al. [32]. The application of DG-FEM on this regularized

form of Galbrun’s equation remains an open task. In terms of acoustic radiation from rotating

disks, see Publication C, it was possible to show that when using an ALE framework for comput-

ing the effective displacement felt by the surrounding fluid, simplified radiation models, known as

ERP and LPM, can be utilized to estimate the radiated sound power. This becomes especially inter-

esting when model reduction procedures can significantly reduce the computational costs. In such

cases the ERP and LPM are still applicable, which is not the case involving numerical schemes

where the system matrices are frequency dependent. As described by Brinkmeier et al. [39], using

Astley-Leis infinite finite elements results in frequency independent system matrices. However,

the additional discretization of the fluid domain, though acknowledging mass loading effects of

the surrounding fluid, comes with the burden of higher computational costs. This circumstance is

also discussed in Publication C to highlight the limits of the applied sound power approximation

methods. Interestingly, mode shapes that develop acoustic short circuits and have radial nodal lines

are inefficient sound radiators at low rotational speeds, but can contribute significantly at higher

speeds, which is in agreement with Lee and Singh [118]. A possible explanation could be that

at a certain rotational speed the characteristic time scale of the physical process that develops the

acoustic short circuit is longer than the resulting characteristic time scale of the structural dynam-

ics of the rotating disk. This way, even low order modes can become efficient sound radiators at

high rotational speeds. This circumstance should be addressed in future studies for clarification.

However, since the ERP does not account for acoustic short circuits, as the LPM does, compar-

ing the results of both approximation methods gives an indication at which frequencies acoustic

short circuits are present. This rather crude but efficient type of approach might be attractive to

engineers who are interested in whether acoustic short circuits exist or not. Note that this kind of

investigation holds also for non-rotating structures as long as the assumption holds for applying

ERP and LPM.

Finally, with the understanding and the knowledge of the aforementioned concepts, an improved

disk design was developed, which can be seen as a possible “Application” for circular saws blades.

Since Publication D is an international patent, the design is original and only in its main properties

comparable to standard disk designs commonly used as saw blades. Furthermore, the improved

stability is characterized by a combination of (i) membrane stresses within the two sub-plates

instead of shear stresses when transverse deformation (plate bending motion) occurs, (ii) elastic

pre-deformation which results in a pre-tensioning of both sub-plates, and (iii) a number of spiral

roll-tensioning lines that result in residual stresses after plastic deformation. Only this combination

has led to an increase in the critical speed of 33% with respect to a standard state-of-the-art disk

model, as presented in Publication D. As part of the development and patenting process, meticu-
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lous care has been taken to ensure that the design is scalable to very different radii. To give the

reader an impression of how complex the process of roll-tensioning is, the following references can

be considered [86, 87, 120, 121, 151, 167, 168]. Note that the design offers a number of further

developments. As an example, in a simple thought experiment in which any viscous solid mate-

rial could fill the cavity, it is obvious that any bending of the disk leading to a small out-of-plane

deformation would result in a relative high value of shear-stress in the vicinity of areas where the

radial stresses σrr vanish. Therefore and straightforward, placing an energy-dissipating material

in the disks’ cavity can reduce resonances of out-of-plane deformations. Note that with respect to

future developments of the disk, uncertainty and sensitivity analysis should be conducted. Since

this topic is beyond this work, the reader is referred to the literature [114, 116].

Summarizing this result discussion, it was shown that the work at hand contributes to four dis-

tinct fields of research as understood by the author, namely “Literature”, “Physics”, “Numerical

Method”, and finally “Application”, where the application of an ALE framework to the field of

aeroacoustics and rotor dynamics is a superordinate theme. This way, it is possible to gain a fun-

damental understanding of the basic equations, how to derive a unified theory, and finally to be

able to identify common aspects, even though the field of aeroacoustics and rotor dynamics are

quite different with respect to applications and engineering problems.
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Conclusion

By concluding this work, on the one hand the main results are summarized and on the other hand

the implication to the scientific field as well as open questions for future research are discussed as

follows.

When developing new products or prototypes, the research that is associated to this development is

based on knowing the state-of-the-art literature, the theoretical understanding of physical processes

as well as their mathematical formulations, which then can be solved by means of numerical meth-

ods. Utilizing computer aided engineering, virtual prototypes are developed and analyzed without

having the necessity to produce a large number of test objects, to verify performance variations

with respect to design changes. This kind of development process gets increasingly accepted in

the industry, due to the cost savings associated with virtual prototyping. In this sense, this work

presented a way to unify two research fields, first appearing being very different from each other,

namely aeroacoustics and rotor dynamics. Since this unification is not straightforward when ap-

proaching via an inductive research strategy, the abstraction level has been raised to the application

of an ALE framework to the balance equations of continuum mechanics, which in turn can be seen

as a deductive way of pursuing these two topics. As a result, both applications can be described by

such a general theory, which allows one to find common similarities, e.g. when rotation is present.

In order to give the reader access to the higher abstraction level, four main fields have been iden-

tified, namely “Literature”, “Physics”, “Numerical Method” and finally “Application”, where this

work contributes. These contributions, with respect to aeroacoustics and rotor dynamics, can be

summarized as follows.
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The main achievement towards to the research field of aeroacoustics, described by Galbrun’s equa-

tion as sort of an ALE formulation of sound generation and propagation in moving fluids, are the

following:

• A first attempt has been realized to review the available literature, linked to Galbrun’s equa-

tions, of the past 90 years.

• Based on the Robin boundary condition for time harmonic problems, a generalized boundary

condition for Galbrun’s equation has been proposed.

• In the context of analyzing aeroacoustic problems with a numerical modal analysis, a nu-

merical scheme utilizing DG-FEM has been successfully applied to the original Galbrun’s

equation.

• A filtering technique was proposed to analyze the modes associated with an eigenvalue prob-

lem, which enables one to identify the main characteristics of the modes. This filtering

technique can be applied on a weak formulation level in order to reduce the solution space.

With respect to rotor dynamics and more precisely the dynamics of a thin rotating disk and its

sound radiation, where the ALE framework has been applied for the rotating domain, the following

main contributions can be identified:

• The LPM, which takes acoustic short circuits into account, is a suitable sound power estimate

that can be used in conjunction with model reduction techniques to save computational cost.

• A comparison between ERP, LPM, BEM and infinite FEM highlighted the restrictions of the

sound power approximation methods as well as the computational cost.

• Comparing results computed by using ERP and LPM enables one to identify whether acous-

tic short circuits develop as part of the fluid structure interaction.

• It was identified that in a harmonic analysis, mode splitting is audible, but only away from

the rotational axis.

• An original disk design has been proposed that involves a significant increase in the critical

speed with respect to common disk shapes, as an application for saw blades.

As pointed out before, the application of an ALE framework as a higher abstraction level enables

a better understanding of phenomena linked to aeroacoustics and rotor dynamics and potentially

gives rise to formulate a unified theory in future research investigations. This unified theory ap-

pears to be helpful when effects that are present in both cases, e.g. the occurrence of the so-called

mode splitting, can possibly couple, such as in turbofan engineering. But also the sound radi-

ation of wind turbines would be an interesting application to see, whether such an approach as
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presented could lead to a better understanding of the complex physical processes. In addition, de-

veloping Galbrun’s equation towards considering viscothermal losses offers a wide range of new

applications, especially for cases where fluid structure interaction plays a significant role. Possible

applications could be hearing aids or elastoacoustic meta-materials, insofar as for the latter acous-

tic materials are assumed where the fluid structure interaction takes a strong coupling between the

two domains.

As a direct consequence of the presented work, a few aspects are recalled that could be part of

future developments. First, the proposed form of providing sources of Galbrun’s equation should

be further analyzed and tested against other methods of hybrid flow/acoustic analysis, such as

LEE, LNSE, or APE. Second, the generalized form of the Robin boundary condition for Galbrun’s

equation should be analyzed on inflow and outflow boundaries. Third, the proposed mode filtering

strategy for distinguishing acoustic, physical or even spurious modes from each other, as part

of an eigenvalue analysis in aeroacoustics, represents a rather crude approach. In cases where

modes have vortical as well as acoustic characteristics, better methods are needed. One possibility

of achieving that could be to apply the DG-FEM scheme to the augmented Galbrun equation as

presented by Bonnet-Ben Dhia et al. [35].

Equivalently, with respect to rotor dynamics, future works could include the investigation of the

audible mode splitting in further detail. Here, it would be interesting to see whether the frequency

modulation that results from a rotating monopole, which can not be adequately covered by an

harmonic analysis, turns into an amplitude modulation once the number of rotating sources is

increased and matches the sound radiation of the rotating elastic deforming disc as analyzed in this

work. Furthermore, the proposed design of the improved disk has not undergone any structured

optimization process. Therefore, it is assumed that an even better performance can be realized.

Fortunately, the application of the LPM provides an effective method for optimization procedures

where the minimization of the radiated sound power could be part of the objective function.

In terms of a unified theory, the use of generalized functions such as the Heaviside function would

be interesting to apply, which could be a virtual switch between different neighboring domains.

Furthermore, the DG-FEM seems to be a capable numerical method for solving such a unified

theory, where fluxes across boundaries can adequately be considered.

It is evident that with a fundamental understanding of the underlying framework, numerous appli-

cations are conceivable and it is only a matter of creativity, from which further developments could

arise moving forward.
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Summary
Over many years, scientists and engineers have developed a broad variety of mathematical formulations to inves-
tigate the propagation and interactions with flow of flow-induced noise in early-stage of product design and devel-
opment. Beside established theories such as the linearized Euler equations (LEE), the linearized Navier–Stokes
equations (LNSE) and the acoustic perturbation equations (APE) which are described in an Eulerian framework,
Galbrun utilized a mixed Lagrange–Eulerian framework to reduce the number of unknowns by representing per-
turbations by means of particle displacement only. Despite the advantages of fewer degrees of freedom and the
reduced effort to solve the system equations, a computational approach using standard continuous finite element
methods (FEM) suffers from instabilities called spurious modes that pollute the solution.
In this work, the authors employ a discontinuous Galerkin approach to overcome the difficulties related to spu-
rious modes while solving Galbrun’s equation in a mixed and pure displacement based formulation. The re-
sults achieved with the proposed approach are compared with results from previous attempts to solve Galbrun’s
equation. The numerical determination of acoustic modes and the identification of vortical modes is discussed.
Furthermore, case studies for a lined-duct and an annulus supporting a rotating shear-flow are investigated.

PACS no. 43.28.Bj

1. Introduction

Acoustic noise reduction, which is a wide matter of con-
cern in industry, calls for a better understanding of the
complex phenomena that occur when an acoustic wave
propagates in a mean flow. A majority of research per-
formed in aeroacoustics and computer aided engineering
(CAE) has been aimed at the aircraft noise community,
arguably starting by the work of Lighthill, [25]. Com-
monly, aircraft noise research traditionally focusses on
high Mach number and high Reynolds number free-field
jet flows. In high-speed jets, noise generation is consid-
ered to be of quadrupole type, caused by unsteady non-
linear mechanisms. The methodologies developed in CAE
have rejected this, in their focus on time-domain solutions
of the non-linear Navier–Stokes equations, either as Direct
Numerical Simulations (DNS) where no turbulence mod-
els are included, to turbulence models such as Reynolds-
Averaged Navier-Stokes (RANS) and Large Eddy Simu-
lation (LES) codes. In wall-bound and internal flows at
low Mach numbers, the sound generating mechanisms are
however governed by fundamentally different physics than
that of free-field jet noise. When an air flow is obstructed
by a change of geometry, such as a sharp corner or a bi-
furcation, flow instabilities and vortices are generated. As

Received 14 May 2019,
accepted 23 September 2019.

these vortices impinge on boundaries, sound impulses are
generated.

A less explored field of aeroacoustics is that of pure
wave propagation in inhomogeneous media with arbitrary
mean flows, as this is disconnected from the noise genera-
tion processes. The conceptual difference in the simulation
of sound generation and sound propagation is large enough
to justify a treatment of the two as separate topics. In re-
gions outside of acoustic sources, the acoustic quantities
are often small in comparison to the flow-field quantities.
In many cases, it can be assumed that the flow-field af-
fects the sound waves, whereas the sound waves do not in-
duce the flow-field. Thus, the perturbations about the mean
flow are often small enough to justify linearization. This
enables a two-stage treatment of the acoustic wave prop-
agation: firstly, the mean flow can be calculated without
the need to consider any acoustic waves, and secondly, the
sound waves can be calculated as perturbations about the
mean flow-field. Also, as a consequence of the lineariza-
tion, a frequency domain approach can be taken. A main
benefit of a frequency-domain approach, as opposed to a
time-domain approach, is the significant reduction of com-
putational time in case of harmonic excitation. Since most
research efforts have been aimed at jet noise generation,
where unsteady simulations are needed, only a few studies
on frequency-domain aeroacoustics are available.

Currently, different methods such as the Linearized Eu-
ler Equation (LEE) [4], the Linearized Navier–Stokes

© 2019 The Author(s). Published by S. Hirzel Verlag · EAA.
This is an open access article under the terms of the CC BY 4.0 license
(https://creativecommons.org/licenses/by/4.0/). 1149
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Equation (LNSE), see Kierkegaard et al. [27] or the
Acoustic Perturbation Equation (APE), see Ewert and
Schröder [15], Munz et al. [32], Hüppe and Kaltenbacher
[22] and Zörner et al. [43], are utilized besides the well
known acoustic analogies by Lighthill [24, 25], Curle [11]
and Ffowcs William and Hawkings [16] for solving aero-
acoustic tasks such as wave propagation in moving fluid as
part of CAE.

Galbrun [18] proposed a displacement based descrip-
tion in a Lagrange–Eulerian mixed frame for analyzing
the propagation of sound waves in moving fluids. Since
only the displacement field is the unknown quantity, Gal-
brun’s equation represents a potent alternative to the meth-
ods mentioned above. Among the possibility of reducing
the degrees of freedom, boundary conditions can naturally
be expressed, i.e. in terms of boundary displacement.

Despite the positive aspects of Galbrun’s equation, so-
called spurious modes exist when extracting the eigenval-
ues of the associated boundary value problem utilizing a
standard, unstabilized finite element method. The same
holds for the LNSE and LEE formulation. These spuri-
ous modes possibly pollute the solution when using the
standard continuous Galerkin discretization [20, 13]. Vari-
ous attempts have been published in the literature for han-
dling the problems associated with spurious modes, cf.
[5, 35, 41, 42]. The work presented in this paper aims as a
step to the development of a simulation methodology for
alternative strategies for flow acoustics.

Bécache et al. [2] and Bonnet et al. [6, 5] have demon-
strated that the direct displacement-based formulation as-
sociated with Galbrun’s equation may produce erroneous
or spurious solutions if the finite element method is based
on simple continuous finite elements. In particular, it is
proposed in [5] that a regularized reformulation of the vari-
ational equation for uniform and shear flows can produce
robust solutions by damping them out. Other authors, such
as Dietzsch et al. [12], have used finite element functions
which can shift, but not remove, the location of spurious
solutions to higher frequencies and higher damping val-
ues. In this paper, a formulation based on the displacement
variables is presented which minimizes the appearance of
spurious solutions without the need of a regularized refor-
mulation.

The paper is organized as follows: Section 2 sets up
the Galbrun equations from basic principles which leads
to Section 3 a description of the numerical scheme. The

authors utilize a discontinuous Galerkin (DG) method,
cf. [9, 10, 1, 39], for discretizing Galbrun’s equation for
which a time-harmonic behavior is assumed. To account
for inter-element fluxes, a local Lax–Friedrichs flux, cf.
[21], is used and discussed. In order to highlight the bene-
fits of the proposed method, solutions are compared to the
state of the art methods such as LNSE and LEE as case
studies in Section 3 which includes a discussion on the
influence of an appropriate flux factor. Further, a filtering
(Lagrange multiplier) technique is applied to exclude non
relevant modes from the solution space. Finally, in Sec-
tion 4 examples including a lined duct and a circulating
flow within an annulus are investigated.

2. Theory and Numerical Method

In this section, the fundamental principles for deriving
Galbrun’s equation are outlined. For additional insight, the
reader is referred to the literature [18, 41, 33, 6, 12, 19,
20, 23, 34]. In order to give a comprehensive description,
some mathematical fundamentals are required. Hereafter,
a Cartesian coordinate system defined by the orthonormal
directions ‘1’ and ‘2’ is used, such that a two-dimensional
space is considered. Further, a vector component descrip-
tion together with Einstein’s summation convention is as-
sumed to indicate component summation for repeated in-
dices. Hereafter, the domain of interest is ΩF ⊂ R2 which
is bounded by a closed surface, ΓF .

2.1. Lagrange-Eulerian frame

For deriving Galbrun’s equation, one has to be familiar
with the concept of a mixed Lagrange-Eulerian frame in
the view of continuum mechanics and the associated ap-
propriate balance equations. Despite the fact that the the-
ory to derive Galbrun’s equation is well published in the
literature, the authors present the basic principles for bet-
ter readability.

Two distinguished states are considered. In the first state
namely the perturbed state, any given particle is defined
by its spatial coordinate position y(t) where in the second
state or the unperturbed state or reference state, the same
particle takes the position x(t), cf. Figure 1. The vector
components of the Lagrangian displacement w(t) are de-
fined as the difference of these two states, i.e.

wl(t) = yl(t) − xl(t). (1)

Further, any given field quantity Φ takes the form

Φ(yl, t) = Φ0(yl) + Φ′(yl, t) (2)

in the Eulerian frame with the Eulerian perturbation
Φ′(yl, t) and

Φ(yl, t) = Φ0(xl) + Φ̃(xl, t) (3)

in the Lagrangian frame with the corresponding La-
grangian perturbation Φ̃(xl, t), cf. Poirée [33]. Since the
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application of Galbrun’s equation is basically a linear per-
turbation procedure, the mean flow quantities, Φ0, can be
calculated from an adequate preceding stationary bound-
ary value problem. It must be noted that these mean flow
quantities Φ0 are described specifically in Eulerian coordi-
nates, cf. Brazier [7]. Combining equations (1)–(3) while
assuming that the mean values Φ0 are slowly varying, i.e.
associated gradients in time and space are integrable con-
tinuous functions. Together with a Taylor expansion up to
the linear terms, one identifies the relation between Eule-
rian and Lagrangian perturbations

Φ′(yl, t) = Φ̃(xl, t) − wj
(

Φ0(xl, t)
)

,j , (4)

where (),j = ∇() = ∂()
∂xj

represents the Nabla-Operator
with the corresponding spatial derivative in the j-direction.
From equation (4), it is apparent that if the spatial gradi-
ent of the mean values vanishes, the Eulerian and the La-
grangian perturbations are equal, see [31].

2.2. Galbrun’s equation formulation

The acoustic radiation of a source produces a small per-
turbation of the physical quantities such as pressure and
density. The propagation of that small perturbation is gov-
erned by the Galbrun equation which is a linear equation
whose unknown w is the perturbation of displacement.
The well known conservation equations of fluid dynamics,
namely the mass, momentum and energy balance equa-
tions in an Eulerian frame are used to derive Galbrun’s
equation. Assuming small perturbations, the displacement
based expression is formulated. Further, it is assumed that
the fluid of interest is a perfect inviscid gas with adia-
batic thermodynamic properties (i.e. isentropic material
behavior). Under these assumptions, Galbrun’s equation
is stated, cf. the references [18, 41, 7, 31].

ρ0
D2wk

Dt2
− p0,lwl,k + p0,kwl,l −

(

c2
0ρ0wl,l

)

,k
= 0, (5)

k, l = 1, 2, 3, in ΩF ,

and

wjnj = 0, on ΓF . (6)

In addition, appropriate initial boundary for wj(t = 0) and
D(wj)/Dt(t = 0) in ΩF and on ΓF must be stated that
fulfill the boundary conditions on ΓF .

Further,

D()
Dt

=
∂()
∂t

+ v0k(),k and (7)

D2()
Dt2

=
∂2()
∂t2

+
∂(v0k)
∂t

(),k + 2v0k
∂

∂t
(),k + v0kv0l(),lk,

where ρ0 represents the mean flow mass density, p0 the
mean flow pressure, c0 the speed of sound and v0k the
mean flow velocity in the k-direction, respectively. The
surface normal vector n on ΓF is pointing outward of the
domain ΩF .

Following the arguments considered in the works by
Gabard et al. [17], Treyssède et. al [41, 40] and Wang et al.
[42], a mixed formulation can be achieved by introducing
a Lagrangian pressure perturbation

p̃ = −c2
0ρ0wl,l. (8)

Following this, combining equations (5) and equation (8)
yields

ρ0
D2wk

Dt2
− p0,lwk,l + p0,kwl,l + p̃,k = 0k in ΩF , (9)

p̃ + c2
0ρ0wl,l = 0. in ΩF (10)

To revert the displacement field back to the well known
acoustic pressure p′ in the associated Eulerian frame, Ex-
pressions (4) and (8) are required. Note that the assump-
tions of slowly varying mean flow quantities such as ρ0, p0

and v0k must still hold.
Further, a time harmonic dependency is assumed to

convert the Galbrun equation from the time to the fre-
quency domain, i.e. any given quantity takes the form
φ(x, t) = <

(

φ̂(x)e−jωt
)

, while j depicts the imaginary
unit, ω = 2πf represents the angular frequency and φ̂(x)
the complex amplitude. Hereafter, the hat symbol is omit-
ted to improve readability. It is thought that all quantities
and fields are in a time harmonic regime. Furthermore, the
operator of the material time derivative reduces to

D()
Dt

= −jω() + v0k(),k.

In equation (6), rigid boundary conditions representing
hard walls have been introduced. To account for more
complicated boundary conditions, we present an admit-
tance boundary condition for the displacement based Gal-
brun equation, see [30, 29],

v′f − v
′
s = Y p′, (11)

expressed in Eulerian quantities, where v′f is the normal
component of the Eulerian fluid velocity perturbation, v′s
the normal component of the Eulerian structure velocity
perturbation, Ȳ = Y/(ρ0c0) the boundary admittance and
its normalized part Ȳ and p′ the Eulerian acoustic pressure
perturbation. Applying these and assuming zero structural
velocity v′s = 0, the equivalent admittance boundary con-
dition for Galbrun’s equation may be derived. Making use
of equation (4), this leaves a relation between admittance
and displacement

(

− jωwl + v0kwl,k − wkv0l,k
)

nl (12)

= Y
(

− c2
0ρ0wl,l − wlp0,l

)

.

Note that ṽk = D(wk)/Dt has been used for the relation
between the Lagrangian velocity perturbation ṽk, when ap-
plying equation (4), and the Lagrangian displacement. If
the mean pressure p0 is constant and the flow velocity v0k

is constant and orthogonal to the surface normal vector nl,
equation (12) reduces to a familiar form for boundary ad-
mittance

jωwlnl = Y c2
0ρ0wl,l, (13)

which is in agreement with Dietzsch et al. [12].
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2.3. Numerical method

Discontinuous Galerkin finite element methods (DG-
FEM) combine favourable features of finite element meth-
ods (FEM) and finite volume methods (FVM) with strong
mathematical foundation. DG-FEM possess a number of
favourable properties especially in hydrodynamic, uni-
form and non-uniform flow problems. They are robust and
high-order accurate and are able to capture physical phe-
nomena common to mixed finite element problems other
methods cannot reach. For this problem we make use of
DG-FEM to overcome an inherent issue.

Generally, DG-FEM combines the flexibility of intro-
ducing high-order FEM schemes with the flexibility of
FVM to formulate numerical schemes locally, which can
reflect flow, for example. However, finite volume methods
are often too inaccurate and diffusive when applied, espe-
cially, to wave propagation problems. The basic FVM is a
form of the lowest-order DG-FEM. So, it makes sense to
increase accuracy but keep the conservation part by devel-
oping DG-FEM further.

Considering Figure 2, it is clear that the global approx-
imation u(x) is not well-defined at the boundaries of each
element. As Figure 2 demonstrates, at each node x, two so-
lutions exist belonging to the respective adjacent elements
so that both, a left element Dk and a right element Dk+1

evaluate the approximation u(x). Since we do not enforce
continuity over the boundaries of the elements as in stan-
dard finite element methods, we are not guaranteed that
uil(x) = uir(x), and thus, it appears u(x) is not uniquely
defined. To establish a connection between elements, we
introduce a flux condition. For this study, a Lax-Friedrich
scheme, which blends between central and upwind flux,
is chosen. This defines the DG-FEM formulation. For a
detailed description of the numerical scheme and possible
stabilization techniques, the authors refer to the literature
[1, 10, 9, 39].

In this section, the finite element method utilized to
solve Galbrun’s equation is described. To do this, we first
construct the weak form of Galbrun’s equation with appro-
priate test functions that exist in a suitable mathematical
space. We define the inner product as

(u, v)ΩF
=
∫

ΩF

uv dΩF (14)

in the space of functions denoted by L2(ΩF ) where all
functions are square integrable over the domain ΩF . In the
weak formulation, this inner product is used to define a
local inner product and norm such that

(u, v)Dk
F
=
∫

Dk
F

uv dDk
F and ‖u‖2

Dk
F

= (u, u)Dk
F

(15)

with

ΩF ' Ωh =
K
⋃

k=1

Dk
F , (16)

where Ωh represents the approximated domain due to the
discretization procedure.

D

D

uu

nn

k

k+1

iril

k+1k

Γ

f(u )

il

f(u )

ir

x

Figure 2. A Lax–Friedrichs flux is defined across a shared ele-
ment boundary, shown as a red line Γ between the two elements
Dk and Dk+1. Displacement across this boundary can be discon-
tinuous, i.e. uil 6= uir .

This allows the local unknowns to be discontinuous
from one element Dk to the other.

fLF (uil, uir) =
f (uil) + f (uir)

2
+
α

2
n · (uil − uir) (17)

To account for inter element fluxes, the Lax-Friedrichs-
Flux, cf. Equation (17), is chosen, where the scaling fac-
tor α needs to be defined. For Galbrun’s equation, the flux
term scales with c2

0. Therefore, in accordance to Hesthaven
and Warburton [21], the flux constant α is set to α = 106,
see Section 3.4.

Figure 2 illustrates the definition of the Lax-Friedrichs-
flux between two elementsDk andDk+1, respectively. The
flux in element Dk across the boundary Γ is denoted by
f (uil) and vice versa from element Dk+1 across Γ with
f (uir) where at the boundary the unknowns can take the
value uil in element Dk and uir in element Dk+1. The cor-
responding outward normal vectors are nk and nk+1.

Applying all the forgoing principles, the weak form
of Galbrun’s equation for each element domain Ωe

h with
boundaries Γeh reads as

∫

Ωe
h

(

ρ0
D2wk

Dt2
− p0 ,lwk,l + p0 ,kwl,l (18)

−
(

c2
0ρ0wl,l

)

,k

)

w̄∗k dΩe
h = 0,

with the piecewise discontinuous complex conjugated test
functions w̄∗k . Expanding the material time derivative using
equation (7) and simplifying ∂(v0k)/∂t = 0, ρ0 ,l = 0 and
p0 ,l = 0 results in

∫

Ωe
h

(

− ω2wk − 2jωv0lwk,l + v0jv0l,jwk,l (19)

+v0jv0lwk,lj −
(

c2
0wl,l

)

,k

)

w̄∗k dΩe
h = 0.

After integrating by parts and utilizing Green’s identity,
the weak form can be rearranged as

∫

Ωe
h

− ω2wkw̄
∗
k + 2jω(v0lw̄

∗
k),lwk

− (v0jv0l,jw̄
∗
k),lwk − (v0jv0lw̄

∗
k),jwk,l

+ c2
0wl,lw̄

∗
k,k dΩe

h . . . (20)
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+
∫

Γeh

(

− (2jωv0l − v0jv0l,j)wkw̄∗k (21)

+ v0jv0lwk,jw̄
∗
k − c

2
0wk,kw̄

∗
l

)

nl dΓeh = 0.

In order to apply the discontinuous Galerkin method, the
boundary integral in equation (20) does not vanish and ac-
counts for inter-elemental fluxes. At this stage, any con-
straint condition such as the restriction to the rotational
field of w, e.g. ∇× w = 0, can be easily integrated using a
Lagrange multiplier λh in the form of

∫

Ωe
h

λeh(∇ × w)hw̄∗ dΩe
h = 0

or
∫

Ωe
h

λeh(ekmnwm,n)w̄∗k dΩe
h = 0,

where ekmn is known as the permutation tensor. For the
remainder of this paper the Lagrange multiplier is dis-
cretized using piecewise discontinuous linear basis func-
tions.

To demonstrate how the inter-elemental fluxes are set
up, as an example, the last part of the boundary integral
in equation (20) is reformulated according to the notation
highlighted in Figure 2.

∫

Γeh

c2
0wk,kw̄

∗
l nldΓ

e
h =

∫

Γeh

(

1
2
c2

0

(

(w1,1 + w2,2)il + (w1,1 + w2,2)ir
)

n1

+
α

2

(

w1il − w1ir
)

)

(

w̄∗1il − w̄
∗
1ir

)

(

1
2
c2

0

(

(w1,1 + w2,2)il + (w1,1 + w2,2)ir
)

n2

α

2

(

w2il − w2ir
)

)

(

w̄∗2il − w̄
∗
2ir

)

dΓeh.

(22)

Utilizing the well known approach of partial integration
and discretizing the unknowns as well as the test functions
according to Galerkin, a matrix formulation in the form of

(

− ω2 [M
]

+ jω
[

D
]

+
[

C
]

)

[

w
]

= 0 (23)

can be achieved.
[

M
]

represents the mass matrix and
[

D
]

,
[

C
]

the damping and stiffness matrices, respectively. The
system of equations is analyzed in terms of eigenvalues
and eigenvectors using a Krylov subspace method where
the size of the subspace is set to be twice as large as the
number of eigenvalues of interest, cf. [8, 14, 37].

For this purpose, the software tool Comsol Multiphysics
together with Matlab is used to set up the model as well as
the system of equations and finally solve for eigenvalues
and eigenvectors.

3. Finite element model

In this section, we present a parameter study to investi-
gate the performance of applying a discontinuous Galerkin

1

2

v

01

H

L

c

0

= 340

m

s

Ma =

v

01

c

0

Figure 3. Model geometry for verification example, a bounded
rectangular domain with hard-walls.

discretization method with different boundary conditions
and approaches for filtering Galbrun’s equation. The test
is conducted on an purely academic test case where
the results are compared to the conventional continuous
Galerkin discretization method applied to the mixed and
pure displacement based formulation of Galbruns’ equa-
tion as well as the linearized Navier-Stokes equation and
linearized Euler equation. Reference values are provided
by the solution of the convected Helmholtz equation.

The no-flow case for Galbrun’s equation was first stud-
ied in the 1970s [20] and was proved to exhibit spuri-
ous circulation or rotational modes. In the case spurious
modes were solutions of the source-free problem associ-
ated with non-zero real-valued frequencies. Determined
numerically, these modes could be shifted to higher fre-
quencies by refining the mesh or by enforcing the nu-
merical method to avoid these solutions [12]. It was not
until Wang and Bathe [42] showed a mixed pressure–
displacement formulation, using a certain type of finite el-
ement, could lead to numerical solutions without spurious
modes.

For the no-flow case, a pure displacement formulation
can make use of edge elements which are also known
as Raviart–Thomas elements [3]. It was shown in [36]
that they are of similar efficiency as Lagrangian elements
when used for the pure pressure formulation. However,
with mean-flow, a mixed formulation of Galbrun’s equa-
tion can develop numerical spurious modes due to the in-
herent mathematical nature of the problem [17].

3.1. Finite duct with uniform mean flow

Since this article focuses on the finite element method
used to compute a solution of the Galbrun equation, we
consider the artificial case set in a bounded domain, since
analytical results are available. Figure 3 illustrates a rect-
angular duct configuration in two dimensions with height
H = 0.5 m and length L = 3.4 m. The air filled duct is
bounded by acoustically hard walls, i.e. the surface normal
particle velocity is set to zero. In terms of particle displace-
ment within Galbrun’s equation, the following expression
is equivalent to the hard walled boundary condition:

wjnj = 0 on ΓF . (24)

For this test case, the Mach number is defined by the ratio
of the homogeneous constant mean flow velocity v01 and
the constant speed of sound c0 = 340 m/s. The flow veloc-
ity is varied so that the Mach number takes values from 0
to 0.3.
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Table I. Analysis configuration: unknowns are density ρ, flow
velocity v and displacement w. Order: 1 - linear and 2 - quadratic
elements. DOF: degrees of freedom per node.

Abbreviation Method Order DOF

LNSE ρ1v2 CG 1 & 2 3
LEE ρ1v2 CG 1 & 2 3
GAL w2p1 CG 1 & 2 3

GAL w1 CG CG 1 2
GAL w2 CG CG 2 2
GAL w1 DG DG 1 2
GAL w2 DG DG 2 2

Figure 4 illustrates the finite element mesh consisting of
930 triangular elements.

Table I lists all investigated model configurations for
the parameter analysis. As an example, the abbreviation
“LNSE ρ1v2” is understood as the linearized Navier–
Stokes equation where a conventional continuous Galerkin
discretization method is used and the basis functions are of
1st-order (or linear) for the density ρ and of 2nd-order (or
quadratic) for the velocity v. The temperature field within
the LNSE and the pressure field within the LEE are omit-
ted since all processes are considered adiabatic. Further,
no stabilization scheme is applied. The mixed formula-
tions are solved numerically using Taylor-Hood elements,
see [12], which are commonly adopted as basis functions
for mixed-formulations.

In order to compare the results of the eigenvalue extrac-
tion, analytical solutions of the convected Helmholtz equa-
tion are taken as references. For the duct case with plane
wave propagation, the eigenfrequencies of the acoustic
modes are calculated as follows (cf. Dietzsch et al. [12]).

fn =
c0n

2l

(

1 −Ma2) with n = 0, 1, 2 . . .N.(25)

Eigenvalue calculations are limited to the set up to the fre-
quency f ≤ 100 Hz. It can be seen that for the test case,
one expects three solutions at f0 = 0 Hz, f1 = 50 Hz and
f2 = 100 Hz for a vanishing mean flow velocity. Further,
the eigenfrequencies decrease with (1 −Ma2) for increas-
ing flow velocity.

3.2. Convergence study

For a convergence study the duct geometry from the pre-
vious numerical model, Section 3.1, was adopted to inves-
tigate the numerical scheme. On applying a discontinuous
Galerkin method to the displacement based form of Gal-
brun’s equation, Figure 5 illustrates two structured mesh
configurations, i.e. a first and a second level of mesh re-
finement. In total seven mesh refinements, from eight tri-
angular meshes, have been conducted.

The relative error for each mesh refinement can be
computed since the exact solution is easily derived. Rel-
ative errors, ε are measured in discrete L2 norms and
h := min(Hx, hy) > 0 is the size of a triangle element
length. To illustrate how the numerical schemes improve

Figure 4. Finite element mesh for domain, cf. Figure 3 with 930
triangular elements

Figure 5. Two sample mesh configurations, the first and second
examples taken from eight variations in the h–convergence study.
Top: 1st level of refinement, bottom: 2nd level of refinement.

with mesh-refinement, as h → 0, experimental conver-
gence rates are illustrated in Figure 6. It is clear that so-
lutions follow an asymptotic convergence rate which sug-
gests numerical stability. The outliers in Figure 6 for the
first mesh refinements are thought to be a result of a spatial
undersampling of the associated eigenvectors and can thus
be ignored. To the authors’ knowledge, it is not clear why
the convergence rate remains linear when using quadratic
elements. Nevertheless due to computational costs, the au-
thors use linear and quadratic elements hereafter since the
relative errors are sufficient.

3.3. Comparison of theoretical and numerical for-
mulations

First a comparison between different mixed-formulation
methods is presented, to give a reference and also to illus-
trate an improvement due to a suggested approach. In the
subsequent figures, the eigenfrequencies are plotted within
the complex plane where the real part <{f} is associated
with the corresponding physical eigenfrequency of the cor-
responding harmonic oscillation.

Figures 7 and 8 show the results for three mixed-
formulations, namely solving the test case with LNSE, cf.
Figure 7a, with LEE, cf. Figure 7b, and the mixed formu-
lation of Galbrun’s equation, cf. Figure 8. From Figure 7a
and 7b, it is not possible to clearly identify the acous-
tic eigenfrequencies at f1 = 50 Hz and f2 = 100 Hz at
Ma = 0 for both methods using LNSE and LEE. More-
over, the imaginary parts of the eigenvalues have small
values leading to a possible pollution of the results when
a subsequent modal superposition procedure is applied in
order to restore the system response in the frame of a har-
monic analysis. In contrast, the mixed formulation of Gal-
brun’s equation shows a more stable behavior since the
imaginary parts of all acoustically not relevant eigenvalues
(i.e. convective and spurious modes) increase their value
with increasing Mach number.
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Figure 6. Numerical h-convergence rates for linear, quadratic
and cubic elements for the displacement-based Galbrun duct
problem, cf. Section 3.1, of the first two modes f1 and f2
for different Mach numbers. The black doted line indicates
an O(h)-convergence, the black solid line indicates an O(h3)-
convergence. (a) Linear basis function, (b) Quadratic basis func-
tion, (c) Cubic basis function.

As mentioned before, the authors propose the use of
a discontinuous Galerkin discretization method to deter-
mine solutions to Galbrun’s equation in a displacement-
based formulation, rather than solving the mixed formula-
tion with the use of continuous Galerkin discretization.

For this purpose, the two different discretization
schemes are compared in Figure 9 and Figure 10 specifi-
cally to highlight the benefits of the DG method. In Fig-
ure 9a and 9b, the computed eigenvalues are plotted in
the complex plane when using a continuous discretiza-

={f}

<{f}

={f}

<{f}

(a)

(b)

Figure 7. Comparison of eigenfrequencies from LNSE and LEE
formulation solutions of the duct problem using continuous
Galerkin methods, cf. Section 3.1. (a) LNSE ρ1v2, (b) LEE
ρ1v2.

tion scheme while utilizing linear and quadratic basis func-
tions, respectively. It is observed that the eigenvalues are
widely spread across the complex plane and the acoustic
modes of interest at f1 = 50 Hz and f2 = 100 Hz are not
distinguishable from the others.

In contrast, cf. Figure 10a and 10b, the use of a dis-
continuous Galerkin discretization method enables a clear
separation of the relevant acoustic eigenfrequencies from
the others.

Comparing the solution of the acoustic eigenfrequen-
cies from the numerical examples of “GAL w1 DG” (lin-
ear elements) and “GAL w2 DG” (quadratic elements), cf.
Figure 10a and 10b, with the analytical values according
to equation (25), we find good agreement. These values
are listed in Table II where the relative error is calculated
in accordance to

ε =
|f − f̃ |
f

· 100%, (26)

where f denotes the analytic result and f̃ the numerical
approximation.
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Figure 8. Comparison of eigenfrequencies from LNSE and LEE
formulation solutions of the duct problem using continuous
Galerkin methods, cf. Section 3.1. (a) GAL w2p1, (b) GAL
w2p1 extended scale.

Table II. Comparison of acoustic eigenvalues to analytical results
at Ma = 0.3; Mesh used as shown in Figure 4.

Analytical GAL w1 DG GAL w2 DG

f1 45, 500 Hz
45, 522 Hz; 45, 496 Hz;
ε = 0.05% ε = 0.009%

f2 91, 000 Hz
91, 179 Hz; 90, 967 Hz;
ε = 0.12% ε = 0.036%

3.4. Flux constant

As mentioned in the previous section, an appropriate value
for α within the Lax-Friedichs-Flux needs to be chosen
in order to adjust for a correct flux representation across
each finite element. For this purpose, the influence of the
parameter α with respect to the results is investigated for
the filtered Galbrun equation, i.e. a Lagrange multiplier λh
is used to enforce ∇ × w = 0.

By varying the parameter α for a constant Mach number,
it is observed that for sufficiently accurate results, α should

={f}

<{f}

={f}

<{f}

(a)

(b)

Figure 9. Results of standard continuous discretization method
for solving the displacement based Galbrun equation. (a) GAL
w1 CG; linear elements, (b) GAL w2 CG; quadratic elements.

be larger than 106, cf. Figure 11 and Figure 12, indepen-
dent of flow velocity and order of basis function. The au-
thors identified that α scales with (c0 + v0)2. These results
are in close agreement to reported conclusions, see [13].

3.5. Vortical and spurious modes

The originality of Galbrun’s equation is that the mixed
pressure–displacement formulation given by Treyssède
[41] is not changed by the presence of flow and is gen-
erally identical to the no-flow case. Except the presence
of flow complicates the analysis to the existence of modal
solutions due to the convective terms present. Even for an
irrotational source term, the displacement field is not gen-
erally curl-free for shear-flow problems. Nevertheless, it
has not yet been proven whether Discontinuous Galerkin
methods satisfy the inf-sup condition. Vortical modes are
non-acoustic perturbations convected with the mean flow,
i.e. propagate with the flow. If the mean-flow is uniform,
acoustic and vortical modes are decoupled but when the
mean flow is rotational, the two types of modes couple.
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={f}

<{f}

={f}

<{f}

(a)

(b)

Figure 10. Results of discontinuous discretization methods for
solving the displacement based Galbrun equation; flux parameter
α = 106, cf. Equation (17). (a) GAL w1 DG; linear elements, (b)
GAL w2 DG; quadratic elments.

Hence it is possible to identify these modes from numeri-
cal artefacts, the spurious modes.

Further, especially for uniform mean-flow, it is clear that
while the location of acoustic eigenfrequencies decrease
with increasing Mach number, some other (non-acoustic)
eigenfrequencies show a clear proportional dependency on
the Mach number while others seem to be randomly dis-
tributed across the complex plane.

Now, Figure 13 displays a similar version of Figure 10b.
In Figure 13, the Mach number was sampled in 100 steps
between Ma = 0 and Ma = 0.3, where each color code
represents a different Mach number sample. This way, it
is possible to follow the development of the eigenvalues
with increasing Mach number. Figure 13 displays all the
results where associated eigenvectors (colored boxes rep-
resent rectangular domain of duct, while the arrows point
to the eigenvalue at the certain Mach number sample) for a
chosen Mach number dependent eigenvalue are displayed.
The plotted eigenvectors show the rotation of the displace-
ment field. It is clear that despite the increasing Mach

(a)

(b)

Figure 11. Dependency of results due to varying the flux parame-
ter α for the (∇×w)-filtered Galbrun equation, cf. equation (20),
for Ma = 0. (a) GAL w1 DG, (b) GAL w2 DG.

number, the eigenvector remains stable. The authors un-
derstand “stable” in the sense that the eigenvalue depends
on the Mach number and is following a certain character-
istic where the associated eigenvector remains unchanged
in its appearance. The mentioned characteristics are fre-
quency as well as mesh size dependent. Until today it re-
mains an open question how these characteristics can be
described and whether their nature is either physical or nu-
merical? Notably, slightly altering the finite element mesh
structure changes these Mach-number-dependent eigen-
vectors entirely.

To investigate this behavior further more, Figure 14
shows the eigenvectors of the two acoustic modes and two
other modes that follow a certain characteristic Θ3(f3) =
const. and Θ4(f4) = const., cf. Figure 14a. Since the
acoustic pressure is proportional to the divergence of the
displacement field, see equation (8), we present the diver-
gence (∇·w) and the rotation (∇×w) of the displacement
field in Figures 14b to 14i. It can be seen that for the acous-
tic modes, the rotation of the displacement field is two or-
ders of magnitude lower compared to the divergence of
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(a)

(b)

Figure 12. Dependency of results due to varying the flux parame-
ter α for the (∇×w)-filtered Galbrun equation, cf. equation (20),
for Ma = 0.3. (a) GAL w1 DG, (b) GAL w2 DG.

the displacement field. In contrast, for non-acoustic modes
the rotation is two orders of magnitude higher. This com-
parison is valid since the data to calculate the divergence
and the rotation of the displacement field is relative to the
mode.

3.6. Filtering Galbrun’s equation

Bearing in mind results from the previous section, a filter-
ing of Galbrun’s equation is conducted to exclude the vor-
ticity related eigenvalues from the solution space. Keeping
this in mind, the Lagrange multiplier λh formulation intro-
duced, introduced in an earlier section, to enforce the rota-
tion of the displacement field to be zero within the domain.
The results are shown in Figure 15 and Figure 16.

It can be seen that by filtering Galbrun’s equation, vor-
ticity related eigenvalues are suppressed leaving only for
acoustics relevant modes. Figures 15(b) and Figure 16(b)
display an extended area of the complex plane. For larger
imaginary values some eigenvalues persist. Since these
eigenvalues are unlikely to be related to vorticity modes

Figure 13. Numerical solutions of the displacement-based Gal-
brun equation by the Discontinuous Galerkin method, GAL w2
DG; The dots represent all computed eigenfrequencies in the
complex quarter plane for distinct uniform-flow eigenvalue prob-
lems, Ma = 0 : 0.05 : 0.3. Linear-interpolation in increasing
darker-shade color coding for dots is assumed: from Ma = 0 to
Ma = 0.3. The inserts illustrate eigenvectors of rotation-modes
for the displacement field at non-zero Mach numbers.

={f}

<{f}(a)

(h) f1: ∇ · w ∼ O(10−5) (i) f2: ∇ · w ∼ O(10−5)

(d) f1: ∇ × w ∼ O(10−7) (e) f2: ∇ × w ∼ O(10−7)

(f) f3: ∇ · w ∼ O(10−5) (i) f4: ∇ · w ∼ O(10−5)

(h) f3: ∇ × w ∼ O(10−3) (i) f4: ∇ × w ∼ O(10−3)

Figure 14. Eigenvectors corresponding to four eigenvalues for the
solution of the displacement-based Galbrun equation using con-
tinuous finite element basis functions, GAL w2 CG at Ma = 0.3

and in addition they are well separated from any acoustic
mode, the authors understand them as spurious modes.

4. Examples

In this section the capabilities of the numerical method to
solve more realistic problems are illustrated. The first ex-
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(a)

(b)

Figure 15. Eigenfrequencies corresponding to solutions of the
(∇×w)-filtered Galbrun equation using linear elements; α = 106,
cf. Equation (17). (a) GAL w1 DG, (b) GAL w1 DG; extended
scale.

ample represents a duct with uniform flow such as in Sec-
tion 3 is considered. An admittance boundary condition
is applied at the outlet of the duct. The remaining bound-
aries are considered as acoustically hard walls, i.e. the as-
sociated eigenvectors to the solution of Galbrun’s equation
have zero displacement on these boundaries.

The second example can be seen as a cross section of
a swirling flow represented by an annulus with a shear
flow in circumferential direction. A boundary admittance
is considered on the outer ring.

4.1. Finite duct with an absorbing end-condition

To extend our verification of the non-mixed Galbrun for-
mulation, we present solutions for an equivalent bound-
ary condition for Galbrun’s equation in comparison to
the Robin boundary condition when considering the
Helmholtz equation. Figure 18 displays the model un-
der consideration with the corresponding results. In this
step the Mach number is set to zero in order to compare
the results of the proposed method for solving Galbrun’s

Ma = 0
Ma = 0.1

Ma = 0.2
Ma = 0.3
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(a)
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Figure 16. Eigenfrequencies corresponding to solutions of the
(∇ × w)-filtered Galbrun equation using quadratic elements;
α = 106, cf. Equation (17). (a) GAL w1 DG, (b) GAL w1 DG;
extended scale.

equation with the standard Galerkin (CG) discretization of
the Helmholtz equation using quadratic elements for the
pressure unknowns. The mesh is chosen as illustrated in
Figure 4.

As can be seen, the results are in very good agree-
ment. Since the duct configuration is such that only plane
wave propagation is possible below a cut on frequency of
f = 340 Hz, there is no propagating mode below this fre-
quency, which correlates with the results pictured above.
For the acoustic eigenvalues inside a duct below the cut-
on frequency, Marburg [28] presented comparable results.
In addition considering the dispersion relation, the same
results, i.e. f = 340 Hz can be found.

When the flow velocity is increased, the eigenvalues
spread into the complex plane, see Figure 19(a). Again,
only for acoustics relevant eigenvalues decrease with in-
creasing Mach number. Figures 19(b) to 19(e) show the
eigenvectors of the first propagating mode that depend on
the Mach number. It can be seen that with increasing Mach
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(a)

(b)

Figure 17. Annulus geometry with corresponding finite element
mesh. (a) Geometry and flow direction, (b) Finite element mesh.

number the convectional effect on the mode shape is in-
creasing, too.

4.2. An annulus supporting a rotating shear flow

To investigate the capabilities of the proposed method on
a more realistic problem, an annulus with circulating flow
is analyzed.

Figure 17 shows the configuration of the test case
model. An annulus with an inner radius r1 = 0.75 m and
an outer radius of r2 = 1 m is chosen, which is equivalent
to the model investigated in Dietzsch et al. [12].

The mean flow velocity is defined as

v0k =
[

v01

v02

]

=
[

0
−Mac0

1
r2−r1

(2r − (r1 + r2))

]

(27)

where r denotes the radial or “1”-direction. For simplic-
ity the mean flow mass density is ρ0 = 1 kg/m3 and the
mean pressure is set to p0 = 0. For the case of Ma = 0.3
the mean flow would circulate clockwise at r = r2 and
counterclockwise at r = r1 the tangential component of
the mean flow velocity at r = r2 would be |v02| = 102 m/s.

The radial component remains zero at all the time. Again,
the eigenvalues at four different flow velocities are inves-
tigated.

As a first case the boundary condition on the outer sur-
face takes Ȳ = 0 which corresponds to an acoustically
hard wall or wknk = 0, respectively. In this case, the acous-
tically relevant modes can be identified with respect to
their vanishing imaginary part.

Figure 20 displays the results of the eigenvalues for the
annulus configuration with acoustically hard walls. It is
noticeable that all acoustic eigenvalues have a negligible
imaginary part and can easily be separated. In addition,
for Ma = 0, the eigenvalue at <(f ) = 124.098 is a dou-
ble mode due to the double symmetry of the geometry. As
the mean flow velocity increases, the modes separate into
a forward and a backward traveling wave where one eigen-
value increases and the other one decreases. The same be-
havior can be found when investigating tyre cavities under
rotation, see Lopez et al. [26].

In a second example, Ȳ = 1 and the (∇ × w)- fil-
tered Galbrun equation is used. Figure 21 shows the re-
sults for eigenvalue computation. It can be seen that when
increasing Ȳ , the eigenvalue distribution is shifted to lower
imaginary values and is not symmetric with respect to the
real axis. Further depending on the Mach number, char-
acteristic lines are identifiable where eigenvalues group
along. Investigating this further more, the authors iden-
tify acoustically relevant eigenvalues between these char-
acteristic lines for a given Mach number. Additionally,
for the acoustically relevant eigenvalues, a behavior where
(∇ · w) � (∇ × w) was noticed. For all other eigenval-
ues the divergence of the displacement field is in the same
order of magnitude as the curl of the displacement field,
i.e. (∇ · w) ≈ (∇ × w). This behavior can be used to sepa-
rate acoustically relevant eigenvalues from others. At this
point it must be noted that with a pure displacement based
formulation of Galbrun’s equation such a determination is
easily possible. So any scaling of the eigenvectors would
result in a scaling of the divergence and the curl of the
displacement field.

5. Conclusions

When solving Galbrun’s equation in its pure displacement
based formulation, the authors propose the use of a discon-
tinuous Galerkin method for discretizing Galbrun’s equa-
tion. Due to discontinuity between neighboring elements
it is shown that a Lax-Friedrichs condition with a flux fac-
tor α ≥ 106 gives sufficiently accurate results. In order to
exclude vorticity modes from the modal space, a (∇× w)-
filtering with the aid of a Lagrange multiplier is success-
fully applied and illustrating by various examples. Since
the pressure distribution is related to the divergence of the
displacement field, the presented studies show the sepa-
ration between acoustic modes from vorticity modes or
numerical spurious modes. It is shown that the vorticity
modes follow a certain characteristic which are frequency
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Figure 18. Comparison of numerical solutions for the the scalar Helmholtz equation against displacement based Galbrun equation with
Ȳ = 1 at the outlet and Ma = 0.

Figure 19. Eigenfrequencies located in the complex plane with corresponding eigenvectors of the first propagating mode for four Mach
flow speeds; numerical solution Galbrun w2 DG.
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Figure 20. Eigenfrequencies related to the rigid-walled annulus problem with four Mach flow speeds.

={f}

<{f}

Figure 21. Eigenfrequencies related to the absorbing-lined annulus problem for four Mach flow speeds. Acoustic relevant frequencies
are highlighted in the red zone.

and mesh size dependent. To account for admittance con-
ditions on domain boundaries, an adequate boundary for-
mulation is presented.

Future research will be dedicated towards formulating
appropriate boundary conditions for solving general exte-
rior problems and duct problems by robust reformulations
provided by Bonnet-Benn Dhia et al. [5], for example,
using discontinuous Galerkin numerical solutions.

References
[1] A. Avdonin, M. Meindl, W. Polifke: Thermoacoustic Anal-

ysis of a Laminar Premixed Flame Using a Linearized Re-
active Flow Solver. Proceedings of the Combustion Insti-
tute (2018)

[2] E. Bécache, A. S. Bonnet-Ben Dhia, G. Legendre: Per-
fectly Matched Layers for Time-Harmonic Acoustics in the
Presence of a Uniform Flow. SIAM Journal on Numerical
Analysis 44(3) (2006) 1191–1217.

[3] A. Bermúdez, L. Hervella-Nieto, R. Rodríguez: Finite el-
ement computation of three-dimensional elastoacoustic vi-
brations. Journal of Sound and Vibration 219 (1999) 279–
306.

[4] C. Bogey, C. Bailly, D. Juvé: Computation of flow noise
using source terms in linearized Euler’s equations. AIAA
Journal 40 (2002) 235–243.

[5] A.-S. Bonnet-Ben Dhia, È.-M. Duclairoir, G. Legendre,
J.-F. Mercier: Time-harmonic acoustic propagation in the
presence of a shear flow. Journal of Computational and Ap-
plied Mathematics 204 (2007) Nr. 2, 428–439.

[6] A.-S. Bonnet-Ben Dhia, G. Legendre, E. Lunéville: Anal-
yse mathématique de l’équation de Galbrun en écoulement
uniforme. Comptes Rendus de l’Académie des Sciences
Paris 329 (2001) 601–606.

[7] J.-Ph. Brazier: Derivation of an exact energy balance for
Galbrun equation in linear acoustics. Journal of Sound and
Vibration 330 (2011) 2848–2868.

[8] P. N. Brown, A. C. Hindmarsh, L. R. Petzold: Using Krylov
Methods in the Solution of Large-Scale Differential-Alge-
braic Systems. SIAM Journal on Scientific Computing 15
(1994) 2848–2868.

[9] B. Cockburn, S.-Y. Lin, C.-W. Shu: TVB Runge-Kutta
Local Projection Discontinuous Galerkin Finite Element
Method for Conservation Laws III: One-Dimensional Sys-
tems. Journal of Computational Physics 84 (1988) 90–113.

1162



Maeder et al.: Solving Galbrun’s equation ACTA ACUSTICA UNITED WITH ACUSTICA
Vol. 105 (2019)

[10] B. Cockburn, G. E. Karniadakis, C.-W. Shu: Discontinuous
Galerkin Methods. Springer, Berlin Heidelberg, 2000.

[11] N. Curle: The influence of solid boundaries upon aerody-
namic sound. Proceedings of the Royal Society of London
231 (1955) 505–514.

[12] F. Dietzsch, L. Hervella-Nieto, S. Marburg, R. Rodríguez,
H. Weisbecker: Physical and spurious modes in mixed fi-
nite element formulation for the Galbrun equation. Acta
Acustica united with Acustica 100 (2014) 493–512.

[13] J. Donéa, A. Huerta: Finite Element Methods for Flow
Problems. Wiley, Chichester, Hoboken, NJ: 2003. ISBN
978–0–471–49666–3.

[14] H. C. Elman, O. G. Ernst, D. P. O’Leary: A multigrid
method enhanced by Krylov subspace iteration for discrete
Helmholtz equations. SIAM Journal on Scientific Comput-
ing 23 (2001), Nr. 4, 1291–1315.

[15] R. Ewert, W. Schröder: Acoustic perturbation equations
based on flow decomposition via source filtering. Journal
of Computational Physics 188 (2003) 365–398.

[16] J. E. Ffowcs Williams, D. L. Hawkings: Sound generation
by turbulence and surfaces in arbitrary motion. Philosophi-
cal Transactions of the Royal Society of London. Series A,
Mathematical and Physical Sciences 264 (1969) 321–342.

[17] G. Gabard, R. J. Astley, M. Ben Tahar: Stability and accu-
racy of finite element methods for flow acoustics. I: General
theory and application to one-dimensional propagation. In-
ternational Journal for Numerical Methods in Engineering
63 (2005) 947–973.

[18] H. Galbrun: Propagation d’une onde sonore dans l’Atmos-
phère terrestre et Théorie des Zones de Silence. Paris, Gau-
thier-Villars, phdthesis, 1931.

[19] O. A. Godin: Reciprocity and energy theorems for waves in
a compressible inhomogeneous moving fluid. Wave Motion
25 (1997) 143–167.

[20] M. A. Hamdi, Y. Ousset, G. Verchery: A displacement
method for the analysis of vibrations of coupled fluid-struc-
ture systems. International Journal for Numerical Methods
in Engineering 13 (1978) 139–150.

[21] J. S. Hesthaven, T. Warburton: Nodal discontinuous Galer-
kin methods. Springer, New York, 2008

[22] A. Hüppe, M. Kaltenbacher: Spectral finite elements for
computational aeroacoustics using acoustic perturbation
equations. Journal of Computational Acoustics 20 (2012)
1240005-1–1240005-13.

[23] G. Legendre: Rayonnement acoustique dans un fluide
en écoulement: analyse mathématique et numérique de
l’équation de Galbrun, Université Pierre et Marie Curie,
Diss., 2003.

[24] M. J. Lighthill: On sound generated aerodynamically I.
General theory. The Royal Society 211 (1952) Nr. 1107,
564–587.

[25] M. J. Lighthill: On sound generated aerodynamically. II.
Turbulence as a source of sound. The Royal Society 222
(1954) 1–32.

[26] I. Lopez, R. E. A. Blom, N. B. Roozen, H. Hijmeijer: Mod-
elling vibrations on deformed rolling tyres - a modal ap-
proach. Journal of Sound and Vibration 307 (2007) 481–
494.

[27] A. Kierkegaard, S. Allam, G. Efraimsson, M. Åbom: Sim-
ulations of whistling and the whistling potentiality of an

in-duct orifice with linear aeroacoustics. Journal of Sound
and Vibration 331 (2012) 1084–1096.

[28] S. Marburg: Normal modes in external acoustics. Part I:
Investigation of the one-dimensional duct problem. Acta
Acustica united with Acustica 91 (2005) 1063–1078.

[29] S. Marburg, R. Anderssohn: Fluid structure interaction and
admittance boundary conditions: setup of an analytical ex-
ample. Journal of Computational Acoustics 19 (2011) 63–
74.

[30] S. Marburg, H.-J. Hardtke: A study on the acoustic bound-
ary admittance. Determination, results and consequences.
Engineering Analysis with Boundary Elements 23 (1999)
737–744.

[31] A. Minotti, J.-Ph. Brazier, F. Simon: Extension of the
Eulerian-Lagrangian description to nonlinear perturbations
in an arbitrary inviscid flow. Journal of Sound and Vibration
331 (2012) 4537–4553.

[32] C. D. Munz, M. Dumbser, S. Roller: Linearized acous-
tic perturbation equations for low Mach number flow with
variable density and temperature. Journal of Computational
Physics 224 (2007) 352–364.

[33] B. Poirée: Les équations de l’acoustique linéaire et non-
linéaire dans un écoulement de fluide parfait. Acta Acustica
united with Acustica 57 (1985) 5–25.

[34] S. Retka: Numerische Umsetzung der Galbrun-Gleichung
zur Modalanalyse strömender Medien in Außenraumprob-
lemen unter Einsatz finiter und infiniter Elemente, Technis-
che Universität Dresden, Diss., 2012.

[35] S. Retka, S. Marburg: An infinite element for the solution
of Galbrun equation. ZAMM - Journal of Applied Mathe-
matics and Mechanics 93 (2012) 154–162.

[36] S. Retka, L. Hervella-Nieto, S. Marburg: Comparison of
pressure and displacement formulations for finite elements
in linear time-harmonic acoustics. Computers & Structures
151 (2015) 49–57.

[37] Y. Saad: Krylov subspace methods for solving large un-
symmetric linear systems. Mathematics of Computation 37
(1981) 105–126.

[38] S. Sack, M. Åbom, G. Efraimsson: On Acoustic Multi-
Port Characterisation Including Higher Order Modes. Acta
Acustica united with Acustica 115 (2016) 834–850.

[39] Z. Sun, J. A. Carrillo, C.-W. Shu: A discontinuous Galerkin
method for nonlinear parabolic equations and gradient flow
problems with interaction potentials. Journal of Computa-
tional Physics 352 (2018) 76–104.

[40] F.Treyssède, M. Ben Tahar: Comparison of a finite element
model with a multiple- scales solution for sound propaga-
tion in varying ducts with swirling flows. The Journal of
Acoustical Society of America 115 (2004) 2716–2730.

[41] F. Treyssède, G. Gabard, M. Ben Tahar: A mixed finite ele-
ment method for acoustic wave propagation in moving flu-
ids based on an Eulerian-Lagrangian description. The Jour-
nal of Acoustical Society of America 113 (2003) 705–716.

[42] X. Wang, K.-J. Bathe: Displacement/Pressure based mixed
finite element formulations for acoustic fluid-structure in-
teraction problems. International Journal for Numerical
Methods in Engineering 40 (1997) 2001–2017.

[43] S. Zörner, P. S̆idlof, A. Hüppe, M. Kaltenbacher: Flow and
acoustic effects in the Larynx for Varying Geometries. Acta
Acoustica united with Acoustics 102 (2016) 257–267.

1163



Journal of Sound and Vibration 468 (2020) 115085

Contents lists available at ScienceDirect

Journal of Sound and Vibration

journal homepage: www.elsev ier . com/ loca te / j sv i

Numerical analysis of sound radiation from rotating discs

M. Maeder a,∗, R. D’Auria a,b, E. Grasso a,b, G. Petrone b, S. De Rosa b, M. Klaerner c,
L. Kroll c, S. Marburg a

a Technical University of Munich, Munich, Germany
b Università degli Studi di Napoli “Federico II”, Napoli, Italy
c Chemnitz University of Technology, Chemnitz, Germany

a r t i c l e i n f o

Article history:

Received 22 August 2019

Revised 9 November 2019

Accepted 12 November 2019

Available online 18 November 2019

Handling Editor: A. Tsouvalas

Keywords:

FEM

BEM

Rotating disc

Sound radiation

Mode splitting

Lumped parameter model

a b s t r a c t

The analysis of sound radiation from rotating elastic discs, e.g. saw blades, is an interesting

research topic. Especially for people who work in the vicinity of such machines, health related

issues with respect to noise exposure levels gain more and more awareness. Therefore, the

industry is faced with the challenge of developing quieter products in order to improve the

working environment and to extend the time a worker can use these tools before a harmful

situation arises. Moreover, less noise emission means less energy consumption and therefore

a higher productivity. In this paper, the authors investigate the sound radiation from a rotating

disc where the sound power is used as a global measure for the acoustic performance. Differ-

ent methods for calculating the sound power of a spinning saw blade are compared. These are

a fully coupled finite element approach, a hybrid finite element/boundary element approach,

a simplified form of the RAYLEIGH integral known as the lumped parameter model, and the

equivalent radiated sound power. The results show good agreement between the costly full

models and those utilizing approximation methods which can save remarkable computational

costs. The proposed frame can be used in optimization procedures for developing quieter saw

blades and other rotating discs. Furthermore, the paper discusses mode splitting which is a

well-known phenomenon for rotating machinery. For this, the results of sound radiation are

investigated with respect to the question whether mode splitting is actually audible.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY

license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Circular spinning discs are extensively used in many fields of engineering industry, e.g. computer hard drive discs, mechanical

rotors, tools, and aerospace engine components. Owing to a variety of effects associated with rotation, e.g. gyroscopic effects,

the dynamic behavior of such mechanical systems is still an interesting and challenging research field. The major concern of

engineers when dealing with rotating structures consists in the possibility of unstable dynamic behavior which can lead to

excessive deflections and thus, may cause mechanical failure or even dangerous situations for workers in the vicinity of these

machines. An unstable situation, considered by the authors, arises when the excitation frequency of a spinning blade approaches

the frequencies of natural modes. In this case, the force excitation gets into resonance with the mechanical system and therefore,

∗
Corresponding author. Technical University of Munich, 80333, Munich, Germany.

E-mail address: Marcus.Maeder@tum.de (M. Maeder).

https://doi.org/10.1016/j.jsv.2019.115085

0022-460X/© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).



M. Maeder et al. / Journal of Sound and Vibration 468 (2020) 1150852

can lead to excessive deformation if the system is weakly damped. Usually, this case becomes relevant for spinning blades made

of metal or similar monolithic materials [1].

If no rotation is present, the natural modes are constant with respect to frequency as long as the mass, damping and stiffness

properties remain unchanged. If rotation is considered, several effects influence the mechanical behavior [2]. On the one hand,

centrifugal forces induce in-plane stresses causing additional stiffness contributions. Therefore, natural frequencies tend to rise

with increasing rotation [3–5]. On the other hand, gyroscopic effects that result from a change of the radial distance of any

given material particle with respect to the axis of rotation due to structural vibration, result in an unsymmetrical contribution

to the mechanical behavior. As seen from a stationary observer, this effect leads to traveling waves in and against the direction

of rotation. These two waves are known as forward and backward traveling waves [1]. In terms of natural modes, this effect

is known as mode splitting, where the associated eigenfrequency of the backward traveling wave decreases and the eigenfre-

quency of the forward traveling wave increases with increasing rotational speed. Bearing this in mind, it is obvious that a critical

rotational speed exists where the frequency of the backward traveling wave tends to zero. In this case, as seen from a stationary

observer, the deformation is quasi static while the disc is still spinning [1,6]. In order to improve the stability of rotating discs,

pretensioning or prestresses can be applied through plastic deformation [7–12].

It must be noted that the acoustic radiation of discs and plates have been discussed in literature for rotating structures

[1,13–16] and for cases without rotation [14,17–21], where it is possible to derive analytical formulations [16,19,21]. The

research associated with understanding noise radiation of rotating structures is often concerned with noise exposure measures

that are linked to health issues of workers in the vicinity of such rotors.

In the frame of product development, computer aided engineering (CAE) is a common tool for analyzing designs in an early

stage of the development process. There, the finite element method (FEM), the boundary element method (BEM) and others have

proved to be suitable and reliable tools [12,14,18,22–27] for vibroacoustic analysis. In order to include sound radiation analysis

in the CAE frame, efficient numerical tools need to be developed and validated. Especially in cases for which an optimization

procedure is part of the development process, fast and reliable methods are necessary [24,25].

The analysis of sound radiation from vibrating structures requires to couple structure and fluid. Usually, one of two coupling

strategies is applied. The first one assumes structural vibrations in vacuo which are used as boundary conditions for the fluid,

see for example [17,24–26]. Hence, the structure excites the fluid but there is no feedback from the fluid to the structure.

In what follows, this approach will be referred to as the one-way fluid structure interaction (FSI) approach. In literature, this

approach is often called weak coupling or even uncoupled. The second category includes the feedback from the fluid to the

structure [22,28–30]. This will be referred to as a two-way FSI approach. Synonyms will be strong coupling or fully coupled FSI.

The proper choice of the FSI approach depends on the particular problem and needs to be chosen carefully [31,32]. Furthermore,

implementing stable algorithms is not straightforward and can lead to various difficulties [33,34].

Another aspect of wave propagation is concerned with the so-called far field approximation, when dealing with exterior

acoustic domains [27]. Since computing wave propagation to infinity is neither reasonable nor even possible, the computational

domain must be truncated. This artificial boundary must resolve the far field conditions in order to model the physical behavior

of the real system. One possible solution beside using perfectly matched layers (PML) [35–37] or absorbing boundary conditions

(ABC) [38,39] consists in the use of infinite finite elements [40,41]. The boundary element method does not require a truncation

of the domain since only the radiating surface appears in the simulation model [27,42].

With these methods, it is possible to compute the radiated sound power of the structure. However, the radiated sound power

accounts for a global measure for assessment of the acoustic performance [43]. Therefore and owing to the costly frequency

sweep, solution of the fully coupled problem for large-scale applications still requires enormous computational resources, not

to speak of uncertainty quantification and optimization and even though there is a large body of scientific work on this. For

this reason, approximation methods have been developed to reduce the computational costs while conserving an appropriate

accuracy of the numerical results. A very simple approximation technique assumes a unit radiation efficiency, see for example

[26]. The resulting radiated sound power approximation is known as Equivalent Radiated Power (ERP) which is a very simple

approach usually overestimating the actual value. It can be understood as a postprocessing of a structural analysis. Another

common approximation is based on a TAILOR expansion of the free field GREEN’s function of the RAYLEIGH integral. It is known as

the lumped parameter model (LPM) allowing to estimate the radiated sound power based just on structural analysis, too. Other

than ERP, LPM is able to capture acoustic short circuit effects. For further details, the authors refer to the literature [24,26,44–46].

In this paper, the authors investigate the sound radiation from rotating discs. Results for the radiated sound power show

that under certain valid simplifications, it is possible to reduce the numerical effort significantly. As an approximation, the LPM

shows good agreement with respect to full finite and boundary element models. Further, the paper will compare results of

one-way and fully coupled FSI.

With respect to physics, the sound radiation of mode splitting will be discussed. While the mode splitting is a well-known

and well-studied effect for spinning discs, the authors have not found any clear indication in literature about whether or not the

mode splitting is indeed audible. Since mode splitting is only visible for a stationary global observer, but not for the observer

traveling on the rotating disk, the authors try to illuminate this problem. Indeed, the former one is more of practical interest,

since a co-rotating listener is not meaningful in this sense.

The paper at hand is structured as follows: Section 2 presents a brief overview of the basic theory. Aspects such as the

general model, numerical methods as well as ERP and LPM are explained. In Section 3, the simulation models and simulations

are discussed. The results follow in Section 4. Some conclusions will be provided in Section 5.



3M. Maeder et al. / Journal of Sound and Vibration 468 (2020) 115085

Fig. 1. Description of domain with the solid domain ΩS and its boundary ΓF which is surrounded by a fluid ΩF .

2. Theoretical background

For a general description, the authors consider a three dimensional Euclidean space in ΩS ⊂ ℝ3 which is bounded by a closed

surface ΓF ⊂ ℝ2 that serves as a common boundary to the surrounding fluid ΩF ⊂ ℝ3 which is assumed to be unbounded, cf.

Fig. 1.

2.1. Numerical methods

Following the principles of the finite element method for structural dynamic problems, one can state the system of discrete

equations for the structural component as [47–49]

Mü + Du̇ + ΩGu̇ + Ku = f (1)

with M, D, and K as mass, damping, and stiffness matrices, respectively. The vector of unknowns is u(x, t), i.e. the nodal dis-

placements, while the components of external nodal forces are accommodated in f(x, t). Further, Ω denotes the angular velocity

about the axis of rotation which introduces centrifugal and gyroscopic forces that are considered by the gyroscopic matrix G.

Typically, the gyroscopic matrix is skew symmetric if a single axis of rotation is considered only. For the remainder of this paper,

a harmonic time dependence is assumed for all unknowns and excitation forces.

Equation (1) is transformed such that[
K − j𝜔D − j𝜔ΩG − 𝜔2M

]
U = AsU = F, (2)

where 𝜔 denotes the angular frequency and As will be referred to as dynamic stiffness matrix of the structure.

A similar approach is conducted for deriving the system matrices of the surrounding inviscid fluid. This system is given by

Refs. [27,43]

Af (𝜔)P(𝜔) = Ff (𝜔) = BVf (𝜔) (3)

where Af denotes the fluid system matrix and P the column matrix of unknown sound pressure. Ff contains the external forces

acting on the fluid. The latter can be expressed by a matrix B and the fluid particle velocity Vf . This form of formulation is

achieved for both, the FEM and the BEM. For further details, the authors refer to Refs. [27,43].

2.2. Fluid structure interaction

Over the last decades, numerous methods have been developed to solve problems with fluid structure interaction, cf.

[22,28,33]. For a deeper insight, the authors refer to the literature [27,34,43,50–52].

As already discussed in the introduction, two ways of coupling are considered. The first one is named one-way interaction,

meaning that the continuity of the particle velocity is enforced and the second one is named two-way or full interaction, for

which continuity of the particle velocity and the force equilibrium are enforced.

The first one assumes structural analysis in vacuo and its results are applied as boundary conditions to the fluid domain. The

second coupling takes the full interaction of both domains into account which includes the feedback of the fluid to the structure.

Looking at the resulting system of equations[
As Csf

Cfs Af

][
U

P

]
=

[
F

BVf

]
, (4)
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one can identify the previously presented system of equations for the structural and the fluid domain, which are linked by the

coupling matrices Csf and Cfs.

In case of one-way coupling, matrix Csf = 0. Then, NEUMANN boundary conditions for the fluid apply, i.e.

Vf − Vs = 0, (5)

where Vs is the structural surface normal velocity, which results from an adequate structural dynamic simulation.

2.3. Simplified sound power evaluation

For most practical cases, it is necessary to solve a boundary value problem for accurate sound power evaluation even in

case of a one-way coupling. Both, the FEM and the BEM are computationally expensive, in particular if frequency sweeps are

considered [43]. Analytical solutions are available for a limited number of cases only, cf. [17,18,42]. To efficiently estimate the

radiated sound power based on finite element analysis (FEA) simulations of the structure only, two formulations are utilized.

These are the equivalent radiated power (ERP) and the lumped parameter model (LPM), respectively. Both techniques have been

successfully applied for harmonic FEA, cf. [24,26].

The equivalent radiated sound power PERP is calculated as [24,26]

PERP = 1

2
𝜌f cf∫

ΓF

||vn
||2dΓF . (6)

The integral is computed over the structural surface ΓF with the fluid mass density 𝜌f , the speed of sound cf and the normal

component of the structural particle velocity vn = v⃗ · ⃖⃗n. For the discretized finite element model, the integral is computed as the

sum over Ne surface elements with the corresponding area A𝜇

PERP = 1

2
𝜌f cf

Ne∑
𝜇=1

A𝜇vn𝜇
v∗

n𝜇
(7)

where the superscript ∗ represents the complex conjugated. The particle velocity on the elements is assumed to be constant

which is a reasonable simplification since the structural meshes in use will be rather fine. The equivalent radiated sound power

is based on the assumption of a unit radiation efficiency, i.e. 𝜎 = 1. Local effects such as acoustic short circuits between sources

are neglected. Therefore, PERP is usually overestimating the radiated sound power, especially in the low frequency range.

Often, more accurate results are possible using the LPM [26]. The LPM is based on discretizing the RAYLEIGH-Integral with a

TAYLOR series of the GREEN’s function and constant particle velocity on the elements [15,44,45]. This formulation can be written

as a double sum over all surface elements as

PLPM = −1

2
k 𝜌f cf

Ne∑
𝜇=1

Ne∑
𝜈=1

A𝜇A𝜈ℑ
{

G𝜇𝜈

}
ℜ

{
vn𝜇

v∗n𝜈

}
(8)

with ℑ
{

G𝜇𝜈

}
= −

sin(k|x𝜇 − x𝜈|)
2𝜋|x𝜇 − x𝜈| ,

where k denotes the wave number and ℜ{} and ℑ{} are the real and the imaginary parts of a complex value, respectively. Since

the imaginary part of the GREEN’s function accounts for the interaction between sources, the use of the LPM is often a very good

approximation in the low and mid frequency range, even in (some) cases for which the assumptions of a planar radiator are

violated [26].

All computed results of the sound power are converted into sound power levels using common standards where LW = 0 dB

has a reference sound power of P0 = 10−12 W. For the post-processing algorithms, user defined scripts have been developed in

Python language using NumPy and SciPy routines [48,53,54].

3. Simulation

Starting with the definition of the general geometry, the numerical models are presented. They have been created using

Abaqus 6.14–2 CAE and calculated by the Abaqus standard solver [48]. Two different structural models are considered. The first

one is a fine resolution model to verify the implemented ERP and LPM routine. The second model is a coarse model that is

utilized to create solutions when rotation is applied to the structure. The reason for this approach is to keep the computational

costs at a reasonable level while the effects under investigation are still recognizable. In order to verify the acoustic sound power

estimates by the ERP and LPM, an adequate acoustic volume mesh and an equivalent boundary element model were created,

respectively. A closer insight will be given in the dedicated sections hereafter.
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Fig. 2. Disc geometry; d1 = 800 mm, d2 = 120 mm, d3 = 60 mm, disc thickness t = 3.5 mm.

Table 1

List of material properties.

Material Property Symbol Value Unit

Steel Density 𝜌S 7800 kgm−3

E-Modulus E 2.1 · 105 MPa

Poisson ratio 𝜈 0.3 –

Damping factors 𝛼 0.1826 s−1

𝛽 5.0125 · 10−6 s

Air Density 𝜌F 1.225 kgm−3

Bulk-Modulus K 1.42 · 105 Pa

Speed of sound c 340 m/s

3.1. Geometry and material properties

The geometry of interest - named as disc hereafter - consists of a plate structure depicted in Fig. 2, where the outer diameter

d1 and the inner diameter d3 together with the disc thickness t define its geometrical shape. The additional diameter d2 defines

the area where a fixed-fixed boundary condition will be applied during the studies. The disc itself will be enclosed by air at rest.

The disc is made of steel where HOOKE’s law is considered as the linear elastic behavior for the material model. Furthermore,

RAYLEIGH damping is assumed with the associated damping factors 𝛼 and 𝛽. These values are set such that the critical damping

ratios 𝜂1 and 𝜂2 of the first and second eigenfrequencies 𝜔1 and 𝜔2 take the values 𝜂1 = 1 · 10−3 and 𝜂2 = 2 · 10−3. Table 1

lists all the material properties.

3.2. Numerical models

Based on the created geometry, the Abaqus 6.14–2 CAE mesher is used to generate the finite element (FE) meshes. These

meshes will serve as a basis for the associated boundary element models that will be analyzed with the in house BEM code

Akusta [27,55]. In order to make the mesh data created by Abaqus available to the Akusta solver, a python interface routine was

created.

Table 2 shows a comprehensive collection of the finite and boundary elements that where used during the simulations.

Further details will be given in the subsequent sections. For a more detailed description of the Abaqus elements, the authors refer

to the Abaqus documentation [48]. Constant boundary elements and their performance have been discussed in the literature

[27,43].

Table 2

List of mesh properties; NoN: Number of nodes per element; Hex: 3D Hexahedral element; Tet: 3D

Tetrahedral element; Quad: 2D quadrilateral element; Tri: 2D Triangular element.

Method Domain Software Element type Basis order NoN

FEM 3D Structure Abaqus Hex C3D20R quadratic 20

3D Fluid Abaqus Tet AC3D10 quadratic 10

2D Fluid Abaqus Tri ACIN3D6 quadratic 6

BEM 2D Fluid Akusta Quad constant 1



M. Maeder et al. / Journal of Sound and Vibration 468 (2020) 1150856

3.2.1. Structural mesh

In order to verify the implemented ERP and LPM routines, a fine mesh resolution is chosen. Fig. 3 shows the finite ele-

ment mesh for the reference model. To create this mesh, a global seeding size of 5 mm was applied. This results in a mesh of

nel = 36208 elements or with respect to the highest mode computed, approximately 40 quadratic elements per wave length of

the associated mode shape. The reason for choosing such a fine mesh is due to the fact that no distorted elements are present

with respect to the default aspect ratio criteria defined by the Abaqus software. For more details, the authors refer to the Abaqus

documentation [48] and to Langer et al. [56]. We will present results of a brief mesh study in the subsequent section to show

the applicability of the used mesh.

For further studies, it is useful to run simulations on smaller models to investigate global effects such as the mode splitting

due to rotation while the computational efforts remain in reasonable expenditure. Therefore, a coarse mesh is created for fast

preliminary investigations. For this coarse configuration, a global mesh seed size of h = 20 mm is used which, after meshing,

results in a number of elements of nel = 2268. In both cases, the symmetry plane is located at Z = 0.

3.2.2. Acoustic mesh

In order to quantify the feedback effect of the fluid onto the structure, a fully coupled finite element model of the surrounding

fluid domain in the form of a sphere with a radius of r = 1.5 m is generated using three dimensional ten node tetrahedral

elements, cf. Fig. 4. Here, the fluid sphere has been reduced by the volume of the disc to guarantee that the surface of the disc is

shared by the structure and the fluid and no elements are overlapping or interfering with each other. Two different seeding sizes

have been used for meshing. For the shared surface, the seeding size of the fluid domain was chosen as h = 0.075 m and on the

outer boundary as h = 0.2 m to ensure a smooth transition from a fine mesh at the contact area between fluid and structure

and a coarser mesh further away from the center of the fluid domain.

Fig. 3. Fine volumetric mesh of disc; global seeding size h = 5 mm, number of elements Ne = 36208.

Fig. 4. Volumetric mesh of the acoustic full space; sphere radius r = 1.5 m.
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Fig. 5. Volumetric mesh of the acoustic half space; sphere radius r = 1.5 m.

Since the computational effort is proportional to the size of the model, the fluid domain must be truncated at some extend. To

account for the far field radiation, two dimensional infinite finite elements - called infinite elements hereafter - are attached to

the outer boundary of the spherical fluid domain. These elements serve as an appropriate far field approximation. A substantial

drawback with respect to the computational cost is associated with the use of infinite elements as they are implemented in

Abaqus 6.14–2. The drawback lies in the fact that when using infinite elements, no modal decomposition procedure is possible,

i.e. when investigating the harmonic behavior, the complete system matrix must be inverted for each frequency step. This results

in large computational costs and is therefore only applicable for a limited model size when using conventional workstation

machines.

To reduce the computational effort, symmetry is assumed together with appropriate boundary conditions on the symmetry

plane. To take this into account, a half space model is generated, cf. Fig. 5. This is equivalent of considering a baffled plate. Here,

the symmetry plane at Z = 0 is used to cut the acoustic domain, where symmetry boundary conditions must be applied. This

topic is addressed in the subsequent sections.

3.2.3. Boundary element model

Based on the structural meshes, equivalent boundary element models are created by identifying the surface element faces

of the three dimensional meshes in the positive half plane, i.e. Z ≥ 0, and converting these faces into surface elements using

a scripting interface written in Python language, cf. Fig. 6. The transferred data consists of all surface element nodes with their

coordinates, the element coincidence matrix and the surface normal velocities which are the result of a preceding harmonic

analysis of the structure in the frequency range of interest. Since the boundary element matrices are fully populated and thus,

quite large, the authors use half space models only. This approach is justified by the assumptions for using the lumped parameter

model.

3.2.4. Boundary conditions

In the following, the applied boundary conditions will be discussed. In order to tie the disc in space, two areas, i.e. front and

back, of the disc defined by the geometrical parameters d2 and d3 are used to apply fixed-fixed boundary conditions (BC), cf.

Fig. 7.

In Fig. 7(b), the Abaqus specific symbols indicate that all translational and rotational degrees of freedom are fixed. The bound-

ary conditions are applied to surfaces. In the case of the half space radiation problem, symmetry boundary conditions are ful-

filled if the velocity normal to the symmetry plane vanishes. This automatically applies to all free edges or surfaces. Therefore,

no special care of the symmetry plane must be taken.

The boundary conditions for the fluid models stem from a preceding harmonic analysis of the structure. For each element

which is shared by the structure and the fluid, the surface normal velocity is calculated. This information serves as the input

data for the fluid model assuming a sound hard boundary conditions.

3.2.5. Excitation

For analyzing the structural behavior in frequency domain, a harmonic force excitation is considered, cf. Fig. 8. For all dynamic

analysis hereafter, this force is set to F(X = 0.4 m, Y = 0 m, Z = 0 m) = 1 N for all frequencies of interest and is acting in
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Fig. 6. Boundary elements in green and symmetry plane in blue color. (For interpretation of the references to color in this figure legend, the reader is referred to the Web

version of this article.)

Fig. 7. Application of boundary conditions.

Z-direction, i.e. normal to the main discs’ surface. This kind of unit force excitation is idealized and the subsequent results can

be understood as transfer functions.

This force excitation has been selected to excite the out-of-plane modes of the structure since they contribute to the main

sound radiation. It must be noted that for the real case, two additional forces, one in radial and one in tangential directions,
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Fig. 8. Structural excitation of disc.

Fig. 9. Results of modal analysis and relative errors.

would act on the structure with possible excitation of in-plane modes. These modes can interact with the out-of-plane modes if

the associated frequencies are close to each other. In this case, a mode coupling is possible. Preliminary studies have shown

that these modes appear at frequencies above 500 Hz, which are much higher than the scope of this work and are there-

fore omitted. In addition, the three dimensional elastic behavior of the structure, related to the Poisson’s ratio, results in an

out-of-plane movement whenever an in-plane deformation is excited. Since the plate can be seen as a thin-walled structure,

these out-of-plane deformations are negligible. Further, having a closer look at a realistic application such as a saw blade, it is

clear that the saw teeth are not symmetrically aligned with the main geometry. Therefore, any radial or tangential force will

furnish a contribution to the excitation of the out-of-plane modes. Thus, it is justified to focus on the normal plane excita-

tion.

4. Results

In the subsequent section, the numerical results are presented and discussed. It will be shown that the numerical analysis

using LPM as the acoustic radiation model is capable to correctly estimate the radiated sound power of a spinning disc while

using modal superposition for harmonic analysis. All computations have been carried out on a 64 bit-Windows machine with

six Intel® Xeon® CPUs E5-1650 v3 @ 3.5 GBHz cores and 64 GB B-RAM.

4.1. Modal analysis of disc

As a first step, the mesh quality is investigated comparing the results of a numerical modal analysis. For this purpose, the first

20 eigenvalues of the fine mesh configuration, cf. Fig. 3, are calculated. Taking into account the fixed-fixed boundary condition,

this model results in approximately 1.8 × 106 degrees of freedom. The number of elements is 36208 and none of them is

distorted when using a seeding size of h = 5 mm. The resulting eigenfrequencies are plotted in Fig. 9. To evaluate the accuracy

of the calculations, the results of the coarse model are compared. In this model, the global seeding size was set to h = 20 mm,

which results in 2268 elements and 26082◦ of freedom. 1404 elements, i.e. 61.9%, where considered as distorted in this case,
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Fig. 10. Comparison of ERP, LPM and BEM solutions; Ω = 0 s−1 .

which may result in inaccurate results. An error measure was calculated as follows.

𝜀i =
(

fi fine − fi coarse

)2

f 2
i fine

, (9)

where fifine is the i-th eigenfrequency of the fine meshed model and ficoarse is the i-th eigenfrequency of the coarse meshed

model.

It can be seen that the error values of all 20 eigenfrequencies remain below 10−3. Therefore, the fine mesh model is consid-

ered as converged, cf. Langer et al. [56] for a similar discussion, and can be utilized to generate reference solutions.

4.2. Reference solutions

In this section, the fine mesh model, cf. Fig. 3, is utilized to verify the implemented routine for calculating ERP and LPM results

for the non rotating case. From the theory it is known that the LPM gives exact results if the element size becomes infinitesimal

small while the vibrating surface radiates sound into an acoustic half space domain under the assumption of an acoustic hard

wall boundary condition on the structural surface.

To compute ERP and LPM results, the following steps were executed:

1. Compute the harmonic vibration using the fine finite element model of the structure without the acoustic domain, i.e. in

vacuo.
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Fig. 11. Deflection shapes at resonances, cf. Fig. 10; uz component of deformation plotted.

2. Compute ERP and LPM results based on normal particle velocities on the structure’s surface.

Similar steps are necessary to compute the reference solutions with the use of the BEM model:

1. Compute the harmonic vibration using the fine finite element model of the structure without the acoustic domain, i.e. in

vacuo.

2. Transfer the surface normal velocities of the finite element model as boundary conditions into the boundary element model.

3. Calculate surface sound pressure values based on surface velocities.

4. Evaluate the sound power by integration over the whole boundary element mesh.

The results of BEM, LPM and ERP are compared in Fig. 10. Fig. 10(a) shows the sound power level whereas in Fig. 10(b), the

difference between the sound power levels calculated with BEM (LWBEM
) and with LPM (LWLPM

), i.e.

𝜀LPM = |LWBEM
− LWLPM

| (10)
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Fig. 12. Comparison of ERP, LPM, FEM and BEM solutions for coarse structural mesh.

is plotted. It can be seen that the sound power level calculated as ERP clearly overestimates the radiated sound power resulting

from the boundary element model and the LPM.

Since the ERP does not consider acoustic short circuits, it is a good measure to identify structural resonances of the disc.

These resonances are marked with the roman letters I to VIII, cf. Fig. 10(a). Note that such perfect acoustic short circuits require

perfect symmetry. Since the kinetic energy is quite high at these resonances and technical realization of perfect symmetry quite

challenging, ERP indicates at which frequencies unexpected additional resonance peaks could be observed by far-field radiation.

Further, it can be seen that the differences between the BEM and LPM results are of low level except in the vicinity of

resonances where acoustic short circuits occur. The authors assume that this behavior is due to numerical errors that arise

when differences of approximated values of the same size are computed as it happens for noise cancellation of acoustic short

circuits. Apart from the resonances with acoustic short circuits, the LPM results match the BEM results very well. In terms of

time efficiency, the wall clock times to compute the LPM and BEM results have been noted. A factor of 40–50 was identified,

making the LPM computation computational more efficient. Even though the authors do not want to present an extensive

computational timing analysis, the benefit in terms of saving computational resources is obvious. The reader should note that

none of the in-house codes are optimized.

In Fig. 11, the uz-component of the deflection shapes are presented. It can be seen that the sound radiation of the deflection

shapes II and VI are not subjected to acoustic short circuits. I and VII produce peaks since the active vibration bulges cover

large areas and are further away from each other than those of the other deflection shapes. For the remainder of this work, the

numerical models are reduced in order to minimize the computational costs. It will be seen that the interesting effects are still

prominent and thus can be analyzed in a more effective way.
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Fig. 13. Comparison of LPM results for different rotational speeds.

4.3. Comparing methods

In this section, the authors discuss the results computed by using different methods, namely ERP and LPM as well as the

boundary element model of the half space domain, which is considered as a one-way coupled problem.

In order to study the effects of a fully coupled structure fluid interaction, two additional models are considered. The first

model is a fully coupled three dimensional full space finite element model, cf. Fig. 4, and the second one is a half space approx-

imation, cf. Fig. 5. The two fully coupled models are named “IFEM Full Space” or “IFEM Half Space”, respectively, in order to

indicate that infinite elements are used as a far field approximation and the full space or half space around the disc are consid-

ered. Fig. 12 presents the results for the non-rotating case and for a rotational speed of Ω = 25 s−1 (or 239 rpm). Comparing

the wall clock times, we can estimate a relation of timing for the non-rotating case as (tLPM: tBEM: tFEMHalf : tFEMFull) to (1: 2.5:

30: 62). Since we compare the full simulation, i.e. the time consumption of the structural dynamic analysis is included, the time

relation between LPM and BEM differs with respect to the results presented in the previous section. It can be seen that the

results of LPM, BEM and IFEM Half Space are in close agreement. If the full space is considered, the results show some deviations

in the low frequency range where not only acoustic short circuits exist on one side of the disc but also from the front side to the

backside. In addition, a slight shift of resonance peaks to lower frequencies can be noticed due to the significant mass load of

the surrounding fluid. Nevertheless, it can be noted that the full space finite element model retains the same characteristics as

the simplified models. Therefore, the proposed approach of simplifying the problem is assumed to be valid.

It must be noted that the proposed method is a simplification with respect to sources radiating into an acoustic half space

domain. Therefore, analyzing the full space problem will not be pursued for the reminder of this paper. The readers’ attention is

called when full space problems need to be analyzed.
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Fig. 14. Deflection shapes of resonances f1 and f2 , cf. Fig. 13(a), for rotational speed Ω = 25 s−1; uz component of deformation plotted; 𝜙 = 0◦ .

Fig. 15. Deflection shapes at resonances, cf. Fig. 13(b) with Ω = 200 s−1; uz component of deformation plotted; phase angle 𝜙 = 0◦ .

When considering rotation of the disc, the ERP results exhibit a clear mode splitting, cf. Fig. 12(b), where, for instance, the

resonance close to f = 70 Hz in the non-rotating case, cf. Fig. 12(a), splits up into resonances at f = 58 Hz and f = 81 Hz for the

rotating case. This effect is due to superimposition of the rotational frequency and the vibrational frequency of the disc. From

the outside perspective this results in a forward and backward traveling wave with respect to the rotation. Again, comparing

the results of the LPM, BEM and IFEM Half Space calculations, it can be seen that all three methods give very similar results and

that, in the low frequency range, acoustic short circuits can occur. Then, no resonant sound radiation is expected. Only at higher

frequencies where acoustic short circuits are less pronounced due to the higher radiation efficiency, the mode splitting leads to

resonant sound radiation. As a final remark, it can be stated that the LPM method can be used as a suitable numerical tool for

investigating the sound radiation of rotating discs. This will be discussed in more detail in the subsequent section.
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4.4. Analysis of different rotational speeds

To investigate the sound radiation from the spinning disc, different rotational speeds are considered. Fig. 13 shows results for

various angular velocities Ω. It was already mentioned that for higher frequencies, acoustic short circuits are less pronounced

and mode splitting can be noticed in the LPM results. Fig. 13(a) shows a zoomed window of the mentioned frequency range

between f = 150 Hz and f = 200 Hz. The calculated data is plotted for Ω = 0 s−1, Ω = 10 s−1, Ω = 25 s−1 and Ω = 50 s−1.

It can be clearly seen that once the rotational speed increases, the resonance peaks start to split where the resonance associ-

ated with the backward traveling wave decreases in frequency and the resonance associated with the forward traveling wave

increases. This effect is not symmetric with respect to the resonance frequency of the non-rotating disc since centrifugal forces

lead to an increase in stiffness of the whole system. It is clearly identified for the resonance at f = 159 Hz for the non-rotating

case which is then shifted up to f = 160 Hz for the case where the rotational speed is increased to Ω = 50 s−1, cf. Fig. 13(a).

Exemplarily, Fig. 14 pictures the deflections shapes of the two resonances in Fig. 13(a) marked with the numbers “1” and “2”

for the rotational speed of Ω = 25 s−1.

It can be seen that the form of the deflection shape is similar and that, at first glance, only the associated frequencies differ.

The second difference that the authors want to point out is that the deflections shapes have a complex form, i.e. that the radial

nodal lines of the deflection shape do not remain at their initial position but rather rotate in the opposite direction of the

rotation for the backward traveling wave and rotate with the direction of the rotation for the forward traveling wave. This will

be discussed in more detail later in this section.

For a wide range of rotational speeds, i.e. up to Ω = 50 s−1, no identifiable resonances occur between f = 50 Hz and

f = 150 Hz. In contrast, when the rotational speed is increased up to Ω = 200 s−1, suddenly resonances occur. This is some-

how surprising since the associated deflection shapes of deflection III and IV, cf. Fig. 15(c) and (d), respectively, tend to form

acoustic short circuits. A possible explanation, proposed by the authors, can be related to the fact that for the rotating case,

stationary nodal lines of the deflection shapes are not pronounced anymore. They rather consist of stationary and traveling

wave components. Due to the traveling wave characteristics, acoustic short circuits are less likely to occur and thus resulting in

additional peaks in the far field radiation spectrum. Similar discussions have been conducted in Unruh at al. [57] and Liu et al.

[58].

Further, the authors present the deformations shapes of the rotating deflection shapes associated with the rotational speed

of Ω = 200 s−1 at the resonant frequencies of fI = 9.0 Hz and fIII = 73.1 Hz, cf. Figs. 13(b) and 15. Figs. 16 and 17 show the

deflection shapes of the mentioned resonances for different phase angles of the vibration. It can be seen that in Fig. 16, the nodal

line stretching in radial direction rotates in the opposite direction of the rotation whereas in Fig. 17, the nodal line rotates in the

direction of the discs’ rotation. The latter one can be regarded as acoustically relevant as long as the vibrating frequency remains

in the audible frequency range. Since the associated frequency of the backward traveling wave fI = 9.0 Hz is below the audible

frequency range of f = 20.0 Hz, it can be neglected with respect to usual acoustic problems. However, from a mechanical point

of view this vibration is more crucial since there exists a critical rotational speed Ωcrit where the associated frequency of the

vibration tends to zero. This phenomenon is similar to a tumbling rotor where it is called wobbling [59]. For the case where the

vibrating frequency is zero, a fixed observer recognizes a stationary deflection of the disc while still spinning.

As a final remark, the question will be addressed whether the mode splitting is audible or not. For this reason, the sound

pressure is evaluated at three different positions in the YZ-plane, cf. Fig. 18, of the half space model, namely at Φ = 0◦,

Φ = 45◦ and Φ = 90◦ according to the definition of Φ which can be found in Fig. 18(a). Fig. 18(b) depicts the real part of

the sound pressure taken from the surface of the half space model, i.e. the disc is considered as baffled, plotted in the frequency

range between f = 150 Hz and f = 180 Hz where the disc is rotating with Ω = 25 s−1. It can be seen that if a listener is

located on the axis of rotation, no mode splitting is audible. When moving away from the axis of rotation, mode splitting is

audible.

Fig. 16. Deflection shapes at phase angles at resonance fI with Ω = 200 s−1; uz component of deformation plotted.
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Fig. 17. Deflection shapes at phase angles at resonance fIII with Ω = 200 s−1; uz component of deformation plotted.

Fig. 18. Sound radiation at different polar coordinates for Ω = 25 s−1 .

5. Conclusions

In conclusion, the authors want to point out the following statements. At first, the fully coupled finite element model gives

the most accurate results, where acoustic short circuits on the disc surface as well as between the front and the back side are

considered. Further, the mass loading of the full space model is recognizable by means of shifts in the resonance frequencies.

Second, ERP and LPM are suitable approaches for computing sound power values of rotating structures. It must be noted that the

LPM assumes a baffled sound radiator. In addition, it is a valid approach to simplify the structural normal surface velocity across

a finite element if the element size is adequate. Comparing results of LPM and ERP enables the user to identify acoustic short

circuits. For the cases where acoustic short circuits are present, one should choose LPM over ERP. Third, utilizing LPM reduces

the computational efforts by a factor of 50 compared to an equivalent BEM simulation and a factor of 60 compared to the full

FEM simulation where FEA is included within the LPM timing. Fourth, for high rotational speeds, additional resonances occur.

It is expected that cancellation effects due to acoustic short circuits are not present anymore. Last but not least, the authors

identified that mode splitting is audible but not along the axis of rotation.

Based on these conclusions, the authors see the LPM as a useful tool to integrate sound power estimations to the frame of

acoustic optimization problems of rotating structures.
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