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Abstract

The present work describes the design concept for the Combined Smart Energy
Systems (CoSES) experimental microgrid research laboratory. The key aspect is
the energy system model interconnection framework (ESMIF), which structures the
different energy system processes, and with it, also the control and operation chal-
lenges in five consecutive layers. The first layer describes the processes of energy
supply of the different locations in the grid in a 15min time scale. The second layer
specifies the power distribution of multiple different appliances across the physical
phases in a time scale of 1s. The third layer integrates the interaction of voltage
and current magnitudes at 5ms, while the fourth layer integrates the interaction of
instantaneous voltages and currents at 100μs. At the fifth layer the four abstracted
layers are realized as true physical actions.

The basis of the experimental microgrid research laboratory is the analysis of the
research requirements in the context of the energy transition especially at the level
of distribution grids. The fundamental transition is the replacement of the centralized
power plants, which control large parts of the energy system through their synchronous
generators, by distributed, mainly renewable energy sources. The result are upcoming
challenges at all five ESMIF layers, from fluctuating generation to active harmonics
damping, which have to be solved in the years to come. The microgrid laboratory
provides a universal tool to analyze physical processes and to validate developed
strategies and solutions at all five ESMIF layers in the context of low voltage grids.

The key aspect of the laboratory design is to flexibly allow to investigate different
scenarios by considering all relevant processes. This leads to design the experimental
systems for electricity, heat and communication and control, as these interact in the
context of sector coupling and digitalization. The extent of the microgrid laboratory
is five houses with a low voltage grid of about 2km cable length and two further
extensions. Multiple different generation, storage and sector coupling facilities are
available, like photovoltaic, battery, combined heat and power and heat distribution
grid systems. The electricity consumption is emulated through a power electronic load
emulation facility. True weather conditions as well as artificial modeled conditions can
be applied for the different scenarios.

The emulation of the electricity consumption requires algorithms to compute
the load behavior. The proposed solution of this work describes the interaction of
measured grid voltages and simulated load behavior which results in the consumption
current setpoints at a time range of 4μs. The five ESMIF layers allow the algorithm
to distinguish the differently abstracted processes of electricity consumption in time
scales from 100μs to 15min. These layers represent the electro-physical behavior
of the consumption devices and the behavior of humans, when they use various
devices. Artificial weather is generated by the simulation of a parametric weather
model. That allows to flexibly investigate scenarios at different locations with multiple
weather conditions. The analysis and validation of these models show the model
accuracy critically, based on comparisons with real measurements.
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Chapter 1

Introduction

One of the most characterizing challenges of the 21st century is to achieve an ecologically
sustainable, economically affordable and technically reliable energy system. The human
made global warming through energy generation driven green house gas emissions is
proven without any doubt [88]. Promising environmental friendly technologies to generate
electric energy are biomass, including waste and sewer gas, solar energy, water power,
wind power and geothermal energy. Nuclear power is not considered, as it is an eco-
logically and environmentally risky technology: An accident like Fukushima Daiichi for
instance causes huge uninhabitable regions and costs of about 100 Billion Euros [88].

Germany’s overall energy demand is approximately 3,700 TWh/ primary energy
according to numbers from 2017, with a share of 12.4% renewable energy carriers [10].
This splits up to the end energy consumption of 660 TWh/ (26,2%) for households,
750 TWh/ (29.7%) for traffic, 720 TWh/ (28.7%) for industry and 390 TWh/ (15.4%)
for other commercials [10], as illustrated in Fig. 1.1. The overall share of electricity is
520 TWh/ or 20.6% of the entire end energy consumption [10], which is only a low
electrification proportion. Biomass and water power generation capacities are limited
to 54.3 TWh/ [6] respectively 24.0 TWh/ [8]. Expansion capabilities are assigned to
geothermal power with a magnitude of 8.7 TWh/ electricity and 43,5 TWh/ heat [33].
The intermittent solar and wind energy sources are anticipated as the most important
driving forces for renewable energy generation [6], due to their high, almost unlimited
availability. Beneath electricity, energy is mainly consumed for heating (and cooling)
purposes, which have a proportion of 56% of Germany’s overall energy consumption and
for traffic with a proportion of 29.7% [88]. The most promising concept for the heating
and traffic transformation to be supplied through renewable energies, is to utilize electric
energy through heat pumps and battery electric vehicles (BEV), as well as synthetic fuels
which are produced through electric energy. Beside the feature, that these technologies
can be supplied through solar and wind electric energy, they also allow to significantly
assist balancing the intermittency of solar and wind electric generation and of conventional
electricity consumption. This finally means by disregarding synthetic and biofuel imports
an electrification of the overall energy sector, which is an increase from 20.6% to values
approaching to 100%.

Today, we have a profound understanding of the fundamental functionality of the
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Figure 1.1: Illustration of the final energy consumption of Germany in 2017, for each
sector, with the electric energy proportion. Data from [10] - Industry is described as mining
and manufacturing, commercial is described as professional, trade and services

conventional electricity system. The fundamental concept of electric energy supply
is to provide widely spread distributed electricity sources with specified voltages and
frequencies for the spatially independent drawing of the required amount of power. It
is achieved through centralized power plants with synchronous generators, generating
power which is transmitted and distributed to the consumers through the appropriate
high (HV), mean (MV) and low voltage (LV) grids. An unbalance between generated
and consumed power physically causes voltage drops, such that the consumer would
automatically adapt to the generated amount of power. But the voltage is kept constant
by adapting the synchronous generators’ excitations, such that more active and reactive
power is supplied if the voltage drops. The extra required active power is physically drawn
from the kinetic energy of the rotating shaft, which causes a decreasing electric frequency.
This process directly couples the balance of generated and consumed power and the
electric frequency, such that frequency deviations are a direct indicator for the balance
of generation and consumption. An outer control loop cascade, the so-called frequency
control, controls the prime mover to accelerate the shaft, such that the electric frequency
is kept within operating limits. The synchronization of these voltage and frequency control
actions among the power plants is achieved by droop control strategies. In many countries,
especially in Germany, the coordination and billing of the overall energy generation is
achieved through balancing responsible entities trading energy on markets and grid
operators compensating occurring deviations through balancing power.

The present energy transition means to switch off the power plants with the syn-
chronous generators and replace them by distributed generators, like phototvoltaic sys-
tems (PV), combined heat and power systems (CHP) and wind power. Many distributed
generators are based on fluctuating sources, which means to feed exactly the meteo-
rologically available amount of energy into the grid, without significant consideration of
voltage and frequency or balancing generation and consumption. This causes a stepwise
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reduction of voltage and frequency control capabilities, as well as a stepwise reduction of
the coupling between frequency and power balance, which is one of today’s fundamentals
of power system control. This process is accompanied by a multitude of new emerging
consumer appliances, mainly based on power electronic technologies. These enable
the efficient transition from alternating (AC) to direct current (DC), but are typically char-
acterized by a highly nonlinear and typically capacitive dynamic behavior. This causes
disturbances, like injecting higher harmonics.

The following sections motivate the importance of microgrid (MG) research and provide
a short overview about actual research activities in this context. This includes a separate
overview about MG research laboratories and the detailed problem statement of this thesis
about designing a MG laboratory appropriate to the research requirements.

1.1 The future role of low voltage grids

This work focuses on MGs as intelligently controlled LV grids with multiple distributed
generation, storage and active consumption technologies. The main active consumption
technologies are BEV charging and electrical heating and cooling. The LV and MV
distribution grids see the largest challenges due to their changing role from passive
distribution systems to active grids which generate large amounts of electric energy and
provide system services, like control reserve, spinning reserve, short circuit power, reactive
power supply, blackstart and islanding abilities as well as redispatch [6].

Today’s overall electricity consumption of about 520 TWh/ [10] split mainly up to the
industrial, commercial and household sector as illustrated in Fig. 1.1. The fundamental
change for future renewable energy systems is that the fossil combustibles have to be
replaced to avoid their carbon dioxide emissions. In the household and commercial sector
fossil combustibles are mainly used for heating, which will be replaced by renewable
combustibles, solar thermal, district heating, synthetic fuels and a high share of heat
pumps due to its unlimited availability, its high mean efficiency of 300% [88] and the ability
to assist balancing the fluctuating electricity system. Assuming today’s commercial and
household fossil combustible energy carriers to be replaced by such heat pumps means
an additional electricity consumption of 196 TWh/. District heating with an actual energy
consumption of 113 TWh/ will be supplied by geothermal and other energy carriers,
such that changes can be assumed to carry no significant weight. In the traffic sector,
the fossil combustibles are mainly used for road, ship and air traffic. Assuming that
the BEV technology prevails means that fossil combustibles of the road traffic could be
approximately replaced by BEV charging. The combustion engine has a typical efficiency
of 10 to 35% [88]. The required electric energy demand after conventional combustion
vehicles have been replaced by BEVs can hence be estimated as 25% of the combustion
technology’s energy demand. According to numbers from [18] 85.1% of the traffic
combustibles are consumed by road traffic, which means an additional BEV charging
electricity demand of 156 TWh/. This could mean a potential of 352 TWh/ electricity
consumption increase in total, which would mainly affect the low voltage system, as BEV
charging stations and distributed heat pumps are typically connected to the LV grid. This
finally could mean an approximate doubling of today’s LV electricity consumption, by
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Figure 1.2: Illustration of the renewable electricity generation in Germany in 2017 [10]
and in 2050 for PV and wind [46][37], divided into the three fundamental voltage layers
proportional to 2017th data [19]. Assumed fully developed geothermics [33], water [8] and
biomass [6] in 2050

considering today’s household and commercial electricity consumption as LV proportion.
A further fundamental transformation process is caused by the generation of electricity.

Studies for about-90%-renewable energy scenarios of the year 2050 show significantly
different results. In [37] an optimal PV generation of 190 TWh/, an optimal on-shore
wind generation of 320 TWh/ and an optimal off-shore wind generation of 250 TWh/
is analyzed. In [46] an optimal PV generation of 304 TWh/, an optimal on-shore wind
generation of 471 TWh/ and an optimal off-shore wind generation of 148 TWh/ is ana-
lyzed. Geothermal energy has a maximum potential of 8.7 TWh/ [33], biomass has a
maximum potential of 54.3 TWh/ [6] and water has a maximum potential of 24.0 TWh/
[8]. Considering today’s shares of renewable generation in the LV/MV/HV grid layers leads
to a future LV electricity generation share of about 100 to 200 TWh/, a MV share of about
300 to 500 TWh/ and a HV share of about 300 to 400 TWh/ as indicated in Fig. 1.2.
This means a share of about 10 to 20% of the electricity generation at the LV level, but a
share of 55 to 70% at the LV/MV distribution grid level.

The future important role of LV grids is primarily indicated by the increased electricity
consumption and generation in the LV grid. The consumption will increase by a factor
of about 2 and additionally there will be a significant energy generation proportion of
about 10 to 20%. Aggravating this situation, PV generation and BEV charging as well
as heat pumps are characterized by high power flows with low full load hours and partly
extreme simultaneities. The conventional LV system is originally not designed for the
resulting high peak powers and the added energy generation. Increasing the utilization of
the LV system, which is conventionally in a range of 1.2 to 11.2% measured through the
utilization of LV distribution transformers [72], could provide a solution without requiring
large LV grid expansions. For this reason the high amounts of available flexible loads
through heat pumps and BEV charging have to be intelligently coordinated such that
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peak PV generation is consumed locally and does not strain the LV grid and such that
consumption peaks are avoided. The true capacity of LV grids is mainly limited through
line voltage drops [51], which requires to additionally consider voltage control strategies.
The increasing number of nonlinear consumers, especially in the LV grid, cause harmonic
disturbances which cause avoidable losses, additional capacity limitations and can cause
system instabilities. Considering islanding and blackstart capabilities for the LV grid could
make the saved capacity reserves through the (n+ 1)-redundancy available for normal
energy supply, which could increase the available MV operating capacity by about 65%
[6]. Furthermore, heat pumps and BEV charging at the LV level is a large proportion of the
overall available flexible load, which has to be utilized for balancing the overall fluctuating
generation and consumption.

The exact extent of the future LV grid role is not finally clear. The replacing of cen-
tralized power plants by fluctuating renewable generation requires most available active
components as flexibilities, to undertake significant parts of the control of the entire energy
system. Especially the high amounts of available flexibilities at the LV level, consisting
of big parts of the BEV charging and domestic heat pumps, could play an important
role. Furthermore limitations at the LV level have to be handled. These tasks require the
utilization of digital communication and control technologies to coordinate available flexible
technologies. Their utilization in the LV grids finally allows them to become intelligent MGs.
These challenges motivate the specific investigation of LV grids, which are exclusively
considered in this work. Furthermore, achieved research results can partly be mapped
to higher voltage levels, especially to the overall LV/MV distribution system, as they have
similarities due to their former passive and in future intelligent nature.

The interaction of electricity, heating and cooling, traffic and digital communication and
control cannot entirely be investigated based on models and simulations. Appropriate
models are simply not available and due to their complexity only in a simplified manner
imaginable. An appropriate laboratory allows reference measurements especially for
model design and validation tests for verifying developed coordination, management
and control strategies. This motivates to design the CoSES LV MG research laboratory.
This work contributes by developing the technical laboratory concept based on research
requirements.

1.2 Research in the context of microgrids

Microgrid research goes back to the works of Bob Lasseter [55] and Robert H Lasseter
[56] which introduce MGs as a solution for the reliable integration of distributed energy
generation, by utilizing flexibilities like storages and controllable loads. An overview to
the concept of MGs and especially their challenges and available solutions in the context
of control approaches is given in [68]. A fundamental research question addresses the
overall operation and control structure of the MG. Literature shows a strong analogy about
structuring the multiple different research aims in different layers. The probably most wide
spread multi layer model is the well known open system interconnection (OSI) model in
the context of communication engineering. Motivated by it, [95] describes the energy
internet, which is a five layer structure from the access layer, with the interface to the
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physical appliances, to the application layer, with an energy transaction platform. The
OSI model serves also as a reference in [21], which describes a seven layer structure,
from the physical layer including the real technical equipment to the intelligence layer,
which includes advanced data processing applications. Literature in the close context of
MGs distinguishes typically three layers. A common structure separates local controllers
from the MG energy management system (EMS) and the distribution system operator
level [67][68][76]. Other allocations are local inner loops, synchronization and main grid
[40][63] or frequency and voltage control, restoration to nominal values and import and
export of power [83]. The similarity of these multilayer approaches is that they structure
challenges with regard to different hierarchical system sections. An alternative approach
is the energy system model interconnection framework (ESMIF) concept, described in the
previous work [22], which distinguishes five layers structuring the overall physical energy
system behavior in different abstraction layers.

In literature exist different fundamental characteristics of MG topologies. One discus-
sion is whether MGs should be based on AC, DC or hybrid grid architectures with their
individual advantages [40][67][76][94]. The overall trend for the close future goes to AC
MGs because of the available infrastructure. For future applications, DC MGs are under
discussion. The initial idea of MG topologies includes to distinguish critical and uncritical
supply feeders, which means to provide uninterrupted power supply for the consumers of
the critical supply feeder [56] [58][90]. The typical agreement is that true MGs include the
ability to connect and disconnect from the utility grid [40][83][90][94]. The fundamental
aim of the MG concept is to allow the integration of a high amount of distributed energy
sources. The overall aim for mainly renewable energy generation requires the integration
of large numbers of PV sources into the LV grid, but also micro water and micro wind
power, as well as CHP units. The majority of the water and wind power generation will
be connected to grids of higher voltages. Other technologies which could be available in
the LV grid are power-to-heat (or -cooling) technologies like heat pumps, BEV charging
stations and battery storages. Power-to-heat and -cooling technologies, like heat pumps
and air conditioners, promise to provide a high amount of flexibility for the electricity
system. The low temporal requirements of the thermal sector, due to the buildings’ high
heat capacity, and the good storage properties of thermal energies can be utilized by the
electricity system, by adapting thermal energy generation to the availability of electricity.
Specific research in this field focuses for instance on the integration of heat pumps and
BEV charging as flexible demand in electricity markets [70], or on quantifying the elec-
tric flexibility of buildings [26]. Especially early MGs include this concept of heat driven
electric flexibilities [56][58]. The charging process of BEV is controlled by the car, but
influenced through limitations specified by the charging station. This mechanism allows to
consider electric vehicle charging as flexibility, such that the car is charged when electricity
is available. Utilizing the battery through vehicle-to-grid applications is discussed as a
storage opportunity in the context of MGs [68]. This requires charging stations with an
implemented communication standard of ISO 15118. This standard also allows to provide
charging status data, like battery capacity or charge level. Battery storages are a flexibility
for the electricity system per se. Its drawback is that it is an additional investment, without
co-benefit like BEV or power-to-heat technologies. This makes batteries a comparably
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expensive technology, but due to the increasing market penetration battery prices are
falling. One of the major technical advantages of batteries is its fast reactability, which
allows for instance to provide primary reserve [91].

Research about energy system operation, especially in the context of MGs is varied,
as it is a "complex multi-objective control system that deals with issues from different
technical areas, time scales and physical levels" [63]. A unique standard for connecting
distributed generation units to the electricity grid to manage these complexities is not
available [76]. Fundamental research topics are energy management [68][63][90], voltage
control [40][62][68][76][83][94], damping of system perturbations [39][66], inverter control
[35][54][92][53][74] and disturbance management through islanding [67][83] including
black start strategies [90]. Energy management concepts, which mainly come along
with unit commitment and economic dispatch, are typically market driven approaches
[12][34][44][63][68][90]. Local market approaches like distribution locational marginal
pricing (DLMP) incorporate the consumer’s location and its transmission limitations into
the market mechanisms [43].

Voltage control is one of the central research topics in MG literature, especially
distributed generator’s droop control methods for voltage control and power sharing
[40][68][76][83][94] and adapted methods like considering storage’s state of charge [40].
Traditional droop methods, especially reactive power - voltage droop control, have several
disadvantages, like slow reactions especially under transient conditions or poor impact in
LV grids due to the low impedance content of the LV power cables [68]. Indirect droops
could solve this voltage control problem, which would contradict active power dispatch
[31]. Strategies to control voltages in the LV grid by mainly compensating voltage drops
along power lines are switching strategies of on-load tab changing (OLTC) transform-
ers and line voltage regulators [62], reactive power feed-in strategies [62], or controlling
active power flows [31]. System perturbations like harmonics can be actively damped
through power electronic devices [39][66]. There are multiple different inverter control
strategies, like those based on carrier based pulse width modulation [53] or space vector
modulation [92][35], or like model predictive control strategies [54] as well as different ad-
vanced inverter configurations like four-leg inverters [92][53][35], multilevel inverters [35] or
impedance source inverters [74]. Further research in this field focuses on synchronization
strategies, like online estimation of power quality parameters [42]. Managing disturbances
in the main grid, like voltage dips or blackout, through islanding and reconnecting is
described in [67][83]. Strategies to carry out black starts in the MG are mentioned in [90].
Other research topics are protection of the distribution grid under distributed generation
[62][65][76]. Various problems are entirely solved by numerous different specific strate-
gies, including genetic algorithms, swarm algorithm, mixed integer linear and nonlinear
optimizers, rule based systems, machine learning systems [63], master slave control, peer
to peer control [94] or multi agent systems [62][63][94] and many others.

Energy system research also includes many diverse topics without any direct relation
to MG operation. Technology research for instance aims for developing new and improving
existing technologies. Exemplary works are alternative PV materials with promising
properties like hydrocarbons [52], or battery technologies like redox flow, which store
electric energy in liquids [75]. Other works for instance focus on studies about the
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overall energy system configuration, like the amount of required generation, storage and
transmission capacities. This is often based on specific scenarios, like studies about
flexibility requirements in Europe [48]. A frequently discussed topic is the suggestion
to apply DC grids [27] with its specific advantages. Research in the context of system
analysis typically investigates the properties of specific technologies in the overall system
context. Exemplary studies in this context of system analysis are quantifying the impact of
BEV charging on power quality [38] or describing fundamental characteristics of electricity
load behavior [80].

1.3 Microgrid laboratories and experimental facilities

Numerous different laboratories and testbeds in the context of MGs are already realized.
A detailed review about MG testbeds around the world is given in [47][59] and [76]. A
survey about mainly cyber physical testbeds in the context of MGs is presented in [25].
Real live field tests in Japan are introduced in [36].

A typical design of MG testbeds is based on real distributed generation devices
connected to an emulated system. The DeMoTec testbed in Kassel includes multiple
distributed generation and emulated grid and consumption facilities [14]. The fundamental
design of the CERTS MG laboratory testbed involves mainly emulated generation and
consumption facilities which are connected through real grid cables with a significant
impedance [32][57]. A further testbed is the Tianjin University MG testbed (TUMT), which
comprises multiple distributed generation and storage technologies, forming with emu-
lated cables and loads an experimental single phase LV MG [87]. A third example is
the flywheel test rig of the University of Manchester, which focuses on experiments with
a flywheel, connected to distributed generation devices and a load emulator [14]. The
MG of the Distributed Electrical Systems Laboratory (DESL) of the EPFL in Lausanne
’EPFLSMARTGRID’ comprises parts of the local university campus grid with the unspecifi-
able university’s electricity consumption [2]. The Center for Grid Integration and Storage
Technologies of the RWTH Aachen has a MG laboratory with the outstanding property
of a real, flexibly configurable low voltage grid [1]. Other similar, mainly smaller testbeds
are described for instance in [14][49][50][63][93]. The similarity of these testbeds are their
focus on power dispatch and voltage control. They are based on highly emulated system
behavior. Most allow to experimentally investigate strategies to disconnect and reconnect
to the utility grid.

Other testbeds focus on the information technology part of MG operation. The Grid
5000 project combines 5000 distributed computing units for a highly performant grid
simulation [20]. Another example is the RTDS realtime (RT) simulator used for hardware
in the loop (HIL) simulation of MG behavior and testing control strategies [89]. Other
testbeds which simulate physical system behavior and focus on digital data processing
and communication, like information management systems, are for instance [61][79][84].

Systems, which are realized with limited power ratings allow to emulate fundamental
principles of MG behavior. Explicitly scaling down the power rating of an entire feeder is
described in [15]. Smaller scaled systems have the advantage of lower budget and space
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requirements. Typically such laboratories utilize power electronic devices to emulate larger
generation devices. Such testbeds are for instance described in [41][60][82][86].

There are various experimental test sites for thermal energy supply in the context of
electricity and heat sector coupling. Diverse laboratory infrastructures in research and
development institutes are used to investigate specific properties of individual technologies
and strategies, like HIL systems for heat pumps [30] or for CHP units [29]. The emulation
of heating consumption in a laboratory environment through a HIL co-simulation approach
is described in [29]. Real live test sites are used to validate new strategies in research
projects especially in the context of advanced district heating systems, like in Hamburg-
Wilhelmsburg [4] or in ’Auf dem Zanger’ in Kempten [3].

1.4 Problem statement and contributions

The present work addresses emerging challenges of the transition from a centralized
power plant controlled electricity system to an intelligent decentralized network controlled
system. Its focus is LV distribution systems, which will develop to MGs as defined
in Def. 1.1. The LV distribution system will see the largest evolution from a passive,
unidirectional consumer system to an active bidirectional system with many intelligent
distributed generation, storage and consumption devices. It will play a significant role
in future overall electricity system operation and control. The fundamental challenge of
MG research is to find operational concepts and strategies to ensure a reliable energy
supply which is environmentally and economically sustainable. The MG has to integrate
into the overall future energy system operation strategy. The vision of this work is to
provide a MG laboratory as a realistic reference system for investigations to model and
understand physical system behavior and to test and validate developed strategies in
a realistic environment. The scope of this laboratory is the LV grid, by considering the
important impact of heating (and cooling), BEV charging and digital communication and
control technologies.

Definition 1.1 A microgrid (MG) is defined throughout this work as a LV grid, with a high
share of intelligent controlled distributed generation, storage and consumption devices, to
undertake significant parts of the overall electricity system operation and control.

This work aims for designing a MG laboratory concept which considers electricity at low
voltages and the impact of heating (and cooling), BEV charging and digital communication
and control technologies. The laboratory should allow to flexibly investigate the energy
system behavior to its full extent under normal operation conditions which means to
consider the impact of the complete spectrum of possible control and operation strategies.
These flexible investigation capabilities require the laboratory to allow to flexibly implement
different operation strategies at all levels, from pure unit commitment to internal power
electronic control strategies. This allows to flexibly use the MG laboratory for investigating
most of the actual and future research questions in the context of energy system operation.

The first essential contribution of this work is a systematic analysis of the physical-
technical principles of energy system operation and their systematic structuring. Its aim is
to derive technical laboratory requirements to allow to flexibly investigate most of the actual
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1. contribution:

– systematic analysis and structuring of the physical-
technical principles

– technical laboratory requirement derivation

2. contribution:

– overview of laboratory design

– technical concepts of laboratory components

3. contribution:

– HIL model for electricity consumption

– HIL model for weather behavior

Figure 1.3: Overview to this work’s contributions to the final aim of designing a flexible MG
research laboratory

and future MG research challenges. It also allows to develop solutions and to flexibly
operate the laboratory in a target oriented manner. The second essential contribution
is to give an overview of the laboratory design and to describe the technical-functional
concept of the laboratory components. The laboratory especially requires components
which allow to emulate external parts of energy system. These external parts, like human
behavior influencing electricity consumption or weather conditions influencing renewable
energy generation, cannot be entirely integrated as real components in the laboratory.
The third essential contribution of this work is to design HIL models to realistically emulate
these components, which cannot be part of the laboratory in reality. Weather and human
controlled electricity consumption are the most influential external components, which
are not yet well modeled in literature. These HIL models are required to flexibly apply
multiple different external conditions in the laboratory, including artificial scenarios, different
electricity consumption characteristics, different climatic conditions, or winter scenarios in
summer. An overview of these contributions is given in Fig. 1.3.



Chapter 2

Research Requirements

This chapter analyzes and structures the physical-technical principles of energy system
operation and derives technical laboratory requirements, which is the first main contribution
of this work. As illustrated in Sec. 1.2, MG research is a manifold field, which is based on
various physical principles and time scales. The first part of this chapter describes five
fundamentally different physical-technical principles of energy system operation which
when taken together represent the complete physical-technical process of electric energy
supply. The second part of this chapter describes the ESMIF [22] which structures the first
part’s physical-technical principles in five consecutive layers. The third part derives the
fundamental technical laboratory requirements as the fundamental basis for the following
chapter.

2.1 Fundamental physical-technical principles of energy
system operation

This section describes the fundamental physical-technical principles of energy system op-
eration to structure the manifold field of MG research in this context. The physical-technical
principles are the immutable commonality of MG system behavior while considering the
investigation of various different operation and control strategies. These principles enable
the design of one unique structure for the entire manifold tasks of energy system operation,
independent from the underlying technologies and strategies.

The fundamental principle of electric energy supply is to provide an ideal sinusoidal
voltage source for the consumer as presented in Axm. 2.1. In reality this aim is only
reached in between specific limits. The following part of this section describes five
consecutive measures as physical-technical principles, which are necessary and sufficient
to ensure the idealized or close to ideal electric energy supply.

Axiom 2.1 The idealized electric energy supply in the context of MGs is the provision of
an ideal three phase voltage source with a sinusoidal signal shape, a constant frequency

of 50Hz, an amplitude of
Ç

2
3400V per phase and a relative phase shift of 2π3 rd.

The provision of a sinusoidal voltage source is not naturally given, and has to be
actively controlled. Therefore, the first physical-technical principle states that the physical

25
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coupling of voltages and currents, especially through Ohm’s law and the capacitive and
inductive effects, allows to influence voltages through currents. This requires electrical
technologies which are capable of feeding in specific currents as a control input.

The second physical-technical principle is to specify the shape of the current feed-in
to ensure the sinusoidal voltage signal shape with a frequency of 50Hz. This plays
a subordinate role in the traditional electric energy supply as the sinusoidal shape is
automatically ensured through the synchronous generation and not affected through the
mainly linear consumption devices. The synchronous generators physically couple the
electric frequency and the balance of generated and consumed power, such that the
frequency is indirectly controlled through balancing power generation and consumption.
In future, more and more power electronic consumption devices with non-linear system
properties disturb the sinusoidal shape through their injection of current harmonics which
interact with the voltage. But distributed actively controlled power electronic devices would
be able to restore the sinusoidal signal shape with appropriate control strategies. These
strategies would consider the phase and amplitude of the current as a control input.

The third physical-technical principle is to specify the phase and amplitude of the cur-
rents to feed in a specified power and to ensure a nominal voltage magnitude. Voltage
magnitudes on a local scale are mainly influenced through voltage drops along the grid
and its facilities, and through active and reactive power flows. Voltage magnitudes on a
global scale are influenced by over- or undersupply of electrical power. The conventional
synchronous machine induced behavior, especially the underlying voltage control mecha-
nisms, ensures a steady voltage magnitude, which utilizes kinetic energy reserve of the
shaft’s rotation. This means that the synchronous generator’s voltage control redirects
the impact of over- or undersupply of power from the voltage magnitude to the frequency.
Future power electronic based technologies could utilize for instance stored electric energy
in the intermediate circuit capacitors to control grid voltages through specifying reactive
powers, and through modifying the specified active power feed-in, which is its control
input.

The fourth physical-technical principle is to specify the active power feed-in to achieve
a reliable and efficient power dispatch and distribution. The underlying physical law
is the conservation of energy. It states that each grid node’s power in- and outflows
have to be balanced. The underlying technologies cause considerable transmission and
distribution losses and are subject to their technical capacity limits. The main challenge
is to limit flowing currents to their technological limit and to prevent protection devices
from tripping, while allowing for the economic dispatch of available generation and flexible
consumption capacities. Strategies to achieve this are mainly based on adapting the
powerflow of generation, storage and consumption devices, which affects efficiency in
the long run. The limited impact of voltage control through reactive power has to be
considered in these strategies. This principle considers the specification of the available
generation and flexible consumption capacities as its control input.

The fifth physical-technical principle is to specify the available generation and flexible
consumption capacity to ensure the appropriate amount of energy for the consumers’
needs. The partly unpredictable generation and consumption requires sufficient control-
lable prosumers to be balanced out. Conventional mechanisms of adapting generation to
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the consumers’ needs are not efficiently possible for fluctuating renewable energy sources.
Fluctuating weather conditions, like sunshine or windspeed, and fluctuating energy con-
sumption cause high diurnal and seasonal variations in generation and consumption
balance. The electric power grid breaks the regional dependency of this balancing until
reaching its transmission capabilities by slightly reducing efficiency. There are four funda-
mental strategies to achieve balancing of energy consumption and generation, with their
individual properties:

1. The conventional approach is to adapt the energy generation to the energy con-
sumption. During an oversupply, PV and windpower can only curtail generation
which finally means to discard energy without any other savings. This concept works
efficiently for biomass or within some limits for water power generation, as saved
fuels can be used later on. In emergency cases, curtailment is also a viable strategy
for PV and wind generation.

2. The demand side management approach adapts the energy consumption to match
the energy generation. Assuming that it does not try to influence human behavior,
this strategy is only appliable for automated parts of the entire energy consumption.
Adapting traditional household consumption through human end-users requires its
social acceptance, which contradicts the fundamental idea of a readily available
energy supply. Autonomously adapting the consumption to the energy generation
involves shifting the energy consumption in time as long as the consumer is not
affected. Besides industrial or commercial applications, mainly power-to-heat, power-
to-cooling and BEV-charging applications are suitable under this approach. From
this view, these three concepts can thus have a significant positive impact on the
electric power system due to their flexibility, but they also increase the electric energy
demand.

3. The storage-based approach flexibly stores and withdraws energy in a typically
chemical storage. Although it is a flexible strategy, it requires additional cost-intensive
technologies which significantly increases the investment for batteries, which means
it to be an expensive approach.

4. The efficiency increment approach reduces losses among the electric power supply
network. It has only an indirect impact, as using more efficient technologies makes
balancing generation and consumption less energy demanding. From a system
operation view this mainly minimizes lossy energy transmission and preferably oper-
ates more efficient generation, storage and consumption technologies. This means
placing generation close to the consumption, using efficient scales of technologies
and to optimize the system operation efficiency.

These five principles cover the entire physical-technical process of electric energy
supply. The answers to the underlying general research questions for each of the five
principles provide technologies which supply sufficient energy generation capabilities,
generate and distribute the appropriate amount of power and ensure standardized voltage
signal shapes and magnitudes which allow to draw power in a regulated manner.
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Summary: The entire physical-technical process of electric energy
supply is covered by

– having appropriate electric technologies available,

– maintaining the sinusoidal voltage signal shape,

– maintaining a nominal voltage magnitude,

– achieving a reliable and efficient power dispatch and distribution
and

– providing the appropriate amount of energy.

2.2 Energy system model interconnection framework
(ESMIF)

This section describes the ESMIF, which is the foundation for the later structural specifi-
cation of laboratory performance and dimensioning. The ESMIF structures the energy
system’s processes and tasks in five consecutive layers with different levels of abstraction,
based on the five fundamental physical-technical principles of the previous section.

The ESMIF is originally developed to structure the different overall control tasks to
allow the flexible interoperation of different technologies. This is especially valuable for
the diverse technology manufacturers by specifying standardized control interfaces at
different abstraction layers [22]. This means that technologies like CHP, heat pumps, PV
inverters or batteries could be controlled by one joint energy management system. All
these devices would expect the same physical control command at same sampling rates,
e.g. each second, a new active power setpoint.

2.2.1 General framework description

The key idea of the modular framework is to structure the overall energy system behavior
into five consecutive layers based on the five physical-technical principles of electric energy
system operation as illustrated in Fig. 2.1. This leads to specific processes for each layer
with the aim to comply with the underlying physical-technical principle. The process of
an overlying layer is based on the assumption, that the underlying layer’s task is largely
accomplished, like a strategic robo-soccer team play is based on the assumption that the
robots can perform coordinated movements. Starting with real system components, the
abstraction concept of assuming accomplished tasks of underlying layers, ensures that
the framework considers the energy system processes to its full extent. The challenge is
to define the tasks such that the resulting process is compactly described by mathematical
models while being temporally decoupled. This means that the lower layer’s task needs to
be accomplished much faster than the higher layer’s process dynamics.
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Figure 2.1: Illustration of structuring the overall energy system behavior into five consecu-
tive layers

The ESMIF comprises five consecutive layers related to the five aforementioned
physical-technical principles. The bottom layer, called technological layer, comprises
the real technologies, without simplification or abstraction. Its specific task is to transform
control commands, being typically reference instantaneous currents d of the upper layer
under real conditions into real physical actions.

The first abstraction layer is called system layer as its process consists of the dynami-
cal interaction of the system’s instantaneous magnitudes. Its specific task is to comply with
the second physical-technical principle by controlling the sinusoidal signal shape of the
instantaneous grid voltage , which characterizes the AC system. It is mainly influenced
by the control strategies of power electronic devices like PV inverters, and the physical
properties of directly connected other energy conversion technologies, like synchronous
generators or transformers. Power electronic control algorithms typically operate in a
sampling range of 10 to 100kHz. A standardized sampling rate of 100μs allows to
consider up to the 50th harmonics in a pseudo continuous manner.

The second abstraction layer is called provision layer1, as its fundamental process
is to enable the specified provision of power by coordinating grid voltages and voltage
drops along the power lines. Its specific task is to comply with the third physical-technical
principle by controlling the voltage RMS magnitude V all over the grid. It is mainly
influenced by physical grid properties, the active and reactive power flows and imbalances
of generation and nominal consumption. The main control focus is put on active and
reactive power feed-in to control the grid voltages. To consider fast processes in a pseudo
continuous manner, a standardized sampling rate of 5ms is useful. Significantly faster
rates get into conflict with the processes of the system layer, because variations beyond
one period of 20ms are effectively affecting the sinusoidal signal shape. Significantly
slower sampling rates would not allow to consider changing amplitudes of one period

1The term ’provision layer’ replaces the term ’transmission layer’ of previous works, as the similarity with
the term ’transmission grid’ could be confusing.
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in a pseudo continuous manner. Typically voltage control systems operate slower, as
large systems with many users behave slow due to the mutual stochastic compensation
of individual transient processes. Following the strict theory of the ESMIF, this mutual
stochastic compensation is part of the provision layer’s strategy. Especially small island
systems and uninterrupted power supplies have to actively control these quick processes.

The third abstraction layer is called distribution layer, as its fundamental process
is the distribution of the available energy to the consumers according to their needs. Its
specific task is to comply with the fourth phyiscal-technical principle by requesting the
available energy prosumer capacities to achieve a reliable and efficient power distribution
and supply. Especially in terms of highly fluctuating generation and consumption devices
like PV or human controlled household devices, the balance between power feed-in and
draw has to be actively controlled through available flexibilities especially on a short term
by ceasing available inertia. These flexibilities can be storages like batteries, controllable
generation devices like water power or chp plants, or controllable consumption devices,
like electric heating, heat pumps or BEV charging stations. The temporal resolution
of the underlying processes typically depends on the considered system dimension,
as stochastic fluctuations of multiple prosumer devices balance each other. The clear
temporal separation between voltage control processes and this layer’s control process
requires a standardized sampling rate of e.g. 1Hz. This allows to consider typical
fluctuations which depend on external processes like consumer or weather behavior, but
neglect internal fluctuations like the dynamical reaction on voltage deviations, which are
considered in the provision layer’s processes.

The fourth layer is called supply layer, as its fundamental process is the reliable and
efficient supply of sufficient energy generation and flexible consumption capacities. Its
specific task is to comply with the fifth physical-technical principle by specifying sufficient
flexibilities to be available for balancing fluctuating generation and consumption. This
allows to supply the appropriate amount of energy to balance the consumed and lost
energy by making flexible generation, storage and consumption facilities available. This
task is the foundation of the distribution layer’s task, which dispatches power from these
supplied energies. A specified sampling rate of 15min allows to consider the diurnal
and seasonal variations in a pseudo continuous manner. Higher frequent variations are
typically stochastic fluctuations, which are treated in the distribution layer. Furthermore,
the sampling of 15min complies with the German law in the context of energy billing.

2.2.2 Framework process description

This subsection describes specifically the behavior of electric energy systems as a process
by structuring it into the ESMIF framework. Each component of the energy system, from
the energy generation through the distribution to the energy consumption, is a part of
each layer. These parts of one system component interact vertically through standardized
interfaces, which are physical set points and measurements. Each layer is actively
manipulated by the control action of its overlying layer, while it assumes the underlying
layer’s aim to be fulfilled. Considering grid connected devices and facilities, their supply
layer’s set points are desired energies ΔEd, their distribution layer specifies powers Pd,
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their provision layer specifies current magnitudes d with phase angles φd and their system
layer specifies the instantaneous currents d which are realized in the technological layer.
The modular multitier framework with its physical interfaces between the layers for grid
connected devices is illustrated in Fig. 2.2.
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Figure 2.2: Illustration of the fundamental interactions between the individual ESMIF layers
of devices connected to the grid, upwards are measurements, downwards are control
set points; dotted frequency measurement ƒ is an example for application depending
additional measurements: e.g. frequency is conventionally used in the 3. layer to indicate
the balance between generation and consumption

The fundamental aim of the supply layer is to procure sufficient energy generation
capabilities ΔEd to balance generation and consumption. This requires sufficient control-
lable prosumers, so called flexibilities like heat pumps, water power, combustion engines,
BEV charging stations or batteries, which allow to adapt generation and consumption
during the days in time intervals of few minutes. An overall strategy needs to coordinate
these flexibilities to balance overall generation and consumption. It specifies the amount
of energy of flexible generation and consumption facilities to feed into the energy system
in one 15-minute interval.

The conventional strategy on a global scale are global markets, which means that all
consumed and generated energies are traded. Balancing groups are virtual subsystems
which need to balance purchase, generation and consumption. This approach assumes
that always sufficient transmission capacities are available such that no regional distinc-
tions are necessary. Transmission restrictions are manually handled through redispatch.
Local market approaches, like DLMP [43] promise to provide a solution to incorporate
the location and transmission restrictions into the energy market. Smaller island systems,
like those used to supply remote cottages, are often based on diesel generators which
automatically adapt the fuel combustion and hence the electricity generation to balance
the energy consumption. Island systems based on fluctuating generation like PV typically
do have a battery which balance energy generation and consumption until it is empty
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which means an outage.
The upper layer provides sufficient energy to supply the consumer based on 15min

intervals. The fundamental aim of the distribution layer is to dispatch the available flexible
energy prosumer capacities as active power flow P in second intervals and to distribute
the generated power efficiently and reliably to the consumer. The efficiency mainly
focuses on the reduction of transmission and distribution losses. Reliability indicates not
to exceed technical limits like transmission capacity restrictions. Short term fluctuations
and disturbances, arising from consumer or weather behavior considered as stochastic
processes with uncertainties have to be compensated through adapting the active power
flow.

The conventional approach is to use frequency as an indicator for imbalances between
generation and consumption. The droop controllers increase or decrease the electricity
generation through prime mover actions for stabilizing the system. Remaining deviations
are compensated by requesting operating reserves which are traded on a specific mar-
ket. The last option in emergency cases is load shedding. Further strategies could be
developed or tested. Conventionally, besides redispatch there are sufficient transmission
reserves designed such that power lines cannot be overloaded through these stochastic
fluctuations.

After an ensured balance of power generation and consumption, the provision layer
aims for ensuring a specified nominal voltage amplitude Vn. Its control strategies adapt
the current magnitudes  with their phase angles φ to stabilize the grid voltage V close
to its nominal value Vn. The mutual dependency of the voltages, the currents and their
phase angles show a dynamic behavior. Without considering these dynamics in the control
strategies, there is a true risk of dynamic instabilities, oscillations or even destruction of
components.

In conventional systems, voltages are controlled through the excitation of the syn-
chronous generators in centralized power plants. This finally causes the aforementioned
relation between the power balance and the frequency. A power over- or undersupply is
compensated through the synchronous generator’s voltage controller by the kinetic energy
of the shaft. This finally leads to an increasing or decreasing rotation and hence also
decreasing electricity grid frequency. The coordination between the multiple power plants
is realized through a voltage - reactive power droop. Stability investigations including the
upper layer’s power balancing control (traditionally called frequency control) are based on
highly simplified swing equation models. The local distribution of voltage drops can be
compensated through OLTC typically used on a high voltage level, but also used more
and more in low voltage applications to compensate for voltage range deviations mainly
caused by PV feed-in. Local active or reactive power feed-in influences local voltages
mainly through the feedback on voltage drops along inductive power lines, which allows
to actively control local voltages through active and reactive power feed-in. Its usage in
distribution systems is conventionally not realized and still content of active research. The
fundamental advantage of reactive power is that it does not impact the balance of power
generation and consumption.

The provision layer controls the amplitude of the sinusoidal voltages, the system layer
aims for ensuring its sinusoidal signal shape. Its control strategies adapt the instantaneous
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currents  such that voltages  result in sinusoidal signal shapes. As long as predominantly
linear consumption devices exist, sinusoidal generation is sufficient to ensure sinusoidal
voltages. The current shape can actively be adapted in power electronic devices like PV
inverters, which could be used to actively damp the disturbances of nonlinear consumption
devices, which are on the rise.

The active control of the sinusoidal signal shape is conventionally not investigated.
Mainly linear consumption devices cause no disturbances of the sinusoidal signal shape
and synchronous generators naturally inject sinusoidal currents into the grid through their
rotors’ rotation and their windings’ arrangement. Power electronic generation devices
actively control the currents’ sinusoidal signal shapes with different qualities. Modern
inverters typically use voltage source inverter control strategies, which generate a compar-
atively accurate sinusoidal signal shape through filtered high frequent transistor switching.
Adaptions in their control strategies would allow to modify the signal shape, which could
compensate other harmonics or disturbances, similar as todays active power filters.

The system layer provides instantaneous set points which the technological layer
aims to realize. Its control strategies adapt internal processes like modulation techniques
for switching transistors in power electronic devices, to modulate and realize the up-
per layer’s references. This layer’s tasks are faced with real conditions, which include
disturbances and other technological limitations.

Summary:

– The ESMIF structures the overall energy system behavior into 5
consecutive layers according to five physical-technical principles

– The supply layer incorporates energy provision processes based
on 15min sampling

– The distribution layer incorporates powerflow processes based on
1s sampling

– The provision layer incorporates voltage control processes based
on 5ms sampling

– The system layer incorporates instantaneous processes based on
100μs sampling

– The technological layer incorporates the real technological impact

2.3 Fundamental laboratory requirements

This section describes technical requirements as the fundamental basis for the design
concept of the MG research laboratory. Beneath general laboratory requirements, specific
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requirements are based on MG research topics, being structured through ESMIF as
described in the previous section.

2.3.1 General laboratory requirements

This subsection describes general requirements for the CoSES MG laboratory. Experi-
mental laboratories aim in general for three research applications. Science fundamentally
requires real reference systems to study and finally describe the physical system behavior.
This means that the MG laboratory is required to measure and observe the physical
behavior of its components to design and validate appropriate models. This requires
besides a sophisticated measurement system many different reference technologies and
the ability to flexibly configure diverse system layouts and scenarios. The second funda-
mental laboratory research application is to provide a platform which incorporates the
technical complexity to its full extent. Typically complex mechanisms, like measurement
errors, environmental impacts, but also communication, sampling and computation cannot
be realistically implemented in models or simulations. This means, that the laboratory
finally requires real technologies including communication and control to investigate the
complex interaction of the individual MG system components. The third fundamental
laboratory research application is to validate developed methodologies and operation
strategies. Generating reliable and convincing results requires the real implementation of
the underlying strategies under realistic conditions. This requires besides the possibility
to flexibly implement diverse MG operation and control strategies the ability to flexibly
configure diverse system layouts and scenarios, especially sector coupling technologies
as heat pumps, CHP and BEV charging, including the entire heat system. This means that
the laboratory requires to be designed for being a modeling reference, an experimental
testing facility and a validation tool for new operation strategies.

The fundamental laboratory concept must take different partly conflicting design re-
quirements into account. The fundamental requirement is that it has to be designed to
allow investigating the most relevant research questions in the context of MG operation.
An further fundamental requirement is the laboratory to be technically realizable especially
including monetary and technical aspects, but also its complexity has to be limited to allow
efficient research. The limited complexity is partly in conflict with requiring the laboratory
being flexibly usable. This means that it requires flexible configuration mechanisms to
allow emulating multiple different scenarios.
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Summary:
The laboratory generally requires

– a sophisticated measurement system

– many different realistic reference technologies

– the ability to flexibly configure layouts and scenarios

– real technologies, including communication and control

– a possibility to flexibly implement operational control strategies

– sector coupling technologies

2.3.2 Specific laboratory requirements

This subsection describes specific MG laboratory requirements, which are based on MG
research topics through the ESMIF. It raises fundamental research questions for each
ESMIF layer, which have to be solved in future investigations with the aid of the laboratory.
These research questions result in the specific technical laboratory requirements.

The supply layer raises the question how generation and consumption in future energy
systems can be balanced. To investigate different strategies to develop reliable answers
to this question, the laboratory initially requires fluctuating generation and consumption
devices to emulate the challenge at all. Solutions are based on so called flexibilities, which
are controllable generation, storage and consumption devices. Distributed computation
devices and an experimental communication system allow to implement distributed control
and management strategies to control these flexibilities and finally to balance generation
and consumption.

The supply and the distribution layer raises the question how heat and electricity
interact through CHP, electric heating and heat pumps realistically. Its investigation requires
to incorporate the heat system into the laboratory. It has to be flexibly configurable, to allow
multiple different scenarios. This includes heat generation, storage and consumption, but
also a heat grid could have a major impact on the electricity system.

The supply and the distribution layer raises the question how BEV mobility and electric-
ity interact through BEV charging stations realistically. Its investigation requires different
charging stations to be able to incorporate their behavior. The human factor has to be
emulated, as no human can live in this laboratory.

The distribution layer raises the question how additional distributed generation and
consumption devices, like heat pumps, BEV charging stations and PV can be realized in
preexisting grids without exceeding distribution capacity limits. This question is especially
relevant for house connection cables, because of the high power rating and simultaneity
of BEV charging stations and PV plants. The alternative solution to grid expansion is to
coordinate flexibilities such that the distribution capacity limits are not exceeded. This
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requires such distributed flexibilities, which are controllable to be able to coordinate the
dispatch of these technologies.

The provision layer raises the question how voltage range deviations can be compen-
sated to ensure a reliable energy supply. The main reason for over- or undervoltages is
the voltage drop along the distribution system. This requires a sufficiently large distribu-
tion grid with appropriate long realistic cables, to emulate these critical grid conditions.
Incorporating the impact of harmonics and transient processes requires real grid cables,
as cable emulators only focus on sinusoidal steady state conditions. Voltage drops of the
mean voltage distribution grid have to be emulated by a HIL approach, which requires
an adaption of the transformers voltages. These voltage drops can be compensated by
injecting active or reactive power. This requires to have facilities available which allow to
control active and reactive power, which could be the aforementioned flexibilities.

The system layer raises the question how the impact of harmonics and other mainly
dynamic effects can be compensated to ensure a reliable electricity system operation.
Its investigation requires to allow to implement such effects by a highly dynamic load
emulator which can operate in the sub-periodic range of microseconds. Power electronic
devices, which allow to implement specific control algorithms could allow to test new
control strategies to damp harmonics etc.

The technological layer raises the question how to ensure using realistic HIL models.
The validation of HIL models requires measuring real references, like a weather station and
a real PV plant. It allows to validate HIL PV generation. The reference for the consumption
is not possible in the laboratory, external real measurements of remote field tests are
required.

A cross layer research question is which impact global non-technical factors, like
national electricity markets, have on the local MG and how can these be utilized. These
investigations are beyond the focus of the laboratory and have to be emulated. This
requires an overall computational performance to calculate the emulation models.

Another cross layer research question is which impact the overall grid state has on the
MG and vice versa. This question involves questions about frequency control, but also
the impact of mean voltage harmonics, voltage drops and other disturbances on higher
voltage levels. Treating this question requires to emulate the mean voltage grid behavior
through power hardware in the loop (PHIL) facilities, which involves high costs.

A further cross layer research question is how the overall electricity system can restart
after a major blackout without centralized power plants. Research for this question requires
island capabilities of the MG to emulate blackout conditions and to implement the black
start process. Controllable inverters, which allow to implement specific control approaches
could be the fundamental basis to allow such a black start, as well as controllable rotating
generators.
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Summary:
The laboratory specifically requires

– fluctuating generation devices, incl. a real PV plant

– highly dynamic load emulator

– flexibilities, like controllable generation, storage and consumption
devices

– distributed computation devices with overall computational perfor-
mance

– experimental communication system

– a flexibly configurable heat system, including heat generation,
storage, consumption and a heat distribution grid

– different charging stations

– sufficiently large distribution grid with appropriate long real cables

– facilities which allow to control active and reactive power

– controllable power electronic devices

– a weather station

– mean voltage grid emulator, if affordable

– island capabilities





Chapter 3

Laboratory Design

This chapter describes the technical concept of the experimental MG laboratory design of
the Technical University of Munich’s research group ’Center for Combined Smart Energy
Systems’ (CoSES). It is located at the Center for Energy and Information ("Zentrum für
Energie und Information") in Garching. The laboratory design is based on the laboratory
requirements which are elaborated in Sec. 2.3. The technical design process itself is
based on heuristic methods and available products of the market, which is not part of this
work. Rather this work elaborates the result of the design process, by giving an overview
to the overall laboratory design and describing the concept of the individual laboratory
components. For clarity of the following work, the important terms ’grid users’, ’topology’,
’configuration’, ’setup’ and ’scenario’ are defined in Def. 3.1 to Def. 3.5.

Definition 3.1 The term grid user is defined throughout this work as a technical system,
which is physically connected to an energy utility grid to consume, store or generate
electric energy and which is no energy utility grid itself. Grid users are for instance the
electric infrastructure of buildings, centralized battery storages or power plants.

Definition 3.2 The experimental grid topology is defined throughout this work as the
properties of a specific experiment, which describe the length and the arrangement of the
grid connections, the location of the grid users and the location of connections to other
utility grids.

Definition 3.3 The experimental configuration is defined throughout this work as a
specific topology with specified technical properties of the utility grid, like cable types and
transformer properties.

Definition 3.4 The experimental setup is defined throughout this work as a specific
configuration with specified external conditions, like weather conditions or available water
flow for water power generation.

Definition 3.5 The experimental scenario is defined throughout this work as a specific
setup with specified generation, storage and consumption technologies.

39
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3.1 Overall design

This section gives an overview to the overall laboratory design, which is motivated by the
technical requirements of Sec. 2.3. Analyzing these requirements results in two partly
opposing laboratory properties. Some experiments require to be as realistic as possible
for the validation of new strategies, other experiments require to be flexibly configurable
and replicable. For this purpose, the MG concept intends two fundamental operation
modes, the

1. laboratory operation mode (HIL mode), which is independent of real external impacts
like weather etc., which are emulated by HIL approaches, to achieve replicable and
flexibly configurable experiments and the

2. validation operation mode (VAL mode), which implements real appliances like PV
which are based on real external conditions, to achieve as realistic and reliable
results as possible.

The MG consists of an electric low voltage grid by considering heating and cooling,
as well as communication networks. This work focuses on the energy sectors, by only
considering interfaces to the experimental communication system. The laboratory setup
in the electricity, the thermal and the digital layer is illustrated in Fig. 3.1. The fundamental
limitation of the laboratory is that it is a test site and not entirely real, which means that
it does not contain real buildings with real humans. This requires conventional energy
consumption to be emulated, independent of the specified operation mode.

Summary:

– HIL and VAL laboratory mode for specifiable or real experimental
scenarios

– Microgrid laboratory involves the electric, thermal and digital layer

3.1.1 Laboratory layout and dimension

The MG laboratory layout fundamentally aims for emulating realistic scenarios in a realiz-
able dimension. The final dimension highly depends on the available local preconditions,
which allow to fundamentally involve the energy facilities of five houses, the real electricity
grid and some further facilities. Four houses have each a power rating of conventional
multifamily houses with five flats and one house with a typical power rating of a multifamily
house with 30 flats. For a clear termination this work labels the four smaller houses as
single family houses (SFH)1 and the bigger house as multi family house (MFH). Each of
these buildings comprise the real electrical, heating and cooling system, from the grid

1The term single family house is reasonable, as it has the identical power rating if BEV charging and
electricity heating were considered.
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Figure 3.1: Overview over the general structure of the MG laboratory with the electrical,
thermal and digital layer

access to real storages until the emulated consumption. A virtual extension (EXT) of two
nodes of the electricity grid can flexibly emulate either a separate virtual section of the
distribution grid or two further multi family houses without consideration of real heating.
Furthermore the laboratory has two generators (GEN) to emulate micro wind or water
power sources, as well as one centralized storage (STOR). These extensions allow to
flexibly configure further scenarios in the MG laboratory. Hence, the overall laboratory
setup consists of the four SFHs, one MFH, two EXTs, two GENs and one STOR in an
electricity, thermal and digital layer as illustrated in Fig. 3.1. This setup is a good com-
promise between the aforementioned research requirements and realizability, based on
multiple heuristic analyses and computations.

The electric power rating of the 30-flats MFH results from a conventional dimensioning
according to German standard DIN 18015-1, illustrated in Fig. 3.2. The superior available
standard power rating for the MFH is n,MFH = 125A. The appropriate power rating for the
SFH is n,SFH = 63A. Considering BEV charging or electric hot water generation would
require a higher power rating, which requires to interpret the SFHs as smaller houses
because the power ratings are technically fixed laboratory parameters. An alternative
is to consider experimental scenarios with the challenge of subsequent BEV charging
and electric heating retrofitting. The power rating of the two emulated electric EXTs is
dimensioned to a minimum power of Pn,EXT = 100kVA, to allow to configure realistic
scenarios with a sufficient impact on the grid’s line voltage drops. The power rating of
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Figure 3.2: Dimensioning of the electrical power rating of house connections according to
German standard DIN 18015-1: number of flats in argument axis, power rating in value
axis, higher/lower graph with/without electric hot water generation, c© DIN 18015-1, Beuth
Verlag GmbH

the STOR connection is Pn,STOR = 173kVA and of the GEN connections are Pn,GEN =
44kVA.

Two parallel transformers allow to flexibly investigate multiple different experimental
configurations and scenarios. The fundamental power rating of the grid without considering
simultaneity factors, GENs and the STOR

Pn,grd = Pn,MFH + 4Pn,SFH + 2Pn,EXT = 458kVA

splits up to two transformers, with a power rating of 250kVA ≤ Pn,grd
2 . This means

that considering experimental configurations with one transformer means to assume
a simultaneity factor of 0.5 and considering both transformers means to assume a
simultaneity factor of 1.0, by only considering energy consumption.

The heat power rating of the five buildings consists of the space heating and hot fresh
water power demand. The heating demand is typically determined through the heating
load calculations, described in European standard EN 12831. This approach is based on
highly location specific data, like the buildings location and construction. Emulating flexibly
different houses makes a rough calculation of the heating load requirements sufficient.
Considering future scenarios requires to assume highly insulated buildings. Fundamental
assumptions are to generally consider 70m2 floor area for each flat, including heated
general floor areas like hallways. Assuming a maximum relative heating load for the MFH
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of 30W/m2 results entirely in the MFH’s heating load of Phl,MFH = 30×70m2×30W/m2 =
63kW. Considering a slightly higher maximum relative heating load for the smaller SFHs
of 35W/m2 results entirely in the SFHs’ heating load of Phl,SFH = 5× 70m2 × 35W/m2 =
12kW. The hot water system dimensioning is typically based on the demand number
(German: Bedarfskennzahl) which is defined in German standard DIN 4708-2. Considering
the mentioned standard configuration of one bathtub and two further hot water taps with
3.5 residents in each flat means demand numbers of Nhw,MFH = 30 and Nhw,SFH = 5,
which specify the required power rating of the fresh water heater. The mean energy
demand for hot water is estimated by assuming a daily mean hot water consumption of
40 l/d per person. Heating water up by 50K requires 0.058 kWh/ l, which means a mean
energy demand for hot water for the SFHs of 5 × 3.5 × 40 l/d× 0.058 kWh/ l = 41 kWh/d
and for the MFHs of 30 × 3.5 × 40 l/d× 0.058 kWh/ l = 244 kWh/d.

Summary: The MG consists of 4 SHFs, 1 MFH, 2 GEN, 2 EXT and 1
STOR:

– SFH’s power rating is electrically 63A, for heating 12kW and for
hot water generation Nhw,SFH = 5=̂41 kWh/d

– MFH’s power rating is electrically 125A, for heating 63kW and
for hot water generation Nhw,MFH = 30=̂244 kWh/d

– GEN’s power rating is 63A

– EXT’s power rating is electrically 160A

– STOR’s power rating is electrically 250A

3.1.2 Electric energy system

The experimental electricity grid of the MG laboratory connects the grid users through
the distribution transformer to the local mean voltage utility grid. The grid users are the
aforementioned 5+2 houses (4 SFH, 1 MFH and 2 EXT) and central utility generation
(GEN) and storage (STOR) facilities. The functional connection from the MV through the
transformer and the grid to the grid users is illustrated in Fig. 3.3. An important aim is
to be able to have full control abilities over the entire path, from the mean voltage to the
grid users, which allows the flexible implementation of multiple scenarios with different
operational control strategies.

Mean voltage PHIL systems would allow to implement digitally computed artificial MV
system behaviors. Its application is prepared but not executed due to the high cost of the
required MV power electronic systems. Artificial MV behaviors allow to flexibly configure
multiple different scenarios and flexibly implement operational control strategies. It is
required for investigations which stand in a conflict with the local grid properties, like over-
or undervoltages at the MV layer, different MV stiffnesses or experiments with specific
requirements for the overall grid behavior.
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MV connection LV grid grid users

PHIL OLTC CB CB+config. CB PHIL+devices

Figure 3.3: Illustration of the MG laboratory electricity system’s active components: From
the mean voltage (MV), through the low voltage (LV) grid to the grid users, with the ability
to actively control all components through HIL facilities, OLTC and CB switching and an
offline flexibly adjustable grid configuration, which allows radial, ring and mashed grid
topologies

The flexible operation of the MG motivates to specify the MV transformer as two parallel
undersized transformers, connecting the experimental low voltage grid with the local 20kV
MV grid. This allows experimental configurations with differently localized transformer
feed-in, as well as experimental configurations with one undersized transformer, with
a sufficient strong transformer or even two individual experiments with each one half
of the laboratory at the same time. A possibility to switch the connection to the MV is
applied to allow grid connected and island experiments, as well as their transitions. Both
transformers are OLTCs, to be able to configure different static transformer tappings or to
investigate strategies including OLTCs.

The requirement for realistic reference technologies and to flexibly configure scenarios
motivates to use real grid cables. These, in contrast to cable emulators, allow a more
realistic behavior which is required for convincing investigations to verify control strategies,
as well as model reference investigations, especially by considering harmonics and
transient processes. The lengths and diameters of these cables are an important factor for
the grid behavior due to the cable’s voltage drops under load. Flexible grid configurations
require to provide different types and lengths of cables which can flexibly be connected to
each other, to allow to configure multiple grid topologies, including the grid users.

Voltage measurements at each grid node and current measurements of all power lines,
which allows to gather the accurate electric system state, realize the required sophisticated
measurement system. Remote controlled circuit breakers (CB) at all grid users and one
CB which can flexibly be allocated to any grid cable allow to flexibly emulate trips and to
flexibly apply load shedding strategies.

Beneath the five houses, the grid comprises further grid users. The two EXTs are
realized by a PHIL system, which allows to flexibly implement any system behavior within
technological limits. The other grid users comprise two rotating generators (GEN), whose
propulsion is externally controlled by a HIL approach through a torque controlled motor to
emulate either micro wind or water power sources. The grid users additionally comprise
the ability to connect a real centralized battery storage or other external centralized
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Figure 3.4: Functional schematic of the MG laboratory electricity system: Experimental
grid, PHIL consumption and feedback grid

facilities for specific research projects.
The electricity consumption of the five houses has to be emulated, as the houses, their

walls, rooms and habitants, do not exist in reality. The energy system facilities of these
houses are only realized in a laboratory hall, except the real energy consumption devices,
which highly depend on the human behavior. The electric consumption is emulated
through a PHIL approach, which requires the appropriate power electronic facilities for
each house. A bidirectional PHIL system as used for the EXTs, allows to flexibly emulate
consumption including distributed generation and storage units. The PHIL systems mainly
draw electric energy from the experimental grid with specified physical properties to
emulate its consumption. The consumed energy is fed back into the local utility grid
through a separate LV grid, the feedback grid. It also allows to emulate generation in each
house by supplying the required energy through the feedback grid. This setup is illustrated
in Fig. 3.4.

The five houses comprise real electric energy appliances, to provide the required
reference technologies for modeling which allows to realistically emulate the behavior
of further such technologies. The major pure electric technologies to be considered
are PV generation, batteries, appropriate inverters and BEV charging stations. The
ability to allocate these technologies flexibly to the five houses allows to flexibly configure
multiple scenarios. Conventional inverters do not allow for influencing the physical feed-in-
behavior. The requirement for flexibly implementing operational control strategies includes
investigations about the voltage signal shape. Also controlling the voltage amplitudes
require to control this feed-in-behavior flexibly. This means that additional experimental
inverters are applied which allow to directly control the switching of the power transistors,
such that different behaviors can be realized flexibly.

One of the most promising strategies to apply the required sector coupling to shift
electric consumption and generation to balance each other is coupling heat and power.
Available technologies are to burn fuels and generate electricity and heat (CHP) or to
generate heat by using electric energy in heat pumps or electric heaters. Investigations
in this context about sector coupling requires the application of different heat pump,
electric heating and CHP technologies with different power factors in the five houses.
The allocation of these technologies characterize the individuality of each house, other
technologies and the location of the houses in the grid are flexibly allocatable.
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Figure 3.5: Functional schematic of the MG laboratory’s heat system of each house:
house central heat storage, heat generation through HIL generator (gen), CHP and heat
pump (hp), connection to the heat grid, and HIL consumption through emulating heating
(htg) and hot fresh water (hfw)

Summary: The electricity system consists of

– MV PHIL systems

– two parallel undersized MV transformers, including appropriate
CBs

– real grid cables with different lengths and diameters

– voltage measurements at each grid node, current measurements
of all power lines

– Remote controlled CBs at all grid users and one flexibly allocatable

– two EXTs as PHIL systems

– two rotating generators

– connection for a real centralized battery storage

– PV generation, batteries, BEV charging stations and appropriate
inverters allocatable to 5 houses

– controllable experimental inverters

– heat pump, electric heating and CHP technologies

3.1.3 Thermal energy system

The heat system consists of the domestic thermal energy system of the five houses and
the thermal distribution grid. This work focuses on the heat system with the requirement to
simply allow the extension of a cooling system for future experiments. The required ability
to flexibly investigate different system topologies, scenarios and operational control strate-
gies motivates to design the heat storage as a house central appliance, which connects
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the local heat generation, the grid transfer station and the heat consumption, as illustrated
in Fig. 3.5. This design decouples different heat generation and consumption facilities,
such that different scenarios through using only some of the available technologies can be
investigated. The consumption of heat through hot fresh water and heating is emulated
through a HIL approach, due to the laboratory based approach without real consumers.
This requires the laboratory cooling system to apply the required heat sinks. The individual
appliances, like the consumption or CHP, are modularly manufactured such that individual
appliances can be moved to another house to apply further flexibilities.

The thermal distribution grid allows to investigate strategies which exchange heat
energy between different houses. The inducement of such strategies is to combine the
advantages of different heat generation technologies throughout the grid. This means that
the grid and the heat transfer stations have to be able to flexibly transfer heat in multiple
directions throughout different temperature levels. Scenarios, which aim for separating
different temperature levels, for instance heating and hot water or heating and cooling,
need to separate two flow pipes and one return pipe, which requires a flexible three pipe
heat grid. Conventional district heating systems require two pipes and circular designs
require one pipe, such that the technical setup of the heat grid, especially the number of
used pipes has to be flexibly configurable.

The requirement for the ability to flexibly configure the topology of the grid means that
different types and lengths of pipes and different interconnections have to be applicable
to flexibly connect different houses in different configurations. The dependency of the
physical properties of pipes on external conditions like ambient temperature makes it
necessary to emulate the pipe behaviors with a HIL approach to allow investigations of
different experimental setups. The emulation of the pipe behaviors allows to flexibly specify
the pipe lengths under multiple different conditions. Flexibility of the configuration of the
connections among the houses, meaning which house is directly connected to which other
house, is reached by providing six different connections among the houses, which can
flexibly be activated. Different possible configurations are exemplary illustrated in Fig. 3.6.

Summary:
The heat system consists of

– heat storages as a house central appliance

– heat consumption being emulated through a HIL approach

– a possibility for the extension of the cooling system

– a multi directional heat grid and transfer stations for flexible tem-
perature levels

– a flexible three-pipe heat grid with emulated pipe behavior

– 6 flexibly activatable heat grid connections
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full configuration:
3 pipes each

SFH-1 SFH-2

SFH-3 SFH-4

MFH

ring configuration:
1 pipe each

SFH-1 SFH-2

SFH-3 SFH-4

MFH

radial configuration:
2 pipes each

SFH-1 SFH-2

SFH-3 SFH-4

MFH

split configuration:
once 2 pipes, once 3 pipes

SFH-1 SFH-2

SFH-3 SFH-4

MFH

Figure 3.6: Overview over different possible district heating configurations - four examples

3.1.4 Communication and control system

One of the fundamental requirements is to have sufficient distributed RT computation
devices to process recorded measurement and control data and to compute the experi-
mental control and operation strategies. Distributed computational units, such that each
house has at least its own computational device for electricity and one for heat allow to
flexibly operate the electricity and the heat system of each house individually or in different
configurations combined. This allows to use the laboratory flexibly and efficient, as several
experiments can be carried out at the same time with parts of the entire laboratory, like
considering each energy carrier or each house individually. A RT bypass allows the reliable
intercommunication of the distributed computational devices to operate the laboratory
through one centralized algorithm. The host computer system with an appropriate human
interface applies the visualization, configuration and human interaction with the control
system. The overall RT computation devices are used as the required sophisticated
measurement system, which records analog and digital measurement and control data at
a data server for post processing in the context of the evaluation of experimental results.
The measurement over the distributed computational system has a sophisticated time
synchronization to generate accurate time stamps for the measurement data, which is
required to compare records of individual measurement systems.

Digitized MGs will utilize communication systems to share measurement, control
and other important data as required from multiple different MG operation strategies.
In this view, communication delays, uncertainties and performance limitations as well
as communication system disturbances and outages have a significant impact on the
energy system operation. The communication system itself lies outside of the focus of
this work, but is still an important part of the MG laboratory. This requires the control
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systems to be able to send and receive experimental data. The most flexible opportunity
to allow this throughout multiple communication technologies is to use standardized
ethernet interfaces. Ethernet communication protocols can flexibly be translated into
other communication technologies, such that this is a reasonable compromise between
flexibility and realizability. The requirement for flexibility means also to be able to make
investigations without consideration of the communication system impact, which is allowed
by utilizing the aforementioned RT bypass.

Summary:
The communication and control system consists of

– distributed computational units

– a RT bypass

– a host computer system with an appropriate human interface

– a measurement system with a data server

– a sophisticated time synchronization

– standardized ethernet interfaces to send and receive experimental
data through the experimental communication system

3.2 Component design

This section describes the technical concept of the individual laboratory components,
with a focus on their operational aspects. It is based on the technical laboratory design,
topology and dimensioning. Safety and other technical and operational aspects are beyond
the scope of this work and are only partly included, as far as they influence MG operation
strategies.

3.2.1 Mean voltage system

The MV system connects the MG laboratory with the public MV utility grid. Its setup is
illustrated in Fig. 3.7. The available utility MV system is designed as delta circuit. It consists
of one three-phase bus-bar (BB) which is connected through the feed-in with a load-break
switch with the utility grid. A power quality watchdog facility is installed before the feed-in,
to avoid grid interferences from the laboratory. In case of grid interferences, an appropriate
filter system, connected to the second feeder, protects the MG laboratory from tripping
through the watchdog. The third feeder supplies the feedback grid. There is one feeder
reserve for future applications. This BB’s last feeder connects a transformer, with a PHIL
facility and a further transformer to a second BB. This BB’s voltage is directly controlled
through the PHIL facility to allow for emulating flexibly mean voltage grid behaviors in the
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Figure 3.7: Technical illustration of the mean voltage BB system - parts of the experimental
electricity system are illustrated in green

second BB. This BB connects two feeders which supply one experimental transformer
each which are designed to be OLTC transformers.

The MV PHIL facility, which is not yet executed, has to be dimensioned for the second
BB’s power rating, which means 500kVA for both OLTCs. Connecting one OLTC to the
first BB’s reserve feeder allows a power rating of 250kVA for this PHIL facility, which
means that experiments with modified MV behaviors are limited to electricity system
configurations with one transformer. For considering higher harmonics, the controllable
frequency spectrum of the PHIL facility needs to reach the 40th harmonics, which is the
range of total harmonic distortion (THD) definition in European standard EN 50160:1999.
Practically, this means an actively controllable band width of at least up to 2.5kHz,
including possible base frequency deviations and a safety margin. Higher harmonics,
especially interactions with other laboratory facilities are negligible, because of the OLTC’s
low-pass filtering characteristics. The PHIL facility needs to control the three phase
voltages and measure their currents. Through the RT system, it needs to allow a closed
loop voltage control up to the aforementioned 2.5kHz oscillations, to allow to implement
the dynamic interaction between the emulated grid and the real experimental MV grid.
According to the Nyquist-Shannon sampling theorem and considering a safety factor of
2, there is only 100μs for the feedback loop, from the measurement through the control
algorithm computation to the control action realization. This period needs to be allocated
into the three subprocesses

1. measurement, digitization and data provision in 25μs,

2. data reception, control loop computation, control data provision in 25μs and

3. control data reception and realization of control action in 50μs, which is typically
the longest lasting subprocess.

The OLTC transformers are 20kV-0.4kV delta-star transformer with a nominal power
rating of 250kVA. The transformer ratio can be switched from 0.4kV

20kV in ±4 2.5% steps,
which is a commonly used configuration. The switching is actively controllable by the
RT system through an open ethernet based communication protocol. A conventional
operation mode, which automatically controls the secondary winding’s voltage is available
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grid usersexperimental LV gridMV grid

Figure 3.8: Patch panel approach for the experimental grid configuration system: BBs with
only sockets are grid nodes, cables with plugs are grid edges and the grid users with one
plug are the grid leafs.

as a reference behavior. The efficiency of the OLTC is specified to be high, which means a
short circuit voltage of k = 4%, to consider a high technological standard. The feedback
transformer is a standard 20kV-0.4kV delta-star transformer. Its nominal power rating
results from the power demand of electric heaters, the PHIL loads and the BEV charging
stations. A reasonable standard power rating of 630kVA allows for reserves for future
applications. All transformers have a temperature warning and a temperature tripping,
which acts on the low and high voltage CBs. All transformers are protected against
overload with high voltage fuses.

Summary:
The mean voltage system consists of

– MV system as illustrated in Fig. 3.7

– PHIL facility is not yet executed

– two OLTC transformers with a nominal power rating of 250kVA,
switched from 0.4kV

20kV in ±4 2.5% steps

– feedback transformer is a standard 630kVA 20kV-0.4kV trans-
former

3.2.2 Low voltage grid

The low voltage grid system mainly consists of protection devices and the grid configuration
system, which is applied in a set of cabinets. The key functionality is to freely configure
the grid topology, which is applied by a manual patch panel approach. The key idea is to
freely combine different grid edges, realized as cables with plugs at both ends, and grid
nodes, realized as BBs only with appropriate sockets, as illustrated in Fig. 3.8. The grid
users can also be connected through a connection cable with one plug to the BBs.

The grid cables are dimensioned such that realistic grid configurations and significant
impacts on system behavior especially on voltage drops are achieved. Typically aluminum
non-shielded cables with diameters in a range of 120mm2 to 300mm2 are used
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in German LV grids, especially 150mm2 [72]. Copper cables are favorable for the
laboratory, because of the much more complex cable installation. The main advantage
of copper cables are the about 50% lower possible bending radii for cables with similar
electrical characteristics. Other advantages are the 30 − 40% smaller diameters and the
lower sensitivity for cable breaking due to multiple bending during laboratory installation.
Shielded cables are required to minimize mutual influences of close cables, which would
be remote in reality. These arguments lead to specify shielded copper cables with
diameters of 70mm2, 95mm2 and 150mm2, which have a similar electric behavior as
the typically used aluminum cables and hence are a close compromise between realisticity
and feasibility.

The grid cables need to be protected against overload, which is a risk for fire, especially
in the experimental context. As high packing densities have to be expected, the cables
cannot be overloaded for a long term in the laboratory. This reasons to specify overload
protection devices for each cable with the following properties

– 70mm2-cables are protected with a nominal current of 125A, which means a
tripping in about 1s at a current of 900A and in about 1h at a current of 190A

– 95mm2-cables are protected with a nominal current of 160A, which means a
tripping in about 1s at a current of 1050A and in about 1h at a current of 230A

– 150mm2-cables are protected with a nominal current of 250A, which means a
tripping in about 1s at a current of 1900A and in about 1h at a current of 410A

according to the international standard IEC/EN 60269-2.
The lengths of these individual grid cable segments result from a compromise between

a non-negligible impact on electricity grid behavior and still realistically short connections.
Considering pure resistive impacts mean relative voltage drops of

– 13.81%/km for 70mm2-cables with the nominal current load of 125A

– 13.02%/km for 95mm2-cables with the nominal current load of 160A

– 12.89%/km for 150mm2-cables with the nominal current load of 250A.

– 10.31%/km for 150mm2-cables with the current load of 200A.

Considering a significance level of 0.5% voltage drop means cables with different lengths
are only distinguishable if they have a minimum length difference of 40m, which conforms
at least 0.5% voltage drop at nominal current load. A minimum length of 100m means
about 1.3 − 1.4% voltage drop under nominal load for each grid cable, such that entirely
sufficient voltage drops can occur. The 150mm2-cables are dimensioned by considering
a current load of 80% of the nominal current load, to give the lower probability of high
current loads credit. Typically higher diameters are used for longer distances, which
motivates a minimum length of 150m for the 150mm2 cables and increments of 50m,
which conforms 0.5% voltage drop. Three different lengths of each diameter provide a
sufficient flexible selection of grid cables. The most typical cable type with 95mm2 is
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Table 3.1: List of all available grid edges as grid cables and connection cables, with their
affiliation, diameter, current rating, length, and connection to the grid nodes through 250A
power-lock (pl-250) and 125A CEE (CEE-125) plugs

cable-id assignment diameter current rating length connection
C-1 grid 150mm2 250A 250m 2 pl-250
C-2 grid 150mm2 250A 200m 2 pl-250
C-3 grid 150mm2 250A 150m 2 pl-250
C-4 grid 95mm2 160A 180m 2 pl-250
C-5 grid 95mm2 160A 180m 2 pl-250
C-6 grid 95mm2 160A 140m 2 pl-250
C-7 grid 95mm2 160A 140m 2 pl-250
C-8 grid 95mm2 160A 100m 2 pl-250
C-9 grid 95mm2 160A 100m 2 pl-250
C-10 grid 70mm2 125A 180m 2 pl-250
C-11 grid 70mm2 125A 140m 2 pl-250
C-12 grid 70mm2 125A 100m 2 pl-250
C-13 STOR 150mm2 250A > 20m 1 pl-250
C-14 EXT 70mm2 160A < 15m 1 pl-250
C-15 EXT 70mm2 160A < 15m 1 pl-250
C-16 GEN-1 16mm2 63A > 20m 1 CEE-125
C-17 GEN-2 16mm2 63A > 20m 1 CEE-125
C-18 SFH-1 16mm2 63A > 20m 1 CEE-125
C-19 SFH-2 16mm2 63A > 20m 1 CEE-125
C-20 SFH-3 16mm2 63A > 20m 1 CEE-125
C-21 SFH-4 16mm2 63A > 20m 1 CEE-125
C-22 MFH 50mm2 125A > 20m 1 CEE-125

provided twice. This leads to the set of twelve grid cable segments, which are specified in
Tab. 3.1.

The connection cables, which connect the grid users to the grid are dimensioned
with 16mm2 copper equivalent for 63A supply, which is applicable to the SFHs and the
GENs. The grid extensions with nominal current rating of 125A are connected through a
70mm2 copper grid cable. The MFH connection cable is appropriately dimensioned with
50mm2 copper. Lengths of at least 20m are specified for all connection cables which
means a significant voltage drop with nominal current load. The EXT connection cables
should not have significant impact on the EXT behavior, such that the HIL emulation is not
distorted. This means shorter than 15m cable length, which equals 0.25% voltage drop,
fulfilling a safety margin of 2 according to the aforementioned significance level.

The grid and connection cables are connected through BBs to establish the electricity
grid. These connections are realized through sockets at the BBs and plugs at the cables.
Applying without loss of flexibility a permanent connection of the OLTCs to each one BB
and grouping two sets of plugs and sockets with different power ratings reduce on the
one hand the challenges of limited current ratings of sockets and plugs and on the other
hand the disproportional high space demand and monetary cost of plugs and sockets
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Table 3.2: List of all available grid nodes as BBs (bb), with available 250A power-lock
(pl-250) and 125A CEE (CEE-125) sockets, the BB current rating and their supply
connection

bb-id pl-250 CEE-125 current rating supply
bb-1 3 1 360A OLTC-1
bb-2 2 2 360A OLTC-2
bb-3 3 2 360A none
bb-4 3 2 360A none
bb-5 4 1 360A none
bb-6 1 2 250A none
bb-7 2 2 360A none
bb-8 3 1 360A none
bb-9 3 1 360A none
bb-10 2 1 250A none

OLTC

bb-1

CEE

bb-2

CEE CEE

OLTC

Figure 3.9: Illustration of the technical setup of the low voltage OLTC protection and BB
cabinets; voltage and current transducers are in light blue, diamond shaped connection
combines 3-phase and neutral to 3-phase+neutral;

with high current ratings. The permanent connection of the OLTCs allows a maximum
current rating of the remaining cables of 250A, which is realized by powerlock plugs and
sockets with a nominal current rating of 250A. The connection cables of the five houses
and the two generators C-16 to C-20 of Tab. 3.1 are realized with CEE plugs and sockets
with a nominal current rating of 125A. Ten grid nodes are considered to be sufficient for
connecting the 12 available grid edges with a high degree of freedom. This specifies ten
different BBs as these grid nodes, as listed in Tab. 3.2. The first two of them are directly
connected to each one OLTC. Five BBs contain three 250A sockets, three contain two
250A sockets and two BB contain one and four 250A sockets respectively. All BBs
contain one to two 125A sockets. This allows up to two houses or generators to be
connected to one node, and nodes with up to four connected edges. A direct connection
of two nodes can be used to increase the number of sockets.
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Figure 3.10: Illustration of the technical setup of the experimental electricity grid configu-
ration facility in parts; voltage and current transducers are in light blue, diamond shaped
connection combines 3-phase+neutral and PE to 3-phase+neutral+PE; the illustrated
configuration connects SFH-3 to bb-10, which is connected through the grid CB to c-12
which is connected to a further not illustrated BB.

The electric structure of the OLTC protection and connection to the BBs is illustrated in
Fig. 3.9. The neutral point grounding can be removed to allow isolated neutral grounding
experiments. The OLTC is connected through a remote controlled 3-phase+neutral CB
to switch between grid isolated and grid connected operation modes. The CB is also
required for protection tasks, which requires different protection tripping mechanisms. The
OLTC temperature tripping prevents the transformer from burning after getting hot. An
emergency tripping is required to cut off electricity for safety reasons. The mean voltage
intertripping is required to avoid reverse voltages and to avoid to switch under load, as
only a MV load break switch is available. An overload tripping protects the cables and
other facilities from overload through exceeding current limits.

The aforementioned OLTC protection and BB cabinets affiliate through their BBs bb-1
and bb-2 into the experimental electricity grid configuration facility. Its mechanism is partly
illustrated in Fig. 3.10, covering grid cable c-12, BB bb-10 and connection to grid user
SFH-3. Each end of the twelve grid cables are connected to a cabinet. Their shields are
grounded. Their phases and neutral are connected to highly flexible cables ending with
powerlock plugs. One side of each cable is protected against overload through fuses and
their currents are measured by a three phase+neutral current transducer. Connection
cables from grid users to the grid are protected against overload through a CB, their
currents are measured with an appropriate transducer and they are connected through a
highly flexible cable to either CEE or powerlock plugs. The grid CB cabinet contains one
remote controlled CB, with one end connecting through a highly flexible cable a powerlock
socket, and the other end a powerlock plug. This can be plugged in between any grid cable
and any BB. All highly flexible cables with powerlock sockets can be flexibly connected to
any BB. The CEE sockets in the CEE cabinets are fixed connected to the appropriate BBs.
In the CEE cabinet the flexible CEE connection cables can flexibly be connected to the
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Figure 3.11: Pi-circuit diagram of cables with theoretically required current measurements
at both ends

CEE sockets of the BBs. The current rating of the BBs is 360A or 250A as listed in Tab.
3.2, considering a simultanity factor of 0.7.

A major property of the experimental MG laboratory is to have sophisticated measure-
ment and control capabilities. Active control capabilities in the low voltage grid system
are the CBs and the tab changer of the OLTC transformer. The CB and the tab changer
have to be actuated through control commands from the RT system. The measurement
system is based on current and voltage transducers which have to be read through the RT
system. To allow to gather the entire system state, each node’s voltage and each edge’s
current needs to be measured. This requires voltage transducers at each BB, and current
transducers at each grid cable. Theory requires a current measurement at each end of
the cable because these currents differ. The electrical behavior of a cable is simplified
illustrated for one entirely isolated phase as a pi-circuit diagram in Fig. 3.11. Mainly the
leakage currents through the capacities cause differences between both sides’ currents 1
and 2. Typical capacities of low voltage grid cables are in a low range of nF/km. Assuming
an exaggerated worst case scenario of 1μF for one cable, would mean a leakage current
lower than leakage = 2UCω < 0.25A, by considering a safety factor of 2 for the impact
of higher harmonics. It is calculated with frequencies of 50Hz and voltages of 400V,
higher harmonics have a proportionally higher impact, but with typically significant lower
amplitudes, which balance each other. Currents lower 0.25A mean a proportion of lower
than 0.2% of the nominal values, which is hardly accurately measurable, due to limited
accuracy of the transducer, the limited resolution of the digitization process and the finally
limited impact on system behavior. This means to only apply one current measurement
for each cable by assuming this current to be the central current  of Fig. 3.11, which
means an exaggerated worst case measurement error of 0.1% relative to the current
measurement range, which appears acceptable. The impact of the leakage capacity on
the entire grid is not neglected, as it is measured from one cable to another, it is only not
measurable in one cable segment. Longer cables with higher leakage capacity impact are
configured by cascading individual cable segments, what means that leakage currents are
measured because there is one measuring point per single cable segment.

The specific interconnection of voltage and current transducers, meaning which volt-
ages and currents are measured in a 3 phase+neutral+pe system, have a high impact
on the research capabilities of the laboratory. Investigations considering ground currents
require a realistic distribution of grounding potentials and resistances. This means each
house requires its own grounding remote of the grounding of other houses. Realizing
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Figure 3.12: General measurement concept of voltages and currents

realistic and flexibly different grounding resistances is hardly imaginable. Furthermore
this means that PE cannot be fixed connected to one joint earthing, which contradicts
basic electricity safety principles for one central laboratory. For these reasons it appears
useful not to investigate ground currents, which mainly are relevant for failure and pro-
tection investigations. This means not to measure ground currents as well as ground
potentials, which leads to the preferred measurement concept as illustrated in Fig. 3.12.
Four currents of the three phases and the neutral conductor remain for measurement.
Neglecting ground currents could theoretically allow not to measure the neutral current
due to L1 + L2 + L3 + N = 0, which causes no redundancies. For practical accurate
measurement tasks redundancies can be applied to increase accuracy and to gain a
measure for parts of the inaccuracies, which motivates to apply a four current measure-
ment. Having one overall grounding potential over the grid allows to use this as a joint
measurement reference potential. Measuring neutral voltages is essential for investiga-
tions of neutral-potential-shifts due to unsymmetrical grid loads. This motivates to specify
four voltage measurements, from the three phases L1 to L3 and the neutral conductor
relative to ground potential. Significant balancing currents have a direct impact on voltage
measurement accuracy due to the PE impedances, which means that balancing currents
have to be avoided and PE conductors require an adequate dimension. Further specific
measurements are required to gather the grid system’s entire state, like the balancing
current between the first two BBs, the transformer currents and the transformer voltages
to allow resynchronization and reconnection after islanding. All grid measurements are
illustrated in Fig. 3.9 and Fig. 3.10.
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Summary:
The low voltage grid involves:

– grid configuration system by a manual patch panel approach as
illustrated in Fig. 3.8

– set of twelve grid cable segments as specified in Tab. 3.1

– ten different BBs as grid nodes as listed in Tab 3.2

– OLTC connection as a remote controlled CB to switch grid isolated
and grid connected modes

– grid CB

– sophisticated measurement and control capabilities

3.2.3 Electricity load

The key component of the experimental laboratory is the electric load emulator. It finally
realizes the electricity consumption of the five houses, appropriate generation technologies
and the two EXTs. To be able to use it flexibly for multiple different tasks, it is important
that it realizes any software defined load and generation behavior. The only physical
technology which can be used for this task is a four quadrant frequency converter with an
appropriate control strategy. It is a power electronic device which is closed loop controlled
such that the desired behavior can be flexibly realized. This control loop means that
the frequency converter itself is a dynamical system, which dynamically interacts with
the desired behavior, which typically is another dynamical system. But also dynamical
interactions with other devices which are electrically connected to the load emulator, like
a PV inverter will occur. The interaction of incautiously connected dynamical systems
has in general to be initially considered as instable, which means physical parameters
can diverge, which can lead to system shut downs or even their destruction. The typical
phenomenon is the joint swing up or undesired oscillations. These phenomenons have
to be precluded by system design. The only possibility to absolutely preclude swing ups,
undesired oscillations or other system diverges, is to mathematically proof dynamical
stability. To ensure the desired behavior, an asymptotic stability proof is required. These
proofs require entire system knowledge, which is not available. The solution is to define
specifications and mechanisms to preclude these phenomenons as far as possible.

The initial question is how to apply a specific flexible system behavior on a frequency
converter. Assuming a stiff grid means that voltage is almost fixed by the grid, and currents
are controlled by the converter. This means that the converter measures the voltage 
and current , its controller computes a control action for the power electronics which
cause a flowing current . The control goal is to equal the flowing current  and a specific
reference current d. The load model provides the reference current d, based on the
voltage measurement , which means it to be an admittance model. The entire system
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Figure 3.13: Block diagram of the system behavior of emulated load dynamically interacting
with the experimental MG; reference current d, actual current , actual voltage 

structure is illustrated in Fig. 3.13.
Considering the mutual interaction of the three system parts, the load model, the

frequency converter and the MG individually allows their specific analysis. The interaction
between the load model and the MG is desired, as it would also exist in reality, assuming
an accurate load model. Having complete system knowledge of the frequency converter
allows to consider its system behavior in the load model, as required to avoid instabilities
and to ensure a realistic overall system behavior. The difficulty of the interaction between
the frequency converter and the MG is the unknown system behavior of the MG. The
MG is required to be flexible, which means to investigate multiple different setups, and
it is generally complex and partly unknown, depending on the used mainly proprietary
devices. One opportunity to avoid undesired oscillations between such devices and the
frequency converter is to operate them on distinct frequency spaces. This means that
the short control action of the fast system has only a minor impact on the control of the
slower system, which breaks this critical feedback loop. An unstable interaction among the
frequency converter and the overall grid, typically by ensuring a high control performance
with a weak grid, can only be prevented by adapting control parameters by knowing the
control strategy and the power electronic behavior.

The load emulator system has seven outputs. The four outputs for the SFHs require a
minimum peak current rating of ±90A each, which correspond to the current rating of the
house connections. The same leads for the MFH and the two EXTs to a minimum peak
current rating requirement of ±180A. The maximum emulator’s output peak voltage-to-
ground rating is ±902V, which allows a 15% overvoltage, a 100% neutral conductor

offset and a 20% safety offset for the nominal peak neutral phase voltage 400V
Ç

2
3 . The

maximum peak voltage operating range is 716V, which allows a 15% overvoltage, the
maximum peak phase voltage difference factor of a three phase system of

p
3 and a 10%

safety offset for different neutral offsets and phase angles of the different outputs for the

nominal peak neutral phase voltage 400V
Ç

2
3 . The frequency operating range from 0 to

2.75kHZ for voltages and currents allows to consider the 50th harmonic. The system
can operate voltages and currents whose shapes are within the aforementioned limits.

Preventing the aforementioned system instabilities and undesired oscillations, requires
extreme system performance parameters like settling time. Products with such perfor-
mance parameters are not available on the market. For this reason safety margins have to
be reduced to a minimum, such that at least one product is available. Considering the 50th
harmonic in the laboratory means a Nyquist sampling period of 200μs, whereby the load
emulator has to be faster. Allocating 25%-50%-25% of the available period for the con-
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trol delay - rise time - final settling, means to require the emulator’s 10-to-90% rise time
of maximum 100μs and the initial 0-to-10% control delay of 50μs. The 90-to-100%
settling cannot be specified, because this time period theoretically lasts infinite, but is
veiled by noise and limited measurement accuracy. The sampling rate of 250kHz of the
internal load emulator controller, and the load model allows to divide the initial 0-to-10%
control delay of 50μs into more than ten samples, to enable pseudo-continuous system
consideration. The load model is computed in the external RT system, such that measure-
ment and setpoint data have to be communicated to the load emulator. The fibre-optical
communication between the load emulator and the RT system precludes disturbances
and inaccuracies through electro-magnetic couplings between the power cables and the
communication cables because of the possible high frequency power components.

Summary:
The load emulator has

– a maximum output peak voltage-to-ground rating of ±1000V
allows a 15% overvoltage, a 100% neutral conductor offset and
a 20% safety offset

– maximum peak voltage operating range allows a 15% overvoltage
and a 10% safety offset

– frequency operating range from 0 to 2.75kHZ

– 10-to-90% rise time of maximum 100μs, 0-to-10% control delay
of 50μs avoids system instabilities and undesired oscillations

– sampling rate of 250kHz allows a pseudo-continuous system
consideration

3.2.4 Utility generators

The utility generator systems (GENs) consist of two real generators, which are driven by a
motor with a frequency converter to allow to emulate wind or water generation units. One
GEN is a synchronous generator with a power rating of 30kVA and one pole pair. The
second GEN is an asynchronous squirrel cage machine with a power rating of 30kVA
and one pole. The one pole allows to emulate realistic shaft velocities of 3000 rpm
which are typically used for micro wind plants or micro water power plants. The functional
schematic of the GENs is illustrated in Fig. 3.15. The rotational velocity and torque
measurement, including the frequency converter and the asynchronous machine are used
as a controlled actuator to apply the appropriate torque, depending on the model behavior
and the shaft velocity. The generators’ currents and voltages are measured. A CB allows
to separate or connect the generator to the experimental grid. An additional grid side
voltage measurement allows to synchronize the generator and the grid for a smooth switch.
For the synchronous generator, the excitation voltage is generated through a rectifier,
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Figure 3.14: Functional schematic of the utility generators: Feedback grid supplies a
motor through a converter, the motor drives the generator through the coupled shaft with
rotational velocity and torque measurements. The generator’s excitation is controlled
through a rectifier (only for synchronous generator), voltages and currents are measured,
the connection to the experimental grid can be switched through a CB including the
required grid voltage measurement.

which is supplied from the generator. A black-start can be applied through the residual
magnetism of the rotor.

3.2.5 Domestic electricity system requirements

The domestic electricity system consists of different real generation, storage and con-
sumption facilities, especially PV, batteries and BEV charging stations. These can be
flexibly allocated to different houses, such that not each house requires each one facility.
The similarity of PV and batteries is that both require inverters, which allows to apply one
joint allocation mechanism as illustrated in Fig. 3.15. The inverters’ AC side can flexibly
be connected through plugs to the five houses, which provide each one four sockets. The
current rating of these connections is each one 32A which is typically not utilized. The
inverters’ DC side can similarly be connected to the available batteries and PV strings
with a similar current rating. The laboratory location allows to apply four PV strings, which
are mounted on a walkable platform with a flexible elevation mounting. The azimuth is
fixed to southern direction2. The peak power rating is 4.6kW for each PV string. The two
applied battery systems have a capacity of 13kWh and a power rating of 6kW with a
lithium-nickel-manganese-cobalt-oxide (NMC) technology. All these facilities have different
appropriate state of the art inverters. Furthermore two flexible inverters are applied.

The flexible inverters are controlled through an FPGA in the RT system by switching
the IGBTs. The inverters’ circuit topologies have to allow unsymmetrical currents for
allowing to implement strategies to balance unsymmetric grid loads. For this task, there
are two fundamental topologies, the split DC intermediate circuit and the four legged
topology, as illustrated in Fig. 3.16. There are multiple multi layer topologies which require
more complex control strategies, which have to be retrofitted on demand. The inverters
work with a typical nominal DC voltage of 750V. Lower or higher battery and PV voltages
have to be realized with a DC-DC converter. The inverter’s power rating is dimensioned
as 6kVA for efficiently meeting the requirements of the PV and having an overhead for
unbalanced feed-in or reactive power control. Beneath the inverter circuit, appropriate

2located in Garching, close to Munich, southern Germany
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Figure 3.15: Functional schematic of the flexible configuration mechanism (not complete
number of devices are illustrated) to allocate different facilities like PV strings or batteries
through different types of inverters to different houses; illustrated example: one inverter
is configured to SFH-4, one to SFH-3 and two to SFH-1; two PV strings and one battery
are connected to each one inverter such that one PV string is allocated to SFH-4, one to
SFH-3 and the battery to SFH-1

grid filters and safety equipment are available. The inverters are located in a separate
electromagnetic compatibility housing, to avoid disturbances through the high frequent
switching of the transistors.

The location’s capabilities allow four BEV charging stations, dimensioned with 32A,
which is the highest available AC charging standard. Two BEV charging stations are
constructed for semi public spaces and two BEV charging stations of different manufac-
turers are constructed for domestic applications and are compatible to the ISO 15118
vehicle-to-chargepoint-communication standard. The major requirement for the charging
stations is that the charging power can be online limited through the RT system. All
charging stations can be flexibly allocated to the five houses and the feedback grid through
a plug-socket patch panel system, equivalent to that one used to allocate the inverters
which is illustrated in Fig. 3.15 on the left side.

The BEV charging station socket connections, the inverter socket connections, the
electric connections to the heat systems and spare sockets and clambs are connected
through a power distributor. The heat system connection can be switched to the feedback
grid to be able to decouple heat and electric experiments.
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Figure 3.16: Functional circuit diagram of flexible inverters: topology a) with a split DC
circuit and topology b) with a fourth leg

Summary:
The domestic electricity system consists of

– four 5kW PV strings

– two 6kW and 13kWh battery systems

– two 6kVA controllable flexible inverters

– two BEV charging stations for semi-public spaces

– two BEV charging stations for domestic applications compatible to
the ISO 15118 standard

3.2.6 Domestic heat systems

The components of the domestic heat systems have been developed in cooperation with
Dr. Peter Tzscheutschler and Daniel Zinsmeister. The fundamental idea is to provide



64 CHAPTER 3. LABORATORY DESIGN

different heat generation technologies at each house to allow to configure different sce-
narios. All heat technologies are constructed in individual modules, such that individual
generation technologies can be connected to other buildings with acceptable effort, if the
provided flexibility is not sufficient. A major focus is put on providing sufficient technologies
which couple power and heat, as CHP, heat pumps and heat coils. All available facilities
are listed in Tab. 3.3.

The SFH-1’s heat system is based on a micro CHP unit. It is dimensioned such that it
is able to supply the hot water demand in summer, which is 41 kWh/d. Calculating 8h full
load results in 5.1kW heating power requirement of the CHP unit. The heating demand
in winter of 12kW requires an additional gas boiler. The HIL heat generation system is
mainly meant to emulate a solar thermal plant, with a peak power of 9kW, which can take
over the hot water generation during sunny summer days. This allows for two fundamental
heating configurations for the SFH-1:

1. A CHP unit generates mainly the hot water and parts of the heating demand during
the year, and a heating boiler assists when it is not sufficient.

2. A solar thermal plant generates mainly the hot water during summer, while heating
demand is taken over by a heating boiler.

A separate solar hot water storage, which can buffer hot water during the night utilizes
the solar thermal plant. The daily hot water demand 5× 3.5× 40 l/d = 700 l/d motivates
to dimension the hot water storage at 500 l to be sufficient over the night. A 850 l
heating buffer tank is sufficient to decouple heating generation and demand during some
days. The gas engine CHP unit with a flexible modulation between 3.8− 5.2kWth and
1.1 − 2.0kWth ensures hot water supply during summer, but can also be realistically
used for smaller buildings. The heating boiler with 20kW power can provide the entire
heating.

The SFH-2’s heat system is based on an air heat pump, which is dimensioned to
supply the hot water demand during the day by 8kW thermal power rating during cold
weather, which means slight more during warm weather. It assists hot water generation by
a 6kW heating coil. The possibility of a 9kW flexible solar thermal HIL emulator extends
the system. For the heating demand during winter, there is a heating boiler with 20kW
power rating. A stratified tank with 500 l stores heat for hot water during the day and
buffers heating and hot water during the winter for some hours.

The SFH-3’s heat system is based on a brine heat pump with a power rating of 10kW
to meet the hot water and parts of winter’s heating demand. A 9kW HIL heat generator
can emulate a solar thermal plant mainly for summer’s hot water generation. A standard
850 l buffer tank with an external fresh water station for hot water heating allows to
investigate systems with simpler storages.

The SFH-4’s heat system’s heat generation is similar to that one of SFH-1, but with
a different CHP technology. The Stirling CHP unit has a 6kWth thermal and 1kWel

electrical power rating. The CHP unit additionally integrates a spare boiler with 26kW
power rating. A further variation is provided by applying a 1000 l combination storage
tank for heating and hot water.
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Table 3.3: Overview over the heat system facilities and their location

location component electric power rating heat power rating/capacity
SFH-1 gas engine CHP 2kW 5.2kW

gas boiler 20kW
HIL generation 9kW
heat storage 0.8m3

solar hot water tank 0.5m3

SFH-2 air heat pump 3kW 10kW
gas boiler 20kW
HIL generation 9kW
heat storage 0.8m3

SFH-3 brine heat pump 3kW 10kW
HIL generation 9kW
heat storage 0.9m3

SFH-4 Stirling CHP incl. boiler 1kW 32kW
heat and hot water storage 0.9m3

MFH gas engine CHP 5kW 11.9kW
gas engine CHP 18.3kW 34kW
gas boiler 50kW
heat storage 2m3

The MFH’s heat system is based on two different CHP units. One is dimensioned such
that it is able to drive high full load hours for only the MFH, the other one is dimensioned
such that it additionally assists the grid as a central generation unit. The hot water demand
of the MFH is 244 kWh/d which, assuming 20h full load, requires a generation power
of 12.2kW which motivates the smaller CHP unit with a modulated power rating of
9.2− 12kWth and 2.9− 5.0kWel. The larger CHP unit is dimensioned based on 12h
full load for the entire grid with a hot water heat demand of 4× 41 kWh/d+ 244 kWh/d =
408 kWh/d which leads to a required power rating of 34kW. The CHP unit with a power
rating of 34kWth and 18.3kWel allows to compensate for grid and storage losses. The
large 2m3 sophisticated stratified heat tank with an external fresh water station, allows to
balance heat demand fluctuations of the grid and the MFH itself. The heating demand of
63kW is met by assistance of a 50kW boiler.

Realization

The pipe system modules of the CHP units and the heating boilers are similar. The
only technical difference is the additional electricity output of the CHP unit. The functional
schematic of the pipe system is illustrated in Fig. 3.17. The fundamental idea of these
modules is, that a pump pumps cooler water from the return through the CHP or the
heating boiler to the flow, to get heated. The flow rate and the temperatures before and
after heating up are measured, to be able to determine the gained heat energy. The fuel
for the heating process is natural gas which is burned. Its consumption is measured, as
well as the gas temperature and the exhaust temperature to be able to determine exactly
the energy in and outflow.
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Figure 3.17: Functional schematic of the CHP and the boiler (without electricity generation)
connection.
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Figure 3.18: Functional schematic of the heat pump connection.

The brine heat pump module is based on a brine heat pump with an emulated brine
source out of a tank through a conventional HIL approach. Its circuits are illustrated in
Fig. 3.18. The heat pump consumes electricity to heat the water from the return to the
flow through the heat pump cycle. That water has to be pumped, its flow rate and flow
and return temperatures are measured to compute the thermal energy output of the heat
pump. The heat pumps’ main energy source is the brine circuit, whose power is measured
through one flow meter and two temperature meters. The brine comes out of a tank, its
outflow temperature is measured and actively controlled mixed with the brine return, for
cooling to the desired temperature. The desired temperature is calculated through a HIL
model. The brine tank’s temperature is heated from low temperatures by a medium warm
cooling water source through a three way valve to control the flow through the tank, and to
bypass the remaining flow. An electric heater in the brine tank is a backup heater, if the
cooling water is not sufficient due to its limited temperature.

The air heat pump is based on a hygroscopic air conditioner to emulate the desired air
conditions for the heat pump. It utilizes ambient laboratory air and indirectly the laboratory
heat losses as the main energy source, and an electric air heater, as well as a steam
humidifier to emulate artificial air conditions for the heat pump. The functional schematic
is illustrated in Fig. 3.19. A fan compensates the windage through the hygroscopic air
conditioner, three ventilation flaps allow a continuous mixing of ambient air and cold and
dry air, outflowing of the heat pump. The electric heater allows to emulate temperatures
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Figure 3.19: Functional schematic of the air heat pump
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Figure 3.20: Functional schematic of the HIL heat source

higher than the laboratory itself, especially by considering the laboratory air humidity. The
steam humidifier allows to humidify the air even at negative temperatures in a controlled
manner. Humidity and temperature sensors directly at the inflow allow to exactly control
the emulated air conditions. Sensors at the outflow allow to specifically investigate the
behavior of the heat pump. The laboratory air temperature sensor allows to control the
admixed air, such that the desired air temperature and air humidity are not exceeded. The
third humidity sensor decouples the impact of the ambient air and the steam humidifier.
The required control strategy is based on a non-linear multi-in-multi-out control approach.

The HIL heat source is based on an electric heater, whose power can be controlled.
The module’s pipe circuit is illustrated in Fig. 3.20. A pump ensures the waterflow, the
hydro-thermal state is measured by one flow meter and two temperature sensors. The
HIL heat source can also be used as a HIL emulation of cooling demand.

The five storage modules of the houses are similar, with main differences in the
provision of hot water. The circuit of the five modules are jointly illustrated in Fig. 3.21.
The SFH-1 has a hot water tank, which is heated through a heat exchanger within, which
is fed through a pump from the heat storage. The hydro-thermal state is measured. The
SFH-2, SFH-3 and MFH replace that tank by a pure heat exchanger, which is a traditional
fresh water station circuit. The SFH-4 heats its hot water directly through a heat exchanger
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Figure 3.21: Functional schematic of the storages; Dashed parts only exist in some
houses, labeled with black numbers (1-4, M); SFH-1 has the illustrated hot water tank,
SFH-2, SFH-3 and MFH have a heat exchanger (so fresh water station) instead of the
tank, SFH-4 heats hot water in its storage; SFH-1, SFH-2 and MFH have a direct coupling
between sources (left side) and consumption/grid (right side); the HIL source (mainly solar
thermal) is in SHF-1, SFH-2 and SFH-3; all other sources are in parallel on the left side.

in the heat storage, with the possibility to control the outflow temperature through a three
way valve by admixing cold water. Heating, hot water and the grid transfer station are
connected to one joint circuit but heating water can alternatively be connected directly
to the storage at a lower height for utilizing stratification effects. The HIL sources are
directly connected through a heat exchanger to the hot water tank or the storage. All other
heat sources are connected in parallel through one circuit to the storage. Storage in- and
outflow temperatures are measured, as well as the stratification through multiple outlying
temperature sensors. The SFH-1, SFH-2 and MFH have the option to directly link the
source and the consumption circuit.

The pipe circuit of the HIL load emulator cools the heating circuit, pipes away con-
sumed hot water and implements the hot water circulation losses. Its functional schematic
is illustrated in Fig. 3.22. A pump drives the heating circuit, whose flow temperature is
controlled through a three way valve with return admixture. The hydro-thermal state on
both sides of that valve are measured with each two temperature and one flow sensor.
The heating flow is split up to two different cooling heat exchangers by a controlled three
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way valve, to allow to control high and low heating losses accurately. These two plate heat
exchangers for cooling the heating circuit are fed by cooling water. The cooling flow rate is
controlled by a control valve, and split up to the two heat exchangers through a three way
valve. The return of the cooling is open, which means pressureless. There is a flow and a
return temperature sensor for control purposes.

The hot water circulation losses are implemented by a further plate heat exchanger.
The hydro-thermal state is measured through those three sensors. The circulation is
driven by a pump. Consumed hot water is piped away by opening a combination of
three solenoid valves, which are manually configured through each one needle valve with
different flow rates. Fresh water is required for refilling the consumed hot water in the hot
water generation module. It is directly taken out of the cooling circuit. A cooling circuit
feeds the cooling of the circulation. A control valve and two temperature sensors allow the
control of the cooling flow through the heat exchanger, which means to control the cooling.

The grid transfer station connects a high temperature (HT) and a low temperature
(LT) circuit bidirectionally to a three pipe grid. The system schematic is illustrated in
Fig. 3.23. Two plate heat exchangers realize the system separation between the grid
and the house circuits. The house side of both exchangers are equal. Directly at the
heat exchanger there is a hydrothermal state measurement with three sensors. The high
temperature side is directly connected. The low temperature side is connected through
two pumps in parallel for both circulation directions. A three way valve controls through
which pump the water flows. This allows to feed energy into the grid by pumping water
from the high temperature to the low temperature and to receive energy from the grid by
pumping water in the opposite direction.

The grid side is based on a grid with three temperature levels. The high and the medium
temperature pipes are connected to the high temperature heat exchanger, the medium
and the low temperature pipes are connected to the low temperature heat exchanger,
which is especially meant for cooling. The grid sides of both exchangers have a hydro-
thermal state measurement with three sensors each. The higher temperature side of both
exchangers are directly connected to the appropriate pipes. The lower temperature sides
are connected through a valve for regulating the consumption flow from the higher to the
lower temperature pipe, or a pump for realizing the feed-in flow in the opposite direction.
This means for the entire grid, if no feed-in pump is operated, that no consumption is
possible, independent whether the valve is open or closed. For the feed-in, the valve has
to be closed to prevent to short circuit the pump. Simpler, more realistic and especially
conventional transfer stations can be emulated by operating only parts of the available
transfer station.

The HIL circuit of the district heating grid pipe emulator controls the physical prop-
erties of the pipes, especially its temperature and pressure losses and the virtual volume
of the pipe. The functional schematic of one pipe emulator is illustrated in Fig. 3.24. As
the pipe can be operated in both flow directions, four check valves enable an unidirectional
flow through the active part of the pipe circuit, which is physically modified to emulate the
virtual pipe’s properties. The pressure losses of the pipe are realized through a control
valve. The continuing hot water outflow of a virtually longer pipe, after a cold inflow gradient
is realized through a controlled high power electric heater. A four way valve allows to
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Figure 3.22: Functional schematic of the HIL heyt load emulator - the two parallel plate
heat exchangers are differently dimensioned

admix cold water for realizing temperature losses as well as continuing cold water outflow
of a virtually longer pipe. The four way valve controls the mixing of the pipe’s water flow
and a cooling water flow, which means that it does not ensure the same flowing water
volume before and after the valve. Preventing such flow losses has actively be controlled
by a control valve in the cooling circuit. This means that a multi-input-multi-output (MIMO)
non-linear control approach has to be developed to prevent flow losses and to apply
temperature losses, because both goals interact with each other hydrodynamically.
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Summary:
The domestic heat systems consists of

– CHP and boiler modules according to Fig. 3.17

– brine heat pump module according to Fig. 3.18

– air heat pump module according to Fig. 3.19

– HIL heat source modules according to Fig. 3.20

– heat storage modules according to Fig. 3.21

– emulated heat load modules according to Fig. 3.22

– grid transfer station modules according to Fig. 3.23

– grid’s pipe emulator modules according to Fig. 3.24
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3.2.7 Measurement and real time control system

The measurement and RT control system is the fundamental computational instance of
the laboratory. It consists of 12 different computational units, for the electricity and the
heat system of each house and each one general grid operator controller. The flexible
inverters are controlled by separate FPGAs.

The controllers interact with the laboratory system through different analog-digital-
input-output (ADIO) and serial or parallel digital communication interfaces. The strategy
to implement the required digital communication interfaces is to have Ethernet ports
which can be transformed through individual converters to the required communication
technology. This allows to avoid installing numerous different communication ports in
spare. For the analog interfaces, a 16Bit digital resolution is specified, which is about
65,000 samples. An assumed worst case utilization of 30% and considering positive
and negative values results in about 10,000 actively used samples which leads to a
relative quantization error of 0.01%, which leads to a relative quantization error proportion
of 0.01%1% = 1% at an overall measurement and control accuracy of 1%. The quantization
error has not to be considered, as it is not significant at a significance level of 5%.
Furthermore, an appropriate fibre-optical communication technology is required to control
the PHIL load emulator.

The electricity controllers run at a fundamental frequency of 1kHz which fulfills the
provision layer’s requirements, which are explained in Sec. 2.2.1. The current and voltage
measurements require a sampling of 10kHz, which allows to analyze the 50th harmonic
with a nominal frequency of 2.5kHz by considering an oversampling factor of 2 to the
required Nyquist-frequency according to the Nyquist-Shannon sampling theorem. The
FPGAs to control the power electronic inverters are based on an up to 1MHz sampling to
allow to implement high switching model predictive control strategies. Traditional pulse
width modulation control strategies should be calculated up to 300kHz which is a fast
switching rate for today available power electronic devices. The heat system is much
slower, with a specified base sampling rate of 100Hz, which represents no technical
limitation. A major property of the distributed controllers is that measurements are recorded
time synchronous. Otherwise, the time base of individual measurements could deviate,
which would make an accurate comparison of different measurements impossible. The
synchronization accuracy of the controllers of the electronic system is specified as 1μs,
by allowing a resolution of 1◦ of the 50th harmonic, with a base frequency margin of 10%.
A synchronization of 1ms for the heat system is a sufficient and not limiting standard.

At least 4 ethernet ports are required for each house, one for the experimental wide
area network, one for domestic facilities and devices, one for the domestic local area
network and one spare for future applications. Each RT computer requires in addition one
connection to the laboratory LAN for the host computer communication and measurement
data transfer to a central data storage. Its performance is specified up to 1.3 times of all
ADIO samples to be transmittable. It is sufficient, because the 10kHz current samples
need not to be stored and hence transmitted all the time. Typically an online analysis and
down-sampling is implemented.

The operation of the laboratory without considering the experimental WAN requires a
RT bypass. Its specification is that each ADIO data needs to be uploaded and downloaded
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such that maximum one sample delay occurs. Assuming 50% of the time to be required for
sampling and processing, means that 0.5 sample times remain for communication. This
means that all ADIO samples need to be communicated within 500μs for the electricity
system and within 5ms for the heat system. The ADIO data of the FPGA is counted
within the electricity system, but appropriately downsampled.

Summary:
Measurement and RT control involves

– 12 computational units and two FPGAs

– four ethernet ports as digital communication interfaces for each
house

– 16Bit overall digital resolution

– 1% overall measurement and control accuracy

– electricity controllers run at 1kHz sampling

– current and voltage measurements require 10kHz sampling

– FPGAs require an up-to 1MHz sampling

– heat system base sampling is 100Hz

– synchronization accuracy of 1μs and for the heat system 1ms

– host computer communication and measurement data transfer
network

– RT bypass to up- and download each ADIO data within 500μs
and 5ms for the heat system





Chapter 4

Laboratory HIL Models

The key challenges of the MG laboratory are that no energy consuming residents can
live in it and that highly weather-dependent technologies will be investigated, while local
weather conditions in general do not coincide with research requirements. This chapter
describes two fundamental HIL models to emulate the human influenced consumption
behavior and the required weather conditions. The consumption behavior is calculated
through this model in the RT system and realized by the aforementioned electric load
emulator. It is the key component of the experimental laboratory, as it provides the ability
to apply conventional electricity consumption. The weather emulation allows to investigate
multiple different weather conditions, which also means to allow to investigate scenarios of
regions with different climatic conditions, extreme weather conditions or seasonal aspects,
like investigating winter scenarios in local summer.

4.1 Electricity consumption model of conventional
households

The electric energy consumption of conventional households consists of multiple electric
devices which consume electric energy by converting it into a tertiary energy carrier
to perform the intended action. This means an interaction between the electricity grid
providing the voltage (t) and the consumption devices which consume a current (t) as
illustrated in Fig. 4.1. In real households, the behavior of the consumption devices highly
depend on the human behavior. As no humans can live in the laboratory, the electricity
consumption is replaced by a PHIL load emulator, which realizes the desired current d(t),
which is calculated in the electricity consumption model described in this section. The
resulting laboratory interaction between the grid, the PHIL facility and the model is also
illustrated in Fig. 4.1.

This section focuses on the uncontrolled conventional electric consumption, which
finally is the current (t) of all consumer devices, which depend on the measured grid
voltage ̂(t). The model which is described in this section calculates the desired current
d(t), depending on the measured grid voltage ̂(t). In the laboratory, the calculated
current d(t) is commanded to the electric load emulator, which is described in Sec. 3.2.3,
to realize the current (t)

!
= d(t).
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in reality:

grid household
consumption





in laboratory:

grid PHIL load
emulator

consumption
model





̂ d

Figure 4.1: Electricity consumption in the MG laboratory as PHIL approach, to realistically
emulate household consumption; the five ESMIF layers are indicated in the consumption
model block (supply layer to system layer) and the PHIL load emulator block (technological
layer)

The purpose of this model is to describe the processes on a regional level. This means
to focus on the realistic behavior on a house level, but not to emulate the behavior of each
individual appliance separately. The goal of this section is to describe the mathematical
model, based on the ESMIF framework as the fundamental operational basis of the
laboratory. This section is fundamentally based on the previous work [24].

4.1.1 Introduction to load modeling

Electricity load modeling is a frequently discussed, important research topic in the context
of electric energy system research [77]. The conventional electricity load is an aggregation
of individual devices of daily domestic or commercial use like stoves, lights and other
electrical appliances, which are not actively controlled to behave in accordance with the
electricity grid. Traditional load models consider the physical interdependency of grid
voltage and load currents [77].

The specific characteristics of already existing load models is that accurate models
do not exist, in contrast to generation and transmission systems. This is caused by
the various different available technologies and the dependency on human behavior.
Existing load models simplify the behavior through being based on standard load profiles,
lumped parameters or abstractions devoid of dynamics [78]. Realistic investigations in the
laboratory without real consumers require a robust and detailed dynamical load model.
This includes the interdependency of voltages and currents devoid of RMS simplifications.
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Arif et. al. distinguish in their load model review [11] the static and dynamic load
models and their composite. These traditional modeling methods include the interaction
of active and reactive power consumption with the RMS grid voltage. Exemplary dynamic
models, like induction motor or exponential recovery load models only include specific
properties of the entire dynamic interactions, especially the dynamic interaction of active
and reactive power consumption based on the RMS grid voltage. Exemplary static
modeling strategies, like ZIP, exponential or frequency load models neglect dynamic
behavioral patterns, which mainly affect closed loop investigations. The composition of
individual dynamic and static load models combine the properties of both, which does
not cover all fundamental behavioral patterns of conventional loads. Literature also
describes transient load models, like [69][5] which describe transient grid voltage and
load current interactions. The limitation of existing models is the missing consideration of
human triggered time variant model features, frequency dependency or the fast dynamical
processes in the context of higher harmonics. Especially the combination of all behavioral
patterns in one combined model has not been found in literature. An alternative to load
models is to apply measured and recorded data with the disadvantages of its underlying
inflexibilities and the missing ability to interact with the grid. The previous work [24] being
described in the following subsections incorporates the fundamental dynamics of electricity
loads.

Fundamental dynamics is a concept which has been previously developed by this
author et.al. in the context of robotics to handle unknown objects with partly unknown
internal dynamics [28]. This concept simplifies highly complicated dynamical behaviors
as far as possible to gain a simple mathematical description of all behavioral patterns,
which have a dominant impact on the overall behavior. The swing equation in the context
of dynamic electricity system description could be interpreted as a part of the fundamental
dynamics of electricity systems.

4.1.2 System layer model

The fundamental content of the system layer is to consider the instantaneous interaction
of currents (t) and voltages (t). The overlying layer provides RMS current references
d(t) and the measured RMS voltage V̂(t), as well as their phase angle φd(t). The
goal of the system layer’s model proportion is to incorporate these behavioral patterns,
which affect instantaneous magnitudes, but not RMS magnitudes under its fundamental
assumption of sinusoidal voltages. Behavioral patterns, which affect the RMS magnitudes
are incorporated by using them as references from the overlying layer, which could be
imagined as illustrated in Fig. 4.2.

The conventional load refers to agglomerated numerous devices which consume
electric energy. It is assumed that the energy consumption process of this conventional
consumption model cannot be actively controlled. Typical examples of appliances which
are included in this category are for instance refrigerators, cookers, vacuum cleaners,
illumination, computers, chargers, televisions, pumps and more. Electric energy is pre-
dominantly used

– to drive mechanical forces and movements. Different kinds of motors use electric
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system layer
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Figure 4.2: Functional schematics of the system layer’s interaction of the load model

energy to exert forces to mass-containing objects, which often result in acceleration
and finally in movement. The three most common electric motors are the induction
motor, the direct current motor and the universal motor. Other types are for instance
the synchronous motor, linear motors or reluctance machines. Induction motors
are classically driven by three phase alternating current, but typically the single
phase induction motor is more often used in household applications. Direct current
motors are based on direct current, which needs to be artificially generated from the
alternating current power system. Universal motors are typically used for household
appliances, because of their high starting torque and their ability to simply specify
rotational speed.

– to generate chemical energy. Chemical energy is generated through electric energy
in rechargeable batteries and in electrolysis applications. As electric vehicle charging,
and battery charging for grid applications are separately considered, chemical energy
generation is only a rarely implemented process. But still generating chemical energy
through electric energy is typically a direct current consuming process.

– to carry information. Electric energy as information carrier is an application of
growing importance. The basis for these processes is typically direct current.

– to generate heat. A major effect of electricity is its tendency to emit heat through
thermodynamic processes. The diverging electric energy is converted into thermal
energy, which is used for different purposes. The main purpose is to use it for heat
demanding applications. A further typical example is to heat up the thin wire of a light
bulb to glow, which causes it to illuminate as an indirect effect through generating
heat.

– to generate radiation. Most radiation applications, which comprise illumination,
radio communication, microwave, ultraviolet, radar and röntgen applications are
based on direct current supply. Exemplary applications are LED and neon lighting,
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mobile communication, microwaves, disinfection, detection, ranging and diagnostic
radiology applications. The most common illumination applications are typically
driven by low voltage direct currents. Radiation with higher frequencies are typically
supplied by high voltage direct currents, which are typically generated through
transformers and HV rectifiers.

– to generate magnetic fields. Magnetic fields are used for manipulating and sensing
moving charge carriers, nuclear magnetic resonance imaging and to apply forces on
magnetic material, for instance for transport purposes. These applications play a
subordinate role in the overall energy system, especially in households.

– to generate electric fields. Electric fields are used for manipulating and sensing
charge carriers and for chemical and ionization applications. These applications play
a subordinate role in the overall energy system, especially in households.

– to generate electric arcs. Electric arcs are typically used for illumination purposes
and high temperature applications, including melting metal and welding. Electric arc
applications are not such common and can be approximated by a resistive behavior
with some limits. They are typically not used in household applications.

– to generate sounds and vibrations. Sounds and vibrations are typically supplied
through direct current.

There are multiple technical solutions to generate direct current from alternating voltages.
The most common solution is to use switched mode power supplies (SMPS), which domi-
nate already the actual market due to their efficient operation and cost effective technology.
That analysis of different household devices motivates to assume that conventional load
mainly consists of resistive, SMPS and motor load components. This allows to model
the subordinate differently characterized consumption devices by these three standard
characteristics. The modeling idea is first to describe the behavior of one device of each
component, then to extend the model to an agglomerated load component model, which
emulates any number of similar devices. Other occurring load components are approxi-
mated as a combined resistive-SMPS-motor load. The approximation errors are assumed
not to be influential, because of the rare occurrence of the underlying appliances. This
results in the postulate 4.1, which means mathematically for the overall load model that
the entire instantaneous load current

d(t) = r,d(t) + s,d(t) + m,d(t) (4.1)

consists of the resistive r,d(t), the SMPS s,d(t) and the motor m,d(t) current proportion.

Postulate 4.1 Each aggregated electric load on a household level can be modeled as a
combination of resistive, switched mode power supply and motor load characteristics.

System layer: Resistive load model

A resistive load device mainly consists of a resistance, which is constant in the system
layer’s time scope, for at least short periods of time, independent of the possibly changing
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Figure 4.3: Circuit diagram of resistive load characteristics
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Figure 4.4: Circuit diagram of the rectification circuit of a switched-mode power supply,
with grid voltage  and current s

applied voltage. The resistive load device is modeled by the circuit diagram in Fig. 4.3
which leads to the instantaneous current equation

r,d(t) =
̂(t)

Rr
(4.2)

with the resistance Rr. This equation is a linear relation between the instantaneous
voltage ̂(t) and current r,d(t), which allows to consider multiple different resistive load
devices as the resistive load component by (4.2) with linearly adapting the resistance
parameter Rr. The resistance parameter Rr(V̂, r,d) implements the upper layer’s behavior
by being adapted through its root mean square voltage V̂(t) and desired current r,d(t).
The conventional resistance equation leads to

Rr(V̂, r,d) =
V̂(t)

r,d(t)
, (4.3)

which ensures the same instantaneous behavior under sinusoidal conditions as specified
through the RMS magnitudes of the provision layer.

System layer: SMPS load model

There is a trend towards devices which are supplied by low DC voltages. These DC
voltages are predominantly generated by SMPS, which draw their power from the AC grid.
The typical grid connected part of the SMPS circuit diagram is illustrated in Fig. 4.4. The
circuit after the DC rectification capacitor Cs is not illustrated.
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Assuming a lossless process to generate the constant DC voltage out of the available
DC rectification voltage Vs,c means a constant power consumption through the DC current
s,dc · Vs,c = const from the energy consuming device. Considering the nominal efficiency
ηs of the rectification circuit of Fig. 4.4 leads through the nominal power consumption Ps,d

to that constant power consumption

s,dc · Vs,c = ηs · Ps,d ⇒ s,dc =
ηs · Ps,d

Vs,c
. (4.4)

The nominal power consumption Ps,d is the reference magnitude of the distribution layer.
The rectification circuit of the SMPS could be modeled with the Shockley equation to

model the diodes, which results in

s = sat

�

e
̂−Rs s−Vs,c
2nsVs,T − 1

�

− sat

�

e
−̂+Rs s−Vs,c

2nsVs,T − 1
�

with the reverse bias saturation current sat, the thermal voltage Vs,T and the ideality factor
ns, being model parameters. It is a non-linear implicit equation referring to the current.
This equation cannot easily be solved analytically for the instantaneous grid current s,d(t).
Numerical solutions are not practicable due to their time consuming iterations. This leads
to requiring a further approximation. Simplifying the diodes’ non-linearities to an ideal
behavior results in

s,d(t) =











̂(t)−Vs,c
Rs

∀ ̂(t) > Vs,c
̂(t)+Vs,c

Rs
∀ ̂(t) < −Vs,c

0 ∀ other

(4.5)

which is a simple non-differentiable equation. This simplification mainly appears on the
sharp transition from s,d(t) = 0 to s,d(t) 6= 0, which would be marginally smoother by
solving the more realistic Shockley equation. Considering the dynamic behavior of the
capacity V̇s,c =

s,c
Cs
= |s,d|−s,dc

Cs
, and the capacity current s,c consisting of the rectified grid

current |s,d| and the DC current (4.4) leads to the capacity voltage

V̇s,c =
|s,d| −

Ps,dηs
Vs,c

Cs
(4.6)

which is required in (4.5) to compute the instantaneous current s,d(t).
Many parallel SMPS devices mean a linear relation between their overall current s,d

and their reference power Ps,d from the distribution layer, indicating the number of active
devices in the SMPS load component. The current equation (4.5) contains the inverse
resistance 1

Rs
as a linear factor. This allows the implementation of the SMPS reference

power Ps,d to calculate the resistance parameter

Rs =
ρs

Ps,d
(4.7)

with the constant relative resistance ρs. A hinger number of active devices also results in
a higher joint capacity of all these devices. This means that the capacity Cs in (4.6) has
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Figure 4.5: Circuit diagram of induction motor load characteristics

to be proptional to the SMPS power Ps,d, which represents the number of active devices
Cs ∝ Ps,d, which allows to define the time constant

Ts :=
Ps,d

C
= const (4.8)

as the constant proportionality constant. Behind these calculations is the joint assumption,
that all SMPS devices have the same technical characteristics. Devices with different
characteristics could not be scaled due to their non-linear behavior in (4.5) and (4.6). This
model incorporates finally the characteristics of all SMPS devices as equal.

System layer: Motor load model

Single phase motor loads are predominantly characterized by the inductive effect of grid
connected windings. A sudden change in grid voltage  would not cause an immediate
reaction in the current m because the magnetic field in the winding would keep the current
continuously flowing. Modeling this effect requires an inductance in serial connection
to the grid. To allow to realistically emulate active and reactive power, at least a serial
resistor is required. This leads to the circuit diagram illustrated in Fig. 4.5. More complex
circuits, like considering non-linearities or circuits parallel to the resistor do not provide
better results for individual motor types. Considering many differently behaving motor
types motivates to use that simple model to incorporate these fundamental behavioral
patterns. Electrical machines typically show negligible non-linear patterns like harmonics,
which allows to focus on linear circuit elements.

Modeling the agglomeration of multiple different motor types, especially single phase
induction motors and universal motors, requires to focus on the fundamental behavioral
patterns. Further modeling details improve the accuracy for one type at cost for other
types. The important focus of modeling the entire household by one compact model is
the fundamental dynamics, which assume that other behavioral patterns have negligible
impact on the overall behavior as they balance each other or can simply be compensated
by controllers.

The required circuit to model motor loads for instantaneous voltages ̂(t) and currents
m,d(t) consists of the resistance Rm and inductance Lm in series. The circuit’s behavior is
formulated as a differential equation

d

dt
m,d =

1

Lm
(̂(t) − Rmm,d(t)) (4.9)
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with the resistance Rm and inductance Lm to be adapted for different provision layer
conditions. The provision layer provides the RMS voltage V̂(t) and current m,d(t) and its
phase angle φm,d(t). The resistance and inductance parameters result through

Rm(V̂, m,d, φm,d)=
V̂

m,d
cosφm,d (4.10)

Lm(V̂, m,d, φm,d)=
V̂

m,dωn
sinφm,d (4.11)

from the provision layer’s magnitudes. The linearity of (4.9) allows the transition from one
device to the agglomerated motor load component through the linear parameter adaption
in (4.10) and (4.11).

Summary:
The instantaneous load model

– interacts with its environment as illustrated in Fig. 4.2

– consists of a linear combination (4.1) of a resistive r,d, an SMPS
s,d and a motor m,d load component

– the resistive load component model is described through (4.2) and
(4.3)

– the SMPS load component model is described through (4.5), (4.6),
(4.7) and (4.8)

– the motor load component model is described through (4.9), (4.10)
and (4.11)

4.1.3 Provision layer

The fundamental content of the provision layer is the dynamical interaction of RMS
magnitudes. It provides the RMS voltage V(t) and the RMS reference current d(t) with
its phase angle φd(t) for the underlying supply layer.

The goal of the provision layer’s model proportion is to incorporate these behavioral
patterns, which affect RMS magnitudes, but not the power consumption under the funda-
mental assumption of nominal voltage amplitudes. This layer’s fundamental assumption is
that processes on the supply layer ensure sinusoidal voltages. The behavioral patterns
which affect power are only directly considered in the distribution layer, but affect the
RMS behavior through the reference power Pd. An overview about the interactions and
dependencies of the provision layer is given in Fig. 4.6.
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Figure 4.6: Functional schematics of the provision layer’s interaction of the load model

Provision layer: Resistive load model

The instantaneous behavior of the resistances of (4.2) are directly transferred to RMS
voltage V̂(t) and current r,d(t)

r,d(t) =
V̂(t)

Rr
. (4.12)

The distribution layer’s reference power Pr,d equals the actual power P̂r = V̂(t) · r(t) =
V̂2(t)
Rr

under nominal conditions P̂r|V̂=Vn
= Pr,d, which leads to the resistance parameter

equation

Rr(t) =
V2n
Pr,d

, (4.13)

which represents the agglomeration of multiple individual devices.

Provision layer: SMPS load

The fundamental characteristics of the SMPS load behavior is its voltage independent
power consumption after the rectification. The RMS behavior is mainly characterized by
the impact of the rectification capacity Cs, which buffers the energy from the grid to the
appliance. The non-linear rectification circuit causes current harmonics, which do not
carry active power through the provision layer’s fundamental assumption of sinusoidal
shaped voltages. The relation between RMS voltages V̂(t), currents s,d(t), and the
power Ps,d(t) is characterized by the powerfactor pƒ through P = U · pƒ . Considering the
system layer’s behavior equation in (4.5) shows a relation between the current s,d and the
voltage difference ̂(t) − Vs,C. Their equivalent magnitudes in the provision layer are the
current s,d and the voltage difference

p
2V̂(t)− Vs,C. Considering a linearization of (4.5)
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for RMS magnitudes and adapting the resistance parameter to compensate linearization
errors leads to

s,d =

¨ Ps,d
ρ′spƒ
(
p
2V̂(t) − Vs,C) ∀

p
2V̂ ≥ Vs,C

0 ∀ other
(4.14)

with R′s =
ρ′s
Ps,d

and the power factor pƒ to account for the additional deformed power
currents.

The remaining unspecified parameter is the capacitor voltage Vs,C. Considering the
capacity’s energy content

Es,C =
1

2
CsV

2
s,C

leads to the change of energy content by its differentiation

Ps,C =
dEs,C

dt
=
1

2
V2s,CĊs + CsVs,CV̇s,C

which leads to the capacity voltage

V̇s,C =
Ps,C

CsVs,C
(4.15)

by assuming constant capacities Ċs = 0. A changing reference power Ps,d means a
changing number of active appliances, which proportionally increases the overall capacity
Cs ∝ Ps,d. This justifies the approximation of Ċs = 0 as Ps,d does not change in the
temporal scope of the provision layer. The mentioned proportionality motivates to ap-
ply the SMPS time constant Ts as defined in (4.8) to calculate the capacity Cs =

Ps,d
Ts

.
The capacity’s power flow Ps,C consists of its power in- and outflow. The power inflow
V̂(t)s,d(t) ·pƒ − R′s

2
s,d(t) consists of the actual grid power V̂(t) · s,d(t) ·pƒ subtracted by

the resistance’s power losses R′s
2
s,d(t). The capacitor’s outflow Ps,d − R′s

2
s,n(t) consists

of the nominal power demand Ps,d subtracted by the nominal resistor’s losses R′s
2
s,n.

The nominal current s,n would cause the nominal power flow Ps,d under nominal voltage
conditions Ps,d = pƒ · s,nVn, which results in

pƒ · s,n =
Ps,d

Vn
. (4.16)

Combining these terms for the in- and outflow results in the capacitor’s power flow

Ps,C = V̂(t)s,d(t) · pƒ − R′s
2
s,d(t) · pƒ

2 −
�

Ps,d − R′s
2
s,n(t) · pƒ

2
�

(4.17)

by neglecting the resistive losses of the deformed power currents through considering
pƒ2. This neglection prevents instabilities through resistive losses exceeding the power
inflow −R′s

2
s,d(t) > V̂(t)s,d(t) · pƒ due to linearization errors. Consistently neglecting

the resistive losses of the deformed power currents for the actual R′s
2
s,d(t) · pƒ

2 and the

nominal R′s
2
s,n(t) · pƒ

2 case compensates the error of each other for s,d ≈ s,n.
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Figure 4.7: Step response of first order linear high-pass, with output yhp and input hp, as
well as the time constant Thp and the gain parameter Khp.

Applying (4.8), (4.16) and R′s =
ρ′s
Ps,d

in (4.17) and (4.15) finally leads through simple
algebraic reformulations to the rectification capacitor voltage dynamics

d

dt
Vs,C(t) =

Ts

Vs,C(t)

 

V̂(t)s,d(t) · pƒ

Ps,d
− 1 + ρ′s

 

1

V2n
−
2s,d(t) · pƒ

2

P2s,d

!!

. (4.18)

Provision layer: Motor load model

The dynamical behavior of different motor types are characteristically similar: after a
voltage V̂(t) or frequency ω̂(t) change, there is a significant initial reaction of the cur-
rent m,d(t), which settles according to its specific time constant to an adapted steady
state value ∗m,d(V̂(t), ω̂(t);Pm,d). Assuming the dynamic dependency on voltage mag-

nitude V̂(t) and frequency ω̂(t) is orthogonal, finally means both dependencies can be
independently modeled and finally added.

The fundamental basis for all behavioral patterns is a linear first order high-pass filter
with the transfer function

Ghp(s) =
Khps

1 + Thps
, (4.19)

whose step response is illustrated in Fig. 4.7. It responds to a unit step with an initial step
up to Khp

Thp
, and settles to a steady state value of zero. The time constant Thp implements the

characteristic duration of that settling process. Because of the high-pass characteristics of
Ghp(s) , or in time domain the settling to zero, constant offsets of the input do not affect
the output’s behavior.

Considering current deviations of its steady state values Δm,V(V̂, t) = m,d(t) −
∗m,d(V̂(t);Pm,d) and Δm,ω(ω̂, t) = m,d(t) − ∗m,d(ω̂(t);Pm,d) which settle to zero creates
the prerequisites for applying the first order high-pass filter transfer function for the motor
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load model, which results in

Gm,V=
Δm,V(V̂, s)

V̂(s)
=

Km,Vs

1 + Tm,Vs

⇒ Δm,V(V̂, t)=
1

Tm,V

�

Km,V V̂(t) −
∫

Δm,V(V̂, τ)dτ
�

(4.20)

Gm,ω=
Δm,ω(ω̂, s)

ω̂(s)
=

Km,ωs

1 + Tm,ωs

⇒ Δm,ω(ω̂, t)=
1

Tm,ω

�

Km,ωω̂(t) −
∫

Δm,ω(ω̂, τ)dτ
�

(4.21)

including their formulation in time domain.
The overall steady state RMS current

∗m,d(t) = 
∗
m,V(V̂, t) + 

∗
m,ω(ω̂, t) + m,n(Pm,d) (4.22)

consists of the nominal RMS current m,n(Pm,d), and of the steady state deviations caused
by voltage ∗m,V(V̂, t) and frequency deviations ∗m,ω(ω̂, t). Considering the dynamical
RMS current component (4.20) and (4.21), as well as the steady state current ∗m,d(t)
results in the final RMS current of the motor load model

m,d(t)=Δm,V(V, t) + Δm,ω(ω, t) + ∗m,d(t). (4.23)

The initial reaction of the RMS current immediately after a voltage or frequency step
at t0 from V0 to V+ or ω0 to ω+ , respectively, consists of the response of Ghp and the
new steady state values ∗m,V(V̂, t) or ∗m,ω(ω̂, t), respectively. The response of Ghp, being
the overshoot, is assumed to be proportional to the voltage ΔV = V+ − V0 respectively
frequency step Δω = ω+ − ω0 and to the nominal current m,n

Km,V

Tm,V
ΔV∝ΔV · m,n

Km,ω

Tm,ω
Δω∝Δω · m,n.

Considering the nominal current as the current causing the active power flow Pm,d under
nominal voltage conditions Vm,n

m,n =
Pm,d

Vm,n cosφm,n
(4.24)

allows to formulate the proportionalities as

Km,V=κm,V · Tm,V · m,n (4.25)

Km,ω=κm,ω · Tm,ω · m,n (4.26)

with κm,V and κm,ω as the appropriate proportionality constants.
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Table 4.1: List of the provision layer’s steady state motor load model parameters for
induction and universal motor driven devices

parameter induction motor universal motor
κ∗m,V 0 1
κ∗m,ω 1 0

The relative deviations of the steady state RMS current ∗m,V(V̂, t) respectively ∗m,ω(ω̂, t)

from its nominal value m,n is assumed to be proportional to the relative voltage V̂(t) or
frequency ω̂(t) deviation

∗m,V(V̂, t) − m,n

m,n
∝
V̂(t) − Vn

Vn

∗m,ω(ω̂, t) − m,n

m,n
∝
ω̂(t) − ωn

ωn

which results through (4.24) in

∗m,V(V̂, t)=
m,n

Vn
· κ∗m,V(V̂(t) − Vn) (4.27)

∗m,ω(ω̂, t)=
m,n

ωn
· κ∗m,ω(ω̂(t) − ωn) (4.28)

with the steady-state proportionality constants κ∗m,V and κ∗m,ω.
Multiple experiments with induction and universal motor driven devices show, that

the proportionality constants can be specified as listed in Tab. 4.1, which describes a
proportional dependency of universal machines on voltage and of induction machines on
frequency in steady state.

Summary:
The RMS load model

– interacts with its environment as illustrated in Fig. 4.6

– consists of a combination of a resistive r,d, an SMPS s,d and a
motor m,d load component by considering power angles

– the resistive load component model is described through (4.12)
and (4.13)

– the SMPS load component model is described through (4.14) and
(4.18)

– the motor load component model is described through (4.23),
(4.20) with (4.25), (4.21) with (4.26), (4.22), (4.27), (4.28) and
(4.24)
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Figure 4.8: Functional schematics of the distribution and the supply layer’s interaction of
the load model

4.1.4 Distribution layer

The fundamental content of the distribution layer is the dynamical interaction of active
powers in the grid, especially for economic dispatch. This means for the load model to
calculate the reference power Pd for the underlying layer’s process.

The goal of the distribution layer’s load model proportion is to incorporate these
behavioral patterns, which affect active power flows in a time span of seconds, but not
the fundamental time variant behavioral patterns of energy consumption. This layer’s
fundamental assumption is that there are processes of underlying layers which achieve
nominal voltages Vn. The behavioral patterns which affect time variant energy consumption
along the day are only directly considered in the supply layer, but affect the power behavior
through its reference energy consumption ΔEd. These fundamental interactions and
dependencies are illustrated in Fig. 4.8.

The reference energy consumption ΔEd refers to the entire location. Assuming a
constant proportional relation between the three phases u, v and w leads to

ΔEd,u=κuΔEd (4.29)

ΔEd,v=κvΔEd (4.30)

ΔEd,w=κwΔEd (4.31)

with κu+κv+κw = 1. Throughout this work the phase indexes u, v and w are for simplicity
reasons not explicitly notated. An overview to the distribution layer load model is given in
Fig. 4.9 for one phase.

The first step is to implement the power recovery, which means that power deviations
P̂− Pd caused mainly by voltage deviations in the provision layer, recover partly after some
time. The reason for this effect is that power controlled processes, like a temperature
controlled oven compensates the reduced power draw through the lower voltage, by finally
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(4.36)(4.35)(4.37)(4.34)
P̂ ΔE′d ζ′ P′d

Pd

ζ

ΔEd

Figure 4.9: Block diagram of the distribution layer load model for a single phase: Equations
and their relation

drawing more power through for instance longer heating cycles. Assuming a constant
proportion KP of the power to recover, means that the reference energy consumption ΔEd

has to be increased to ΔE′d, such that its steady state value ΔE′∗d causes the recovery of

the KP-proportion of the actual power P̂. The relative extra reference power
ΔE′d−P̂

P̂
, which

is required to compensate power deviations P̂ − ΔE′d is this power deviation negative and
divided by the power consumption P̂. Adding to the reference energy consumption ΔEd

the recovery proportion KP of the reference energy consumption ΔEd multiplied by the
relative extra reference power results in the steady state reference energy consumption

ΔE′∗d = ΔEd + KP ·
ΔE′d − P̂

P̂
· ΔEd (4.32)

which recovered the KP-th part of the energy deviations.
Considering the mean power behavior of multiple consumers allows to describe it as

one joint mean process, which contains the reaction on changing energy consumption
references ΔEd and the recovery of power deviations P̂− ΔEd. A linear first order discrete
state system with low-pass characteristics can be described with its system equation

ylp[k + 1] = ylp[k] +
Ts

Tlp
(lp − ylp[k]) (4.33)

with the sampling time Ts and the time constant Tlp, which adjusts the system’s settling
time. Its step response is illustrated in Fig. 4.10. Considering it as a sufficient approxima-
tion for the dynamical part of the mean power behavior and considering the steady state
power deviation recovery (4.32) as system input lp results in

ΔE′d[k + 1] = ΔE
′
d[k] +

1s

TP

 

ΔEd − ΔE′d[k] + KP
ΔE′d[k] − P̂[k]

P̂[k]
ΔEd

!

(4.34)

with the mean power dynamics time constant TP and the recovery proportion KP.
The interaction of external processes with the electric load devices is typically char-

acterized by a switching behavior. A random process, based on the standard normal
distributed white noise ζ[k] simulates this interaction of external processes. The final
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Figure 4.10: Step response of first order linear low-pass, with output ylp and input lp, as
well as the time constant Tlp.

process equation

P′d[k] = P
′
d[k − 1] + PΔ · ζ

′[k]

�

rctn(α(ζ′2[k] − β2))

π
+ 0.5

�

, (4.35)

with the switching height parameter PΔ, the switching rate parameter β and the blur
parameter α is a result of multiple heuristic trials. A detailed derivation of this function is
given in the appendix A.1. The switching height parameter PΔ directly affects the height of
the individual steps, the switching rate parameter β affects how often a switching event
occurs and the blur parameter α adjusts the clarity of the individual steps, which can be
described as the ratio between ideal steps and noisy blur.

Assuming the resulting reference power P′d to be normal distributed, means that
negative powers could occur. Especially the typical characteristics of low mean powers
with high spikes, but never values beyond a certain base load level Pd,0 cannot be
considered as normal distributed. Assuming values above the base load Pd,0 to be Weibull
distributed, allows to apply a transformation from standard normal to standard Weibull
distributed random variables N2W, which is in detail explained in appendix A.2. This
transformation and the base load assumption finally results in the reference power

Pd = Pd,0 + N2W(P′d;μ[P], σ[P]) (4.36)

with the overall mean μ[P] and standard deviation σ[P] of the power consumption.
The adjustment of the noise samples ζ[k]

ζ′[k] = ζ[k] + KΔE(ΔE′d[k] − Pd[k − 1]) (4.37)

allows to track the reference ΔE′. The tracking error ΔE′[k] − Pr[k − 1] multiplied by the
energy tracking stiffness KΔE as an offset to the noise ζ[k] implements through (4.35) the
tracking of the reference power Pd with respect to the reference energy consumption ΔE′d.
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Summary:
The power load model

– interacts with its environment as illustrated in Fig. 4.8

– considers three phases u, v and w individually as described in
(4.29), (4.30) and (4.31)

– the power load model is described through (4.36), (4.35), (4.37)
and (4.34) as illustrated in Fig. 4.9

4.1.5 Supply layer

The fundamental content of the supply layer is the time variant energy supply, especially
the unit commitment. This means for the load model to calculate the reference energy
consumption ΔEd for the underlying layer’s process.

The goal of the supply layer’s load model proportion is to incorporate these behavioral
patterns, which affect energy consumption in a time scale of 15min. This layer’s funda-
mental assumption is that there are processes of the underlying layers which achieve the
power dispatch and distribution. The supply layer focuses on the energy consumption of
one location, neglecting to distinguish the three phases. Its fundamental interactions and
dependencies are illustrated in Fig. 4.8.

The fundamental property of the supply layer’s model is that it is time variant, but with-
out dependence on other magnitudes. This is subject to assuming no impact of external
magnitudes like weather, and assuming no feedback from the actual energy consumption
ΔÊ on the reference energy consumption ΔEd. The simplest way to implement the supply
layer is to use recorded data ΔEd. An alternative approach is to apply a random process
to stochastically generate the time variant behavior. This random process is based on a
standard normal distributed white noise ζE input. The process equation is a standardized
time-discrete first order low-pass dynamics

ζ′
E
[k + 1] = ζ′

E
[k] +

15min

TE





√

√

√ 2TE

15min
ζ − ζ′

E
[k]



 (4.38)

with a time constant TE and the 15min sampling time. The standardization coefficient
Ç

2TE
15min ensures a standard normal distribution of ζ′

E
, which means to compensate the

impact of the filter dynamics on signal power, as attached in Sec. A.3. The typical behavior
of only positive consumption is identical to the power behavior of the distribution layer
(4.36) implemented as transformation to the Weibull distribution, which results in

ΔEd = ΔEd,0 + N2W(ζ′E;μ[ΔE], σ
2[ΔE]) (4.39)

with a constant base load ΔE0 and the overall mean μ[ΔE] and standard deviation
σ2[ΔE] of the energy consumption. Details about this transformation function are attached
in Sec. A.2.



4.2. WEATHER MODEL 93

Summary:
The energy load model

– interacts with its environment as illustrated in Fig. 4.8

– the energy load model is described through (4.39) and (4.38)

4.2 Weather model

Weather has a high impact on future energy systems, as solar irradiation is the energy
source for PV, wind speed is the source for wind power and ambient temperature mainly
affects the heating demand, but also PV efficiency. This section describes a methodology
which allows to generate artificial weather data which could be based on realistic, remote,
extreme or future climatic conditions. The model is fundamentally based on the require-
ments of the supply layer, but can be up-sampled to generate data for the distribution layer.
The content of this section highly depends on the preceding work [23].

4.2.1 Introduction to weather modeling

The high dependency of renewable energy systems on weather effects results in the
dependency of numeric and analytic models on weather data input. Utilizing measured
weather time series and specific weather models, which are known as weather generators
[7], meet this requirement. Using weather models has specific different consequences than
using measured time series. Weather models enable emulating scenarios, which are not
measurable. There are several exemplary application scenarios: future weather conditions
due to the climate change, regions without weather station or with limited data access,
or considering artificial scenarios for investigating robustness of the energy system. As
each model is based on simplifications and assumptions, measured time series are more
accurate. Accurately expressed, weather models address artificial weather conditions and
measured time series address past real conditions.

Literature covers numerous fundamentally different methods to implement weather
generator models. Weather generator models significantly differ from the concept of
numerical global climate models, as they are computationally fast and focus on small
regions instead of simulating the global weather system [7]. There is a distinction between
sequential and nonsequential methods, addressing the correlation of each value on
its preceding value. A typical approach for sequential methods is to utilize Markov
chains [71] [9] [16] for modeling the stochastic data generation process. Nonsequential
approaches result in uncorrelated time series. Adjusting the distribution function [13] or
distinguishing the four seasons [64] allows exemplary to consider time variance. Such
weather models can be designed for artificial data generation [71] or for forecast [81].
Exemplary motivations for weather generator models without context of energy system
operation are propagation of wild fire [81], agriculture [73] or reliability of technical facilities,
especially the electrical power distribution system [16]. In the context of renewable energy
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dynamics χ′′ · σ(t) + μ(t)

time variance

transformation
χ′ χ′′

μ(t), σ(t)
χ 

Figure 4.11: Weather model methodology based on three modules

systems, weather generators are exemplary used for scheduling the operation of MGs
[85] or modeling PV [64] and wind power generation [71].

The focus of this section is to refine the preceding work [23]. The goal is to describe
an analytical weather generator which involves irradiation, wind speed and ambient tem-
perature. The time variance of the real weather causes a significant diurnal and seasonal
variation of the external conditions for energy systems. The dynamical behavior of the
real weather limits the rate of change of weather phenomena, which mainly affects the
duration of requiring backup power from storages and hence their size. The correlation of
different phenomena, like irradiation and ambient temperature, highly affects the synergies
of different renewable energy technologies. Other phenomena are simplified by applying a
random process.

4.2.2 Weather model methodology

The weather model aims for generating data on solar irradiation I, ambient temperature
A and wind speedW data. Its methodology is based on a modeling approach with three
modules as illustrated in Fig. 4.11. The central idea of the concept is to generate normal
distributed time series and to apply a transformation to an appropriate weather distribution
function. Normal distributed time series χ have the crucial advantage of existing simple
mathematical methods to modify its characteristics, like its mean, standard deviation or
its frequency spectrum, which are used to implement the dynamical and the time variant
behavioral patterns. The following three subsections describe these three methodological
modules in a general manner, by neglecting indexing the different weather magnitudes.

Modeling weather dynamics

The first module of the modeling concept, illustrated in Fig. 4.11, is to incorporate the
weather dynamics. The weather dynamics refer to the typical behavior that weather
doesn’t change arbitrarily, but in a typical manner. This means that the actual weather
highly depends on the recently preceding weather. This effect is expressed as an ordinary
differential equation, which implements two fundamental goals:

1. To limit the rate of change, meaning that the actual value of the weather data
depends on its preceding values

2. To introduce a causal relation between different types of weather data, like irradiance
and temperature.
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irradiation
χ′I I

temperature
χ′A A

χ′′I

windspeed
χ′W W

χ′′A

Figure 4.12: Modeling the weather magnitudes irradiation I, ambient temperature A
and windspeedW, such that they are correlated. The system input is standard normal
distributed noise for each magnitude.

The limited rate of change is equivalent to applying a low-pass filter.
The input to the dynamics is a time series of standard normal distributed random

numbers χ′, which are band limited white noise. White noise has an equal distributed
frequency spectrum, which requires higher frequencies to be damped. The most simple
dynamical equation to damp high frequencies is a linear first order low-pass system with a
transfer function

G(s) =
K

1 + T · s
, (4.40)

the gain K and the time constant T. This system has to be extended to incorporate the
causal relation between the different types of weather data. This relation is simplified such
that irradiation impacts temperature A(I) and temperature impacts wind speed W(A),
as illustrated in Fig. 4.12. This conforms to simplified natural relations. The output χ′′

of the differential equation (4.40) is still standard normal distributed, but with a specific
frequency spectrum which results in colored noise.

The suppression of high frequency components leads to a decreased signal energy
content which needs to be compensated, such that the distribution function of the resulting
noise χ′′ is not affected by the differential equation (4.40). For this reason the differential

equation needs to be standardized through the compensation factor
r

2T
Ts

with the sampling
time Ts. This leads for the irradiation I to

χ̇′′I =
1

TI





√

√

√
2TI

Ts
χ′I − χ

′′
I



 , (4.41)

with the time constant TI as a model parameter. The standardization is elaborated in the
attachment Sec. A.3. The output signal χ′′I is ensured to be standard normal distributed.

The ambient temperature A respectively the wind speed W depend on the solar
irradiation I respectively the ambient temperature A. These correlations are implemented

by the fraction
ζA/Wχ′I/A+χ

′
A/W

ζA/W+1
with the correlation factors ζA/W which adjusts the result



96 CHAPTER 4. LABORATORY HIL MODELS

closer to the appropriate time series χ′A/W or the underlying time series χ′I/A

lim
ζA/W→∞

ζA/Wχ′I/A + χ
′
A/W

ζA/W + 1
= χ′I/A

lim
ζA/W→0

ζA/Wχ′I/A + χ
′
A/W

ζA/W + 1
= χ′A/W .

This correlation fraction, together with the standardized first order low-pass system leads
to the dynamical equation for the ambient temperature χ′′A and wind speed colored normal
distributed noise χ′′W

χ̇′′I =
1

TI





ζA/Wχ′I/A + χ
′
A/W

ζA/W + 1

√

√

√
2

TITs
χ′I − χ

′′
I



 . (4.42)

This equation implements a dependency of the temperature A on irradiation I and of the
wind speedW on the temperature A. The resulting temperature’s and wind speed’s time
series χ′′A/W are standard normal distributed.

Modeling time variance

The second module of the modeling concept, illustrated in Fig. 4.11 is to implement time
variance. Time variant stochastic processes feature time dependent expected value μ(t)
and standard deviation σ(t) functions. Both are applied to the model by

χ = χ′′ · σ(t) + μ(t) (4.43)

which indicates, that the expected value μ(t) and standard deviation σ(t) functions can
be considered as separate inputs, which allows to use artificially designed functions as
well as functions based on measurements. This separateness is established by depending
only on constant parameters, but not on process variables. The resulting time series χ is
normal distributed, time variant colored noise.

The time dependent expected value μ(t) and standard deviation σ(t) functions feature
a diurnal and a seasonal variation. These two variations, the seasonal and the diurnal
variation, can be considered orthogonal by two separate time dimensions. One dimension
is the time period during a day and the other dimension is the continuous interpolation of
days during a year. This leads to a bent surface as exemplarily illustrated in Fig. 4.13. A
simple version of an artificially designed function is based on the same parameter based
function z(t) to describe the surface for all different types of time series I,A,W and for
both stochastic magnitudes z(t) ∈ {μ(t), σ(t)}, but with different parameter values to
satisfy the need of individually different shapes.

The parameter based function z(t) is based on two different kinds of parameters,
the amplitudes A and phases φ. The function z(t) consists of a constant offset A0, a
first order diurnal harmonic component Ad cos(ωdt − φd), a first order seasonal com-
ponent Ay cos(ωyt − φy) and a crossed seasonal-diurnal component Ady cos(ωdt −
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Figure 4.13: Illustration of the diurnal and the seasonal variation of the mean μ(t) by two
distinct axis: Artificial example.

φd) cos(ωyt − φy). The overall expected value is termed A0, the amplitude of the ex-
pected diurnal variation Ad, the amplitude of the expected seasonal variation Ay and the
amplitude of the crossed seasonal-diurnal variation Ady. There is a phase φd and φy

describing the time shift of the diurnal and the seasonal peak. The function z(t) results in

z(t)=A0 + Ad cos(ωdt − φd) + Ay cos(ωyt − φy)

+Ady cos(ωdt − φd) cos(ωyt − φy) (4.44)

with the diurnal frequency ωd = 2π/24h and the seasonal frequency ωy = 2π/8760h.
A typical shape of this function is illustrated in Fig. 4.13.

Transformation into weather space

The third module of the modeling concept, illustrated in Fig. 4.11 is to transform the time
series χ into the final weather time series {I, A,W}. The transformation, which leads to
the final time series

(t) = T(χ(t)) (4.45)

is in general non-linear and strongly affects the frequency spectrum.
The transformation of the irradiation I is based on transforming the time variant

stochastic time series χI to the atmospheric transmission η0. The atmospheric transmis-
sion η0 is defined as the relative proportion of the sunlight, which passes the atmosphere

η0(t) :=
Ign

I0
, (4.46)
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hence the global normal irradiation Ign relative to the normal radiation reaching the upper
atmosphere, known as solar constant I0 = 1362W/m2. The atmospheric transmission η0

is a unitless ratio which accepts values between 0 and 1. Transmission rates of more than
90% are unrealistic due to the filtration effect of the clear atmosphere. The implementation
of the atmospheric transmission

η0(t) =
η∗

e−χI(t) + 1
(4.47)

maps the time variant stochastic time series χI(t) with a domain from −∞ to ∞ to the
atmospheric transmission ratio with a domain from 0 to 1, but with a limited codomain of
0 to η∗. This allows to compute through (4.46) the global normal irradiation Ign.

The atmospheric transmission η0 is based on absorption, reflection and scattering
effects. The global normal radiation Ig is the entire radiation reaching the earth. It consists
of the direct radiation Idrn, which is the proportion of the upper atmospheric radiation I0,
which is not interacting with the atmosphere. The proportion of the solar radiation, which
is scattered in the atmosphere, such that it reaches the earth, is the diffuse radiation Idfn.
Bindi et. al. analyze the diffuse fraction ηdf, the relative proportion of the diffuse normal
radiation Idfn of the global normal radiation Ign, which is defined as

ηdf(t) :=
Idfn(t)

Ign(t)
. (4.48)

The result of [17] is an accurate approximation of the diffuse fraction

ηdf(t) ≈min(1,−
10

6
η0(t) + 1.5), (4.49)

which results through (4.48) in the diffuse normal irradiation Idfn(t). Neglecting reflected
radiation leads through the direct fraction 1 − ηdf(t) to the direct normal radiation

Idrn(t) = (1 − ηdf(t)) · Ign(t). (4.50)

The global horizontal irradiation Igh results from the normal-to-horizontal factor

ηh/n(t) :=
Idrh(t)

Idrn(t)
, (4.51)

defined as the relative proportion of the direct horizontal radiation Idrh of the direct normal
radiation Idrn(t). The peak proportion of the diffuse radiation is aligned with the direct
radiation, which allows to approximate

Idfh(t) ≈ ηh/n(t)Idfn(t)

⇒ Igh(t) = ηh/n(t)Ign(t). (4.52)

The resulting approximation error gets partly compensated, as it is also used in
the process to determine the model parameters. In this sense, the model parameters
compensate for this approximation error. The normal-to-horizontal factor ηh/n(t) can be
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determined through geometric calculations which depend on the location’s latitude and on
time [45]. Details are attached in B.

The global sloped radiation Igs(t) is the final output of the transformation

I(t) = Igs(t) (4.53)

which is the entire radiation on a sloped surface. It consists of the direct Idrs and the
diffuse Idfs proportion

Igs(t) = Idrs + Idfs. (4.54)

The direct sloped radiation Idrs depends on the direct horizontal radiation Idrh and on the
horizontal-to-sloped factor, defined as

ηs/h(t) :=
Idrs

Idrh
. (4.55)

This factor ηs/h(t) can be determined through geometric calculations which depend on the
location’s latitude, time and the alignment of the slope [45]. Details about its computation
are attached in B. The diffuse sloped radiation Idfs depends on the horizontal diffuse
radiation and on the atmospheric scattering factor

ηsc(t) :=
Idfs(t)

Idfh(t)
. (4.56)

This factor can be approximated by a diffuse radiation model [45], which is attached in B.
The final radiation leads to

I = (ηs/h(t) · ηh/n(t) · (1 − ηdf(t)) + ηsc(t) · ηh/n(t) · ηdf(t)) · η0I0. (4.57)

The transformation of the ambient temperature A is trivial, as the temperature is
assumed to be normal distributed [23]

A = χA. (4.58)

The transformation of the wind speed W is based on the assumption of the wind
speed to be Weibull distributed. This allows to apply a transformation from normal to
Weibull distributed random variables

W(t) = N2W(χW ;AW ,μ,0, AW ,σ,0) (4.59)

with the overall mean expectation value AW ,μ,0 and mean standard deviation AW ,σ,0.
Details about this transformation are attached in A.2.
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Summary:
The weather model

– distinguishes three fundamental magnitudes, the solar irradiation
I, the ambient temperature A and the wind speedW

– consists of three fundamental calculation steps, the weather dy-
namics, the time variance and the transformation as illustrated in
Fig. 4.11

– irradiation dynamics module is described through (4.41) and the
ambient temperature and wind speed dynamics through (4.42)

– time variance module features time dependent expected value
μ(t) and standard deviation σ(t) functions through (4.44) and
(4.43)

– irradiation transformation module is described through
(4.57)(4.49)(4.47) and calculations from literature, attached
in B

– ambient temperature transformation module is described through
(4.58) and the wind speed transformation is described through
(4.59)



Chapter 5

Analysis and Validation of HIL
Models

This section describes the performance of the HIL model approaches, based on comparing
simulated and measured data. The HIL models include the conventional consumption
model described in Sec. 5.1 and the weather model described in Sec. 5.2.

5.1 Conventional consumption model

The investigation of the performance of the conventional consumption model is fundamen-
tally based on the ESMIF framework described in Sec. 2.2.1. This section describes the
experimental setup to investigate the consumption model’s performance at the different
ESMIF layers, as well as the experimental results and their analysis and interpretation.

5.1.1 Experimental setup

The experimental setup to investigate the consumption model’s performance at the dif-
ferent ESMIF layers is based on three different fundamental approaches. The human
impact, which is modeled as stochastic processes, is investigated by comparing the
model’s stochastic approach with measured household loads. The recovery dynamics
is individually investigated. The technical interaction with the grid through voltages is
investigated based on a dynamic measurement test bench for electric devices.

Household measurements

Several different exemplary electricity consumptions are considered to define a reference
system behavior, which allows to compare and validate the load model. Measurements of
the entire household consumption and of individual flats of different single and multi family
houses in the south Bavarian region are executed. The focus of these measurements
is set on conventional, uncontrolled electricity consumption, which means to exclude
measurements which include controlled electricity consumption, like heat pumps or electric
vehicle charging. Additionally, measurements with special electricity consumers, like
swimming pools, are excluded. The finally chosen measurement of a single family house is

101
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a realistic reference measurement, which allows a critical model validation. It incorporates
all grid connected appliances. The chosen measurement avoids to gloss over results
as steep gradients and highly fluctuating behaviors are not avoided by using multi family
house measurements with a higher impact of stochastic balancing of individual consumer
behaviors.

The measurements are executed with the power analyzer ’Qualistar+ C.A 8336’ from
Chauvin Arnoux with the current probe ’MN93A’. This power analyzer allows to record
all typical power quality aspects, including higher harmonics up to the 50th order, as
well as direct voltages and currents. The electricity consumption of the single family
house is executed with a 15min sampling for two weeks. The ten sample days during
the week allow to calculate the time variant mean and standard deviation of the electric
energy consumption. These calculated values are filtered with the symmetric 6th-order
discrete time filter with the weight vector (0.5 1 1.5 2 1.5 1 0.5) to avoid the remaining
fluctuations. The resulting filtered mean and standard deviations are illustrated in Fig. 5.1.

Recovery dynamics experimental setup

The recovery dynamics are based on the process of recovering energy demand after a
voltage step. The experimental setup is based on water cookers, which boil 1 l water.
The nominal power rating of the water cooker is 2.2kW. If the cooker is supplied with a
voltage of 180V, it consumes a power of 1.3kW. The cooking process lasts at nominal
voltages of 230V about 140s and at 180V about 230s. Similar measurements are
executed for a light bulb, which consumes 60W at 230V and 37W at 180V. These
measurements of the water cooker and the light bulb are superimposed to calculate the
behavior of multiple water cookers and light bulbs operating at the same time, which is
required as reference behavior for the recovery dynamics validation.

Dynamic measurement test bench for electric devices

The dynamic measurement test bench for electric devices consists of a controllable
voltage source and a voltage and current measurement device. The measurement device
is the aforementioned power analyzer ’Qualistar+ C.A 8336’ from Chauvin Arnoux. The
controllable voltage source is a ’COMPISO’ system of Egston. It allows to configure
arbitrary voltages. Unless specified differently, the system supplies a pure sinusoidal
(THD< 1%) RMS voltage of 230V, with a frequency of 50Hz. Voltage or frequency steps
are in phase, which means without coincident phase step. Higher harmonics are in phase
with the fundamental oscillation. Measurements are sampled for RMS experiments each
10ms, and for instantaneous measurements each 300μs. There is a set of household
devices listed in Tab. 5.1 which are available for experimental investigations.

5.1.2 Experimental results

This section compares modeled load behavior with the recorded behavior of different
exemplary experimental scenarios. The experimental results, the simultaneity and the
differences of the model and the measurements highly depend on the model parameteri-
zation. Heuristic methods have been applied to find appropriate model parameters.
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Table 5.1: List of available electric devices to be used for experimental investigations in
the dynamic measurement test bench for electric devices.

name construction type
light bulbs mainly resistive heating
notebook charger switched mode power supply
mobile phone charger switched mode power supply
LED switched mode power supply
mixer mainly universal motor
vacuum cleaner mainly universal motor
cooling fan mainly universal motor
induction motor at idle mainly single phase induction motor
waste water pump mainly single phase induction motor
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Figure 5.1: Electric energy consumption for a single family house: Exemplary measured
ΔÊ and modeled random process ΔEd consumption and calculated mean μ̄(ΔÊ) and
standard deviation σ̄(ΔÊ) (calculated over 10 measured sample days during the week,
filtered with a 6-dimensional discrete filter)

Supply layer analysis

The load model at the supply layer includes the stochastic and time variant electric energy
consumption. It is sampled each 15min. The measured electricity consumption of an
exemplary single family house is illustrated in Fig. 5.1 for one day, including its time variant
mean and standard deviation. This illustration also shows the model behavior, which
highly depends on stochasticity and on the model parameters listed in Tab. 5.2. The
stochastic process means to expect not similar modeled and measured trajectories, but
similar trajectory characteristics.

The model behavior’s trajectory is significantly different from the measured trajectory,
due to their stochastic nature. The fundamental behavior appears similar. Fluctuations
with similar amplitudes result at similar times. Similar high overshooting, but similarly few
undershooting peaks occur. The overshooting peaks’ durations and slew rates are similar.
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Table 5.2: List of parameters for the supply layer’s electricity consumption model part,
which leads to the stochastic behavior illustrated in Fig. 5.1.

variable value variable value
TE 30min μ see Fig. 5.1
σ see Fig. 5.1
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Figure 5.2: Electric power consumption of each 30s starting one water cooker: Exemplary
reference P̂ and modeled P consumption, measured voltage V̂

Distribution layer analysis

The distribution layer load model mainly consists of the recovery dynamics and the
stochastic load process. The recovery dynamics are based on the natural process of
recovering parts of the energy demand after a voltage step. The reference system is the
artificial system of each 30s starting one water cooker, which boils 1 l water. After 100s
a voltage step for all water cookers from 230V to 180V is applied. The resulting power
consumption P̂ is illustrated in Fig. 5.2, including the voltage step. The power consumption
switches when one water cooker is finished or a new one starts, which results in the
observable pulsing behavior. After the voltage step the power consumption collapses due
to the mainly resistive behavior of the water cookers. The power consumption recovers
after about 180s to the previous power consumption, with slightly flatter switching heights.

The model behavior is also illustrated in Fig. 5.2. It shows a continuous process output,
with a collapse after the voltage step at t = 100s to a similar value as the reference
measurement. The recovery process is similar to the recovery of the measured reference,
but with a longer lasting final settling of about 400s. After 180s recovery, about 75% of
the power collapse is recovered.

An experiment, which considers more different kinds of consumption devices is illus-
trated in Fig. 5.3. Each two seconds starting one water cooker, which a third having
only half, a third having full and a third having double nominal power. Additionally 500
light bulbs are operating. After 100s a voltage step for all devices from 230V to 180V
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Table 5.3: List of parameters for the distribution layer’s recovery dynamics model part
(4.34), which leads to the voltage step response illustrated in Fig. 5.3

variable value variable value
ΔEd 187kW TP 130s
KP 0.83
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Figure 5.3: Electric power consumption of each 2s starting one water cooker, with half,
full and double power in equal shares: Exemplary measured and multiplied P̂ and modeled
P consumption, measured voltage V̂

Table 5.4: List of parameters for the distribution layer’s random process model, as illus-
trated in Fig. 5.4

variable value variable value
TP 130s KΔE 0.005 1/W
PΔ 140W α 15
β 3

is applied. The resulting reference trajectory is calculated by appropriately halving or
doubling the measured power and the measured duration. The used model parameters for
calculating the appropriate model behavior are listed in Tab. 5.3. The reference and the
modeled trajectory are largely congruent, besides the reference trajectory having some
jitter. Its recovery from t = 100s to t ≈ 600s consists of three mainly straight parts.

The random load dispatch process of the distribution layer transforms the recovery
dynamics filtered 15min-samples of the supply layer into a 1s-sampled random process.
This process is characterized by the automatic and manual switching of individual devices,
which cause load trajectories with steps, spikes and flat trajectory elements, as illustrated
in Fig. 5.4. Neglecting the feedback of the random process equation on the recovery
dynamics, for instance by assuming the recovery proportion KP = 0, leads to the adapted
energy consumption ΔE′d being the low-pass filtered reference ΔE. It is illustrated in Fig.
5.4 based on parameters listed in Tab. 5.4, including an exemplary random process
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Figure 5.4: Distribution layer’s random process model based on neglecting the feedback of
the random process equation on the recovery dynamics, by assuming KP = 0. Measured
data P̂ and modeled data Pd, based on parameters from Tab. 5.3

output Pd. This output shows random steps, spikes and flat trajectory elements with a
drift towards the adapted energy consumption ΔE′d. At about t = 20min the output
shows a marginally stable oscillation, a pulsing of about 600W with random pulse width
and random absolute pulse height. Spikes of real measurements show a different height
and a different width, as for instance at t = 5min a 800W pulse for about 2s and at
t = 27min a 300W pulse for about 40s. Similarly different patterns are spikes of the
model, at t = 7min a 400W spike for about 10s and at t = 28min a 800W pulse for
about 1s. There are patterns with similar and with different power levels before and after
spikes, similarly in the measured and the modeled trajectory.

The impact of the different parameters on the model behavior is illustrated in Fig. 5.5.
It shows as reference in blue the previously discussed model output of Fig. 5.4. The
model output with varied parameters uses the identical random numbers as noise input
and the identical parameters, besides the individual parameter variation. The top left
diagram shows the impact of the energy tracking stiffness, which is decreased from KΔE =
0.005 1/W to KΔE = 0.001 1/W. The effect is a significantly reduced number of peaks and
steps, and a significantly increased height and width of these peaks. The drift back to the
adapted energy consumption ΔE′d is decreased, especially at t = 20min to t = 30min,
which leads to a weaker tracking of the reference adapted energy consumption ΔE′d.
The pulsing at t = 20min is vanished. The top right diagram shows the impact of the
switching height parameter, which is decreased from PΔ = 140W to PΔ = 50W. The
effect is a significantly reduced height of the individual peak and step events, and a
significantly increased width of the lower peaks. The pulsing at t = 20min is vanished.
The bottom left diagram shows the impact of the blur parameter, which is decreased from
α = 15 to α = 1. The effect is a significantly decreased flatness of individual trajectory
segments, individual steps and flat segments turn into a typical noisy random process.
Individual spikes show slightly decreased height. The pulsing at t = 20min is reduced.
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Figure 5.5: Distribution layer’s process to compute reference power Pd with modified
parameters: top left: decreased energy tracking stiffness KΔE = 0.001 1/W, top right:
decreased switching height parameter PΔ = 50W, bottom left: decreased blur parameter
α = 1 and bottom right: increased switching rate parameter β = 3.5. The four identical
blue graphs are based on the original parameters as listed in Tab. 5.3, the random input
of all graphs is identical to that one used in Fig. 5.4

Table 5.5: List of parameters for the distribution layer’s random process model, as illus-
trated in Fig. 5.6

variable value variable value
TP 130s KΔE 0.01 1/W
PΔ 140W α 15
β 3 KP 0.83

The bottom right diagram shows the impact of the switching rate parameter, which is
increased from β = 3.0 to β = 3.5. The effect is a significant reduced amount of spikes
and steps. The pulsing at t = 20min turns into an individual step.

Multiple simulations show that the energy tracking stiffness KΔE increases the overall
tracking of the reference and causes increased amounts of spike and step events, which
last shorter. The switching height parameter PΔ mainly increases the height of the spike
and step events and decreases the spike width. The blur parameter α mainly increases
the flatness of the segments between the individual spikes and steps. The switching rate
parameter β mainly decreases the amount of peak and step events.

The random load dispatch process including the true impact of the recovery dynamics
by assuming P = Pd is illustrated in Fig. 5.6, based on the parameters of Tab. 5.5.
It shows entirely 1h of 1s-sampled measured and model generated data. Previous
reference measurement data is this period’s segment from t = 23min to t = 53min.
From t = 0min to t = 4min the measured data shows a pulsing of about 1200W with
different heights and durations. The model behavior shows diverse patterns, including
random pulsing, steps, approximately flat and drifting segments, and pikes with random
heights and widths, which show similar stochastic properties as the previously described
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Figure 5.6: Distribution layer’s random process model including the feedback of the random
process equation on the recovery dynamics, by assuming P = Pd. Measured data P̂ and
modeled data Pd, based on parameters from Tab. 5.5
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Figure 5.7: Current consumption of an exemplary resistive consumer: Measured steady
state current ∗r depending on given voltage V of the light bulbs from Tab. 5.1

pure random process analyses. The consideration of the recovery dynamics through the
recovery proportion KP has an impact on the system behavior, which requires an adaption
of the energy tracking stiffness KΔE.

Provision layer steady state analysis

The provision layer mainly distinguishes resistive, SMPS and motor loads, while motor
loads consist of universal and induction motor load components. The steady state of these
devices consists of the current magnitude after settling ∗ depending on the given voltage
V. Resistive loads are trivial and show high model accuracies, as exemplarily illustrated
in Fig. 5.7. Different SMPS devices are investigated, the exemplary steady state results
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Table 5.6: List of parameters for the provision layer’s SMPS model, as illustrated in Fig.
5.8

variable value variable value
Ts 195W/mF ρ 900 Ω/W
Ps,d 33W
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Figure 5.8: Current consumption of an exemplary SMPS consumer: Measured steady
state current ∗s depending on given voltage V of the notebook charger from Tab. 5.1 - a
small pure resistive component of 6W has been subtracted

Table 5.7: List of parameters for the provision layer’s universal motor model, as illustrated
in Fig. 5.9

variable value variable value
Pm,d 802W cosφm,n 0.9
κ∗m,V 1 κ∗m,ω 0
κm,V 4.5 Ams/V κm,ω 0 Ams/rd
Tm,V 0.34s Tm,ω 0s

of the notebook charger from Tab. 5.1 are illustrated in Fig. 5.8. Analyses have shown a
6W resistive component, which is subtracted for all investigations with this device. The
result shows the typical current drop for higher voltages. The measurement and the model
∗-V-trajectory have a similar shape, with limitations in the different slope. The point of
intersection and the local similarity depends on the model parameters. Voltages below
140V typically cause diverse different reactions, like disabling of the devices or highly
nonlinear, not predictable behaviors.

The steady state behavior of motor loads highly depend on whether it is an universal or
an induction motor. Universal motors typically show a mainly linear increase of the current
consumption with increasing voltages. An exemplary modeled and measured trajectory of
the vacuum cleaner mentioned in Tab. 5.1 is illustrated in Fig. 5.9. The voltage trajectories
show a similar behavior. Differences in the flatness of the trajectory are not visible. The
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Figure 5.9: Current consumption of an exemplary universal motor consumer: Measured
steady state current ∗m depending on given voltage V or frequency ƒ of the vacuum
cleaner from Tab. 5.1

Table 5.8: List of parameters for the provision layer’s induction motor model, as illustrated
in Fig. 5.10

variable value variable value
Pm,d 140W cosφm,n 0.9
κ∗m,V 0 κ∗m,ω 1
κm,V 8 Ams/V κm,ω 3.3 Ams/rd
Tm,V 0.014s Tm,ω 0.02s
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Figure 5.10: Current consumption of an exemplary induction motor consumer: Measured
steady state current ∗m depending on given voltage V or frequency ƒ of the waste water
pump from Tab. 5.1
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Figure 5.11: Worst case model accuracy: Measured steady state current ∗m depending on
given voltage V or frequency ƒ of the pure induction motor at idle from Tab. 5.1: modeled
as universal motor for slightly better results

difference between both trajectories is that the measured data illustrates a flatter slope
with a small offset, which results in only an affine relation between current and voltage.
The linear model behavior compensates part of the error by the slightly steeper slope.
There is no visible frequency dependency, except at high frequencies of 55Hz, which
causes an about 33% reduced current. Induction motors typically consume a mainly
voltage independent amount of current. An exemplary modeled and measured trajectory
of the waste water pump mentioned in Tab. 5.1 is illustrated in Fig. 5.10. Only at extreme
high or low values, voltage dependencies are visible. The frequency dependency is linear,
besides low frequencies in a range of about 40Hz. Also high frequencies in a range of
55Hz show significant model inaccuracies. All investigated other consumer devices show
similar accurate behaviors as the illustrated vacuum cleaner and the waste water pump.
An exemplary device with a low modeling accuracy is the pure induction motor at idle. It
is illustrated with the better fitting universal motor model in Fig. 5.11, showing significant
different behavioral patterns.

Provision layer distinct devices dynamic analysis

The dynamic behavior of the provision layer’s model components is separately analyzed
for the individual devices, based on different step responses. Resistive components
are trivial and due to their ideal behavior not further illustrated. SMPS devices show a
significant voltage dependency, which is exemplarily illustrated in Fig. 5.12 for the notebook
charger at a −25% voltage step. Larger negative voltage steps cause a decreasing of
the current consumption until zero, which lasts longer. Positive voltage steps cause an
approximately proportional increasing of the current. Significant limitations of the model
are mainly based on steady state deviations, which are discussed in the previous section.
A significant frequency dependency is not observable. The global validity of the dynamic
model accuracy is evaluated based on multiple step responses and comparing modeled
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Figure 5.12: Step response of the notebook charger from Tab. 5.1 as an SMPS load
component, with a pure resistive component of 6W being subtracted: A −25% voltage
step V̂, the measured ̂s and modeled s,d current response
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Figure 5.13: Current peaks #s = pek(s) of the notebook charger from Tab. 5.1,
depending on voltage step ΔV = V0 − V∗: Measured ̂#s and modeled #s,d values

and measured current absolute peak heights #s = pek(s). This current peak values #s
are compared against the voltage step heights, which are calculated as the value before
the step subtracted by the value after the step

ΔV=V0 − V∗.

The peaks are typically zero for decreasing voltage steps ΔV > 0 and linearly increasing
for increasing steps. The model shows globally accurate step heights.

Motor loads typically are sensitive on voltage and frequency changes. The response
on a voltage and frequency step of an universal motor load is exemplarily illustrated
in Fig. 5.14. Except the minor noise of the measured current signal and steady state
deviations, the voltage step responses show no significant modeling deviations. The
modeled and the measured step responses settle after an initial peak to their steady
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Figure 5.14: Step response of the vacuum cleaner from Tab. 5.1 as a universal motor
load component: A −25% voltage step V̂, a −4% frequency step ƒ̂ and the appropriate
measured ̂m and modeled m,d current responses
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Figure 5.15: Step response of the waste water pump from Tab. 5.1 as an induction motor
load component: A −25% voltage step V̂, a −4% frequency step ƒ̂ and the appropriate
measured ̂m and modeled m,d current responses
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Figure 5.16: Worst case model accuracy: Step response of the pure induction motor at
idle from Tab. 5.1 as a universal motor load component: A −25% voltage step V̂ and the
appropriate measured ̂m and modeled m,d current responses

state value. The only significant current reaction on a frequency step from 50Hz to
48Hz is an increasing noise. The model also shows no frequency dependency due to
the appropriate proportionality parameter equals zero κm,ω = 0. The response on a
voltage and frequency step of an induction motor load is exemplarily illustrated in Fig. 5.15.
The most significant difference to the previous illustration is the faster settling process.
Sampling deviations and measurement noise cause significant deviations between the
measured and the modeled current trajectories. The frequency behavior of the induction
motor is significant. Considering only the steady state, the induction motor does not
show significant voltage dependencies, but still a dynamic reaction on voltage steps as
a short current peak is observable. An extreme worst case scenario is illustrated in Fig.
5.16 which shows the current response of the pure induction motor at idle on a voltage
step. Beneath the above discussed steady state deviations, this motor shows a significant
oscillating settling process, which is not included in the model. All other investigated real
motors show results similar to that ones from Fig. 5.14 or Fig. 5.15.

The global validity of the dynamic model accuracy is evaluated based on multiple step
responses and comparing modeled and measured current peak heights. The current peak
height is calculated as the steady state value, subtracted by the peak current

#m=
∗
m − pek(m).

This current peak height #m is compared against voltage or frequency step heights ΔV =
V0 − V∗ respectively Δƒ = ƒ0 − ƒ∗. The peak heights for the exemplary universal motor
load are illustrated in Fig. 5.17. Significant deviations result mainly for high voltage steps
in a region of ΔV = 60V and larger, which corresponds to steps from high values to
lower values. Similar results are obtained for the induction motor load in Fig. 5.18. A
fundamental observation is that the current peak height #m does not significantly depend on
the initial voltage, as different initial voltage experiments with same step heights ΔV result
in almost identical current peak heights. The global validity of the induction motor load’s
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Figure 5.17: Current peaks #m = ∗m − pek(m) of the vacuum cleaner from Tab. 5.1,
depending on voltage step ΔV = V0 − V∗: Measured ̂#m and modeled #m,d values
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Figure 5.18: Current peaks #m = 
∗
m − pek(m) of the waste water pump from Tab. 5.1,

depending on voltage step ΔV = V0 − V∗: Measured ̂#m and modeled #m,d values

frequency dependency is illustrated in Fig. 5.19. Especially for frequency steps larger than
Δƒ = ±5Hz significant model deviations are observable. All significant model deviations
are in the negative direction, which means that peak heights after increasing frequency
steps are overestimated, and after decreasing frequency steps are underestimated by the
model. A significant dependency on the initial frequency 0 is observed for a frequency
step of Δƒ = 5Hz, which includes one step from ƒ0 = 50Hz to ƒ∗ = 45Hz and a step
from ƒ0 = 55Hz to ƒ∗ = 50Hz.

Provision layer coupled dynamic analysis

This subsection illustrates the behavior of the overall provision layer model, by simulating
the measured behavior of multiple different household devices from Tab. 5.1 as an
emulated household load. The only used model parameters are listed in Tab. 5.9. These
parameters are heuristically optimized for the overall behavior. The steady state voltage
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Figure 5.19: Current peaks #m = 
∗
m − pek(m) of the waste water pump from Tab. 5.1,

depending on frequency step Δƒ = ƒ0 − ƒ∗: Measured ̂#m and modeled #m,d values

Table 5.9: List of parameters for the provision layer’s multiple different household devices
from Tab. 5.1 as an emulated household load, as illustrated in Fig. 5.20 et seqq.

variable value variable value
Pr,d 60W Ps,d 19W
Ts 190W/mF ρ 1700 Ω/W
pƒ 0.58 φs,n −16deg
Pm,d 273W φm,n 3deg
κ∗m,V 0.13 κ∗m,ω 0.5
κm,V 7.5 Ams/V κm,ω 2.5 Ams/rd
Tm,V 20ms Tm,ω 25ms

and frequency dependency is illustrated in Fig. 5.20. Noticeable results are an almost
flat voltage dependency and a significantly bent frequency dependency ̂∗. Significant
model deviations are mainly at extreme low frequencies with a relative modeling error of
about 11% at 40Hz, which causes even higher currents than at 50Hz. Other significant
deviations, at a frequency of 55Hz and voltages beyond 200V, are at a magnitude of
about 5%.

The dynamic voltage behavior, analyzed through step response investigations, is
illustrated in Fig. 5.21. Noticeable is the significant different behavior of positive and
negative steps. Negative steps show an initial peak and a delayed step to its steady
state current. Positive steps only show an initial peak. Peak heights and the delay time
of the step to its steady state current correlate with step height. Besides steady state
deviations and measurement noise, slight deviations of the peak shape are observed.
The dynamic frequency dependency is illustrated in Fig. 5.22. Noticeable is the initial
peak to be significantly lower than the voltage caused peaks, and the higher impact of
measurement noise. The clear shape of the measured current peak is blurred.

The global validity of the dynamic model accuracy is evaluated by comparing peak
heights. The measurement and simulation results are illustrated in Fig. 5.23. Noticeable
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Figure 5.20: Measured steady state current ∗ depending on given voltage V and fre-
quency ƒ of multiple different household devices from Tab. 5.1 as an emulated household
load
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Figure 5.21: Step response of the multiple different household devices from Tab. 5.1 as
an emulated household load: A −40% and a +25% voltage step V̂ and the appropriate
measured ̂ and modeled d current responses
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Figure 5.22: Step response of the multiple different household devices from Tab. 5.1 as
an emulated household load: A +10% frequency step ƒ̂ and the appropriate measured ̂
and modeled d current responses
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Figure 5.23: Current peak # = ∗ − pek() of the multiple different household devices
from Tab. 5.1 as an emulated household load, depending on voltage step ΔV = V0 − V∗
and on frequency step Δƒ = ƒ0 − ƒ∗: Measured ̂# and modeled #d values

is the significant different peak height of positive and negative peaks caused by voltage
steps and the model error of high frequency steps of ±10Hz, where the sign of the step
height changes. This model error results from the measured steady state current that is
higher at 40Hz than at 50Hz, as illustrated in Fig. 5.20. This causes a reversed modeled
step response in comparison to the measured one. Other model deviations are in a range
of measurement noise.
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Figure 5.24: Notebook charger’s modeled and simulated current reaction on nominal
voltages disturbed by a 10% in-phase 3rd order harmonic oscillation
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Figure 5.25: Notebook charger’s modeled and simulated current reaction on nominal
voltages disturbed by a 20% in-phase 3rd order harmonic oscillation

System layer analysis

The dynamic behavior of the system layer’s model components is analyzed for aforemen-
tioned individual appliances and the multiple different household devices. Results are
explicitly shown for the notebook charger as an SMPS device, the waste water pump as
a machine load device and the multiple different household devices. Resistive devices
have trivial behaviors and show ideal simulation results. The model accuracy is evaluated
based on comparing the measured and simulated instantaneous current reactions on
differently shaped voltage oscillations. The systematic analyses are based on nominal
voltage oscillations, with a 10%, a 20% and a 50% 3rd harmonic oscillation, a 20% 5th
harmonic oscillation and a 20% 3rd and 20% 5th harmonic oscillation. All harmonics are
in phase with the fundamental oscillation.

The real and the simulated behavior of pure SMPS devices are exemplary illustrated
in Fig. 5.24 to 5.26 based on the notebook charger from Tab. 5.1. The typical current
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Figure 5.26: Notebook charger’s modeled and simulated current reaction on nominal
voltages disturbed by a 20% in-phase 5th order harmonic oscillation
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Figure 5.27: Waste water pump’s modeled and simulated current reaction on nominal
voltages

peaks of SMPS devices during voltage peaks are replicated without significant deviations.
The real measured current contains a lagging sinusoidal component with an amplitude
of about 10% of the peak height which is not replicated by the model. The result of Fig.
5.26 shows asymmetric peak heights, such that positive peaks are about 20− 40% the
height of the negative peaks. Positive peaks show a significant modeling deviation. The
underlying voltage signal contains a significant negative DC component.

The real and the simulated behavior of pure motor devices is exemplarily illustrated
in Fig. 5.27 to 5.29 based on the waste water pump from Tab. 5.1. The shape of the
simulated and the measured current reactions on nominal voltages in Fig. 5.27 show no
significant deviations. Harmonic voltage disturbances cause significant model deviations
in varying magnitudes and characteristics. Harmonic distortions of the 5th order show
significantly higher modeling accuracies than 3rd order harmonic distortions, as illustrated
in Fig. 5.28 and Fig. 5.29. Especially asymmetric distortions which cause differently
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Figure 5.28: Waste water pump’s modeled and simulated current reaction on nominal
voltages disturbed by a 20% in-phase 5th order harmonic oscillation
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Figure 5.29: Waste water pump’s modeled and simulated current reaction on nominal
voltages disturbed by a 50% in-phase 3rd order harmonic oscillation

shaped increasing and decreasing oscillation quarters are not replicated.
The real and the simulated behavior of an overall household are exemplarily illustrated

in Fig. 5.30 to 5.32 based on multiple different household devices from Tab. 5.1. The
fundamental behavior is replicated for all different scenarios, with significant individual
modeling deviations. A significant result is, that 5th order harmonics as illustrated in Fig.
5.32 cause less modeling deviations than 3rd order harmonic distortions, as illustrated in
Fig. 5.31. Remarkable is the phase shift of the peak with almost sinusoidal voltages in Fig.
5.30, which is not contained in the other results in Fig. 5.31 and 5.32.

5.1.3 Analysis and interpretation of the results

The analysis and interpretation of the model accuracy, based on the previous described
experimental results, are based on different fundamental principles. Dynamic effects, like
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Figure 5.30: Multiple different household devices’ modeled and simulated current reaction
on nominal voltages disturbed by a 10% in-phase 3rd order harmonic oscillation
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Figure 5.31: Multiple different household devices’ modeled and simulated current reaction
on nominal voltages disturbed by a 50% in-phase 3rd order harmonic oscillation
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Figure 5.32: Multiple different household devices’ modeled and simulated current reaction
on nominal voltages disturbed by a 20% in-phase 5th order harmonic oscillation (a dc
component of 2V has been compensated for the model calculation)
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the recovery dynamics, can exactly be evaluated based on step responses. This means
two linear systems are identical if they show an identical step response, which means the
closer the step response the better the model. This principle does not hold for nonlinear
systems, which energy system components typically are. But step response analysis of
nonlinear systems, especially good natured ones, is still a good indication for the dynamic
model accuracy and hence reasonable to be applied.

Static model accuracy, which refers to deviations of the model to the reference steady
state, has to be validated over the entire defined state space. Often nonlinear system
components, especially good natured ones, cause primary steady state deviations, like
distorting deviations of the linearized system response, and less often the dynamic settling
process itself. This requires to at least investigate the entire work space, which in practice
means to analyze several points in the workspace.

Supply layer

The supply layer’s model component, as shown in the previous section and especially in
Fig. 5.1, shows entirely good and accurate results. The important aspect of this result
is the stochastic nature of the model, which means that basic principles are replicated,
but without direct connection between the modeled and the reference behavior. The
way of application of the reference mean and standard deviation, and the further model
calculations in (4.38)(4.39) ensure that the mean and the standard deviation of multiple
trials of the model and the reference behavior are identical. The applied base load
ensures that no unrealistic peaks close to zero, or negative values occur. Fundamental
model inaccuracies are the not applied time variance of the base load, which could be
implemented easily, as it is an explicit parameter. A further inaccuracy is the assumed
Weibull distribution of the individual load values. This means that especially high peaks
could show significantly different behaviors than the peaks in the reference behavior.
Specific time dependent or time variant processes, like regularly repeating uniform load
fragments caused by regularly switching of certain appliances, cannot be emulated with
this model, due to its stochastic nature. But the typical steep gradients of switching events,
as well as the typical duration of peaks can be replicated by the model based on individual
parameters. Summing up, this model replicates the stochastic properties of the load well,
but specific individual load components are not included to reach a good compromise
between accuracy and complexity.

Distribution layer

The distribution layer’s recovery dynamics model shows sufficiently accurate results, as
shown in the previous section and especially in Fig. 5.2 and Fig. 5.3. Simple experiments
show the basic principle of the recovery dynamic process. Consumer applications, which
require a specific amount of energy initially react on voltage drops, but will recover the
power demand after a while. For example cooking a specific amount of water lasts longer,
if the power supply is lower due to voltage variations. An oven will activate the heating
element longer or more often to adapt to voltage variations. This means that the energy
demand of such processes is independent of the power flow, which leads to the recovery
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of the power demand. Other processes like light bulbs typically do not recover their power
demand, the slightly weaker light due to voltage variations is typically accepted.

The initial experiment illustrated in Fig. 5.2 shows the fundamental principle of power
recovery, by considering several identical water cookers operating at the same time. This
leads to a considerable impact of the switching events, which are not implemented in the
recovery dynamic model proportion. The settling process of this reference experiment
shows a straight recovery trajectory, in contrast to the model with an exponential trajectory.
The second experiment, illustrated in Fig. 5.3, adds three fundamental properties. The
higher amount of individual devices causes a smoother trajectory. The difference of
the devices’ types causes an alignment of the reference behavior to the exponential
model behavior. The consideration of the light bulbs as non-recovering applications leads
to only a partial recovering of the reference behavior, which is emulated accurately by
the model. A different share of recovering and non-recovering applications causes a
different recovery proportion, which would require an adaption of the recovery proportion
parameter KP. The recovery dynamics model proportion fundamentally emulates the
overall behavior of many different appliances with a constant share of recovering and non-
recovering ones, very accurately. Individual appliances’ behaviors are emulated weakly.
This means by considering the model for one single family house, the real recovery
dynamic behavior is fundamentally implemented, but details are blurred over multiple
different individual consumers, like the entire MG. Due to the stochastic nature with high
individual uncertainties, this inaccuracy has negligible impact on most investigations.

The other important aspect of the distribution layer’s model is the random process,
which up-samples the 15min energy consumption to a 1s-based power consumption.
The initial experiment in the context of Fig. 5.4 to Fig. 5.6 shows good results. The obvious
characteristics of the reference measurements is a switching behavior, which results in
steps, peaks and flat trajectory segments, which is caused by the switching of individual
consumer devices. Especially stoves and cookers cause the fast pulsing, a frequent on-off
switching to control the temperature, similar as illustrated in Fig. 5.6 in the first 4 minutes.
The partly marginally stable model causes also such stochastic pulsing behaviors, which
realistically represent realistic behavioral patterns. As stated above, the fundamental
property of this stochastic model is to emulate the mathematical physical properties of
electricity load behavior, while device specific behavioral details are blurred over multiple
different individual consumers. The aim to track the reference energy consumption leads
to the observed model drifting during flat trajectory segments, which is not observed in the
measured data. This won’t have significant impact on model accuracy due to its accurate
magnitude and low gradient. This tracking finally causes the similarity of the true energy
consumption and the reference energy consumption.

The model stochastically emulates many different events, like different high load peaks
with various widths, steps and noisy elements. The results in the context of the model
variation show that the underlying model properties, being reference tracking, amount
of spike and step events, duration of spike and step events, height of spike and step
events and the flatness, can be adjusted. These properties are not time variant, as the
parameters are not time dependent. The consequences of time dependent parameter
implementations are not analyzed, but fundamentally imaginable. This would increase
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model complexity significantly. A fundamental limitation is that some parameters influence
different properties. This generates an interdependency of individual properties, which
can be solved by a sequential parametrization. Starting with the energy tracking stiffness
KΔE increases the overall tracking of the reference, but causes increased amounts of spike
and step events which last shorter. Continuing with the switching height parameter PΔ
mainly adapts the height of the spike and step events, but decreases the spike width. The
switching rate parameter β adapts the amount of peak and step events and finally the
blur parameter α increases the flatness. The width respectively the duration of spikes are
directly dependent on the step height, and cannot be independently adapted. This leads
to the probably largest limitation of this model, which always depends on a compromise
between spike height and spike width. Additionally the shape of the stochastic distribution
of the model properties cannot be actively adapted.

The entire conclusion of the distribution layer model is that it emulates the stochastic
nature and the fundamental model properties well. Limitations are very detailed properties,
like the shape of the distribution of spike height, or time dependent events, like a spike at
a specific point in time. Also limitations have to be mentioned for small systems with a
significant impact of individual devices, like a constant pulsing is also hardly emulateable.

Provision layer

The provision layer’s load model component shows accurate results with some limitations.
Resistive loads show high model accuracies, and are not separately discussed. The
steady state model behavior of the SMPS devices tends to overestimate the impact of
voltage variations. Measurements show a slight increase in power consumption with higher
voltages, the model’s nature with losses occurring in the resistor causes a decreasing
power consumption with higher voltages. This effect can be compensated by considering
a higher impact of the resistive model component. Such shifts between the three different
groups of devices allow to compensate several individual modeling inaccuracies, like
deviations in the steady state voltage dependency of the universal and the induction motor.
The steady state frequency dependency is for most individual devices less accurate,
especially for both motor types. The measured current drop for higher frequencies of the
universal motors could be caused by the interaction of zero crossings and the commutator.
Especially the induction motor shows only locally linear steady state behaviors, especially
by considering the frequency dependency. This is caused by the complex mechanisms
in the induction motor, which cause it to behave more and more nonlinear for increasing
deviations to the nominal working space. The worst case example of the pure induction
motor, which is operated at idle, shows that at least rare extreme examples exist, which
cannot be realistically modeled. As these devices are typically only rarely used, they
entirely play only a subordinate role.

The dynamic behavior of the individual components is evaluated based on step
responses. As the real device and the model both are based on nonlinearities, the
step response analysis is only an indicator for the modeling accuracy. It is extended by
the aforementioned steady state analysis and the peak height analysis to indicate the
global validity of the individual step response analysis. The SMPS model shows unreliable
responses to extreme increasing voltage steps, which are caused by the assumed constant
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power factor, which is increasing for high differences between grid and capacity voltages.
Several shown deviations, especially the step responses of the waste water pump, are
caused by measurement noise and the lower measurement sampling, in contrast to the
specified model sampling. Complex behaviors like the shown step response of the artificial
worst case example of the pure induction motor at idle shows that devices exist with
highly complicated behavioral patterns, which are not included in the model. Furthermore
deviations, especially of the peak analyses, are finally noticeable in the working space
limits. The negligence of nonlinearities demonstrates at these limits its neglected impact. A
further noticeable property is that also dynamic frequency dependent behavioral patterns
are typically less accurate than voltage dependent patterns.

The fundamental results of the overall provision layer analysis shows an accurate
model behavior. The largest model error of 11% steady state deviation at a frequency of
40Hz in Fig. 5.20 is caused by the fan, the reason for the unexpected steep increase of
its current consumption for frequencies lower than about 43Hz is not easily accountable.
This also causes the errors of peak heights for steps of Δƒ = ±10Hz in Fig. 5.23 which
is measured through steps between the error containing 40Hz and 50Hz. Deviations of
peaks, especially the different peak times is caused by the low available measurement
sampling and the asynchronous current and frequency measurement. It is obvious that
individual inaccuracies of individual devices balance each other.

The overall model accuracy is rated high, by considering the aim to generate a simple
model which covers all behavioral patterns of all typically used consumption devices.
Model deviations are estimated typically at a magnitude of about 5% for large operating
ranges, and significantly lower for smaller operating ranges, by considering a composition
of multiple different devices. There exist individual devices which have significantly
different behavioral patterns than the model. The noticeable limitations of the provision
layer model component are modeling errors at extremely steep and high increasing voltage
steps, decreasing modeling accuracies for large deviations of the typical working spaces,
especially for frequency deviations and for individual special devices. A further limitation
are the assumed constant model parameters, which causes time invariant shares of
SMPS, resistive and motor loads, and time invariant properties like settling or peak heights.
Additionally, the delayed step to the steady state current as illustrated in Fig. 5.21 (left,
at t = 0.2s) can be blurred by multiple different SMPS devices with differently sized
capacitors.

System layer

The system layer’s load model component replicates the fundamental behavioral patterns,
with significant individual modeling deviations. The analysis of model accuracy based
on harmonics has the advantage of analyzing the behavior at different conditions, which
incorporates dynamical behavioral patterns. Step response analyses require steady state
conditions, which would not be realistic operation conditions in AC systems. The difference
between positive and negative peak heights of the SMPS component, especially in Fig.
5.26, can only be explained by undesired DC voltage components, which have a high
sensitivity due to the high SMPS capacity voltage, which directly enables the SMPS
current flow. Modeling deviations considering electric motors are caused by the simple RL-
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Table 5.10: List of parameters for the illustrated results of the weather model, based on
the reference measurement of Garching

variable value variable value
Ts 1h
A0,μ,I −0.8 A0,σ,I 0.9
Ad,μ,I 1.3 Ad,σ,I 0.5
Ay,μ,I 0.4 Ay,σ,I 0.1
Ady,μ,I 0.0 Ady,σ,I 0.0
φd,I 3.3 rd φy,I 3.9 rd
TI 23h ρ 0.83
A0,μ,A 6.9deg A0,σ,A 5.1deg
Ad,μ,A 3.2deg Ad,σ,A 0.8deg
Ay,μ,A 10.6deg Ay,σ,A −1.3deg
Ady,μ,A 2deg Ady,σ,A −0.2deg
φd,A 2.6 rd φy,A 2.8 rd
TA 30h ζI/A 0.59
A0,μ,W 2.3m/s A0,σ,W 2.0m/s
Ad,μ,W 0.8m/s Ad,σ,W −0.1m/s
Ay,μ,W −0.5m/s Ay,σ,W −0.8m/s
Ady,μ,W 0.1m/s Ady,σ,W 0.0m/s
φd,W 2.6m/s φy,W 2.4m/s
TW 20h ζA/W 0.23

model, which allows to model all different kinds of motor devices with significant modeling
limitations.

The entire modeling accuracy is rated high considering fundamental behavioral pat-
terns, but low considering specific individual behavioral patterns. This allows to use the
model as a realistic emulation of household behavior in grid focused analyses, which
focus on the mean behavior of multiple households, which is finally allocated to individ-
ual households. Model improvements are likely, especially by using more complicated
individual model components. Finally, this model allows to be used as the load model
in the laboratory. To the best of our knowledge, literature does not provide any nearly
comparable alternative to this model, which combines all fundamental behavioral patterns
from the time variant energy consumption to the dynamic creation of signal shapes.

5.2 Weather model

The performance of the weather model is hardly measurable due to its stochastic nature.
A detailed analysis with multiple specific measures to quantify the modeling accuracy
is postponed to future work. The following subsections are based on an emulation of
the measurement of the weather station in Garching, Germany and the illustration of its
results. Further satellite based data sets’ modeling results are subtextually incorporated
into the results of the following sections. The model parameters of the illustrated weather
model from Garching are listed in Tab. 5.10.
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Figure 5.33: Maximum daily global horizontal irradiation I#: Measured data Î# from
Garching, Germany and model output I# based on parameters from Tab. 5.10 through a
random process. The dashed line shows the maximum possible daily radiation.

5.2.1 Experimental results

The performance of the weather model, especially for the local data set of Garching, are
illustrated in this subsection. The comparison of measured and modeled data has to
show differences due to the model’s stochastic nature. A high model accuracy means that
the characteristics of the modeled and the measured reference data are similar, but not
necessarily their absolute magnitudes. Their characteristics mainly consist of the time
dependent expectation value and standard deviation, as well as the rate of change, the
interdependency of irradiation I, ambient temperature A and wind speedW, and further
properties, like peak shapes, or radiation at night, etc.

The measured and modeled global horizontal radiation of Garching is illustrated in
Fig. 5.33 and Fig. 5.34. The first illustration Fig. 5.33 shows the seasonal behavior
through the daily maximum values and the maximum possible daily radiation throughout
one entire year. The high impact of stochasticity causes deviations between model and
measurement, but in a similar range. There are no significant violations of the maximum
possible radiation, individual peaks are randomly distributed but show similar heights. The
continuity of weather phenomena, like the duration of sunny weather is similar. The diurnal
behavior in Fig. 5.34 shows days with measured high radiation, e.g. day 243, and with
measured low radiation like day 244, similarly as the model with high radiation at day 245
and low at day 246. Fluctuations within one day, like some small prongs during the day,
show no significant difference between model and measured data.

The seasonal behavior of the measured and modeled ambient temperature A is
illustrated through the daily maximum and minimum values in Fig. 5.35. The obvious
result is the higher temperature in summer than in winter, which is accurately consistent.
Fluctuations of maximum and minimum temperatures are higher in winter than in summer,
similarly for measurement and model results. The measured temperature shows a warm
period in January until about day 15 and around day 265 which lasts significantly long.
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Figure 5.34: Hourly global horizontal irradiation I end of August to beginning of September:
Measured data Î from Garching, Germany and model output I based on parameters
from Tab. 5.10 through a random process. The dashed line shows the maximum possible
radiation.
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Figure 5.35: Maximum (top graph) and minimum (bottom graph) daily ambient tempera-
ture A#: Measured data Â# from Garching, Germany and model output A# based on
parameters from Tab. 5.10 through a random process.
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Figure 5.36: Hourly ambient temperature A end of August to beginning of September:
Measured data Â from Garching, Germany and model output A based on parameters
from Tab. 5.10 through a random process.

Simulation shows a mainly constant weather period around day 50. Other measured
and simulated data show different numbers of such specific weather events, such that
no significant deviations are observed. The diurnal variation illustrated in Fig. 5.36 also
shows similar measured and modeled characteristics. Both graphs show warm and cold
days, as well as typically higher temperatures during the day. Multiple simulations show,
beneath higher temperatures and radiations in summer and during the day, a loose relation
between radiation and temperature, for instance a high modeled radiation period around
day 50 correlates with a relative high ambient temperature at the same time. On the other
hand, a relatively low radiation and high temperatures around day 5 shows also deviations
from that correlation in reality.

Windspeed is naturally highly fluctuating, as illustrated in Fig. 5.37 and Fig. 5.38.
Seasonality leads to higher wind speeds in winter with higher fluctuations than in summer,
consistently for simulated and measured data. The range of fluctuations, especially at a
diurnal scale in Fig. 5.38 shows wind speeds from about 0m/s up to 5m/s, with significant
fluctuations in one day.

Global locations are evaluated based on satellite based reference data. These data
are averaging over significantly large regions, which has an impact on individual behavior.
Fundamental modeling inaccuracies are for instance, that measured weather data close
to the equator typically show not simply sinusoidal expectation value trajectories, which is
assumed for the model. Especially wind speed shows worse results than irradiation and
temperature. Especially for temperate regions the model shows high accuracies.

5.2.2 Analysis and interpretation of the results

The analysis of the weather model accuracy is based on comparisons of measured and
modeled data. Averaged data from satellites are only considered to investigate the impact
of global locations, as the averaging has a significant impact on the resulting behavior.
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Figure 5.37: Maximum (top graph) and minimum (bottom graph) daily horizontal wind
speedW#: Measured data Ŵ# from Garching, Germany and model outputW# based
on parameters from Tab. 5.10 through a random process.
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Figure 5.38: Hourly horizontal wind speedW end of August to beginning of September:
Measured data Î from Garching, Germany and model output I based on parameters from
Tab. 5.10 through a random process.

Especially the suggested methodology to transform global horizontal radiation to plane-
to-array radiation is not analyzed, as it is identical to mechanisms suggested in literature.
Future work with the CoSES weather station should elaborate this in detail, through the
good measurability of direct, diffuse and global radiation at diverse angles. The overall
accuracy appears high through multiple different emulated locations, especially by focusing
on temperate regions. The important characteristics, like time variance of expectation
value and standard deviation, the interdependency and rate of change of different weather
magnitudes can be adjusted through individual parameters. Especially using recorded
mean and standard deviation trajectories allows to increase the accuracy of time variance,
especially for regions close to the equator.
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5.3 Model based laboratory scenario analysis

This section describes the standard laboratory electricity grid configuration and three
operating scenarios to illustrate challenges and potentials to solve these challenges. The
fundamental focus is set on line voltage drops and on transmission capacity limitations.
The standard DIN VDE 50160 allows ±10% voltage deviations for the end consumer at
his network interconnection point. Traditionally, the last active voltage control ability is at
the substation, the transition from the high to the mean voltage. That transformer’s tab
changer has a control hysteresis of typically 2%. Calculating 7% voltage drop for the
mean voltage grid allows a remaining ±5.5% voltage drop for the low voltage transformer
and the low voltage grid.

The standard electricity grid topology is illustrated in Fig. 5.39. It is designed based
on multiple heuristic analyses with the aim to be realizable in the laboratory, to show
interesting challenges which have to be solvable and which represents a realistic scenery.
An exemplary scenery in which this standard grid topology could be realized realistically is
shown in Fig. 5.40 as an exemplary landscape. The scenery is based on a rural region,
with a small settlement with five houses close to the transformer and two larger remote
houses.

The following subsections describe each one possible operation state of the grid. The
standard configuration is investigated based on only one active transformer and the open
ring, such that the grid topology is radial. The presented system behaviors are obtained
based on simulations with the professional grid simulation software PSS®SINCAL of the
Siemens group. This simulation is based on optimal power flow calculations with pure
resistive-inductive cable models. Typically in low voltage cable grids, the cable capacities
have a significant impact, which are typically neglected in professional grid simulation
softwares. The mean voltage feeder with the id [0] is considered as slack bus and the
seven houses’ buses are considered as load buses. Node voltages are analyzed as
per unit values based on nominal voltages of Vn = 400V. Edge loads are analyzed as
per unit currents, based on nominal currents n as specified in Sec. 3.2.2. Additionally,
capacity limits are mentioned based on the PSS®SINCAL’s database values. Voltage
deviations larger than 1% outside the specified limits are considered as critical. Current
limit violations are counted as critical if larger than the capacity limit.

5.3.1 Full load scenario

The first system behavior investigation is based on an extreme scenario of maximum
load. Each of the five houses and the two EXTs consume nominal load as active power,
plus reactive power to get a power angle of 0.9. There is no distributed generation. The
resulting current flows of the full load scenario are illustrated in Fig. 5.41. Noncritical and
critical limit violations are illustrated in the grid topology diagram in Fig. 5.43 as orange
and red elements. Capacity violations occur mainly in the connection from the transformer
to the settlement, in cable (1) of 275% and (2) of 186%. The transformer is overloaded
at 106%. These overloads would be critical and would lead quickly to the destruction of
the infrastructure or to the tripping of the protection devices causing a black-out of the grid.
Uncritical violations are the cable (5) and all consumer’s connections of 18% to 25%,
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Figure 5.39: Illustration of the CoSES standard electricity grid topology, including cable
specifications, node ids [x] and edge ids (y).
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Figure 5.40: Illustration of a possible scenery based on the standard grid topology. Green
lines are electricity lines, green dashed line is mean voltage line, green dotted lines are
house connection cables, red lines are heat distribution grid pipes, two green marked
generators, two houses on the right side are the extensions, small house on the bottom
left is the transformer house.
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Figure 5.41: Per unit current flows / n of the full load scenario and the capacity limits.
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Figure 5.42: Per unit grid voltages V/Vn of the full load scenario including the acceptable
voltage band

which would cause the tripping of protection devices after a while. These capacity limits
occur due to constant power loads by considering voltage drops.

Occurring line voltage drops are illustrated in Fig. 5.42. All grid voltages are critically
violated, except directly at the transfomer at busbar [2], which is only marginally violated.
The extreme scenario causes these voltage drops of up to 20%, which means a voltage
band violation of 14%, which would cause besides legal and economic consequences
mainly disturbances in the operation of distributed facilities. One of the fundamental
observations is that the main limiting aspect of grid capacity are typically voltage drops,
current limitations play a subordinate role. Current limitations of the house connection
cables have a major impact, as high peak generation or high consumption due to BEV
charging and electric heating can occur.

5.3.2 Generation and consumption feeder scenario

The second scenario is based on one generation and one consumption feeder at the
transformer. Each of the five houses and the EXT-2 which is connected to the five houses
consume half nominal load as active power. The EXT-1 at the other transformer feeder
generates half nominal active power. No reactive powers are consumed in accordance
with the actual trend towards more capacitive consumption due to more and more used
SMPS devices. The resulting current flows of the generation and consumption feeder
scenario are illustrated in Fig. 5.44. Noncritical and critical limit violations are illustrated in
the grid topology diagram in Fig. 5.46 as orange and red elements. Capacity violations
occur mainly in the connection from the transformer to the settlement, in cable (1) of 65%
and (2) of 24%. The overload of the grid segment (1) would be critical and would lead
quickly to the destruction of that cable or to the tripping of protection devices causing
a black-out of that grid feeder. The uncritical violation of the cable current rating (2)
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Figure 5.43: Grid configuration and limit violations of the full load scenario: red means
critical violations, orange means uncritical violations, of line capacity limits (edges) and of
voltages (nodes)
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Figure 5.44: Per unit current flows / n of the generation and consumption feeder scenario
and the capacity limits.
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Figure 5.45: Per unit grid voltages V/Vn of the generation and consumption feeder
scenario including the acceptable voltage band

would cause the tripping of protection devices, a quicker aging or in worst case also its
destruction after a while.

Occurring line voltage drops of the generation and consumption feeder scenario are
illustrated in Fig. 5.45. The grid voltages of node [11], [12] and [6] are violated for about
0.5% to 1%. This could cause mainly legal and economic consequences. This scenario
shows, that the switching of an OLTC transformer of about 2.5% would allow to hold all
grid voltages. Increasing the generation and consumption powers from actually 50% to
values close to 100% would cause an increasing of the voltage difference of node [6] and
[7], which would mean that an OLTC switching action would improve the conditions for
one node, but would corrupt the conditions for the other node. This shows that an OLTC
cannot solve all voltage problems.

5.3.3 Mixed generation and consumption scenario

The behavior of the mixed generation and consumption scenario shows that an intelligent
coordination of generation and consumption could solve voltage and current limit chal-
lenges, even under higher power ratings. Each of the four SFHs consumes 75% of their
nominal power rating as active power. The two EXTs and the MFH generate 75% of their
nominal power rating as active power. The resulting current flows of the mixed generation
and consumption scenario are illustrated in Fig. 5.47. There are no current limit violations,
as also shown in the network diagram in Fig. 5.49.

The resulting line voltage drops are illustrated in Fig. 5.48. All grid voltages are
in between the specified limits. The fundamental observation of this scenario is that
distributed generation and consumption in the close neighborhood balance each other.
Consumptions’ positive voltage drops and generations’ negative voltage drops eliminate
each other even under high power ratings and cause only few flowing grid currents. That
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Figure 5.46: Grid configuration and limit violations of the generation and consumption
feeder scenario: red means critical violations, orange means uncritical violations, of line
capacity limits (edges) and of voltages (nodes)
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Figure 5.47: Per unit current flows / n of the mixed generation and consumption scenario
and the capacity limits.
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Figure 5.48: Per unit grid voltages V/Vn of the mixed generation and consumption scenario
including the acceptable voltage band

is one of the fundamental aims of MG control, to coordinate available flexible generation,
storage and consumption devices, such that these balance each other and the grid is
relieved.



140 CHAPTER 5. ANALYSIS AND VALIDATION OF HIL MODELS

[0]

(T
x1

)

(T
x2

)

(0)

(1
)

(2
)

(3
)

(4)

(5
)

(6)

(7)

(8)

(9)

(1
0)

(11)

[1] [2]

[3]

[4]
[5]

[6]
[7]

[8]

[9]

[10]

[11]

[12]

SFH1

SFH2

SFH3

SFH4

MFH

EXT-1 EXT-2

(1
2)

(1
3)

Figure 5.49: Grid configuration and limit violations of the mixed generation and consump-
tion feeder scenario: red means critical violations, orange means uncritical violations, of
line capacity limits (edges) and of voltages (nodes)



Chapter 6

Conclusions

The present work addresses challenges of the transition from a centralized, power plant
controlled electricity system to an intelligent decentralized network controlled system.
This work focuses on LV distribution systems as MGs, by considering heating and the
connection to the traffic sector by BEV charging. The context of this work are practical
challenges which have to be investigated in a laboratory, the construction of a MG
laboratory and technical concepts to operate fundamental parts of the laboratory.

6.1 Summary of contributions

The present work is based on three fundamental contributions. The first contribution is
the systematic analysis of the physical-technical principles of energy system operation
and their systematic structuring to derive technical laboratory requirements. The ESMIF
concept describes a multilayer approach which structures the technical processes and their
affiliated challenges in five consecutive layers. This allows to explicitly distinguish specific
challenges, like energy provision, powerflow, voltage control, instantaneous processes
or the real technological impact and indicates temporal process requirements to avoid
undesired cross-layered interactions. This allows to systematically analyze technical
requirements for a MG laboratory as a multi-functional tool for investigating challenges
across all layers.

The second fundamental contribution is the technical laboratory concept. The funda-
mental principle is that the laboratory components should allow to actively influence all
processes of each layer. Only this realistic consideration of the entire processes of energy
system operation allows to generate reliable and viable investigation results. Especially at
high levels, referring to energy management challenges, the coupling of heating, electricity
and BEV charging is important to be considered in a laboratory. Using heat pumps and
CHP units as promising technologies for future sustainable heating supply cause that the
requirements and processes of the entire domestic heat system interact with the electricity
system. This motivates to incorporate the entire heating and in future the cooling system
including a local heat network as a key feature in the laboratory. To allow to investigate
multiple different scenarios, the laboratory concept focuses on a modular design and
flexible configurations, like the flexible grid configuration system, which allows to flexibly
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configure multiple different LV grid topologies. The sophisticated measurement and control
system allows to gather and record the detailed system state.

The third fundamental contribution is the design of HIL models for the electricity
consumption and for artificial weather behavior. The challenge that no humans live in
the laboratory and consume energy makes realistic models necessary, to emulate that
behavior. The key feature of this work’s model is to incorporate all fundamental processes
of conventional electricity consumption, from the dynamic interaction of instantaneous
voltages and currents through the consumer devices which can cause the formation of
harmonic disturbances, until the time variant energy consumption. The present weather
model allows to flexibly configure the virtual weather conditions and hence the location and
allows to specifically investigate the individual impact of specific weather phenomena, like
higher fluctuating irradiation or a stronger coupling between irradiation and temperature.
Both HIL models are critically analyzed by emulating reference measurements. These
analyses show accurate results with some limitations, which allow the model to be used in
the laboratory.

6.2 Future research

The obvious future work is the final construction and the commissioning of the laboratory
and the execution of energy system investigations and research projects. Especially
investigations in the context of system modeling, system operation under realistic condi-
tions and the reliable validation of operation strategies are of great interest, where the
laboratory can exploit its strengths. An interesting specific topic is for instance to design
new electricity grid models with accurate cable models, especially under transient and
harmonic conditions. Especially the consideration of the ESMIF layers in such a model
could offer a crucial added value.

A further field for future research is the detailed investigation and validation of the
accuracy of the presented HIL models, including possible improvements. The weather
station with differently sloped pyranometers allows to investigate specifically the transfor-
mation of global radiation for differently sloped plains. A further specific future work could
be the validation of the weather model for multiple different regions, especially by using
reference data from local weather stations. Open questions in the context of the conven-
tional electricity consumption are the impact of the constant share of resistive, motor and
SMPS devices, the impact of considering mainly the mean behavior of multiple consumers
and the impact of not including non-stochastic time dependent processes. Furthermore
it would be interesting to mathematically validate the entire model with multiple different
reference measurements, and to define accuracy measures to mathematically quantify
the model accuracy.

6.3 Concluding remarks

This work integrates into the research context to find realistic solutions for the challenges
of sustainable energy supply mainly at the distribution grid level. This work fundamentally
provides the prerequisites for the investigation of such solutions. Furthermore, the present
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ESMIF multilayer approach could play a crucial role in future research as a concept to
systematically analyze different questions of energy system operation and to combine
these at the differently abstracted layers.

This work could open a new perspective of energy system operation, by opening the
view to all system processes, including the realistic and practical aspects. In this view
the critical contribution of this work is the idea to reliably investigate the entire process of
energy system operation, which reflects in the ESMIF concept as a basis for the laboratory
design and the conventional electricity consumption model.





Appendix A

Mathematical Derivations

A.1 Derivation of the electricity load switching behavior
process equation

– First aim is to focus on the power increment

– Model a process equation with a certain probability to keep the power consumption
constant or to switch it

– Using rctn-function as a blurred switch between 0 (constant event) and 1 (switch
event), similarly as the heaviside function 1()

−2 2

0.5

1

α = 1

α = 2



rctn (α)
π + 0.5

rctn (α)

π
+ 0.5 ≈ 1()

– Blur parameter α allows to adapt the steepness of the transition between 0 and 1,
which affects the clarity of the distinction between constant and switch event

– Creating a random variable  with a specific probability to keep the power consump-
tion constant for negative values or to switch it for positive values

– Input is the standard normal distributed white noise samples ζ′[k]
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– Creating a sign independent random variable by squaring ζ′[k]

– Shifting the probability density function by the switching rate parameter β2 to modify
the probability for switching events P( > 0)

−2 2

0.5

1

N(0,1)

β = 1β =
p
2



ƒ

=ζ′2[k] − β2

– Multiplying the random variable ζ′[k] and the switching height parameter PΔ to
specify the typical switching height and the positive or negative direction of it

PΔ · ζ′[k]
�

rctn(α(ζ′2[k] − β2))

π
+ 0.5

�

– Adding this power increment to the previous power sample P′d[k − 1] results in the
final process equation (4.35)

P′d[k]=P
′
d[k − 1] + PΔ · ζ

′[k]

�

rctn(α(ζ′2[k] − β2))

π
+ 0.5

�

A.2 Transformation from normal to Weibull distribution

– Assuming a normal distributed random variable , with an expectation value μ and
a standard deviation σ

– Its probability density function is

ƒN() =
1

σ
p
2π

e−0.5(
−μ
σ )

2

– Its cumulative distribution function is

FN() =
1

2
+
1

2
erf

�

 − μ
p
2σ
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– erf is the Gaussian error function

– Assuming a Weibull distributed random variable y, with a shape parameter k and a
scale parameter λ

– Its probability density function is

ƒW(y) = λk(λy)k−1e−(λy)
k

– Its cumulative distribution function is

FW(y) = 1 − e−(λy)
k

– The aim is a transformation N2W to transform normal to Weibull distributed random
variables with identical expectation values and standard deviations

 7→ y = N2W(;μ, σ)

– Probabilities have to coincide:

P( < X0) = P(y < N2W(X0;μ, σ))

⇒
∫ 

−∞
ƒN(′)d′ =

∫ N2W(;μ,σ)

N2W(−∞;μ,σ)
ƒW(y′)dy′

⇒ FN() − FN(−∞) = FW(N2W(;μ, σ)) − FW(−∞)

⇒
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2
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– The following part shows how to compute the shape parameter k and the scale
parameter λ to get identical expectation values and standard deviations

– Expectation value of Weibull distribution is

μ(y) = λ−1
�

1 +
1

k

�

– Standard deviation of Weibull distribution is

σ(y) =
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– μ(y)
!
= μ and σ(y)

!
= σ and dividing μ(y)
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– Inserting in expectation value
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A.3 Derivation of the amplitude error compensation factor
for filtered white noise

– A white noise signal gets filtered with a first order low-pass filter with a time constant
T, a gain K and the transfer function

G(s) =
K

1 + Ts

– The aim is to determine the gain K, such that the signal energy is not affected.

– The standard normal distributed white noise signal is sampled at Ts

– Its Nyquist frequency is

ω0 =
π

Ts

– White noise has the signal energy content 1

– White noise has up to the Nyquist frequency a uniformly distributed energy density h

– This means in frequency domain
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h2dω
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– The frequency response of the filter is

|G(ω)| =
K

p

1 + T2ω2

– The resulting filtered signal in frequency domain is

|G(ω)| · h =
K
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– Signal energy content has to equal 1
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– Assuming T > 10Ts means the filter suppresses energy of frequencies higher than
the Nyquist frequency

– This allows to consider the white noise’s amplitude to be constant until infinite
frequencies, as these energy parts are highly damped and do not affect the final
result:
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Appendix B

Irradiation Factors

B.1 Normal-to-horizontal factor

– φ latitude of the location

– δ solar declination

– h hour angle

– According to [45] the normal-to-horizontal factor results in

ηh/n = sinφ sin δ + cosφ cos δ cosh

– Solar declination depends on the inclination of the Earth’s axis, and 81d offset until
spring breakthrough

– Hour angle depends on the daytime

δ = 0.405 rd sin
�

2π

1y
(t − 81d)

�

h =
2π rd

1d
t

B.2 Horizontal-to-sloped factor

– α slope angle

– b slope’s azimuth angle

–  solar azimuth angle

– According to [45] the horizontal-to-sloped factor results in
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ηs/h = ηh/n cosα + sinα sin(cosηh/n) cos( − b)

B.3 Scattering factor

– η0 atmospheric transmission, equals anisotropy index from [45]

– According to [45] the scattering factor results in

ηsc = η0
ηs/h

ηh/n
+ 0.5(1 − η0)(1 + cosα)



Appendix C

Impressions of the Laboratory
Realization

Figure C.1: View into the MV room
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Figure C.2: View into the OLTC room

Figure C.3: View into the patch-panel system to configure the electricity grid
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Figure C.4: Overview about the PHIL load emulator.

Figure C.5: Overview about electricity and control system of SFH-3: Left are the sockets,
center is the house’s electricity distribution cabinet, right is the RT control system.
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Figure C.6: Overview about the patch-panel system to allocate the BEV charging stations
to specific houses
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Figure C.7: Overview about heat modules of SFH-2: Left background is the air heat pump,
right foreground is the gas boiler, center left is the grid transfer station module.

Figure C.8: Overview about heat modules of MFH: Left is the heat tank, right is the largest
CHP, right top is the connection for exhaust, natural gas and cooling water (pipes without
insulation).
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Figure C.9: Overview about the brine heat pump: Left center is the brine tank, center is
the heat pump itself, right is the pipe circuitry.
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