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Zusammenfassung

Diese Dissertation befasst sich mit der Stabilität der Symmetrien in der Quantenmechanik in
zwei wichtigen Szenarien. Zunächst betrachten wir die lineare Stabilität von Wigners Symme-
triesatz, welcher ein fundamentales Resultat in der theoretischen Darstellung von physikalischen
Symmetrien ist. Danach widmen wir uns einer Symmetrie-Charakterisierung einer wichtigen
Menge von quantenmechanischen Zuständen, nämlich gaußschen bosonischen Zuständen. Wir
erforschen, wie stabil diese Charakterisierung ist, wenn wir leichte Änderungen in den An-
nahmen betrachten. Jedes unserer Stabilitätsresultate beinhaltet explizite Schranken inklusive
exakter Angabe der Konstanten.

Abstract

This dissertation deals with the stability of symmetries in quantum mechanics in two impor-
tant scenarios. First, we study the linear stability of Wigner’s symmetry theorem, which is a
foundational result on how physical symmetries are mathematically represented. Then, we turn
our attention to a symmetry characterization of an important set of quantum states, namely,
Gaussian bosonic states. We explore how stable this characterization is when we allow for
small changes in the underlying assumptions. Throughout this work, we give explicit bounds
on every stability result and provide exact constants.
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One can learn a lot about a mathematical object by studying how it behaves under small
perturbations.

– Barry Mazur
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1 Introduction

Symmetries permeate our understanding of nature and so it is difficult to conceive a theory
without them. If a physical problem has an exact analytical solution, there is a great chance
that there was an underlying symmetry making this possible. That is, there is a simplifica-
tion of the problem manifested by the fact that “something” (e.g. a property or quantity)
was preserved. These idealizations are sometimes very good approximations to the real world.
But what happens when this “something” is not exactly preserved, but almost ; can we still
approximate the problem by the exact case and in that case, can we quantify this? This thesis
deals with these sort of questions in relation with quantum mechanics by studying the stability
of two important mathematical descriptions of symmetries in quantum theory.

1.1 Outline

In this Section we describe the “almost-symmetries” that we investigated in this thesis and give
some guidelines to understand where this research question is located. In addition, an outline
of the structure of the chapters is given.
Our research question deals with the stability of symmetries in quantum mechanics in two
important scenarios. We first study the stability of the symmetry representation theorem of
Wigner. This is a fundamental result in quantum theory as it tells us how we can mathemat-
ically represent physical symmetries in an abstract Hilbert space. This theorem set out the
interest in group theoretical methods and Lie algebras in quantum physics. An exact statement
of Wigner’s theorem as well as a simple and self-contained proof can be found in Section 2.2.
Certainly we have to clarify the notion of being stable and “almost-symmetry” used here. In
Section 2.4 we explain in detail what we mean by stability and review how our research question
stands in relation to other work.
In the field of quantum information theory (QIT) one is mainly interested in studying the ad-
vantages and limitations of information-processing tasks when we use quantum resources. In
the so-called continuous variable setting one focuses in the case that the quantum states are
necessarily represented in an infinite dimensional Hilbert space. This is the case of bosonic
quantum systems which we describe in Section 3. Among the set of bosonic quantum states
there is a particular subset of states, called Gaussian states, which play a prevailing role in
continuous variable quantum information. It turns out that among the set of bosonic quantum
states, Gaussian bosonic states are the only ones that satisfy a particular symmetry property.
Besides the stability of Wigner’s theorem, we study the stability of this symmetry that char-
acterizes Gaussian bosonic states.
In the next Section we give a short presentation of the contributed articles and their scope.
This is followed by an introduction to the main notions and formalism of quantum theory (see
Chapter 2). After this, we move to an introduction of bosonic quantum systems in Chapter 3
where the symmetry property of Gaussian states is described. The key tool to describe gen-
eral bosonic states will be the quantum characteristic function. We discuss the mathematical
properties of the characteristic function and call attention to the similarities and differences
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between the classical and quantum characteristic function. An essential tool in this thesis is
the Hahn-Banach theorem which is used with great effect in two of the contributed articles.
Since this theorem appears in different forms, we present them in Chapter 4 together with some
modern tools of Banach space theory that are used in the contributed article A.2. In the latter
article we make a connection between the problem of the stability of almost-symmetries and
the geometry of Banach spaces. This will have repercusions on the quality of the approximation
to an exact symmetry.
After this introduction and overview (Chapters 2 to 4), we present the contributed articles.
Every article is preceded with a summary of the main results and a description of the individ-
ual contribution of the author of this thesis. The main core articles of this thesis have been
accepted for publication and a permission to use them here is include it before each article.

1.2 Summary of Results

The contributed results take different approaches to the study of the stability of symmetries in
quantum theory, being the common ground a mathematical analysis perspective. Core article
I investigates the linear stability of Wigner’s theorem. The focus here is whether an almost-
symmetry operation in quantum theory can always be approximately represented by a linear
map. In core article II, this problem is adressed from other perspective and a link between the
stability of almost-linear maps on finite dimensional spaces and the geometry of Banach spaces
is established. Article III complements the study of the stability of symmetries in quantum
mechanics by studying the stability from a state point of view. In contrast with Core article I
and II, here we consider an exact symmetry operation and quantum states which almost satisfy
this exact symmetry. We ask then whether these states can be approximated by the ones which
satisfy the exact symmetry.

Core articles as principal author

• Article I [1]: Are almost-symmetries almost linear?

In this work, we investigate whether an almost-symmetry transformation can always be
approximated by a linear map. Here a symmetry is understood in the most general sense
in quantum physics: a transformation that preserves the statistics outcomes of an exper-
iment. So an almost-symmetry is a transformation that almost preserves the statistics
up to some small disagreement. We show that in infinite dimensional Hilbert spaces this
is only possible in a weak sense and that in general the quality of the approximation has
to depend on the dimension of the involved Hilbert space. The reason for the latter is
that we can exhibit a non-linear map which almost preserves the statistics, but cannot be
approximated by any linear map. This particular non-linear almost-symmetry will imply
a lower bound on the quality of the approximation that depends logarithmically on the
dimension of the involved Hilbert space. In addition, we obtain for finite dimensional
systems an upper bound on the quality of the approximation which depends linearly on
the dimension of the Hilbert space.

• Article II [2]: Type and cotype constants and the linear stability of Wigner’s symmetry
theorem
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This work is a follow-up to Article I. Here, we improve the upper bound on the quality
of the approximation of an almost-symmetry by a linear map. In order to achieve this,
we develop a connection between the geometry of finite dimensional Banach spaces and
the linear approximation of almost-linear maps. The quality of the approximation of an
almost-linear map will depend on some geometric Banach space invariant of both the
domain and codomain of the almost-linear map. This will allow to identify the quality of
the approximation in a systematic way depending on which combination of domain and
codomain are considered. Although this new method does not completely close the gap
of the linear stability of Wigner’s theorem, it provides an insight on the limitations that
extending an almost-symmetry to an almost-linear map has. It turns out that there is
a trade-off between the choice of domain and codomain of this extension and that the
optimal choice is when both of them are Hilbert spaces. In the latter case, the order
of approximation is logarithmic on the dimension of the Hilbert space. This provides a
possible route to follow in order to close the gap.

Further articles

• Article III [3]: A stable quantum Darmois-Skitovich theorem

In the second core article, we investigate the stability of a symmetry characterization of
Gaussian bosonic states. The latter set of states are important due to their extremal prop-
erties and their role in continuous variable quantum information can be put in the same
level as the one of the normal distribution in classical probability. The symmetry consid-
ered here acts on a pair of quantum states and rotates the coordinates of their canonical
observables. We show that if a pair of independent quantum states, i.e. whose statistic
is uncorrelated, remains independent after the described symmetry transformation, then
the states are necessarily Gaussian and with equal second moments. This corresponds
to a quantum version of a classical theorem of Darmois and Skitovich from the 1950s.
We show that this symmetry property of Gaussian states is stable in the quantum case.
Namely, that states which are almost independent after the action of this symmetry can
be approximated by Gaussian bosonic states. Furthermore, we give explicit bounds on
the quality of this approximation which were not known even in the classical scenario.
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2 Basic notions from Quantum Theory

We begin this chapter with a brief introduction to quantum mechanics from a mathematical
perspective and with a focus on the representability of symmetries. The material presented here
can be found in more detail in the textbooks [4, 5, 6, 7, 8]. The presentation that we choose is
based on elementary concepts of quantum information theory. We will restrict sometimes our
attention to finite dimensional systems. However, we will drop entirely the latter assumption
in Chapter 3 and describe only quantum systems in an infinite dimensional Hilbert Space.

Let us first agree on a common notation. Consider a separable Hilbert space H. The Adjoint
of a linear operator A : H → H is written as A∗ and the complex conjugate of z ∈ C as z̄. The
set of bounded linear operators on H is denoted by B(H). We follow sometimes the commonly
used bra-ket notation: a vector ψ in H is written as |ψ〉. Due to the Riesz-Representation
theorem (Theorem II.4 in [9]) we can identify the elements of the dual space H∗ with vectors:
we write these linear functionals as 〈ψ|. The inner product of two vectors ψ,ϕ ∈ H is then
〈ψ|φ〉. The trace in B(H) is denoted by Tr[·]. For any positive operator A ∈ B(H), there
exists a unique B ∈ B(H) such that B2 = A. Therefore for any A ∈ B(H), |A| :=

√
A∗A is

well-defined. The hermitian p−Schatten class is a real Banach space with norm

‖A‖p := (Tr |A|p)1/p .
If we consider a diagonal operator x with entries xj (so that we can be identify it with a

vector), we recover the lp−norm

‖x‖p =


∑

j

|xj |p



1/p

.

A rank-one operator in B(H) is written as |x〉〈z| and is the operator which takes the vector
|y〉 to 〈z|y〉|x〉. We denote the unit ball of a Banach space Z by BZ .

2.1 Quantum states, Measurements and Symmetry

Quantum mechanics is a non-commutative probabilistic theory which, after a set of correspon-
dence rules are established, describes the physics of the microscopic world. The way that the
theoretical framework of quantum mechanics is built on implies that we cannot describe single
events, but rather the result of a collection of statistical experiments. Therefore, with quantum
mechanics we have only access to probabilities of the outcomes of many identically repeated
experiments. It is a custom in quantum theory to divide a physical experiment in a prepa-
ration procedure and measurement part. Since the probability outcomes of a measurement
must be independent of the specific experimental set up, we need to introduce a new concept
which carries the information of the specific probability distribution associated to the observ-
able quantity that is to be measured. The equivalence class of preparation procedures which
generate the same set of probability outcomes for an specific observable measurement is called

5



a state preparation procedure. If the probability outcomes of two different preparation proce-
dures are the same, we say that the system being measured was in the same state. We describe
quantum states by a positive trace-class operator ρ ∈ B(H) with trace Tr ρ = 1; This operator
is known as “density operator” and to each quantum state there corresponds a unique density
operator. One can analogously describe the state of a physical system by a ray in the Hilbert
space H. That is two vectors |ψ〉, |ϕ〉 ∈ H describe the same state if and only if |ψ〉 = λ|ϕ〉 for
some λ ∈ C. A pure state ψ ∈ H is a ray of norm one ‖ψ‖2 = 1. They can be identified in
terms of density operators as rank-one projections, i.e. ρ = |ψ〉〈ψ|. This simple identification
will be important for a transparent and simple proof of Wigner’s theorem (See Theorem 2.2.2).
The set of density operators in B(H) corresponding to pure states is denoted by P(H). A pure
state can model, for instance, a non-degenerate energy level of an atom or more generally any
isolated system. A density operator which is not pure is called mixed.

The set of quantum states is a convex set and its extremal points are the pure states. It
is important to remark that in the quantum setting a general mixed state is not uniquely
determined by the set of pure states as opposed to the set of classical states which are described
by a simplex; For H = Cd it suffices to consider the maximally mixed state ρ = 1d /d which
has infinitely many decompositions. The smallest quantum system is a two-level system known
as qubit. Qubits are mathematically represented on H = C2 and their states can be neatly
described by introducing the pauli matrices

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

The pauli matrices together with the identity 12 form a basis in C2×2. By direct computa-
tion, one obtains that any qubit is described by the density operator ρ = 1

2(12 +η · σ) where

η ∈ BR3 and η · σ =
∑3

j=1 ηjσj . Therefore, for every qubit there corresponds a unique vector η
in the unit Ball BR3 . This unit ball is the so-called “Bloch-Ball”. See Figure 2.1. Pure qubit
states correspond then to vectors with ‖η‖2 = 1, as they are the extremal points of the unit
ball, and the maximally mixed state to η = 0.

θ

x̂

ŷ

ẑ

|η〉

|ξ〉

Figure 2.1: Bloch Ball. The state |η〉 of a qubit is represented as a vector η ∈ R3 on the euclidean unit
ball. The density operator corresponding to the state |η〉 is |η〉〈η| = 1

2 (12 +η · σ). For two
pure qubits |η〉 and |ξ〉 the transition probability is given by Tr[|η〉〈η|ξ〉〈ξ|] = 1

2 (1 +η · ξ) =
cos2(θ/2) where θ is the angle between the vectors η and ξ.

We describe now the measurement procedure on finite dimensional systems, i.e. for H = Cd,
d ∈ N. Any observable is required to be represented by a self-adjoint operator A ∈ B(H) acting
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on H. From the spectral decomposition, we write

A =

d∑

j=1

λj |aj〉〈aj |, λj ∈ R, |aj〉〈aj | ∈ P(H),

where 〈aj |al〉 = δjl and
∑d

j=1 |aj〉〈aj | = 1d. Abstractly, if Σ = {1, . . . , n} is the set that labels
the measurement outcomes we define a measurement to be a mapping M : Σ → B(H) such
that i) M(j) ≥ 0 for all j ∈ Σ and ii)

∑n
j=1M(j) = 1n. This general type of measurement

is known as a Positive Operator-Valued Measurement (POVM). If in addition, we impose that
M(j)2 = M(j) for all j ∈ Σ, i.e. that M(j) is a projection, then M is said to be a sharp
or projective measurement. An important theorem of Naimark (see Theorem 2.42 in [10])
states that any POVM can be viewed as a Von-Neumann measurement on a larger system that
includes the original system as a subsystem. In quantum mechanics it is postulated that the
probability p(j) of measuring an outcome j ∈ Σ is

p(j|M,ρ) := Tr[M(j)ρ],

if the measurement and preparation are described by a POVM M and the density opera-
tor ρ ∈ B(H), respectively. A relevant example of a sharp measurement is when M(j) is a
rank-one projection for every j ∈ Σ. In this case, {M(j)}nj=1 is called a von Neumann mea-

surement. Thus an observable A =
∑d

j=1 λj |aj〉〈aj | gives rise to a von-Neumann measurement
with measurement outcomes {λ1, . . . , λd} and measurements M(j) = |aj〉〈aj |, j = 1, . . . , d. In
this case the probability of obtaining the measurement outcome λj given the prepared state
ρ is p(j|M,ρ) = Tr[|aj〉〈aj |ρ] = 〈aj |ρ|aj〉. Given two pure states |ψ〉〈ψ|, |ϕ〉〈ϕ| ∈ P(H) it is
customary to call the overlap

Tr[|ψ〉〈ψ|ϕ〉〈ϕ|] = |〈ψ|ϕ〉|2

the transition probability between the state |ψ〉 and |ϕ〉. The distance between two pure states
in terms of the Schatten-norms depends directly on the transition probability. In particular
(see Lemma 2.62 in [5]),

‖|ψ〉〈ψ| − |ϕ〉〈ϕ|‖1 = 2
√

1− |〈ψ|ϕ〉|2, (2.1)

‖|ψ〉〈ψ| − |ϕ〉〈ϕ|‖2 =
√

2(1− |〈ψ|ϕ〉|2),
‖|ψ〉〈ψ| − |ϕ〉〈ϕ|‖∞ =

√
1− |〈ψ|ϕ〉|2.

2.2 Wigner’s symmetry theorem

It is well known and accepted that the laws of physics are invariant in every inertial reference
frame. In particular, the outcomes of a sequence of experiments might be different depending
on the observer, but the transition probabilities of the outcomes (possibly with different labels)
must be the same between observers. This principle can be stated as: “the statistics of any
experiment is the same in any inertial frame”[6]. This section aims to explain how we mathe-
matically represent a symmetry transformation that preserves the probability outcomes of an
experiment.

Let us consider an isolated quantum system whose state ρ ∈ B(Cd) may be described by the
pure state ρ = |ϕ〉〈ϕ|. The state of the system is ought to be measured so a physicist describes
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the measurement procedure by a set of von-Neumann measurements {M(j) = |ψj〉〈ψj |}dj=1 ⊂
P(Cd),

∑d
j=1 |ψj〉〈ψj | = 1d (see Section 2.1). The probability that the state ρ is in the state

|ψj〉〈ψj | is then p(j|M,ρ) = |〈ψj |ϕ〉|2. Now, another physicist sees the same experiment,
but describes the state and measurement differently as ρ′ = |ψ′j〉〈ψ′j | ∈ B(Cd), {M ′(j) =

|ψ′j〉〈ψ′j |}dj=1 ⊂ P(Cd), respectively. Although he represents the pure state of the system and
measurements differently, he obtains the same probability outcomes

p(j|M,ρ) = |〈ψj |ϕ〉|2 = |〈ψ′j |ϕ′〉|2 = p(j|M ′, ρ′).

So what is the relation between |ϕ〉 and |ϕ′〉 as well as between |ϕj〉 and |ϕ′j〉? More generally,

what sort of transformations g : Cd → Cd are allowed such that

|〈ψ|ϕ〉|2 = |〈g(ψ)|g(ϕ)〉|2,

holds for all ψ,ϕ ∈ Cd with ‖ψ‖2 = ‖ϕ‖2 = 1. This question is answered by a celebrated
result of Wigner. Before stating the theorem in its full generality, we recall that a mapping
U : H → H is antilinear if

U(ψ + zϕ) = Uψ + z̄Uϕ,

for all ψ,ϕ ∈ H and z ∈ C. A linear isometry U : H → H is a map such that 〈Uψ,Uψ〉 = 〈ψ,ψ〉
for all ψ ∈ H. If U is an invertible isometry, as is the case H = Cd, then U is called a unitary
operator. Thus an antiunitary operator U has the property that 〈Uψ,Uϕ〉 = 〈ϕ,ψ〉 for all
ψ,ϕ ∈ H. See section 2.3.1 in [5] and section 3.3 in [8] for a deeper discussion of unitary and
antiunitary operations in quantum mechanics.

Theorem 2.2.1 (General Wigner). Let H be any separable or non-separable complex Hilbert
space and f : P(H)→ P(H) a map that preserves transition probabilities, i.e. such that

Tr f(X)f(Y ) = TrXY for all X,Y ∈ P(H). (2.2)

Then there exists a linear or antilinear isometry U : H → H such that f(X) = UXU∗.

To find a complete rigorous, but simple, proof of theorem 2.2.1 has been for a long time of
great interest to mathematicians. Although Wigner itself did not give a full proof of this result
(see pp. 233-236 in [11]), he inspired subsequent work on this topic. Bargmann [12] gave 30
years after Wigner’s original idea a proof which works for the case where H was separable and
f was not necessarily bijective. It is remarkable, that not until very recently an elementary
proof has been obtained for the general case [13]. We provide a simple self-contained proof of
Wigner’s theorem in the next section for the case H = Cd.

Wigner’s theorem has a straightforward interpretation (and proof) in the qubit case. It states
that the only possible symmetries that preserve the angle formed by two pure states on the
bloch sphere are either the group of rotations or the discrete group of reflections with respect
to the xz-plane. See Figure 2.1.

It is clear that unitaries preserve transition probabilities. However what makes theorem 2.2.1
remarkable is that apriori there is no reason to believe that from the preservation of transition
probabilities the map should be even linear. Furthermore, it is worth to note that the symmetry
condition on the transition probabilities is only required to hold on the set of pure states. The
result extends to the full algebra of B(H).
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Proof of Wigner’s theorem

In this section we provide a self-cointained proof of Wigner’s theorem based on the ideas of
[13, 14] and [15]. This proof highlights two important features of a Wigner symmetry: (i) it is
a linear operation at the level of self-adjoint operators and (ii) it is a Jordan *-homomorphism
on B(H). We choose to present a proof for a finite dimensional Hilbert space, but the proof
could be in principle extended to any separable Hilbert space by considering more carefully
some limits. We do not dwell with this here as we will have enough reasons to remain in the
finite dimensional case (see Section A.1).

Theorem 2.2.2 (Wigner). Let f : P(Cd) → P(Cd) be a map that preserves transition proba-
bilities, i.e. such that

Tr f(X)f(Y ) = TrXY for all X,Y ∈ P(Cd). (S)

Then there exists a linear or antilinear unitary U : Cd → Cd such that f(X) = UXU∗.

Proof. Step 1 (Linear extension): As in lemma 1 of [15], we extend f uniquely to Hd and
then to Cd×d. For X ∈ Hd write the spectral decomposition X =

∑
k λkXk where Xk ∈ P(Cd)

and define F : Hd → Hd by F (X) :=
∑

k λkf(Xk). Every M ∈ Cd×d can be uniquely
decomposed as M = X + iY with X,Y ∈ Hd. Thus we define F̃ : Cd×d → Cd×d by F̃ (M) =
F (X) + iF (Y ). For two hermitian matrices with spectral decomposition X =

∑
k λkXk and

Y =
∑

k µlYl, Wigner’s symmetry condition is extended to

TrF (X)F (Y ) =
∑

k,l

λkµl Tr f(Xk)f(Yl) =
∑

k,l

λkµl TrXkYl = TrXY.

Likewise for M,N ∈ Cd×d,
Tr F̃ (N)F̃ (M) = TrNM.

The maps F and F̃ are unique linear extensions of f . Indeed, let us assume that X =∑
k λkXk has another spectral decomposition Y =

∑
k λkYk, {Yk} ⊂ P(Cd) such that X = Y .

Then for any Z ∈ P(Cd) we compute using linearity of the trace and Eq. (S)

Tr
∑

k

λkf(Xk)f(Z) = Tr
∑

k

λkXkZ = Tr
∑

k

λkYkZ.

= Tr
∑

k

λkF (Yk)F (Z)

Since Z ∈ P(Cd) was arbitrary, again from linearity of the trace we obtain
‖∑k λkf(Xk)−

∑
k λkf(Yk)‖22 = 0 and therefore

∑
k λkf(Xk) =

∑
k λkf(Yk) as claimed.

Step 2 (Jordan *-homomorphism) A Jordan ∗−homomorphism is a linear map T such
that i) T (A∗) = T (A)∗ and ii) T (A2) = T (A)2. Property (i) is immediately fulfilled by F̃ by
definition, so we focus on the second property of Jordan homomorphisms. For a unit vector
|ψ〉 ∈ H we use the short-hand notation P[|ψ〉] := |ψ〉〈ψ|. Since f maps rank-1 projections
into rank-1 projections denote by f̃ : Cd → Cd the associated map to f such that f(|ψ〉〈ψ|) =
|f̃(ψ)〉〈f̃(ψ)|. Then it follows from Eq. (S) that if {|ej〉}dj=1 ⊂ Cd is an orthonormal set, so is

{|f̃(ej)〉}dj=1 ⊂ Cd. Therefore with the spectral decomposition of X as above

(
F

(∑

k

λkXk

))2

=
∑

k,l

λkλlf(Xk)f(Xl) =
∑

k,l

λ2kf(Xk) = F

(∑

k

λ2kXk

)
,

9



which shows property ii) for F . Using this property for A = X + Y one obtains that
F (XY + Y X) = F (X)F (Y ) + F (Y )F (X). This is already enough to show that F̃ is a Jordan
∗−homomorphism as for M = X + iY , M2 = X2 − Y 2 + i(XY + Y X).

At this point, one could follow different routes: show that F is either a homomorphism or
antihomomorphism (Herstein’s theorem [16]) or show directly that F̃ preserves rank and then
use the respective linear preserver characterization (Hou’s theorem [17] or the fundamental
theorem of projective geometry). However, we plan to present an elementary construction as
in [13] by constructing the sought unitaries.

Step 3 (W and Fixed points) As noted in Step 2 the map f takes an orthonormal sys-
tem {|ej〉}dj=1 ⊂ Cd to another orthonormal system {|f̃(ej)〉}dj=1 ⊂ Cd. We define a unitary

W : Cd → Cd such that W |ej〉 = |f̃(ej)〉, j = 1, . . . , d and use for any map g the short-hand
notation gW (·) := W ∗g(·)W . From now on, we fix an arbitrary basis {|n〉}dn=1 ∈ Cd and con-
sider the respective unitary W such that fW (P [|n〉]) = P [|n〉].

Let |ψ〉 =
∑d

n=1 cn|n〉 be an arbitrary vector in Cd and let fW (P [|ψ〉]) = P [|φ〉]. Thus, if

|φ〉 =
∑d

n=1 c
′
n|n〉 we obtain from Eq. (S)

|cn|2 = Tr P [|ψ〉] P [|n〉] = Tr fW (P [|ψ〉])fW (P [|n〉]),
= Tr P [|φ〉] P [|n〉] = |c′n|2.

This implies together with Eq. (S) that for all different n,m ∈ {1, . . . , d}

fW

(
P

[
1√
2

(|n〉 ± |m〉)
])

= P

[
1√
2

(|n〉 ± λn,m|m〉)
]
,

fW

(
P

[
1√
2

(|n〉 ± i|m〉)
])

= P

[
1√
2

(|n〉 ± ωn,m|m〉)
]
,

where λnm, ωnm ∈ Sd are unit complex vectors.

Step 4 (Unitarity vs Anti-unitarity)

Now we show the existing relation between λnm and ωnm. For that matters, compute using
Eq. (S)

1 = Tr P

[
1√
2

(|n〉+ |m〉)
]

P

[
1√
2

(|n〉+ i|m〉)
]

= Tr fW

(
P

[
1√
2

(|n〉+ |m〉)
])

fW

(
P

[
1√
2

(|n〉+ i|m〉)
])

,

= Tr P

[
1√
2

(|n〉+ λn,m|m〉)
]

P

[
1√
2

(|n〉+ ωn,m|m〉)
]
,

=
1

2
|1 + λn,mωn,m|2 .

The equation |1 + λn,mωn,m|2 = 2 has only two solutions: either ωn,m = iλn.m or ωn,m =
−iλn,m.
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Step 5 (Preservation of Rank-2 and its consequences) For any z ∈ C, |z| = 1 we have
the following spectral decomposition

z|n〉〈m|+ z|m〉〈n|
2

=
1

2
P

[
1√
2

(|n〉+ z|m〉)
]
− 1

2
P

[
1√
2

(|n〉 − z|m〉)
]
.

Accordingly, using the definition of F

FW

( |n〉〈m|+ |m〉〈n|
2

)
=

1

2
fW

(
P

[
1√
2

(|n〉+ |m〉)
])
− 1

2
fW

(
P

[
1√
2

(|n〉 − |m〉)
])

,

=
1

2
P

[
1√
2

(|n〉+ λn,m|m〉)
]
− 1

2
P

[
1√
2

(|n〉 − λn,m|m〉)
]
,

=
λn,m|n〉〈m|+ λn,m|m〉〈n|

2
.

Likewise,

FW

( |n〉〈m| − |m〉〈n|
2i

)
=
ωn,m|n〉〈m|+ ωn,m|m〉〈n|

2
.

Moreover, depending if ωn,m = ±iλn,m

FW

( |n〉〈m| − |m〉〈n|
2i

)
= ±λn,m|n〉〈m| − λn,m|m〉〈n|

2i
.

As a consequence, if ωn,m = iλn,m

F̃W (|n〉〈m|) = FW

( |n〉〈m|+ |m〉〈n|
2

)
+ iFW

( |n〉〈m| − |m〉〈n|
2i

)
,

=
λn,m|n〉〈m|+ λn,m|m〉〈n|

2
+
λn,m|n〉〈m| − λn,m|m〉〈n|

2
,

= λn,m|n〉〈m|.

Similarly, if ωn,m = −iλn,m
F̃W (|n〉〈m|) = λn,m|m〉〈n|.

Now we prove that if ωn,m = iλn,m or ωn,m = −iλn,m is satisfied for some pair n 6= m
then it is true for all different pairs n,m ∈ {1, . . . , d}. To see this, we show first that if
one of the phase equations is satisfied for some n 6= m, then that equation is also satis-
fied for the same n and all n 6= m ∈ {1, . . . , d}. Indeed, assume that ωn,k = iλn,k and
ωn,m = −iλn,m for arbitrary different n, k,m. Then with A := |n〉〈k| + |n〉〈m|, A2 = 0, but

F (A)2 =
(
λn,k|n〉〈k|+ λn,m|m〉〈n|

)2
= λn,mλn,k|m〉〈k| which contradicts that F (A2) = F (A)2.

Analogously, if ωn,m = ±iλn,m for some n,m, then ωk,m = ±iλk,m for the same m and all
m 6= k ∈ {1, . . . , d}. Combining these last observations we have that if ωn,m = ±iλn,m for some
n 6= m, then ωk,l = ±iλk,l for all l 6= k.

Step 6 (Multiplicativity of phases) We show in this step that λn,m =
∏m
k>n λk−1,k.

Without lost of generality assume that ωn,m = iλn,m as the other case is analogous. First, note
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that for different n, k,m ∈ {1, . . . , d}

|λn,m − λn,kλk,m| =
∥∥λn,m|n〉〈m| − λn,kλk,m|n〉〈m|

∥∥ =
∥∥∥λn,m|n〉〈m| −

(
λn,k|n〉〈k|+ λk,m|k〉〈m|

)2∥∥∥ ,

=

∥∥∥∥F̃ (|n〉〈m|)−
(
F̃ (|n〉〈k|+ |k〉〈m|)

)2∥∥∥∥ ,

=

∥∥∥∥F̃ ((|n〉〈k|+ |k〉〈m|)2)−
(
F̃ (|n〉〈k|+ |k〉〈m|)

)2∥∥∥∥ ,

= 0,

as F̃ is a Jordan ∗−homomorphism. Then λn,m = λn,kλk,m and applying this recursively gives
λn,m = λn,n+1λn+1,n+2 . . . λm−1,m.

Step 7 (Conclusion) Define the unitary transformation V : Cd → Cd by

V |n〉 =

(
n∏

k=1

λk−1,k

)
|n〉,

where λ01 := 1 and

λn,m := Tr fW

(
P

[
1√
2

(|n〉+ |m〉)
])
|n〉〈m| ∈ S1.

From Step 6 we have V |n〉〈m|V ∗ =
∏m
k>n λk−1,k|n〉〈m| = λnm|n〉〈m| and so

FWV

( |n〉〈m|+ |m〉〈n|
2

)
=
|n〉〈m|+ |m〉〈n|

2
,

FWV

( |n〉〈m| − |m〉〈n|
2i

)
= ±|n〉〈m| − |m〉〈n|

2i
.

Then since F (and F̃ ) is an homogeneous function, the map FWV leaves invariant the standard
Hilbert-Schmidt orthonormal basis of Hd, that is

{
|n〉〈n|, |n〉〈m|+ |m〉〈n|√

2
,
|n〉〈m| − |m〉〈n|√

2i
: n,m = 1, . . . , d, n < m

}
.

Consequently, the transformation FWV acts as either the identity map or the transpose map
on Hd and thus with U := WV

f(X) = UXU∗ or f(X) = UXTU∗.

2.3 Composite systems and Quantum channels

A system composed of more than one part is described in quantum mechanics by a tensor
product. IfHA andHB are two Hilbert spaces describing two subsystems A and B, respectively,
thenHAB = HA⊗HB is the Hilbert space describing the joint system AB. Moreover, dim(H) =
dim(HA) · dim(HB). A state ρAB ∈ B(HAB) is a product state if it can be written as ρAB =
ρA⊗ρB with ρA ∈ HA and ρB ∈ HB. A separable state is a state that can be written as convex
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combination of product states. If ρAB ∈ B(HAB) is not a separable state, then we say that
ρAB is entangled. The maximally entangled state in Cd⊗Cd is defined as the state

|Ω〉 :=
1√
d

d∑

k=1

|kk〉

where |kk〉 is short for |k〉⊗|k〉 and {|k〉}dk=1 is an orthonormal basis in Cd. The reduced density
operator ρA ∈ B(HA) or marginal of ρ ∈ B(HAB) with respect to the subsystem A is defined
via

Tr[ρAX] = Tr[ρ(X ⊗ 1)] for all X ∈ B(HA).

A linear map T ∈ B(Cd×d) is positive if T (X∗X) ≥ 0 for all X ∈ Cd×d. It turns out that
one needs a stronger condition if it is to guarantee that when the input of T is a quantum state
the output will be also a genuine quantum state. The required condition is called completely
positivity: a linear map T ∈ B(Cd×d) is completely positive if the map T ⊗ idn is positive for
all n ∈ N where idn is the identity on Cn×n. We use sometimes as well 1n for the identity
on Cn×n. The following result [18, 19] is used to decide if a linear map is completely positive.
A linear map T is completely positive if and only if the operator τ := T ⊗ id(|Ω〉〈Ω|), known
as Jamio lkowski state, is positive. If TrT (X) = TrX for all X ∈ Cd×d then T is called trace
preserving. A trace preserving completely positive linear map T is called a quantum channel.

Given a Jamio lkowski state τ ∈ B(Cd⊗Cd) we can recover the corresponding linear map
T ∈ B(Cd×d) via

Tr |i〉〈j|T (B) = 〈j|T (B)|i〉 = dTr τ |i〉〈j| ⊗BT .

The following are important examples of quantum channels: the completely depolarizing
channel

T (A) = Tr[A]
1

d
, with τ =

1

d
⊗ 1

d
.

The identity channel

T (A) = A, with τ = |Ω〉〈Ω|.

The diagonal channel

T (A) = diag(A) :=
∑

k

〈k|A|k〉|k〉〈k|,

with τ =
d∑

k=1

1

d
|k〉〈k| ⊗ |k〉〈k|.

With these channels we can construct other quantum channels such as the depolarizing channel

T (A) = λA+ (1− λ) Tr[A]
1

d
, − 1

d2 − 1
≤ λ ≤ 1

with τ = λ|Ω〉〈Ω|+ (1− λ)
1

d
⊗ 1

d
.

We can also construct new channels out of symmetries: the Werner-Holevo Channel [20]
TWH ∈ B(Cd×d) is the quantum channel whose Jamio lkowski state τ commutes with all the
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unitary operators of the form U ⊗ U where U is a unitary matrix in Cd. For λ ∈ [0, 1]

TWH = λTSymWH + (1− λ)TAsymWH ,

TSymWH :=
1

d+ 1

(
Tr[A]1d +AT

)
,

TAsymWH :=
1

d+ 1

(
Tr[A]1d−AT

)
.

The Jamio lkowski state τ corresponding to TWH is also called the Werner-state [21]

τ = λ
2

d(d+ 1)
ΠSym + (1− λ)

2

d(d+ 1)
ΠAsym,

ΠSym :=
1

2
(1+F) , ΠAsym :=

1

2
(1−F) ,

where F ∈ B(Cd⊗Cd) is the flip operator, which satisfies F|kl〉 = |lk〉. The following symmetric
channel includes a parametrization, Eq. (2.3), which will play an important role in Section A.1
(cf. Lemma 1 in [22]).

Lemma 2.3.1. Let G be the group generated by all diagonal unitaries and permutation matrices
in Cd×d and T : Cd×d → Cd×d a quantum channel, i.e. a completely positive trace-preserving
map. Then, the following are equivalent

(i) T (A) = UT (U∗AU)U∗ for all unitaries U ∈ G and A ∈ B(Cd).

(ii) There exists a pair of real numbers (α, β) ∈ R2 contained in the triangle with vertices
(α, β) ∈ {(0, −1d−1), ( d

d−1 , 0), (0, 1)} so that

TG(A) = αTr[A]1d +βA+ (1− α− β) diag(A).

Proof. Let us denote

TG(A) :=

∫

G
UT (U∗AU)U∗dU,

where dU is the Haar measure of G. Then condition (i) says that TG = T . Consider the
the Jamio lkowski state τ of TG = T . We show first that (i) implies (ii). Using the identity
1⊗A |Ω〉 = AT ⊗ 1 |Ω〉 we can write the Jamiolkowski state of TG as

τ =

∫

G
(U ⊗ Ū)(T ⊗ id)(|Ω〉〈Ω|)(U ⊗ Ū)∗dU.

Thus [τ, U ⊗ Ū ] = 0 for all U ∈ G. The latter is equivalent to [(id ⊗ t)(τ), U ⊗ U ] = 0 for
all U ∈ G(f), where t is here the transpose map, t(A) = AT . Note that τ does not have the
full U ⊗ U symmetry which the Werner state possess. However, we can proceed in the same
fashion and find the general structure of the matrix τ : the action of diagonal unitaries and
the permutation of the basis elements imply that the only possible non-zero matrix elements
are 〈kk|(id⊗t)(τ)|kk〉, 〈kl|(id⊗t)(τ)|kl〉 and 〈kl|(id⊗t)(τ)|lk〉 for k 6= l ∈ {1, . . . , d}. Moreover,
since these elements are permutationally invariant they are constant and thus

τ = α
d∑

k 6=l
|kl〉〈kl|+ β

d∑

k 6=l
|kk〉〈ll|+ γ

d∑

k=1

|kk〉〈kk|,
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where α, β, γ ∈ C. Redefining the variables dα → α, dβ → β and dγ → γ, followed by the
invertible transformation (α, β, γ − α − β) → (α, β, α), the corresponding linear map TG = T
of τ can be parametrized as

T (A) = αTr[A]1d +βA+ γ diag(A). (2.3)

If we demand that T is a quantum channel, then τ ≥ 0 and in particular T is Hermicity
preserving (see Prop. 2.1 in [8]). This implies together with the trace-preserving property that
α, β ∈ R and γ = 1 − α − β. In order that τ is positive, we need that the eigenvalues of τ
are positive. For that matters, we write T (A) = αTr[A]1d +Y ◦ A, where ◦ is the Hadamard
product and

Y :=




1− α β . . . β
β 1− α . . . β
...

...
. . .

...
β β . . . 1− α


 = βJd + (1− α− β)1d .

The matrix Y can be diagonalized to obtain that Spec(Y ) = {1 − α + β(d − 1), 1 − α − β}.
Thus, adding the completely positive requirement imposes that

α ≥ 0,

dβ +
d

d− 1
≥ α,

d

d− 1
(1− β) ≥ α.

meaning that the values of (α, β) ∈ R2 which make τ positive are contained in the triangle with
vertices (α, β) ∈ {(0, −1d−1), ( d

d−1 , 0), (0, 1)}. Finally, (ii) implies (i) as the trace, the identity
and diag(·) are invariant under such conjugation of unitaries.

2.4 Stability

In this work we study the stability of symmetries from a mathematical analysis point of view.
At the risk of oversimplification one could say that the general situation is the following: one
slightly perturbs the hypothesis of a theorem in terms of an additive error ε and studies whether
the conclusion of the theorem is still close to the ideal situation or not. The deviations from the
ideal situation, ε = 0, are quantified by a notion of distance such as a norm and the inequalities
obtained depend on ε. This is where the realm of analysis enters here. The attention to this
sort of stability problems was sparked by the work of S. Ulam and D. Hyers in 1940 [23, 24]
and later by Th. M. Rassias in 1978 [25]. They studied the stability of the most important
functional equation, namely the functional equation defining an additive map (also known as
Cauchy functional equation).

Theorem 2.4.1 (Hyers–Ulam–Rassias). Let f : X → Y be a function between Banach spaces.
If f satisfies the functional inequality

‖f(x1 + x2)− f(x1)− f(x2)‖Y ≤ ε(‖x1‖
p
X + ‖x2‖pX),

for some ε ≥ 0, 0 ≤ p < 1 and for all x1, x2 ∈ X. Then there exists a unique additive function
A : X → Y such that
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‖f(x)−A(x)‖Y ≤
2ε

2− 2p
‖x‖pX for all x ∈ X.

If in addition f(tx) is continuous in t for each fixed x ∈ X, then A is a linear function.

Their work has motivated a lot of research in non-linear analysis [26, 27] that nowadays we
referred to this notion of stability on functional equations as the Hyers–Ulam–Rassias (HUR)
stability. Stability problems do not always give a positive answer. The additive functional equa-
tion is not stable in the HUR sense for p = 1 for general Banach spaces. The case p = 1 is called
the singular case. For d−dimensional Banach spaces X,Y , the additive functional equation is
stable for p = 1, but the bound necessarily depends on the dimension d. This “(in-)stability”
phenomena appears in other problems as well. For instance, almost commuting matrices need
not be nearly commuting if the considered set is B(H) [28] or if they are unitaries [29]. The
stability bounds cannot be independent of the dimension d. On the other hand, almost com-
muting matrices are always nearly commuting if they are Hermitian [30] (see [31] for an explicit
bound). We will encounter a similar situation in the main article of this thesis (see Section A.1).

Our research question deals with the stability of symmetries in quantum mechanics in two
important scenarios. On one hand, we study the linear stability of Wigner’s theorem (see
Section 2.2) which is the fundamental result on how we represent any symmetry transformation
in quantum theory [4]. More concretely, for an arbitrary Hilbert spaceH, we study if an almost-
symmetry, i.e. a mapping f : P(H)→ P(H) which satisfies for some ε ≥ 0

|Tr f(X)f(Y )− TrXY | ≤ ε for all X,Y ∈ P(H),

can be always approximated by a linear map. Our results improve the recent results on the
general stability of Wigner’s theorem [32]; we clarify the role of the dimension of H for the sta-
bility and obtain a new result for the infinite-dimensional case (see Section A.1). Particularly
noteworthy in the proof of [32] is the use of the stability of Herstein’s theorem [33]. The latter
non-trivial result implies the isometry-stability of Wigner’s theorem.

On the other hand, we study the stability of an ubiquitous symmetric state in continous
variable quantum information, namely the Gaussian bosonic state (GBS). These states are
central to continuous variable quantum information just as the normal distribution is to classi-
cal probability theory. We investigate an operational characterization of a general GBS. This
characterization describes an inherent symmetry that is only shared by Gaussian Bosonic states
(see Section 3). The main contribution here is that we show that this characterization of GBS
is stable if the symmetry assumption is slightly weakened (see Section B.1).

An important breakthrough in the stability of linear maps is present in the work of N. J.
Kalton. In Ref. [34] (Theorem 2.2) Kalton studies the stability of the additive map between
Euclidean spaces for p = 1 and provides a sharp bound on the dimension dependence. More-
over, he makes a link between the stability of linear maps and the geometry of the Banach
spaces on which the almost-linear map is defined. We study in more detail this last novel idea
in Section A.2 and use it to obtain an improvement in the dimension dependence of the linear
stability of Wigner’s theorem.

An arbitrary isometry f : X → Y between two Banach spaces is a map such that

‖f(x)− f(y)‖ = ‖x− y‖ for all x, y ∈ X.
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A similar result to Wigner’s theorem is the classical theorem of Ulam and Mazur [35] which
states that any surjective isometry between two real Banach spaces is affine. However, there
are some major differences between these two theorems. A Wigner symmetry transformation is
not necessarily assumed to be surjective and is initially defined on the set of pure states, which
is a non-linear space. Note that from Eq. (2.1) and Wigner’s symmetry condition, Eq. (2.2), the
distance between pure states is preserved. So in principle, the linearity of Wigner’s theorem is
not directly implied by Ulam-Mazur’s theorem as the latter requires that the isometry is global.
Furthermore, Wigner’s theorem states that the linear isometry has a particular form on B(H)
(in the quantum channel language, it has Kraus rank equal to one). Instead of isometries, one
could consider ε−isometries, that is mappings which almost preserve distance. A description of
such ε−isometries goes beyond the scope of this introduction. We refer the reader to chapters
14 and 15 of [36] and references therein.

2.5 (Linear) Preservers problems

Although this thesis is mainly concerned with the non-trivial question of the linear stability
of Wigner’s theorem, let us briefly mention where this result might find applications. A pre-
server problem considers the characterization of maps that preserve certain functional, subset,
or invariant in a matrix space or operator algebra. Examples of such problems include the char-
acterization of maps that preserve the spectrum of a matrix or the commutativity properties of
a subset of matrices. For a survey on this subfield of mathematics we refer to [37, 38]. It turns
out that most of the preserver problems in matrix theory give as a result that the only map
that preserves the required property is of the form f(X) = UXU∗ or f(X) = UXTU∗ where
U is a unitary matrix. This occurs because in most of the cases the given characterization
can be reduced to the characterization of a map –not necessarily linear– which preserves the
Hilbert-Schmidt scalar product of all rank one projections. That is, they can be reduced to the
Wigner theorem. This does not only happen for linear preserver problems where the studied
map is initially assumed to be linear. In quantum information theory, the mappings which pre-
serve the von Neumann entropy or the relative entropy are again only the Wigner symmetry
transformations [39]. The stability of Wigner’s theorem can be then applied to questions on
almost preserving problems; for instance, on how near is a map that almost preserves entropy to
a Wigner symmetry transformation and what are the optimal bounds for such approximation?
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3 Bosonic quantum systems

In this section we introduce the basic elements of bosonic quantum systems which will be
needed in Section B.1. There are many good books on this topic. In particular, the work of
Holevo [6] establishes the common mathematical and physics background which is still used
widely nowadays. We also urged the reader to take a look at chapter 16 and 17 of Ref. [40]
for a better understanding of the mathematical subtlety that arises when working with bosonic
quantum systems. Here we focus in the description of the ubiquitous Gaussian bosonic states
from a symmetry point of view.

A bosonic quantum system is a quantum system whose canonical observables Q and P satisfy
the commutation relation

[Q,P ] = i, (3.1)

where i =
√
−1. It turns out that any pair of operators (Q,P ) that satisfy Eq. (3.1) cannot

be both bounded neither representable in a finite dimensional Hilbert space H. This result is
attributed to Wintner and Wielandt (see Lemma 17.1-7 and Proposition 17.1-4 in [40]):

Theorem 3.0.1 (Wintner-Wielandt). Let Q and P be two bounded operators on a real or
complex Hilbert space such that the commutation relation [Q,P ] = z 1 is valid for some z ∈ R
or z ∈ C, respectively. Then it follows that z = 0.

Therefore when working with bosonic quantum systems we necessarily work in infinite-
dimensional Hilbert spaces and in particular with unbounded operators. For a system with
multiple degrees of freedom (modes) we denote by

R := (Q1, P1, . . . , Qn, Pn),

the vector of canonical operators. We represent the Hilbert space of the whole bosonic quantum
system as the Fock space H =

⊗n
k=1 L2(R). The entries Rk, k = 1, . . . , 2n act on the k−tensor

factor of
⊗n

k=1 L2(R). Then Eq. (3.1) is extended to

[Rk, Rl] = iσkl, (3.2)

where σij are the entries of the symplectic matrix

σ =
n⊕

i=1

ω with ω :=

(
0 1
−1 0

)
.

Equation (3.2) is known as the canonical commutation relation (CCR). There exists however
a way to encode the CCR algebra in a family of bounded operators, namely introducing the
so-called Weyl operators Wξ := eiξ·σR where ξ ∈ R2n. The Weyl operators satisfy the relation

WξWη = e−
i
2
ξ·ση Wξ+η, ξ, η ∈ R2n . (3.3)
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3.1 Phase space description

It will be useful to translate the operator description of an infinite-dimensional quantum system
to a description in terms of complex-valued functions in phase space. For f ∈ L1(R2n), the
Weyl Transform f̂ of f is defined as

f̂ :=
1

(2π)n

∫
f(ξ)W−ξdξ, (3.4)

where the integral is well-defined in the weak sense. The Weyl transform establishes an
isometry (up to a constant factor) between square-integrable functions in phase space and
Hilbert-Schmidt operators. This is captured by the quantum Parseval theorem [6]:

Theorem 3.1.1 (Quantum Parseval relation). Let {Wξ} be a strongly continuous and irre-
ducible Weyl systems acting on the Hilbert space H with respective phase space X ' R2n 3 ξ.
Then A 7→ Tr[WξA] extends uniquely to an isometric map from the Hilbert space of Hilbert-
Schmidt class operators on H onto L2(X), such that

TrA∗B =
1

(2π)n

∫
Tr[WξA] Tr[WξB]dξ.

It can be shown from Theorem 3.1.1 (corollary 5.3.5 in Ref. [6]) that any Hilbert-Schmidt
operator A in H is the Weyl transform of TrWξA, i.e.

A =
1

(2π)n

∫
(TrWξA)W−ξ dξ.

In fact, the map A 7→ TrWξA is the inverse of the Weyl Transform and so it is one-to-one
map. In these terms, the characteristic function χ : R2n → C of a quantum state ρ is defined
as the inverse Weyl transform of ρ, i.e.

χ(ξ) := Tr[Wξρ].

We write χA to emphasize that this is the characteristic function of the operator A. The
regularity properties of ρ manifest now on the integrability and differentiability conditions of χρ.

Remark on notation: Unfortunately, the mathematical and physics community is not
united on the name for the map in Eq. (3.4). We follow the terminology of Ref. [6] and use
the name of Weyl transform for this map. We caution that this differs from the terminology of
Ref. [41].

The Hilbert-Schmidt norm (HS-norm), ‖A‖2 :=
√

TrA∗A, proves sometimes to be a good
choice of norm not only because of Theorem 3.1.1, but rather because of its operational mean-
ing [42]. In a model of equality testing in a two-party scenario in which the preparer and tester
do not share a reference frame, the HS-norm appears as the right figure of merit in which
the optimal probability of success is expressed. Moreover, the HS-norm is the right measure
to distinguish between two equally prepared states if the measurements to be performed are
random.
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3.1.1 Characteristic functions

A classical characteristic function φ : R2n → C is the Fourier transform of a classical probability
distribution. The necessary and sufficient conditions for a function φ to be a valid classical
characteristic function are given by the Bochner-Khinchin theorem:

Theorem 3.1.2 (Bochner-Khinchin). For φ : R2n → C to be a classical characteristic function,
i.e. the Fourier transform of a classical probability distribution, the following conditions are
necessary and sufficient:

1. φ(0) = 1 and φ is continuous at ξ = 0,

2. φ is positive definite, i.e. for any m ∈ N, any set {ξ1, ξ2, . . . , ξm} of vectors in R2n, and
any set {c1, c2, . . . , cm} of complex numbers

m∑

k,l=1

ckcl φ(ξk − ξl) ≥ 0. (3.5)

Now in order that χ : R2n → C is a valid characteristic function of a quantum state the
second condition of Theorem 3.1.2 has to be changed, namely Eq.(3.5) has to be “twisted” so
that it corresponds to a positive definite operator ρ. This new condition is called σ-positive
definite: for any m ∈ N, any set {ξ1, ξ2, . . . , ξm} of vectors in R2n, and any set {c1, c2, . . . , cm}
of complex numbers

m∑

k,l=1

ckcl χ(ξk − ξl) e
i
2
ξk·σξl ≥ 0.

As in the classical case χ(0) = 1 and χ is continuous at ξ = 0, which accounts for Tr ρ = 1 (see
Section 5.4 in [6]).

We can now list some useful properties of quantum characteristic functions which are easily
verified from the definitions.

Lemma 3.1.3. Let χρ1 and χρ2 be the quantum characteristic functions of ρ1 and ρ2, respec-
tively. Then

(i) for λ1, λ2 ≥ 0, λ1 + λ2 = 1 the function χρ := λ1χ1 + λ2χ2 is the quantum characteristic
function of the state ρ = λ1ρ1 + ρ2ρ2.

(ii) The characteristic function of ρ1⊗ρ2 is χρ1⊗ρ2(ξ1, ξ2) = χρ1(ξ1)χρ2(ξ2) where ξ1, ξ2 ∈ R2n.

(iii) χ(ξ) = χ(−ξ) and |χ(ξ)|2 are valid quantum characteristic functions.

(iv) If ρAB ∈ B(HAB) is a density operator of a bipartite system AB with quantum char-
acteristic function χAB(ξ, η) where ξ, η ∈ R2n, then the partial trace ρA = TrB ρAB has
quantum characteristic function χA(ξ) := χAB(ξ, 0). Likewise ρB = TrA ρAB has quantum
characteristic function χB(η) := χAB(0, η).

(v) The action of displacement is at the level of characteristic functions χWξρW
∗
ξ
(η) = eiη·σξχρ(η).
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Characteristic functions are useful because if their derivatives exist, we can obtain the statis-
tical moments of the respective distribution. We will talk more about quantum states whose all
moments exist in subsection 3.3. Let us for now assume that we are working with such states.
Then the gradient of the characteristic function at zero gives the first moments of ρ, that is
∇χ(0) = iσd where d is the vector with entries dk := Tr[Rkρ]. The vector d is known as the
displacement vector. The covariance matrix is defined as the matrix Γ with entries

Γkl := Tr[ρ{Rk − dk 1, Rl − dl 1}+],

where {A,B}+ := AB+BA is the anticommutator. The second derivatives of the characteristic
function are related to Γ by

(σΓσT )kl = −2

(
∂2χ(0)

∂ξk∂ξl
− dkdl

)
.

Every bosonic quantum state satisfies Γ ≥ iσ, which is just a coordinate-independent way
to express Heisenberg’s uncertainty principle [43]. Finally, we define Wigner’s phase space
distribution function of ρ as

Wρ(ξ) :=
1

(2π)2n

∫
eiξ·σηχρ(η)dη,

that is, W is the inverse symplectic Fourier transform of χρ. It is generally not a probability
distribution since it can take negative values. However, the marginals of W are genuine prob-
ability distributions of the individual canonical operators Rk. The Wigner distributions of a
quantum state of light can be readily reconstructed by means of Tomography (see Chapter 5
in Ref. [44]).

3.2 Gaussian states

A Gaussian state is a quantum state ρ whose characteristic function is Gaussian:

χρ(ξ) = exp[−ξ · Γξ
4

+ iξ · d].

This means that the statistic of Gaussian states is fully determined by its first and second
moments. Examples of Gaussian states include thermal states and the so-called squeezed states.
The importance of Gaussian bosonic states lies in the fact that there is a non-commutative
central limit theorem [45, 46] for bosonic systems where these states play the central role; just
like the normal distribution does in classical probability. This quantum central limit theorem
implies a number of important extremal properties [46, 47]. A symplectic transformation is a
real matrix S such that SσST = σ. We denote the group of 2n×2n symplectic transformations
by Sp(2n,R). These transformations preserve the CCR relations, Eq.(3.2). A Unitary evolution
ρ 7→ USρU

∗
S where US = exp[i

∑
k,lAk,l{Rk, Rl}+], AT = A ∈ R2n×2n, can be represented by

a symplectic transformation S. This is known as the Metaplectic representation and the map
US 7→ S is a two-to-one homomorphism (see [43] and references therein). In quantum optics
the action of beam-splitters, phase-shifters and “squeezers” can be modeled very well by such
unitary evolutions coming from quadractic Hamiltonians. We will be particularly interested in
the unitary evolution corresponding to a non-trivial two n-mode Beam splitter operation

Sθ =

(
cos θ 12n − sin θ 12n
sin θ 12n cos θ 12n

)
, θ 6= mπ/2, m = 0, 1, 2, . . . . (3.6)
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At the level of characteristic functions, the dynamical evolution is represented by

χ(USρU
∗
S)

(ξ) = χρ(S
T ξ).

When ρ is a Gaussian state, we see that US preserves the Gaussian character of ρ. This is an
example of a Gaussian Channel. For a general description of general Gaussian channels see [43].

There exist different characterizations of Gaussian states: (i) in terms of its extremal prop-
erties (Gaussian states maximize the von Neumann entropy among all the states with the
same second moments), (ii) they are completely characterized by the first and second moments
(Wick’s theorem) and (iii) in terms of a symmetry :

Theorem 3.2.1 (Characterization of Gaussian states). Let ρ ∈ B(H) be a bosonic quantum
state and let Tθ ∈ B(H⊗H) be the unitary operation corresponding to a non-trivial beam splitter
operation, Eq.(3.6). Then, ρ is a Gaussian state if and only if ρ⊗ ρ is a fixed point of Tθ, i.e.
Tθ(ρ⊗ ρ) = ρ⊗ ρ.

Of course one implication of Theorem 3.2.1 is trivial since Sθ(Γ ⊕Γ )STθ = (Γ ⊕Γ ). However,
a priori there is no reason to believe that there does not exist a non-Gaussian state which is
also a fixed point of Tθ. This symmetry characterization of Gaussian states and its stability
properties will be the main topic of the second core article of this thesis. Theorem 3.2.1 is a
consequence of a quantum version of the Darmois-Skitovich theorem which will be proven in
Section B.1.

3.3 Schwartz operators

The set of quantum states whose all moments of all orders and combinations in Q and P exist
is the set of Schwartz density operators [41]. One way to characterize this set is in terms of
the characteristic function: a quantum state ρ is Schwartz if and only if the characteristic
function χρ is a Schwartz function. We denote the set of Schwartz functions by S (Rn) and the
set of Schwartz density operators by S (H). Since the Fourier transform is a linear bicontin-
uous bijection from S (Rn) onto S (Rn), we can say that ρ ∈ S (H) if and only ifWρ ∈ S (Rn).

Examples of Schwartz quantum states include the set of Gaussian states and the (generally
non-Gaussian) set of Fock states. The latter set is the set of eigenstates of the number operator
a∗a|n〉 = n|n〉, n ∈ N ∪ {0}, where a := (Q + iP )/

√
2, a∗ := (Q − iP )/

√
2 are the so-

called “creation” and “annihilation” operators, respectively. For a single degree of freedom the
characteristic function a n−Fock state is

χ|n〉〈n|(ξ) = e−
‖ξ‖22
4 Ln(‖ξ‖22 /2),

where ξ ∈ R2 and Ln is the n Laguerre polynomial. After the set of Gaussian states, the
Schwartz density operators correspond to the most regular set of states. With this set, we can
manipulate unbounded operators with greater freedom: the cyclicity under the trace is allowed
for a pair of Schwartz operators; the differentiation and integration of the quantum character-
istic function for any order exist and is finite; we can write the derivatives of the characteristic
function in terms of a trace so that they indeed are directly related with the moments of ρ.
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For A, a bounded operator in L2(Rn), the Kernel of A is defined as the function K ∈
L2(Rn×Rn) such that

〈ψ|Aϕ〉 =

∫

R2n
ψ(q)K(q, q′)ϕ(q′)dqdq′ for all ψ,ϕ ∈ L2(Rn).

Any Hilbert-Schmidt operator A has a unique square-integrable Kernel. Schwartz operators
are operators whose inverse Weyl transform is a Schwartz function. We denote by S(H) the
set of general Schwartz operators. The following theorem summarizes the main properties of
Schwartz operators [41].

Theorem 3.3.1. Let H = L2(R2n) and A ∈ B(H). Then

(i) (Range Theorem) A ∈ S(H) if and only if Ran(A) and Ran(A∗) are Schwartz functions
on R2n.

(ii) A ∈ S(H) if and only if the Kernel of A is a Schwartz function.

(iii) Let f be a polynomial function on the entries of the vector R = (Q1, P1, . . . , Qn, Pn)
and Wξ the Weyl operator. If A ∈ S(H), then Tr[f(R)A] = Tr[Af(R)]. Moreover,
f(R)A ∈ S(H) and Tr[Wξf(R)A] = Tr[f(R)AWξ] = Tr[TWξf(R)].

(iv) If A ∈ S(H), then A is trace-class.

(v) If A ∈ S(H), then |A| ∈ S(H).

(vi) If 0 < A ∈ S(H), then
√
A ∈ S(H).

(vii) If A ∈ S(H), then A∗ ∈ S(H).

Not every quantum state in H is so regular like a Schwartz operator as the next example
shows.

Figure 3.1: The left and center figures are the characteristic functions of a (squeezed) Gaussian state
and 2-Fock state, respectively. The right figure is the characteristic function of the unit
rectangle of example 4.3.2 with l = 1. It is identically zero outside the strip −l ≤ q ≤ l
and not partially differentiable with respect to q at zero.

Example 3.3.2 (Non-Schwartz quantum state). Let l > 0. The state ψ ∈ H = L2(R) whose
position representation is

ψ(x) =

{
1√
l
|x| ≤ l

2 ,

0 |x| > l
2 ,
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does not correspond to a Schwartz density operator. Its Fourier transform, i.e. its momentum
representation, is ψ̂(p) =

√
l sinc(pl/2) where sinc(p) := (sin p)/p. While the moments with re-

spect to Q are finite, e.g. TrQ|ψ〉〈ψ| =
∫∞
−∞ |ψ(x)|2xdx = 0, TrQ2|ψ〉〈ψ| =

∫∞
−∞ |ψ(x)|2x2dx =

l3/12, the same does not happen with P since
∫∞
−∞ |ψ̂(p)|2p2dx =∞. In fact, ψ(x) is not clas-

sically differentiable at ±l/2 and therefore TrP |ψ〉〈ψ| has to be understood in a distributional
sense. Moreover, the operator P 2 maps ψ out of the Hilbert space of square integrable functions
as ‖Pψ‖2 = ∞. These sort of pathologies can be seen as well in the characteristic function of
|ψ〉〈ψ|. Let Λ(y) = 1− |y| for |y| ≤ 1 and zero otherwise, then

χ|ψ〉〈ψ|(q, p) =
sin
[
pl
2 Λ(q/l)

]

pl
2

.

The characteristic function of |ψ〉〈ψ| is not partially differentiable with respect to q at zero since
Λ is not differentiable at this point. See Figure 3.1.

3.4 Quantum Meyers-Serrin theorem (optional)

The following section is part of a joint unpublished work with Michael M. Wolf and Michael
Keyl. The results presented here find an application in the contributed article B.1, but the
reader can skip it as it is not needed to understand B.1. Here we study how Schwartz density
operators can approximate arbitrarily well quantum states with symmetric moments. This
makes the set of Schwartz density operators more useful.

We define a symmetric moment of ρ ∈ B(H⊗n) to be the quantity

TrQαP βρP βQα,

where

Qα = Qα1
1 · · ·Qαnn , P β = P β11 · · ·P βnn .

for some

α, β ∈ In := {α = (α1, . . . , αn)|αi ∈ N ∪ {0} for all i = 1, . . . , n}.
Recall that Qk and Pk act on the k−tensor factor of H⊗n. We define |α| :=

∑n
i=1 αi and

|β| := ∑n
i=1 βi.

Definition 3.4.1 (Finite-moment state). Let r ∈ N. We say that a density operator ρ ∈
B(H⊗n) has up to 2r−th symmetric moments if

‖ρ‖r,2 :=
∑

α,β∈In
|α|+|β|≤r

∥∥∥QαP β√ρ
∥∥∥
2
<∞.

The space of density operators on H which has up to finite 2r-th symmetric moments is denoted
by S 2

r (H).

For ρ ∈ S 2
r (H) the expectation values of the canonical operators are finite up to order 2r,

namely for |α|+ |β| ≤ r

Tr[QαP βρ] ≤
∥∥∥QαP βρ

∥∥∥
1
≤
∥∥∥QαP β√ρ

∥∥∥
2

= (TrQαP βρP βQα)1/2 <∞.
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The states ρ with up to 2r−finite moments can be characterized in terms of the twisted
derivative of the inverse Weyl transform of

√
ρ. The twisted (or symplectic) derivatives Lz and

L̄z of χA are defined [48] as

LzχA(ξ) := −i d
dt

(
eitz·σξ/2χA(ξ + tz)

)∣∣∣
t=0

,

=

(
1

2
z · σξ − i ∂

∂z

)
χA(ξ).

L̄zχA(ξ) := −i d
dt

(
e−itz·σξ/2χA(ξ + tz)

)∣∣∣
t=0

,

=

(
−1

2
z · σξ − i ∂

∂z

)
χA(ξ).

In order to avoid to many subindices we write sometimes L instead of Lz for a symplectic
derivative in an arbitrary direction. We use Lz when we want to emphasize the direction. Of
course one has to specify in which norm the derivative is taken; this will depend on the operator
(equivalently, the inverse Weyl transform) as we will see.

Let us write
Lαβ := Lα1

z1 · · ·Lαnzn Lβ1zn+1
. . . Lβ1z2n , (3.7)

where {zk}2nk=1 is a basis such that for i = 1, . . . n, zi ·σR is equal to Qi and for i = n+1, . . . 2n,
zi · σR is equal to Pi.

Definition 3.4.2. Let ρ be a density operator and denote by χ√ρ the inverse Weyl transform

of the square root of ρ. Let r ∈ N and Lαβ be the composed twisted derivative defined as in
Eq. (3.7). We say that a density operator ρ on a Hilbert space H has up to 2r−th symmetric
moments if and only if ∑

α,β∈In
|α|+|β|≤r

∥∥∥Lαβχ√ρ
∥∥∥
2
<∞.

This definition is equivalent to definition 3.4.1 due to Lemma 3.4.3 (below) and the quantum
Parseval theorem. Note also that Lχ ∈ L2(R2n) if and only if the twisted derivative of the
(inverse) symplectic-Fourier transform of χ is in L2(R2n).

Lemma 3.4.3. Let T be a Hilbert-Schmidt operator in H and χT ∈ L2(R2n) its corresponding
inverse Weyl transform. Let Rz = z · σR where R is the vector of canonical operators and
z ∈ R2n. If RzT is Hilbert-Schmidt then

LχT (ξ) := −i d
dt

(
eitz·σξ/2χT (ξ + tz)

)∣∣∣
t=0

= χRzT (ξ).

where the derivative is taken in the L2− norm.

Note that here the limit of the derivative is taken with respect to the L2 norm. We omit the
proof as it is analogous to the proof of Lemma 14 in Section B.1.

The definition 3.4.2 is analogous to the definition of a classical Sobolev space; in the quantum
case the twisted derivative takes the role of the weak derivative. For example, a one-mode
quantum state has finite symmetric second moments if and only if

∥∥∥χ√ρ
∥∥∥
L2

+
∥∥∥Lz1χ√ρ

∥∥∥
L2

+
∥∥∥Lz2χ√ρ

∥∥∥
L2
<∞,
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where z1, z2 ∈ R2 are orthogonal vectors. We will show that the space of Schwartz-density
operators S (H) is dense in S 2

r (H). In other words, the set of states with finite symmetric
moments is by definition the completion of S (H) with respect to ‖·‖r,2. This implies that
when working in any set of states in which the expectation of the canonical operators exist
up to certain order, we can from the start work with the well-behaved set of Schwartz density
operators.

The following theorem is the main result of this subsection and could be understood as
a quantum version of the classical theorem of Meyers and Serrin in Sobolev spaces [49] (see
subsection 3.4.1).

Theorem 3.4.4 (S (H) is dense in S 2
r (H)). Let ρ ∈ S 2

r (H) be a density operator with finite
moments up to 2r and ε > 0. Then there exists a Schwartz-density operator ρε ∈ S (H) such
that for all α, β ∈ In with |α|+ |β| ≤ r,

(i)
∥∥QαP β√ρ−QαP β√ρε

∥∥
2
−→ 0 as ε −→ 0

(ii)
∣∣∥∥QαP βρ

∥∥
1
−
∥∥QαP βρε

∥∥
1

∣∣ ≤
∥∥QαP βρ−QαP βρε

∥∥
1
−→ 0 as ε −→ 0

This theorem tells us that given a density operator ρ with finite moments up to an even
number, say 2r, there exists a density operator with all finite moments, that is a Schwartz-
density operator ρε, which approximates ρ in the strongest possible sense ‖ρ− ρε‖1 → 0.
Moreover, the symmetric moments of this Schwartz-density operator approximate arbitrarily
well the symmetric moments of the original state ρ. This can be seen by applying the reverse
triangle inequality in (i) and for x, y ≥ 0, |x − y| = |√x − √y||√x +

√
y|. That is, for all

α, β ∈ In with |α|+ |β| ≤ r
∣∣∣TrQαP βρεP

βQα − TrQαP βρP βQα
∣∣∣ −→ 0 as ε→ 0.

Before proving Theorem 3.4.4 we introduce some needed definitions and tools.

3.4.1 Sobolev operators

Let us recall the notion of weak differentiability: ϕ ∈ L2(Rn) is weakly differentiable in the xj
direction if there exists f ∈ L2(Rn), called the weak derivative of ϕ, such that

∫
ϕ(x)

∂ψ

∂xj
(x)dx =

∫
f(x)ψ(x)dx for all ψ ∈ S (Rn).

When the weak derivative exist, these linear functionals are Hilbert space bounded, that is

sup

{∣∣∣∣
〈
ϕ
∣∣∣ ∂ψ
∂xj

〉∣∣∣∣ : ψ ∈ S (Rn), ‖ψ‖2 = 1

}
= ‖f‖2 <∞.

In the case that the classical derivative of ϕ exists and is continuous, the function f(x) =
− ∂ϕ
∂xj

(x) is in L2(Rn) (see Theorem 6.10 in [50]). Conversely, if the linear functionals

ψ 7→
〈
ϕ
∣∣∣ ∂ψ
∂xj

〉

are continuous and bounded, then by Riesz Lemma there is a function f ∈ L2(Rn) such that〈
ϕ
∣∣∣ ∂ψ∂xj

〉
= 〈f |ψ〉. From now on, we denote the weak derivative of ϕ as Dαϕ.

The first Sobolev space of functions that we consider is the set of functions ϕ ∈ L2(Rn) that
are
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(i) weakly differentiable with respect to a basis xj ∈ Rn, and

(ii) the Fourier transform of ϕ is weakly differentiable. Equivalently, for a basis xj ∈ Rn,
xjϕ(x) ∈ L2(Rn).

This space is denoted by S 2
1 (Rn). This definition extends to the case of higher derivatives.

The following is a useful characterization of Sobolev functions in S 2
r (Rn) without assuming

differentiability.

Lemma 3.4.5 (Characterization of S 2
r (Rn)). Let ϕ ∈ L2(Rn). Then ϕ ∈ S 2

r (Rn) if and only
if for α, β ∈ In with |α|+ |β| ≤ r, the S (Rn)−continuous linear functional

S (Rn) 3 ψ 7→ 〈ϕ|P βQαψ〉 ∈ C

is Hilbert space bounded, that is for α, β ∈ In with |α|+ |β| ≤ r,

‖ϕ‖α,β := sup{|〈ϕ|P βQαψ〉| : ψ ∈ S (Rn), ‖ψ‖2 = 1} <∞.

When the derivatives of ϕ exist and are continuous we have in fact

‖ϕ‖α,β =
∥∥∥QαP βϕ

∥∥∥
2

=

(∫ ∣∣∣∣xα
∂βϕ

∂xβ
(x)

∣∣∣∣
2

dx

)1/2

.

Example 3.4.6 (S 2
1 (R)). The box-car state Ψ of example 3.3.2 is not in S 2

1 (R) since ‖ψ‖0,1
is not bounded. However, the state

Λ(x) := ψ ∗ ψ(x) =

{
1− |x|l |x| ≤ l,
0 |x| > l,

is in S 2
1 (R). The state |Λ〉 ∈ L2(R) has finite moments in Q for all orders, but only finite

moments in P up to third order, i.e. Tr[|Λ〉〈Λ|Pm] <∞ for m ≤ 3. Moreover, we have as well
that the mixed moment Tr[|Λ〉〈Λ|PQ] ≤ ‖Λ‖1,0 ‖Λ‖0,1 is finite. See Figure 3.2.
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Figure 3.2: (Left) The blue, orange and green line are the space representation of the states ψ (Box-
car), Λ and Λ ∗ Λ with l = 1, respectively. (Right) The blue, orange and green line are
Sinc(k/2), Sinc2(k/2) and Sinc4(k/2), respectively; the Fourier transforms of ψ, Λ and
Λ ∗ Λ are proportional to these functions.

The classical theorem of Meyers and Serrin says that the following spaces are the same
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Hr(Rn) :=



The completion of ϕ ∈ C∞(R2n) with respect to the norm ‖ϕ‖r :=

∑

0≤β≤r
‖ϕ‖0,β





=
{
ϕ ∈ L2(Rn)|Dαϕ ∈ L2(Rn) for 0 ≤ |α| ≤ r

}
.

In fact, it is shown that the compactly supported functions C∞0 (Rn) are dense in Hr(Rn). Since
C∞0 (Rn) is dense in S (Rn) and S (Rn) ⊂ Hr(Rn) ⊂ L2(Rn) it follows that the Schwartz space
is also dense in the classical Sobolev space Hr(Rn). It can be shown [50] that Hr(Rn) is a
Hilbert space with inner product

(ϕ,ψ)r :=
∑

0≤|α|≤r

〈Dαϕ|Dαψ〉,

where 〈ϕ|ψ〉 =
∫
Rn ϕ(x)ψ(x)dx is the inner product in L2(Rn).

We are now ready to introduce the set of Sobolev operators. Let A ∈ B(H) and consider the
sesquilinear form

S (Rn)× ∈ S (Rn) 3 (ψ,ϕ) 7→ 〈P βQαψ|AP β′Qα′ϕ〉 ∈ C

which is well-defined and jointly continuous.

Definition 3.4.7 (Sobolev operators). Let A ∈ B(H). If for α, β, α
′
, β
′ ∈ IN with |α|+ |α′|+

|β|+ |β′| ≤ r

‖A‖α,α′,β,β′ := sup{|〈P βQαψ|AP β′Qα′ϕ〉| : ψ,ϕ ∈ S (Rn), ‖ψ‖2 ≤ 1, ‖ϕ‖2 ≤ 1} <∞,

then we say A is a Sobolev operator. The set of Sobolev operators is denoted by S 2
r (H).

From Riesz Lemma we know there exists a unique Aα,α′,β,β′ ∈ B(H) such that

〈P βQαψ|AP β′Qα′ϕ〉 = 〈ψ|Aα,α′,β,β′ϕ〉 ϕ,ψ ∈ S (Rn).

We show that when A ∈ S 2
r (H), the operator QαP βAP β

′
Qα
′

is well-defined on S (Rn) so that
from the previous equality Aα,α′,β,β′ is its bounded extension. It will suffice to show that A
maps into the domain of QαP β:

Lemma 3.4.8. If ‖A‖α,0,β,0 <∞ for all |α|+ |β| ≤ r, then Ran(A) ⊂ S 2
r (Rn) and

A : H → S 2
r (Rn) is continuous.

Proof. Since ‖A‖α,0,β,0 <∞ and S (Rn) is dense in L2(Rn) we have

sup {|〈P βQαψ|Aϕ〉| : ψ ∈ S (Rn), ‖ψ‖2 ≤ 1} <∞

for all ϕ ∈ H. Hence from Lemma 3.4.5, Aϕ ∈ S 2
r (Rn) and ‖Aϕ‖α,β ≤ ‖A‖α,0,β,0 ‖ϕ‖2. The

last inequality follows from the definition of ‖·‖α,0,β,0.
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The previous Lemma implies that for a Sobolev operator A ∈ S 2
r (H), we have the equality

‖A‖α,β,α′,β′ =
∥∥∥QαP βAP β′Qα′

∥∥∥
∞

. We remark that the order of the operators in the definition

of Sobolev operators (and Sobolev vectors) is not relevant since Q and P map S (Rn) into
itself and the CCR relations Eq. (3.2) hold on S (Rn). Moreover, the space of quantum states
ρ ∈ B(H) such that the symmetric moments TrQαP βρP βQα for |α|+ |β| ≤ r are finite is the
revelant subset S 2

r (H) which we are interested here.
Before proving Theorem 3.4.4 we introduce some needed lemmas and tools. The symplectic

(or twisted) convolution [51, 52] of two square-integrable functions χ1 and χ2 is defined as

χ1 ∗σ χ2(ξ) :=
1

(2π)n

∫
χ1(ξ − η)χ2(η) e

i
2
η·σξ dη,

=
1

(2π)n

∫
χ2(ξ − η)χ1(η) e−

i
2
η·σξ dη =: χ2 ∗−σ χ1(ξ)

When χ1(ξ) and χ2(ξ) are the inverse Weyl transform of the Hilbert-Schmidt operators A1, A2

respectively, then χ1 ∗σ χ2(ξ) is the inverse Weyl transform of the trace-class operator A1A2.
This fact can be seen by computing the integral in the definition of twisted convolution with
the help of the quantum parseval theorem and Eq. (3.3). Although it is not a commutative
operation, it is associative, distributive and satisfies Young’s inequality

‖f ∗σ g‖Lr ≤
‖f‖Lp ‖g‖Lq

(2π)n
when

1

p
+

1

q
=

1

r
+ 1. (3.8)

Lemma 3.4.9 (Schwartz Convolution). Let G be a Schwartz function in R2n and χ ∈ L2(R2n).
Then the symplectic convolution of these two functions is a Schwartz function.

Proof. We consider the Hilbert Schmidt operator T : L2(R2n) → L2(R2n) defined by T (χ) =
G ∗σ χ. Now, recall that an operator is a Schwartz operator if and only if the kernel is a
Schwartz function (Theorem 3.3.1 (ii)). Then clearly T is a Schwartz operator as the kernel

function G(ξ − η)e−
i
2
η·σξ is a Schwartz function. Finally, by Theorem 3.3.1 (i) we know that

the range of a Schwartz operator is a Schwartz function. This finishes the proof.

Let us consider the following integrable functions and their respective Weyl transforms (see
theorem 3.1.1)

L1(R2n) 3 Gε(η) :=
1

ε2n
exp[−η2/2ε2] ←→ ĝε =

1

(2π)n

∫
Gε(η)W−ηdη,

L2(R2n) 3 χ(η) = TrWηA←→ A =
1

(2π)n

∫
(TrWηA)W−ηdη,

Using these functions we can write the inverse Weyl transform of the operator Aĝε,

χε := χ ∗σ Gε ←→ Aĝε,

χε(ξ) =
1

(2π)n

∫
χ(ξ − η) Gε(η) e

i
2
η·σξ dη.

Lemma 3.4.10 (Approximation by Schwartz operators). Let Gε(ξ) = 1
ε2n

exp[−ξ2/2ε2] with
ε > 0 and A a Hilbert-Schmidt operator with corresponding inverse Weyl transform χ(ξ) ∈
L2(R2n). Define

χε := χ ∗σ Gε.
Then
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(i) χε is an Schwartz function with ‖χε‖L2 ≤ ‖χ‖L2. Equivalently Agε is a Schwartz operator
with ‖Agε‖2 ≤ ‖A‖2.

(ii) ‖χε − χ‖L2(R2n) −→ 0 and ‖χε − χ‖L2(R2n) −→ 0 as ε −→ 0. Equivalently ‖Agε −A‖2 −→
0 and ‖gεA−A‖2 −→ 0 as ε −→ 0.

Note that from this lemma we obtain ‖gεAgε −Agε‖2 = ‖(gεA−A)gε‖2 ≤ ‖gεA−A‖2
which goes to zero as ε approaches zero. Therefore, one can show via the triangle inequality
and induction that for m ∈ N, ‖gmε Agmε −A‖2 vanishes in the limit.

Proof of lemma 3.4.10. For part (i) we have that χε is Schwartz from Lemma 3.4.9 and the
fact that a Gaussian function is a Schwartz function. Using Young’s inequality Eq. (3.8) and
‖Gε‖L1 = (2π)n we get an upper bound for the norm (2π)n ‖χ ∗σ Gε‖L2 ≤ ‖χ‖L2 ‖Gε‖L1 =
(2π)n ‖χ‖L2 . For part (ii) we use the triangle inequality to bound

‖χε − χ‖L2(R2n) ≤ ‖χ ∗σ Gε − χ ∗Gε‖L2(R2n) + ‖χ ∗Gε − χ‖L2(R2n) .

The second term goes to zero as ε goes to zero due to the classical result on approximating Lp
functions by smooth functions (see for instance Theorem 2.16 in Ref. [50]). For the remaining
term, we use a standard dominated convergence argument. Indeed,

‖χ ∗σ Gε − χ ∗Gε‖2L2(R2n) =

∫
|χ ∗σ Gε(ξ)− χ ∗Gε(ξ)|2 dξ,

≤ 1

(2π)2n

∫ (∫
|χ(ξ − η)||eiη·σξ/2 − 1|Gε(η)dη

)2

dξ,

≤ 1

(2π)2n

∫ (∫
|χ(ξ − η)|2|eiη·σξ/2 − 1|2Gε(η)dη

)(∫
Gε(η

′)dη′
)
dξ,

=
1

(2π)n

∫
Gε(η)

(∫
|χ(ξ − η)|2|eiη·σξ/2 − 1|2dξ

)
dη,

=
1

(2π)n

∫
e−η

2/2

(∫
|χ(ξ − εη)|2|eiεη·σξ/2 − 1|2dξ

)
dη,

=
1

(2π)n

∫
e−η

2/2

(∫
|χ(ξ)|2|eiεη·σξ/2 − 1|2dξ

)
dη.

Here we have just used the Cauchy-Schwarz inequality in the second inequality, Fubini-Tonelli’s
theorem in the second inequality and finally the change of variables η 7→ εη and χ 7→ χ − εη
in the last equalities. Since for x ∈ R, |eix − 1| ≤ 2 and |eix − 1| → 0 as x → 0, we have
by the dominated convergence theorem that ‖χ ∗σ Gε − χ ∗Gε‖2L2(R2n) vanishes in the limit
ε → 0. From the quantum parseval theorem we obtain the equivalent statement in terms of
Hilbert-Schmidt operators. Finally, the other limit is the same as χε(ξ) = Gε ∗−σ χ(−ξ).

In comparison with the classical convolution, the twisted derivative of a twisted convolution
does not commute in general. Instead, we have the following identities which follow directly
from the definitions.
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Lemma 3.4.11. Let χ1, χ2 be such that Lχ1, Lχ2 ∈ L2(R2n) and denote the corresponding
Weyl transforms of these functions by A1 and A2. Then

L(χ1 ∗σ χ2)(ξ) = (Lχ1) ∗σ χ2(ξ) = TrWξRA1A2,

χ1 ∗σ Lχ2(ξ) = L̄χ ∗σ χ2(ξ) = TrWξA1RA2,

χ1 ∗σ L̄χ2(ξ) = Lχ1 ∗σ χ2(ξ)− (z · σξ)χ1 ∗σ χ2(ξ),

TrWξA1A2R = TrWξRA1A2 − (z · σξ) TrWξA1A2.

However, we still have the following important result.

Lemma 3.4.12 (Approximation of twisted derivatives). Let χ ∈ L2(R2n) be such that Lχ ∈
L2(R2n). Then

‖LGε ∗σ χ− Lχ‖L2 −→ 0 as ε→ 0.

Proof. The proof consists in a repetitive use of Fubini-Tonelli and dominated convergence
theorem as in the proof of part (ii) of Lemma 3.4.10. We use that for ε > 0, Gε is a Schwartz
function to separate the integral in the definition of the symplectic convolution of LGε and χ

LGε ∗σ χ(ξ) = χ ∗−σ LGε(ξ) =
1

(2π)n

∫ (
1

2
z · ση

)
Gε(η)χ(ξ − η)e−iη·σξ/2dη

− i

(2π)n

∫
∂Gε
∂z

(η)χ(ξ − η)e−iη·σξ/2dη.

Since χ(ξ) ∈ L2(R2n), it vanishes when ξ → ∞. Thus we can use partial integration and
χ1 ∗σ χ2(ξ) = χ2 ∗−σ χ1(ξ) to rewrite

LGε ∗σ χ(ξ) =
1

(2π)n

∫ (
1

2
z · ση

)
Gε(η)χ(ξ − η)e−iη·σξ/2dη +

i

(2π)n

∫
Gε(η)

∂χ

∂z
(ξ − η)e−iη·σξ/2dη

− 1

(2π)n

(
1

2
z · σξ

)∫
Gε(η)χ(ξ − η)e−iη·σξ/2dη,

= (∆Gε ∗σ χ) (ξ) + i

(
Gε ∗σ

∂χ

∂z

)
(ξ)−

(
1

2
z · σξ

)
(Gε ∗σ χ)(ξ), (3.9)

where ∆Gε(η) :=
(
1
2z · ση

)
Gε(η). From now on, for any function f we write in short ∆f(η) :=(

1
2z · ση

)
f(η) . We consider

‖LGε ∗σ χ− Lχ‖2L2 ≤ |〈LGε ∗σ χ,LGε ∗σ χ〉 − 〈Lχ,Lχ〉|+ 2 |〈Lχ,Lχ〉 − 〈Lχ,LGε ∗σ χ〉| ,
(3.10)

and show first that

|〈LGε ∗σ χ,LGε ∗σ χ〉 − 〈Lχ,Lχ〉| −→ 0 as ε→ 0. (3.11)

We insert Eq. (3.9) in the previuos equation and bound each term separately. The first term
we bound is

(2π)n ‖∆Gε ∗σ χ‖L2 ≤ ‖∆Gε‖L1 ‖χ‖L2 ,
= ε ‖∆G‖L1 ‖χ‖L2 ,
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where we have used Young’s inequality. Since G is Schwartz, ‖∆G‖L1 ‖χ‖L2 < ∞ and this
term vanishes in the limit. As a consequence, all the inner products with a square integrable
function and ∆Gε ∗σ χ vanish by the Cauchy-Schwarz inequality. Indeed,

〈∆Gε ∗σ χ,Gε ∗σ
∂χ

∂z
〉 ≤ ‖∆Gε ∗σ χ‖L2

∥∥∥∥Gε ∗σ
∂χ

∂z

∥∥∥∥
L2
,

≤ ‖∆Gε ∗σ χ‖L2
∥∥∥∥
∂χ

∂z

∥∥∥∥
L2
,

where we have used again Young’s inequality in the last step and Lemma 3.4.10(i). Likewise

∫
(∆Gε ∗σ χ)(ξ)

(
1

2
z · σξ

)
(χ̄ ∗σ Gε) (ξ)dξ ≤ ‖∆Gε ∗σ χ‖2

(∫ ∣∣∣∣
1

2
z · σξ

∣∣∣∣
2

|χ̄ ∗σ Gε(ξ)|2 dξ
)1/2

.

The last integral on the previous equation can be shown to be finite by the same arguments as
in the proof of Lemma 3.4.10:

∫ ∣∣∣∣
z · σξ

2

∣∣∣∣
2

|χ̄ ∗σ Gε(ξ)|2 dξ ≤
1

(2π)2n

∫ ∣∣∣∣
z · σξ

2

∣∣∣∣
2(∫

|χ(ξ − η)|Gε(η)dη

)2

dξ,

≤ 1

(2π)n

∫ ∣∣∣∣
z · σξ

2

∣∣∣∣
2

|χ(ξ − η)|2Gε(η)dξ dη,

=
1

(2π)n

(∫ ∣∣∣∣
z · σξ

2
+
z · ση

2

∣∣∣∣
2

|χ(ξ)|2dξ
)
Gε(η) dη,

≤ 2 ‖∆χ‖2L2 +
ε2 ‖χ‖22
(2π)n

∫ ∣∣∣z · ση
2

∣∣∣
2
G(η)dη.

The next term we bound is

∣∣∣∣
∥∥∥∥Gε ∗σ

∂χ

∂z

∥∥∥∥
L2
−
∥∥∥∥
∂χ

∂z

∥∥∥∥
L2

∣∣∣∣ ≤
∥∥∥∥Gε ∗σ

∂χ

∂z
− ∂χ

∂z

∥∥∥∥
L2
,

which vanishes in the limit because ∂χ
∂z ∈ L2(R2n) and Lemma 3.4.10 applies. We consider now

∣∣∣∣
∫
|z · σξ|2 |χ̄ ∗σ Gε(ξ)|2 dξ −

∫
|z · σξ|2 |χ(ξ)|2 dξ

∣∣∣∣ ≤
∣∣∣∣
∫
|z · σξ|2 |χ̄ ∗σ Gε(ξ)|2 dξ −

∫
|z · σξ|2 |χ̄ ∗Gε(ξ)|2 dξ

∣∣∣∣

+

∣∣∣∣
∫
|z · σξ|2 |χ̄ ∗Gε(ξ)|2 dξ −

∫
|z · σξ|2 |χ(ξ)|2 dξ

∣∣∣∣ . (3.12)

The first term of the RHS can be bounded again as before
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∣∣∣∣
∫
|z · σξ|2 |χ̄ ∗σ Gε(ξ)|2 dξ −

∫
|z · σξ|2 |χ̄ ∗Gε(ξ)|2 dξ

∣∣∣∣ ≤
∫
|z·σξ|2 |χ̄ ∗σ Gε(ξ)− χ̄ ∗Gε(ξ)|2 dξ,

≤ 1

(2π)2n

∫
|z · σξ|2

(∫
|χ(ξ − η)|Gε(η)|eiη·σξ/2 − 1|dη

)2

dξ,

≤ 1

(2π)n

∫
|z · σξ|2|χ(ξ − η)|2Gε(η)|eiη·σξ/2 − 1|2 dη dξ,

=
1

(2π)n

∫
|z · σξ|2|χ(ξ − εη)|2G(η)|eiεη·σξ/2 − 1|2 dη dξ,

=
1

(2π)n

∫
|z · σξ + ε · ση|2|χ(ξ)|2G(η)|eiεη·σξ/2 − 1|2 dξ dη,

= 2

∫
|z · σξ|2|eiεη·σξ/2 − 1|2 dξ +

2ε ‖χ‖22
(2π)n

∫
|z · ση|2G(η)dη,

which vanishes in the limit by the dominated convergence theorem. For the second term of
Eq. (3.12) we use the classical parseval theorem ‖χ‖L2 = (2π)n ‖Fσ[χ]‖L2 where

Fσ[χ](η) =
1

(2π)2n

∫
eiη·σξχ(ξ) dξ,

is the inverse symplectic Fourier transform Fσ[χ] of χ (whenever χρ is a quantum characteristic
function, Fσ[χρ] is just the Wigner function of the density operator ρ). The inverse symplectic
Fourier transform of Gε is

Fσ[Gε](η) =
1

(2π)n
e−

ε2η2

2 ,

so with the classical convolution theorem Fσ[Gε∗χ](η) = (2π)nFσ[Gε](η)Fσ[χ](η) and derivative
formulas we obtain

∣∣∣∣
∫
|z · σξ|2 |χ̄ ∗Gε(ξ)|2 dξ −

∫
|z · σξ|2 |χ(ξ)|2 dξ

∣∣∣∣ ≤
∫
|z · σξ|2 |Gε ∗ χ(ξ)− χ(ξ)|2 dξ,

=

∫ ∣∣∣∣
∂Fσ[χ]

∂z
(η) ((2π)nFσ[Gε](η)− 1) + (2π)nFσ[χ](η)

∂Fσ[Gε]

∂z
(η)

∣∣∣∣
2

dη,

≤ 2

∫ ∣∣∣∣
∂Fσ[χ]

∂z
(η)

∣∣∣∣
2 ∣∣∣e−ε2η2/2 − 1

∣∣∣
2
dη + ε(2π)n

∫
|Fσ[χ](η)(z · ση)|2 dη,

Using the fact that LFσ[χ] ∈ L2(R2n) and applying dominated convergence theorem gives
that this term vanishes in the limit. Finally, we bound the last term using the triangle inequality
and the previous bounds. Here we abuse a bit in notation in order to keep it short and write
the argument of the function inside the L2 inner product

∣∣∣∣〈(z · σξ)(Gε ∗σ χ)(ξ), Gε ∗σ
∂χ

∂z
〉 − 〈(z · σξ)χ(ξ),

∂χ

∂z
〉
∣∣∣∣ ≤

∣∣∣∣〈(z · σξ)(Gε ∗σ χ−Gε ∗ χ)(ξ), Gε ∗σ
∂χ

∂z
〉
∣∣∣∣

+

∣∣∣∣〈(z · σξ)(Gε ∗ χ− χ)(ξ), Gε ∗σ
∂χ

∂z
〉
∣∣∣∣−
∣∣∣∣〈(z · σξ)χ(ξ), Gε ∗σ

∂χ

∂z
− ∂χ

∂z
〉
∣∣∣∣ .
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Using Cauchy-Schwarz inequality, the previous estimates and Lemma 3.4.10 we find that this
term vanishes in the limit.

In the same fashion we bound the second term of the RHS of Eq. (3.10)

|〈Lχ,Lχ〉 − 〈Lχ,LGε ∗σ χ〉| ≤ |〈Lχ,∆Gε ∗σ χ〉|+
∣∣∣∣〈Lχ,

(
1

2
z · σξ

)
(χ−Gε ∗ε χ)(ξ)〉

∣∣∣∣

+

∣∣∣∣〈Lχ,Gε ∗σ
∂χ

∂z
− ∂χ

∂z
〉
∣∣∣∣ ,

≤ ‖Lχ‖L2
(
‖∆Gε ∗σ χ‖L2 +

∥∥∥∥
(

1

2
z · σξ

)
(χ−Gε ∗ε χ)(ξ)

∥∥∥∥
L2

+

∥∥∥∥Gε ∗σ
∂χ

∂z
− ∂χ

∂z

∥∥∥∥
L2

)
,

which vanishes in the limit from what we just have done for Eq. (3.11).

We are finally ready to prove the main result of this section, Theorem 3.4.4.

Proof of Theorem 3.4.4. For part (i) we set
√
ρε = gε

√
ρgε/cε with cε :=

(
Tr g2ε

√
ρg2ε
√
ρ
)1/2

as
the square root of the Schwartz operator ρε. Note that

√
ρε is indeed Schwartz from lemma

3.4.10(i) and that for sufficiently small ε, cε > 0. Moreover, cε → 1 as ε→ 0. This can be seen
from lemma 3.4.10 and Cauchy-Schwarz inequality

|c2ε − 1| = |Tr(g2ε
√
ρg2ε −

√
ρ)
√
ρ|,

≤
∥∥g2ε
√
ρg2ε −

√
ρ
∥∥
2
.

We consider

∥∥∥∥∥Q
αP β
√
ρ− QαP βgε

√
ρgε

cε

∥∥∥∥∥
2

≤
∥∥∥∥∥Q

αP β
√
ρ− QαP β

√
ρgε

cε

∥∥∥∥∥
2

+

∥∥∥∥∥
QαP β

√
ρgε

cε
− QαP βgε

√
ρgε

cε

∥∥∥∥∥
2

,

and bound the first term by

∥∥∥∥∥Q
αP β
√
ρ− QαP β

√
ρgε

cε

∥∥∥∥∥
2

≤
∥∥∥QαP β√ρ+QαP β

√
ρgε

∥∥∥
2

+

∣∣∣∣
cε − 1

cε

∣∣∣∣
2 ∥∥∥QαP β√ρgε

∥∥∥
2
,

≤
∥∥∥QαP β√ρ+QαP β

√
ρgε

∥∥∥
2

+

∣∣∣∣
cε − 1

cε

∣∣∣∣
2 ∥∥∥QαP β√ρ

∥∥∥
2

which vanishes from Lemma 3.4.10 because QαP β
√
ρ is Hilbert-Schmidt.

The second term is an operator version of an extension of Lemma 3.4.12 for higher derivatives.
We do not show here the extension of Lemma 3.4.12 for higher derivatives as it follows from
an inductive argument; using 3.4.10(i) and quantum parseval theorem we find

1

|cε|
∥∥∥QαP β√ρgε −QαP βgε

√
ρgε

∥∥∥
2

=
1

|cε|
∥∥∥QαP β√ρ−QαP βgε

√
ρ
∥∥∥
2
,

=
1

|cε|(2π)n

∥∥∥Lαβ
(
χ√ρ

)
− LαβGε ∗σ χ√ρ

∥∥∥
L2
,
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which vanishes in the limit.

Part (ii) follows from part (i) since

∣∣∣
∥∥∥QαP βρ

∥∥∥
1
−
∥∥∥QαP βρε

∥∥∥
1

∣∣∣ ≤
∥∥∥QαP βρ−QαP βρε

∥∥∥
1
,

=
∥∥∥QαP β√ρ√ρ−QαP β√ρε

√
ρ+QαP β

√
ρε
√
ρ−QαP β√ρε

√
ρε

∥∥∥
1
,

≤
∥∥∥(QαP β

√
ρ−QαP β√ρε)

√
ρ
∥∥∥
1

+
∥∥∥(QαP β

√
ρε)(
√
ρ−√ρε)

∥∥∥
1
,

≤
∥∥∥QαP β√ρ−QαP β√ρε

∥∥∥
2
‖√ρ‖2 +

∥∥∥QαP β√ρε
∥∥∥
2
‖√ρ−√ρε‖2 .

We have used the reversed and the standard triangle inequality in the first two inequalities and
the trace Cauchy-Schwarz inequality in the last step.
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4 Banach space theory

This chapter introduces the main tools from Banach space theory used in the core articles A.1
and A.2. The linear approximation of an almost-symmetry will rely on the Hahn-Banach theo-
rem. Since this theorem takes many forms, we present them here. In a sense, the linear stability
problem of Wigner’s theorem is a problem about extensions of non-linear maps. The best tool
that we have at hand for extending a linear map is precisely the Hahn-Banach theorem. Thus,
at the risk of oversimplification, one could say that much of the effort in the linear stability of an
almost-symmetry consists in trying to use the Hahn-Banach theorem in an almost-linear setting.

In section 4.2 we present a sophisticated use of the Hahn-Banach theorem, namely Maurey’s
extension principle [53]. Section 4.2 and section 4.3 provide the basic notions and tools that
we employ in order to obtain a better upper bound on the linear stability of Wigner’s theorem
(see Section A.2).

4.1 Hahn-Banach theorems

A Banach space is a complete normed vector space X. We will focus here on real Banach
spaces, but most of the results carry over to complex Banach spaces. It is a basic fact in
functional analysis that finite dimensional normed spaces are always complete because they all
have equivalent norms. The dual of a Banach space X is the Banach space X∗ of all continuous
linear mappings x∗ : X → R, endowed with the norm ‖x∗‖ = sup{|x∗(x)| : x ∈ BX}. The first
analytic version of the Hahn-Banach theorem is the following (see Chapter 3 in [54]).

Theorem 4.1.1 (Hahn-Banach extension theorem). Let X be a real vector space and E ⊂ X
a subspace.

1. Suppose p : X → R is sub-linear, i.e. for all x, y ∈ X and t ≥ 0 we have

p(x+ y) ≤ p(x) + p(y), p(tx) = tp(x).

If h : X → R is a linear functional satisfying

h(x) ≤ p(x) for all x ∈ E,

then there exists a linear functional h̃ : X → R that extends h, i.e. h(x) = h̃(x) for all
x ∈ E, and

−p(−x) ≤ h̃(x) ≤ p(x) for all x ∈ X.

2. If in addition X has a norm, then for every y∗ ∈ E∗ there exists a linear functional
x ∈ X∗ that extends y∗ and ‖x∗‖ = ‖y∗‖.

For x ∈ X let us denote x̂ the linear functional on X∗ which acts as x̂(y∗) := y∗(x) for all
y∗ ∈ X∗. Theorem 4.1.1 implies that the natural map x 7→ x̂ is a norm-preserving isomorphism
of a normed space X into its second dual X∗∗(see p. 52 in [55]). Thus, it is natural to consider
X as a subspace of X∗∗.
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We call a point x in a real vector space X an algebraic interior point of a set E ⊆ X if and
only if for all y ∈ X there exists a ε > 0 such that for all t ∈ R, |t| ≤ ε we have x+ ty ∈ E.

let C be a convex subset of a real vector space X with 0 as algebraic interior point. The
Minkowski functional of C is defined for all x ∈ C

pC(x) := inf
{
t ≥ 0 :

x

t
∈ C

}
.

It allows to translate statements in functional analysis to convex geometry (and vice versa).

It is useful to think about linear functionals f : X → R as hyperplanes: for some fixed c ∈ R,
Hf := {x ∈ X : f(x) = c} defines a hyperplane. Using the previously introduced notions and
Theorem 4.1.1, one can obtain the following geometric version of the Hahn-Banach theorem
(see p. 54 in [55]).

Theorem 4.1.2 (Geometric Hahn-Banach theorem). Let A and B be disjoint non-empty con-
vex subsets of a real vector space X. If A contains an algebraic interior point, then A and B
can be separated by a hyperplane, i.e. there is a non-zero linear functional h ∈ X ′ and a c ∈ R
such that

h(x) ≤ c ≤ h(y) for all x ∈ A and y ∈ B.

�

B

h�x) = c

Figure 4.1: Geometric Hahn-Banach theorem

4.2 Type and Cotype

In this section we introduce the notions of type and cotype that are intimately linked with the
geometry of Banach spaces. The mathematical material in this section can be found in many
good textbooks such as [56, 57, 58]. We refer the reader to them for a more detailed exposition.
We denote by E the expectation value of a random variable.

The simplest and most familiar Banach space is the Banach space in which the norm is
induced by an inner product, namely the Hilbert space. It was soon realized [59] by two of the
(mathematical) fathers of quantum theory that a Hilbert space is the only Banach space where
the norm satisfies the Parallelogram identity

‖x+ y‖2
2

+
‖x− y‖2

2
= ‖x‖2 + ‖y‖2 . (4.1)

A real Rademacher variable r is a uniformly distributed random variable taking values in the
set {−1, 1}. Eq. (4.1) can be generalized for arbitrary Hilbert spaces. Indeed, consider a finite
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sequence (xj)
n
j=1 ∈ H and a sequence of independent Rademacher variables (rj)

n
j=1. Then we

have

E

∥∥∥∥∥∥

n∑

j

rjxj

∥∥∥∥∥∥

2

= E〈
n∑

j

rjxj ,
n∑

k

rkxk〉,

=

n∑

j,k

〈xj , xk〉E(rjrk),

=
n∑

j,k

〈xj , xk〉δjk =
n∑

j=1

‖xj‖2 .

The notions of type and cotype study how the average
(
E
∥∥∥
∑n

j rjxj

∥∥∥
p)1/p

behaves for general

Banach spaces. They were introduced by Hoffmann-Jørgensen [60] and developed by Maurey
and Pisier in the 1970s [61, 62]. Let X be a Banach space and let p ∈ [1, 2] and q ∈ [2,∞). For
every positive interger n we define Tp,n(X) and Cq,n to be the smallest constants such that for
arbitrary finite sequences (xj)

n
j=1 ⊂ X, we have


E

∥∥∥∥∥∥

n∑

j=1

rjxj

∥∥∥∥∥∥

2


1/2

≤ Tp,n(X)




n∑

j=1

‖xj‖p



1/p

,

Cp,n(X)−1




n∑

j=1

‖xj‖q



1/q

≤


E

∥∥∥∥∥∥

n∑

j=1

rjxj

∥∥∥∥∥∥

2


1/2

.

The space X is said to be of (Rademacher) type p if Tp(X) = supn Tp,n(X) <∞. Similarly, X
is said to have (Rademacher) cotype q if Cq(X) = supnCq,n(X) < ∞. The quantities Tp(X)
and Cq(X) are called the (Rademacher) type p and cotype q constants of X, respectively. By
replacing the Rademacher sums by Gaussian sums of elements of X we obtain the related no-
tion of Gaussian type and cotype.

If X has type p, then X has type k for k < p. Thus, the type 2 and cotype 2 constant play
an important role. Let α > 1 be a real constant. We say that X contains a α−isomorphic copy
of Y and write Y ⊆α X if there exists a linear map T : X → Y and constanst α1, α2 such that
α1α2 ≤ α and

1

α1
‖y‖ ≤ ‖Ty‖ ≤ α2 ‖y‖ , y ∈ Y.

The type and cotype constants are isomorphic invariants and are inherited by subspaces.
More generally, if Y ⊆α X, then Tp(Y ) ≤ αTp(X) and Cq(Y ) ≤ αCq(X).

The following theorem of Maurey comes from a clever use of Theorem 4.1.1. It is a powerful
tool in Banach space theory and will be use in section A.2.

Theorem 4.2.1 (Maurey extension theorem). Let X and Y be real Banach spaces. Suppose
E is a closed linear subspace of X and T : E → Y is a linear operator. If X has type 2 and
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E has cotype 2, then there exists a Hilbert space H and linear operators R1 : X → H and
R2 : H → Y with ‖R1‖ ‖R2‖ ≤ C2(Y )T2(X) ‖T‖ such that T = R2 ◦ R1|E. In other words, T
has a continuous linear extension T̃ = R2 ◦R1 such that

∥∥∥T̃
∥∥∥ ≤ C2(Y )T2(X) ‖T‖ .

In particular, if X = Y and T is the identity map, then there exists a projection P : X → E
with ‖P‖ ≤ C2(Y )T2(X).

We remark that Maurey’s extension theorem is valid for both notions of type: Rademacher
and Gaussian. Moreover, the norm in the statement is the operator norm. The operator norm
of projections between Hilbert spaces is always one. This is not longer true for general Banach
spaces.

X H = R1(E)⊕R1(E)⊥

E R1(E) Y

j

R1

R1 R2

π

Figure 4.2: Maurey extension Theorem. The map T : E → Y is extended to X by factorizing through
a Hilbert space H. Here π : H → R1(E) is the orthogonal projection of a Hilbert space
into a closed subspace, i.e. into a Hilbert subspace.

X H = R1(E)⊕R1(E)⊥

E R1(E)

j

R1

R−11

P = R−11 ◦ π ◦R1 π

Figure 4.3: A projection can be considered as an extension of the identity map. Factorization through
a Hilbert space in the case T = id.

The next important characterization of Hilbert spaces follows from Maurey’s extension the-
orem:

Theorem 4.2.2 (Kwapien [63]). For a Banach space X the following assertions are equivalent

(i) X has type 2 and cotype 2;

(ii) X is isomorphic to a Hilbert space H.

If these equivalent conditions are satisfied, an isomorphism Φ : X → H can be constructed such
that

‖Φ‖
∥∥Φ−1

∥∥ ≤ T2(X)C2(X).

Explicit type and cotype constants of finite dimensional lp−spaces can be found in [57],
Proposition 7.1.7. In particular, l∞ does not have finite type. The Rademacher type and
cotype constants of the Schatten classes were first computed by Tomczak-Jaegermann [58];
they behave similarly as the commutative lp−spaces.
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4.2.1 Proof of Maurey’s extension theorem

Albiac and Kalton [56] (Theorem 7.3.4) have considerably simplified the proof of Maurey’s
extension theorem. Their modern proof can be also found in [57] (Theorem 7.3.2) where a
small typo is corrected. We provide here their proofs for the ease of the reader. This theorem
will be used in the contributed article of section A.2 in order to obtain a better upper bound of
the linear stability of Wigner’s theorem. We remark that the conclusion of Theorem 4.2.1 does
not depend on which definition of type and cotype we use, i.e. Rademacher or Gaussian. In
short, we can say that the latter fact is a consequence of the central limit theorem (see Theorem
7.4.4 in [56]). Furthermore, Maurey extension theorem works also for complex Banach spaces,
but we do not present this here as we will be working with the Hermitian part of the Schatten
classes.

The following Lemma has a crucial role in the proof of Maurey’s extension theorem. It is
a beautiful use of the functional version of the Hahn-Banach theorem 4.1.1. We postpone its
proof until the end of this subsection.

Lemma 4.2.3. Let V be a real vector space and A,B two subsets of V such that

V = cone(B)− cone(A),

and two functions f : A → R and g : B → R. Then the following are equivalent:

(i) There is a linear functional Φ on V such that

f(a) ≤Φ(a) for all a ∈ A,
Φ(b) ≤ g(b) for all b ∈ B.

(ii) If (αi)
m
i=1, (βj)

m
j=1 are two sequences of non-negative scalars such that

m∑

i=1

αiai =

n∑

j=1

βjbj ,

for some (ai)
m
i=1 ⊂ A, (bj)nj=1 ⊂ B. Then

m∑

i=1

αif(ai) ≤
n∑

j=1

βjg(bj).

We also need the following lemma whose proof can be found in [56] (Lemma 7.4.3.) or in
section 6.1.d of [57].

Lemma 4.2.4 (Covariance domination). Let (γj)
∞
j=1 be a sequence of i.i.d. standard Gaussian

random variables and x1, . . . , xn and y1, . . . , ym be elements of a Banach space X satisfying

m∑

j=1

|x∗(yj)|2 ≤
n∑

i=1

|x∗(xi)|2 for all x∗ ∈ X∗,

Then, for all 1 ≤ p <∞,

E

∥∥∥∥∥∥

m∑

j=1

γjyj

∥∥∥∥∥∥

p

≤ E

∥∥∥∥∥
n∑

i=1

γixi

∥∥∥∥∥

p

.

41



The name of Lemma 4.2.4 stems from the fact that one can define a Gaussian random variable
for a Banach space X. An X−valued random variable z is Gaussian if the real-valued random
variable x∗(z) is a real Gaussian random variable for all x∗ ∈ X∗. This can be also understood
in terms of characteristic functions (see Appendix E.1.c in [57]).

Proof of Theorem 4.2.1. Let F(X∗) denote the set of all functions from X∗ to R and consider
the map X → F(X∗) given by x 7→ x̂, where x̂ is the evaluation functional, i.e. x̂(x∗) = x∗(x)
for all x∗ ∈ X∗. Let V be the linear subspace of F(X∗) of all finite linear combinations of
functions of the form x̂ẑ with x, z ∈ X. That is

V :=

{
N∑

k=1

λkx̂kẑk : (λk)
N
k=1 ∈ R, (xk)Nk=1 and (zk)

N
k=1 in X and N ∈ N

}
.

The set V is actually generated by the subsets A = B = {x̂2 ∈ V : x ∈ X} in the sense that

V = cone(A)− cone(B).

Indeed, by linearity it suffices to consider the element λx̂ẑ with x, z ∈ X. Now, since these are
linear functionals we have by polarization

x̂ẑ =
1

4

(
(x̂+ ẑ)2 − (x̂− ẑ)2

)
,

so any element in V can be written as claimed. We intend to apply Lemma 4.2.3 to construct
a linear functional Φ on V such that

0 ≤ Φ(x̂2) ≤ T 2
2 (X)C2

2 (E) ‖T‖2 ‖x‖2 , x ∈ X

and ‖Tx‖2 ≤ Φ(x̂2) for all x ∈ E. For that matters, let A = B =
{
x̂2 : x ∈ X

}
with

f(x̂2) :=

{
0 x ∈ X \ E,
‖Tx‖2 x ∈ E,

g(x̂2) := (‖T‖C2(X)T2(X))2 ‖x‖2 .

Assume
∑n

j=1 β
2
j ẑ

2
j =

∑m
i=1 α

2
i x̂

2
i for some (xi)

m
i=1, (zj)

n
j=1 ∈ X, and some real scalars (αi)

m
i=1, (βj)

m
j=1.

Without lost of generality, suppose z1, . . . , zl ∈ E and zl+1, . . . , zn ∈ X \ E. Then, since
β2ẑ2, α2x̂2 are positive functionals

l∑

j=1

β2j ẑ
2
j ≤

m∑

i=1

α2
i x̂

2
i .
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From the covariance domination principle for p = 2, Lemma 4.2.4, and the definitions of type
and cotype 2 we obtain

l∑

j=1

‖T (βjzj)‖2 ≤ ‖T‖2
l∑

j=1

‖βjzj‖2 ,

≤ ‖T‖2C2
2 (E) E

∥∥∥∥∥∥

l∑

j=1

γjβjzj

∥∥∥∥∥∥

2

,

≤ ‖T‖2C2
2 (E) E

∥∥∥∥∥
m∑

i=1

γjαixi

∥∥∥∥∥

2

,

≤ (‖T‖T2(X)C2(E))2
m∑

i=1

‖αixi‖2 ,

which by definition of f and g is the inequality

l∑

j=1

β2j f(ẑ2j ) ≤ (‖T‖T2(X)C2(E))2
m∑

i=1

α2
i g(x̂2i ).

Therefore, from Lemma 4.2.3 there exists a linear functional Ψ : V → R with

f(x̂2) ≤ Ψ(x̂2) ≤ g(x̂2), for all x ∈ X.

Define a bilinear form on X by (x, y) := Ψ(x̂ŷ) and consider the seminorm p(x) =
√

Ψ(x̂2).
Let N := {x ∈ X : p(x) = 0} and consider the real vector space X0 := X/N . Let H be the
completion of X0 with respect to the norm p. Then the induced bilinear form on X0 has a
unique continuous extension to H. This makes H a real Hilbert space. We denote the norm of
H by ‖·‖H.

Let R1 : X → H be defined by x 7→ [x] where [x] is the equivalence class module N . That is
[x] ∼ [y] if and only if x− y = z with p(z) = 0. Thus we have that

‖R1x‖H = ‖[x]‖H = p(x) =
√

Ψ(x̂2) ≤
√
g(x̂2) = ‖T‖T2(X)C2(E) ‖x‖ .

Now let R2 : R1(E)→ Y be defined by R2(R1x) = T (x). Then

‖R2(R1x)‖ = ‖T (x)‖ =
√
f(x̂2) ≤ p(x) = ‖[x]‖H , for all x ∈ E.

Therefore, R2 is well defined on R1 and ‖R2‖ ≤ 1. Finally, by the projection Theorem of Hilbert
spaces (Theorem 11.3 in [9]) every x ∈ H can be written uniquely as x = y+w where y ∈ R1(E)
and w ∈ R1(E)⊥. Let us denote by π the orthogonal projection of H onto closure of R1(E).

Then the extension T̃ of T is T̃ := R2 ◦ π ◦R1 (see Fig. 4.2) with
∥∥∥T̃
∥∥∥ ≤ C2(E)T2(E) ‖T‖.
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Proof of Lemma 4.2.3. (i) implies (ii) follows from the chain of inequalities

m∑

i=1

αif(ai) ≤
m∑

i=1

αiΦ(ai) = Φ

(
m∑

i=1

αiai

)
,

= Φ




n∑

j=1

βjbj


 ,

=
n∑

j=1

βjΦ (bj) ≤
n∑

j=1

βjg (bj) .

We proceed to show that (ii) implies (i). In order to achieve this, define the functional p : V →
[−∞,∞) by

p(v) := inf





n∑

j=1

βjg (bj)−
m∑

i=1

αif(ai)





where the infimum is taken over all the decompositions of v =
∑n

j=1 βjbj −
∑m

i=1 αiai where
ai ∈ A, bj ∈ B and αi, βj ≥ 0. Note that since V = cone(A) − cone(B), the functional p is
well-defined. We will show that p is sub-linear and then appeal to the functional version of the
Hahn-Banach theorem. It is not difficult to check that p is sub-linear, i.e. that p(λv1 + v2) ≤
λp(v1) + p(v2) for all λ > 0 and v1, v2 ∈ V . In order to appeal to the functional version of the
Hahn-Banach theorem we need to check that p(v) > −∞ for every v ∈ V . We first show that
p(0) = 0. Indeed, p(0) ≤ 0 since 0 = 0b− 0a is valid decomposition of 0 ∈ V . Moreover, if we
represent 0 as

0 =

n∑

j=1

βjbj −
m∑

i=1

αiai,

then by (ii)
m∑

i=1

αif(ai) ≤
n∑

j=1

βjg (bj) ,

so p(0) ≥ 0. Now that we know that p(0) = 0, we find that 0 = p(0) ≤ p(v) + p(−v). This
implies that p(v) > −∞ for every v ∈ V . Thus, from the first part of Lemma 4.1.1 with
E = {0} there exists a linear functional Φ : V → R such that

−p(−v) ≤ Φ(v) ≤ p(v) for all v ∈ V.

Finally, we show that for v ∈ A, p(−v) ≤ f(v), and for v ∈ B, p(v) ≤ g(v). For the first
inequality, consider for −v a fixed b ∈ B and the decomposition −v = 0b− 1v. Then from the
definition of p, p(−v) ≤ 0g(b)− 1f(v) = f(v). Likewise, consider v = 1v− 0a to obtain the last
claimed inequality.

4.3 Twisted sums

Twisted sums are in correspondence with almost-linear maps and are therefore a useful tool
for the study of the stability of almost-symmetries. The results presented in this section are
mainly due to Kalton and Peck [64, 65]. We follow the presentation of [36, 66].

A quasi-norm on a real vector space X is a function |||·||| : X → R satisfying
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(i) |||x||| > 0 for all x 6= 0,

(ii) |||λx||| = |λ||||x||| for x ∈ X and λ ∈ R,

(iii) |||x+ y||| ≤ K (|||x|||+ |||y|||) where K > 1.

The constant K is called modulus of convavity and (X, |||·|||) a quasi-Banach space. A twisted
sum of X and Y is a quasi-Banach space Z containing a subspace Y0 isomorphic to Y and
such that Z/Y0 is isomorphic to X. A map F : X → Y between real normed spaces is called a
quasi-linear map if it satisfies

(i) F (λx) = λF (x) for λ ∈ R, x ∈ X and

(ii) there exists a constant δ ≥ 0 such that for all x1, x2 ∈ X

‖F (x1 + x2)− F (x1)− F (x2)‖ ≤ δ (‖x1‖+ ‖x2‖) .

Kalton showed that there is a one-to-one correspondence between twisted sums and quasi-linear
maps, i.e. twisted sums arise from and give rise to quasi-linear maps [65]. Given a quasi-linear
map F : X → Y we can construct a quasi-norm on the vector space Y ×X via

|||(y, x)|||F := ‖y − F (x)‖Y + ‖x‖X .

Here the modulus of concavity is 1 + δ. The subspace Y0 := {(y, 0) : y ∈ Y } of Z is isometric
to Y and the quotient Z/Y0 is isometric to X. Then Z is a twisted sum. This correspondence
suggest an alternative notation for the twisted sum Z generated by the quasi-linear F : X → Y ,
namely Z = Y ⊕F X (the order of the spaces is important). The name “twisted” is basically
due to the fact that the unit balls of twisted sums are twisted by the quasi-linear map F (see
Figure 4.4).

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

Figure 4.4: The figure shows the twisting induce by the quasi-linear map F on the unit ball of R⊕F R
with |||(y, x)||| = |y − F (x)|+ |x|. The dotted lines correspond to F = 0; the straight lines
to F (x) = x and the dashed line to F (x) = x+ 0.02x.

It was shown by Ribe and Kalton that there exist non-trivial twisted sums of Banach spaces
which are not locally convex -thus the Hahn-Banach theorems do not work in these spaces-
and which are not isomorphic to any direct sum [67, 64, 65]. An exposition of such twisted
sums is beyond the scope of this introduction; we refer the reader to chapter 16 in [36] and
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the book [66]. Such singular twisted sums do not appear directly in our work since we restrict
our attention to finite-dimensional spaces. However, the Ribe-Kalton-Peck twisted sums are
important examples of possible obstructions that can appear in the study of quasi-linear maps
between infinite-dimensional Banach spaces. In Section A.2, finite-dimensional twisted sums
are used together with Theorem 4.2.1 in the case that T = id. This will induce a linear map
that approximates well an almost-symmetry.
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[66] Castillo and M. González. Three-space problems in Banach space theory. Springer, 1997.

[67] M. Ribe. Examples for the nonlocally convex three space problem. Proc. Amer. Math.
Soc., 73, 1979.

50



A Core Articles

A.1 Are almost-symmetries almost linear?

51



Are almost-symmetries almost linear?

Javier Cuesta and Michael M. Wolf

Wigner’s symmetry theorem is a foundational result in quantum theory that imposes how we
can mathematically represent physical symmetries in quantum physics. Moreover, it is a strong
advocate of the linearity of quantum mechanics. This theorem tells us that a transformation
between pure states that preserves the probability amplitudes muss be necessarily linear and
expressed as an inner automorphism of a unitary or anti-unitary map. It is a natural question
to ask whether this theorem is stable in the case that the probability amplitudes are just almost
preserved, i.e. if we consider an almost-symmetry. After a recent series of work an affirmative
answer to this problem was obtained for finite dimensional Hilbert spaces. The proof basically
consists on two non-trivial steps: first, the linear stability of an almost-symmetry and second,
the stability of Herstein’s theorem on Jordan maps. However, the obtained bound presented
there depends in a rather complicated form on the dimension of the Hilbert space. In our work,
we focus on the first part of the stability of Wigner’s theorem and clarify the role of the dimen-
sion dependency. We show in Theorem 2 (i) that in infinite dimensional Hilbert spaces we can
approximate an almost-symmetry by a linear map in a weak sense, i.e. we can approximate
the inner product between the value of an almost-symmetry and a fix observable. Moreover,
in Theorem 3 we show that in Hilbert spaces with large dimension there exist a non-linear
almost-symmetry which cannot be approximated by any linear map. This in turn implies that
the linear stability of Wigner’s theorem cannot be independent of the dimension of the Hilbert
space. On the other hand, we show in Lemma 2 that an almost-symmetry can be extended
to an almost-linear map. This is cleverly used in the proof of Theorem 2 (ii) together with
the geometric version of the Hahn-Banach theorem to prove an upper bound on the quality of
approximation of an almost-symmetry in finite dimensional spaces. The latter bound depends
linearly on the dimension of the Hilbert space.

I was significantly involved in finding the ideas and carrying out the scientific work of all parts
of this article. Furthermore, I was in charge of writing the article and the Journal submission.
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ABSTRACT
It d-pends. Wigner’s symmetry theorem implies that transformations that preserve transition probabilities of pure quantum states are linear
maps on the level of density operators. We investigate the stability of this implication. On the one hand, we show that any transformation that
preserves transition probabilities up to an additive ε in a separable Hilbert space admits a weak linear approximation, i.e., one relative to any
fixed observable. This implies the existence of a linear approximation that is 4

√
εd–close in Hilbert-Schmidt norm, with d the Hilbert space

dimension. On the other hand, we prove that a linear approximation that is close in norm and independent of d does not exist in general. To
this end, we provide a lower bound that depends logarithmically on d.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5087539., s

I. INTRODUCTION AND SUMMARY OF RESULTS
Wigner’s theorem1 is a cornerstone for the mathematical representation of symmetries in quantum physics. It tells us that an arbitrary

transformation on the set of pure states that preserves the “transition probabilities” must necessarily correspond to a unitary or antiunitary
operation. In particular, the transformation is representable by a linear map on the space spanned by the density operators. Hence, Wigner’s
theorem is arguably one of the reasons for the linear structure of quantum theory (besides various forms of locality2,3 and the probabilistic
framework4).

Wigner’s theorem was proven in the general case, which does not assume bijectivity of the map, by Bargmann5 30 years after Wigner’s
original idea. Recently,6,7 new and simpler proofs of this theorem have appeared where neither bijectivity of the map nor separability of the
underlying complex Hilbert spaceH is assumed. If we denote by P(H) the set of pure states, identified with rank-one self-adjoint projections,
Wigner’s theorem reads as follows:

Theorem 1 (Wigner). Let f : P(H) → P(H) be a map that preserves transition probabilities, i.e., such that Tr f(X)f(Y) = TrXY for all
X, Y ∈ P(H). Then, there exists a linear or antilinear isometry U : H→ H such that f(X) = UXU†.

The theorem can be seen to establish two things: linearity and isometry. In the present work, we focus on the stability of the linearity prop-
erty. That is, we address the question: if a map between pure states almost preserves transition probabilities, how well can it be approximated
by a linear map?

Recently, a sequence of works8–10 culminated in the result that Wigner’s theorem is stable for finite-dimensional Hilbert spaces. We want
to shed new light at least on the linear part of the problem and investigate, in particular, the role of the dimension of the underlying Hilbert
space. To this end, we follow a different route than8,10 and employ (convex) geometry rather than analysis of operator algebras for the main
argument. Our results are twofold. On the one hand, any map that approximately satisfies Wigner’s symmetry condition in any separable
Hilbert space is shown to admit a weak linear approximation. That is, when evaluated through an arbitrary but fixed observable, there exists a
linear approximation even in case of infinite dimensional Hilbert spaces. As a corollary, we obtain a linear approximation in Hilbert-Schmidt-
norm whose approximation error is bounded linearly in terms of the Hilbert space dimension. This improves on the corresponding result of
Ref. 8.

J. Math. Phys. 60, 082101 (2019); doi: 10.1063/1.5087539 60, 082101-1
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In the second part, we address the problem from the other end and prove that a linear approximation in norm does not always exist in
infinite dimensions—not even with respect to the operator norm. For that purpose, we study a componentwise logarithmic spiral map and
prove that its operator norm distance to the set of linear maps scales essentially logarithmic with the dimension of the Hilbert space. This
holds despite the fact that the action of the map is arbitrarily close to that of a symmetry in Wigner’s sense.

II. PRELIMINARIES
We now introduce some notation and definitions. We denote by H a complex Hilbert space, which we assume to be separable in the

following. The space of bounded linear operators on H is denoted by B(H) and its identity element by 𝟙. The adjoint of an operator X is
written as X∗. For p ∈ [1,∞), we denote by Tp(H) ∶= {X ∈ B(H)∣X = X∗, ∥X∥p ∶= (Tr∣X∣p)1/p < ∞} the real Banach space known as the
hermitian p-Schatten class and its respective unit ball by Bp(H) ∶= {X ∈ Tp(H)∣∥X∥p ≤ 1}. ∥⋅∥∞ will be the operator norm on B(H).

Occasionally, we will make use of the Dirac “bra-ket” notation where a vector in H is written as |x⟩ and the scalar product of two
vectors |x⟩, |y⟩ as ⟨x|y⟩. A rank-one projection in B(H) with range spanned by a unit vector |x⟩ is then |x⟩⟨x|. Using this, we define
P(H) ∶= {∣ψ⟩⟨ψ∣ ∣ ∣ψ⟩ ∈ H, ∥ψ∥2 = 1}, which is the set of pure quantum states written as density operators.

III. ALMOST-SYMMETRIES ARE CLOSE TO LINEAR
The main result of this section is summarized in the following theorem:

Theorem 2 (Linear approximation of almost-symmetries). Let H be a separable complex Hilbert space and f : P(H) → T2(H) a map
satisfying

∣Tr f (X)f (Y) − TrXY ∣ ≤ ε for all X, Y ∈ P(H). (1)

(i) For any A ∈ B2(H), there is a linear map TA : T1(H)→ T2(H) such that for all X ∈ P(H),
∣Tr[A(f (X) − TA(X))]∣ ≤ 4

√
ε.

(ii) If H = Cd, there exists a linear map T : T1(H)→ T2(H) such that for all X ∈ P(Cd),
∥f (X) − T(X)∥2 ≤ 4 d

√
ε.

Note that Eq. (1) is a slight relaxation of Wigner’s condition since we allow f to map into T2(H). That is, we do not restrict its range to
the set of pure states. We will see that this generalization comes at no additional cost in the proof.

The overall strategy of the proof is the following: we first extend f to a map F that is defined on the entire space T1(H). Exploiting the
condition in Eq. (1), we will show that F almost preserves convex combinations. This enables the use of convex analysis and, in particular,
of the geometric Hahn-Banach theorem to prove the existence of a linear approximation as stated in part (i) of the theorem. Part (ii) is then
derived as a consequence of (i) by exploiting the existence of a finite basis.

We begin the proof of the theorem by extending the function f to a larger domain. To this end, we choose a spectral decomposition
X = ∑kλkXk for every X ∈ T1(H) for which ∥X∥1 = 1. Here, Xk ∈ P(H) are assumed to be orthogonal with respect to the Hilbert-Schmidt
inner product ⟨A, B⟩ ∶= TrA∗B. There might be more than one spectral decomposition; however, we just need to work consistently with a
fixed choice. Then, we define F : T1(H)→ T2(H) by extending

F(X) ∶=∑
k
λkf (Xk) (2)

in a homogeneous way from the unit sphere to the entire space T1(H). Equation (1) then ensures that ∥F(X)∥2
2 ≤ ∥X∥2

2 + ε∥X∥2
1 so that,

indeed, F(X) ∈ T2(H). By construction, f is then the restriction of F to the set P(H) of pure states and F(λX) = λF(X) for all λ ≥ 0. Moreover,
Wigner’s condition from Eq. (1) easily extends to F.

Lemma 1 (Wigner-condition for the extended map). Let f : P(H) → T2(H) satisfy Eq. (1) and F : T1(H) → T2(H) be its extension as
defined above. Then,

∣⟨F(X), F(Y)⟩ − ⟨X, Y⟩∣ ≤ ∥X∥1∥Y∥1ε, for all X, Y ∈ T1(H). (3)

Proof. Let X = ∑kλkXk and Y = ∑jμjY j be the spectral decompositions that define F on X, Y and recall that for elements of T1(H) the
trace-norm ∥⋅∥1 is the sum of the absolute values of eigenvalues. The Lemma then follows from applying Eq. (1) to:

J. Math. Phys. 60, 082101 (2019); doi: 10.1063/1.5087539 60, 082101-2
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RRRRRRRRRRR⟨∑k λkf (Xk),∑
j
μjf (Yk)⟩ − ⟨X, Y⟩RRRRRRRRRRR ≤∑j,k ∣λk∥μj∣∣⟨ f (Xk), f (Yj)⟩ − ⟨Xk, Yj⟩∣.

From here, we can show that F is almost-linear in the following sense:

Lemma 2 (Almost-linearity of the extended map). Let F : T1(H)→ T2(H) be any map satisfying Eq. (3). Then, for all m ∈ N, λ ∈ Rm and
X1, . . . , Xm ∈ T1(H), we have

∥ m∑
i=1
λiF(Xi) − F( m∑

i=1
λiXi)∥

2

≤ 2
√
ε

m∑
i=1
∣λi∣∥Xi∥1.

Proof. Consider Z ∈ T1(H) and use Eq. (3) to bound

∣⟨ m∑
i=1
λiF(Xi) − F( m∑

i=1
λiXi), F(Z)⟩∣

≤ ∣ m∑
i=1
λi(⟨F(Xi), F(Z)⟩ − ⟨Xi, Z⟩)∣ + ∣⟨F( m∑

i=1
λiXi), F(Z)⟩ − ⟨ m∑

i=1
λiXi, Z⟩∣,

≤ ( m∑
i=1
∥λiXi∥1 + ∥ m∑

i=1
λiXi∥

1

)∥Z∥1ε ≤ 2ε∥Z∥1

m∑
i=1
∥λiXi∥1.

Then, by linearity of the Hilbert-Schmidt inner product

∥ m∑
i=1
λiF(Xi) − F( m∑

i=1
λiXi)∥2

2

≤ ∣⟨ m∑
i=1
λiF(Xi) − F( m∑

i=1
λiXi),

m∑
i=1
λiF(Xi)⟩∣

+ ∣⟨ m∑
i=1
λiF(Xi) − F( m∑

i=1
λiXi), F( m∑

i=1
λiXi)⟩∣,

≤ 2( m∑
i=1
∥λiXi∥1)

2

ε + 2
m∑

i=1
∥λiXi∥1∥ m∑

i=1
λiXi∥

1

ε,

≤ (2
m∑

i=1
∥λiXi∥1)

2

ε.

Now, we have all prerequisites for the proof of the main theorem.

Proof of Theorem 2. To show part (i), we define δ ∶= 2
√
ε and consider the action of F̂(X) ∶= Tr[AF(X)] on the unit-ball B1(H). If∥λ∥1 ≤ 1, ∥A∥2 ≤ 1 and ∥Xj∥1 ≤ 1, then Cauchy-Schwarz and Lemma 1 imply

RRRRRRRRRRRF̂
⎛⎝

m∑
j=1
λjXj
⎞⎠ −

m∑
j=1
λjF̂(Xj)RRRRRRRRRRR =

RRRRRRRRRRRTrA
⎛⎝

m∑
j=1
λjF(Xj) − F

⎛⎝
m∑

j=1
λjXj
⎞⎠⎞⎠
RRRRRRRRRRR

≤ ∥A∥2

XXXXXXXXXXX
m∑

j=1
λjF(Xj) − F

⎛⎝
m∑

j=1
λjXj
⎞⎠
XXXXXXXXXXX2

≤ δ.

Thus,

m∑
j=1
λjF̂(Xj) − δ ≤ F̂

⎛⎝
m∑

j=1
λjXj
⎞⎠ ≤

m∑
j=1
λjF̂(Xj) + δ. (4)

Let g− and g+ be the convex and concave envelopes of F̂ over B1(H). These are defined as
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g−(X) ∶= inf
⎧⎪⎪⎨⎪⎪⎩

n∑
j=1
λjF̂(Xj) ∣ X = n∑

j=1
λjXj

⎫⎪⎪⎬⎪⎪⎭,

g+(X) ∶= sup
⎧⎪⎪⎨⎪⎪⎩

n∑
j=1
λjF̂(Xj) ∣ X = n∑

j=1
λjXj

⎫⎪⎪⎬⎪⎪⎭,

taken over all finite convex decompositions of X within the unit-ball B1(H). Using Eq. (4), one verifies

g+(X) − δ ≤ F̂(X) ≤ g−(X) + δ for all X ∈ B1(H). (5)

Let Λ+ and Λ− denote the subgraph of X ↦ g+(X) − δ and the supergraph of X ↦ g−(X) + δ, respectively. Since g− and −g+ are convex, Λ±
are convex subsets of the direct-sum Banach space T1(H)⊕R. By construction, they have nonempty interiors and due to Eq. (5) the interiors
are nonintersecting, i.e., Int(Λ+) ∩ Int(Λ−) = 0/. By the geometric Hahn-Banach theorem, Λ+ and Λ− can be separated by a closed hyperplane
[cf. Fig. 1(b)]. Since, due to convexity, Int(Λ±) = Λ±, this implies that there exists a continuous affine map h : T1(H) → R such that for all
X ∈ B1(H), g+(X) − δ ≤ h(X) ≤ g−(X) + δ. Using that F̂ ≤ g+ and g− ≤ F̂, the previous inequality implies

−δ ≤ g+(X) − F̂(X) − δ ≤ h(X) − F̂(X) ≤ g−(X) − F̂(X) + δ ≤ δ,

and so ∣F̂(X) − h(X)∣ ≤ δ. As F(0) = 0, we can choose h linear at the cost of ∣F̂(X) − h(X)∣ ≤ 2δ. Defining TA : T1(H) → T2(H) as
TA(X) ∶= h(X)A/∥A∥2

2 then completes the proof of part (i).

Proof of part (ii). Let {Aj}d2

j=1 be a Hilbert-Schmidt orthonormal basis of self-adjoint operators on H = Cd and hj : T1(H) → R the

corresponding linear maps from part (i). Define a linear map T ∶= T1(H)→ T2(H), T(X) ∶= ∑d2

j=1 hj(X)Aj. Then, for any A =∑jajAj,

TrA(F(X) − T(X)) =∑
i

aiTrAiF(X) −∑
i,j

aihj(X)TrAiAj

=∑
i

ai(TrAiF(X) − hi(X))
≤ ∥a∥12δ ≤ 2δd∥A∥2.

Therefore, ∥F(X) − T(X)∥2 = sup∥A∥2≤1
TrA(F(x) − T(x)) ≤ 2δd.

FIG. 1. (a) The convex (g−) and concave (g+) envelopes of F̂. (b) Shifting them by an appropriate δ, the corresponding supergraph and subgraph can be separated by a
hyperplane, which then serves as a linear approximation of F̂. (c) The plot shows the image of the interval [0, 1] under the spiral map. Each point z ∈ C undergoes a rotation
around the origin by an angle that is proportional to ln|z| (for better visibility a large value ε = 8 is chosen for the plot, while ε ∼ 1/ln d is considered in the proof).
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IV. ALMOST-SYMMETRIES FAR FROM LINEAR
In this section, we will address the question from the other end and show that no linear approximation [as in Theorem 2 (ii)] exists if the

level of approximation is not allowed to depend on the dimension. This is even true with respect to the operator norm, for which the intrinsic
dimension dependence is minimal. The result is summarized in the following theorem where Sd ∶= {ψ ∈ Cd : ∥ψ∥2 = 1} denotes the unit
sphere of Cd.

Theorem 3 (Inapproximability). Let ε > 0 and d ∈ N such that d ≥ e
4π
ε + 1. There is a map g : Sd → Sd with the following properties:

(i) ∀ψ, ϕ ∈ Sd: ∣∣⟨g(ϕ)∣g(ψ)⟩∣2 − ∣⟨ϕ∣ψ⟩∣2∣ ≤ ε.
(ii) For every linear map T : Cd×d → Cd×d, we have

sup
ψ∈Sd

∥T(∣ψ⟩⟨ψ∣) − ∣g(ψ)⟩⟨g(ψ)∣∥∞ ≥ 1
3

. (6)

Particular instances for T would be T(⋅) = V ⋅ V∗, where V is a unitary or antiunitary on Cn. The heart of the Proof of Theorem 3 is the spiral
map [see Fig. 1(c)],

C ∋ z ↦ z∣z∣i ε2 = zei ε2 ln ∣z∣. (7)

Its use goes back at least to the work of John11 and it has since then been used in various similar proofs, e.g., in Refs. 12 and 13. It enters our
discussion through the following:

Lemma 3. For any ε > 0, let g : Cd → Cd be the map that acts as in Eq. (7) componentwise.

(i) For all ψ, ϕ ∈ Sd, we have ∣∣⟨g(ψ)∣g(ϕ)⟩∣2 − ∣⟨ψ∣ϕ⟩∣2∣ ≤ ε.
(ii) If ε ln(d − 1) = 4π, then |⟨φ|g(φ)⟩| = 0 holds for ∣φ⟩ ∶= 1√

2
(1, 1√

d−1
, . . . , 1√

d−1
).

Proof. Let ψ = (ψ1, . . ., ψd) and ϕ = (ϕ1, . . ., ϕd). We bound each term separately to obtain

∣∣⟨g(ψ)∣g(ϕ)⟩∣2 − ∣⟨ψ∣ϕ⟩∣2∣ ≤∑
k,l
∣ϕkϕlψkψl∣∣ei ε2 ln∣ ϕkψl

ϕlψk
∣ − 1∣,

≤ ε
2∑k,l
∣ϕkϕlψkψl ln∣ϕkψl

ϕlψk
∣∣,

≤ ε
2

2∑
k,l
∣ϕkψl∣2

= ε∥ϕ∥2
2∥ψ∥2

2 = ε.
For the second inequality, we used |eiα − 1| ≤ |α| for α ∈ R. The third inequality follows from considering the cases where c ∶= ∣ ϕkψl

ϕlψk
∣ is bigger

or less than one and applying |ln c| ≤ c for c > 1 and |ln c| ≤ c−1 for c < 1.
Part (ii) of the Lemma follows from inserting ε ln(d − 1) = 4π into

∣⟨φ∣g(φ)⟩∣ = ∣1
2

+
1
2

exp [ − i
4
ε ln(d − 1)]∣.

Proof of Theorem 3. We use the spiral map g : Sd → Sd that acts componentwise as in Eq. (7). If d > exp[4π/ε] + 1, then we decrease
ε until equality is achieved. In this way, Lemma 3 proves part (i) of the theorem and at the same time guarantees that g maps φ onto an
orthogonal vector. In order to prove a bound on the best linear approximation, we exploit the symmetry of g. Let G be the subgroup of
U(d) ⊆ Cd×d that consists of all unitaries of the form DΠ where D is a diagonal unitary and Π a permutation matrix. Then, ∀ψ ∈ Cd :
U−1g(Uψ) = g(ψ) holds for all U ∈ G. The idea is now to argue that without loss of generality, the best linear approximation has the same
symmetry.

For every unitarily invariant norm on Cd×d, in particular, for the operator norm, and for any linear map T : Cd×d → Cd×d consider the
following chain of inequalities:
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sup
ψ∈Sd

∥T(∣ψ⟩⟨ψ∣) − ∣g(ψ)⟩⟨g(ψ)∣∥ = sup
ψ∈Sd

∥UT(U∗∣ψ⟩⟨ψ∣U)U∗ − ∣g(ψ)⟩⟨g(ψ)∣∥
≥ sup
ψ∈Sd
∫ ∥UT(U∗∣ψ⟩⟨ψ∣U)U∗ − ∣g(ψ)⟩⟨g(ψ)∣∥dU

≥ sup
ψ∈Sd

∥∫ UT(U∗∣ψ⟩⟨ψ∣U)U∗dU − ∣g(ψ)⟩⟨g(ψ)∣∥,
where U ∈ G, dU is the Haar measure of G, and the first inequality uses sup ∑kgk ≤ ∑k sup gk. Following these inequalities, we can lower
bound the quality of approximation of any linear map T by the one of its symmetrized counterpart

TG(A) ∶= ∫
G

UT(U∗AU)U∗dU.

As proven in Lemma 1 of Ref. 14, any linear map with this symmetry is specified by three parameters α,β, γ ∈ C and has the form

TG(A) = αTr[A]𝟙 + βA + γdiag(A), (8)

where diag(A) is the diagonal part of the matrix A [strictly speaking, Ref. 14 considers quantum channels, but since the relevant commutant
is a vector space that is closed under taking adjoints, the parametrization in Eq. (8) holds for all linear maps].

Using the state ∣φ⟩ = 1√
2
(1, 1√

d−1
, . . . , 1√

d−1
) from Lemma 3 for which ⟨φ|g(φ)⟩ = 0, we can bound

sup
ψ∈Sd

∥T(∣ψ⟩⟨ψ∣) − ∣g(ψ)⟩⟨g(ψ)∣∥∞ ≥ ∥TG(∣φ⟩⟨φ∣) − ∣g(φ)⟩⟨g(φ)∣∥∞
≥ max{∣⟨g(φ)∣(TG(∣φ⟩⟨φ∣) − ∣g(φ)⟩⟨g(φ)∣)∣g(φ)⟩∣, ∣⟨φ∣(TG(∣φ⟩⟨φ∣) − ∣g(φ)⟩⟨g(φ)∣)∣φ⟩∣},

= max{∣α + γ
d

4(d − 1) − 1∣, ∣α + β + γ
d

4(d − 1) ∣} ≥ ∣β + 1∣
2

,

where the last step used that for x, y ∈ C, max{|x|, |y|}≥ (|x| + |y|)/2 ≥ |x − y|/2. In order to eventually arrive at a parameter-independent lower
bound, we need a second inequality in which β appears in a different way. For that purpose, let us denote the matrix of ones by Jd ∈ Rd×d, Jij
= 1, and the projection P ∶= 𝟙 − ∣1⟩⟨1∣. Since the operator-norm is submultiplicative, we can obtain another lower bound via

∥TG(∣φ⟩⟨φ∣) − ∣g(φ)⟩⟨g(φ)∣∥∞ ≥ ∥P(TG(∣φ⟩⟨φ∣) − ∣g(φ)⟩⟨g(φ)∣)P∥∞,

= ∥(α +
γ

2(d − 1))𝟙d−1 +
β − 1

2(d − 1) Jd−1∥∞,

= max{∣α +
γ

2(d − 1) ∣, ∣α +
γ

2(d − 1) +
β − 1

2
∣},

≥ ∣β − 1∣
4

.

Finally, combining the two β-dependent bounds, we obtain

3 sup
ψ∈Sd

∥T(∣ψ⟩⟨ψ∣) − ∣g(ψ)⟩⟨g(ψ)∣∥∞ ≥ ∣β + 1∣
2

+ 2
∣β − 1∣

4
≥ β + 1

2
− β − 1

2
= 1.

V. DISCUSSION
The inapproximability result of Theorem 3 shows that a dimension-independent linear approximation result is not possible. This raises

the question about the optimal dimension-dependence of a positive result of the form in Theorem 2 (ii). Theorem 3 imposes a logarithmic
lower bound in the following way:

For any map f : P(Cd) → T2(Cd) that fulfills Wigner’s condition up to ε according to Eq. (1) define
Δ(f ) ∶= infT supψ∈Sd∥T(∣ψ⟩⟨ψ∣) − f (∣ψ)⟩⟨ψ)∣)∥∞ where the infimum is taken over all linear maps T : Cd×d → Cd×d. Assume that
supf Δ(f ) ≤ κ(d)εp for some function κ and some p > 0. Choosing ε = 4π/ln(d − 1) for sufficiently large d, Theorem 3 provides a map g
that fulfills Eq. (1) together with Δ(g) ≥ 1/3. Therefore,
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κ(d) ≥ supf Δ(f )
εp ,

≥ 1
3
( ln(d − 1)

4π
)p

.

On the other hand, Theorem 2 guarantees that supf Δ(f ) ≤ 4d
√
ε so that a significant gap between upper and lower bound remains. In order

to close this gap, more sophisticated tools from Banach space theory might be useful (see end remark in Ref. 13).
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In the core article [1] we had shown that on a finite dimensional Hilbert space an almost-
symmetry can be approximated by a linear map with an upper bound which depends linearly
on the dimension of the Hilbert space. However, there the lower bound is logarithmically on
the dimension and so an exponential improvement on the upper bound seems possible. The
main idea of the upper bound in [1] relies on an almost-linear extension of an almost-symmetry
together with a clever use of the geometric Hahn-Banach theorem. In this work, we study how
the quality of the approximation would improve if we consider other almost-linear extensions
with different domains and codomains. We do this by developing an idea of N. J. Kalton
which uses sofisticated tools of geometric functional analysis. In Theorem 2 of this article we
show that an almost-linear map can be approximated by a linear map and the quality of the
approximation depends on the type 2 and cotype 2 constants of the domain and codomain of
the almost-linear map. We use this in Theorem 4 in order to show that an almost-symmetry
can be linearly approximated with an upper bound of the order square-root of the dimension of
the Hilbert space. This improves the result of [1], but does not close the gap. However, it does
provide a systematic study of the possible almost-linear extensions that we can consider and
points out the optimal extension, namely the case that the domain and codomain are Hilbert
spaces. In the latter the order of approximation is logarithmic and it would therefore close the
gap.

I am the single author of this article and was thus solely involved in all parts of it.
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Abstract: We study the relation between almost-symmetries and the geometry of Banach spaces.
We show that any almost-linear extension of a transformation that preserves transition probabilities
up to an additive error admits an approximation by a linear map, and the quality of the approximation
depends on the type and cotype constants of the involved spaces.

Keywords: Wigner’s theorem; stability; almost-symmetry; almost-linear; type; cotype; Banach spaces

1. Introduction and Preliminaries

In the work of N. J. Kalton [1–3], we can find novel ideas and methods for the stability of functional
equations that depart from the classical methods of Hyers, Ulam and Rassias [4]. In Ref. [3] (see
Theorem 2.2), Kalton provides a sharp bound on the stability of the additive map in Rn for the so-called
singular case. His proof makes use of probabilistic and geometric methods in Banach space theory. This
paper ends with a sketch on how the theory of twisted sums in Banach space theory could be used to
obtain the same result. In this note, we develop this last idea and use it to obtain an improvement in the
linear stability of Wigner’s symmetry theorem (see Theorem 3).

Wigner’s celebrated symmetry theorem [5] is not only central for physics, but it also finds an
important role in many preservers’ problems. A preserver problem deals with the characterization of
maps, primarily on matrix spaces and operator algebras that preserve certain functional, subset, or an
invariant. In particular, in the field of Quantum Information Theory (QIT) it has been shown [6] that
the only mapping T that preserves the f−divergences (this includes the von Neumann and relative
entropy) is a Wigner symmetry transformation, i.e., of the form T(x) = UxU∗, where U is either a
unitary or antiunitary transformation on Cd. It turns out that most of the proofs of different preservers
problems can be reduced to Wigner’s theorem. Therefore, it is natural to expect that sharp bounds on the
stability of Wigner’s theorem could provide good approximations for a wide range of almost-preserving
problems. It is worth pointing out that there exists a close relation between geometric functional analysis
and many questions in QIT [7]. This is the point of view that we want to motivate here.

It has been recently shown [8] that an arbitrary almost-symmetry in quantum theory,
i.e., a transformation on the set of pure states P(H) in a separable complex Hilbert space H that
almost preserves the transition probabilities up to an error ε, can be approximated by a linear map
H if and only if H is a finite-dimensional Hilbert space. For an infinite-dimensional Hilbert space,
the approximation is in a weak sense (see Theorem 2-(i) in [8]). The quality of the approximation for a
d-dimensional Hilbert spaceH was obtained to be

1
3

√
ln(d− 1)ε

4π
≤ ‖ f (x)− H(x)‖2 ≤ 4d

√
ε, (1)

where ‖·‖2 is the Hilbert–Schmidt norm. The main idea for the upper bound in Equation (1) was to
consider an almost-linear extension of f with some particular domain and codomain, followed by
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an application of the geometric Hahn–Banach theorem. In this work, we explore how the quality
of the approximation depends on the consideration of various classes of almost-linear extensions.
These extensions now have arbitrary finite-dimensional Banach spaces as domain and codomain.

Throughout this note, we will be entirely concerned with finite-dimensional Banach spaces and
the twisted sums generated by almost-linear maps. A map F : X → Y between Banach spaces will be
called almost-linear if it satifies the following two conditions:

(i) F(λx) = λF(x) for all λ ∈ R and x ∈ X,
(ii) there exists a δ > 0 such that for any finite sequence (xi)

m
i=1 ⊂ X, m ∈ N and λ ∈ Rm,

∥∥∥∥∥
m

∑
i=1

λiF(xi)− F

(
m

∑
i=1

λixi

)∥∥∥∥∥
Y

≤ δ
m

∑
i=1
|λi| ‖xi‖X . (2)

We will show that, for every almost-linear map F, there exists a linear map H whose distance
to F depends additively on δ and on some geometric invariants of the domain and target space of
F (see Theorem 1). The Banach space numbers used to express the results are the type and cotype
constants which we introduce now. Let {γj}n

j=1 be a sequence of independent real Gaussian random
variables, i.e., for each Borel subset B ⊂ R, each random variable has a distribution

µ(γ ∈ B) =
1

(2π)1/2

∫

B
e−

t2
2 dt.

Let X be a Banach space with norm ‖·‖ and let p ∈ [1, 2], q ∈ [2, ∞). For every positive interger n,
we define Tp,n(X), Cq,n(X) to be the smallest constants such that for arbitrary sequences {xj}n

j=1 ⊂ X,
we have


E

∥∥∥∥∥
n

∑
j=1

γjxj

∥∥∥∥∥

2



1/2

≤ Tp,n(X)

(
n

∑
j=1

∥∥xj
∥∥p
)1/p

,

Cp,n(X)−1

(
n

∑
j=1

∥∥xj
∥∥q
)1/q

≤

E

∥∥∥∥∥
n

∑
j=1

γjxj

∥∥∥∥∥

2



1/2

.

The space X is said to be of Gaussian type p (resp. Gaussian cotype q) if Tp(X) = supn Tp,n(X) <

∞ (resp. Cq(X) = supn Cq,n(X) < ∞). One can analogously define the Rademacher type and cotype
by exchanging the Gaussian sequence by a Rademacher sequence. The results shown in this note are
valid for both notions of type and cotype.

For r ∈ [1, ∞), we denote by Sd
r the Hermitian part of the d-dimensional r-Schatten class and

by ld
r the classical space of r-summable sequences in Rd; the space Sd

r is a real Banach space with
norm ‖x‖r := (Tr |x|r)1/r. Table 1 summarizes the behaviour of the type and cotype constants for the
r-Schatten classes that we use (see Ref. [9] for details).

We now introduce some notation. The set of rank-one projections in Cd×d is denoted by P(Cd).
The unit ball of a space Z is written as BZ. The convex hull of a set S is the set of convex combinations
of elements of S, which we denote by conv(S). The set of linear maps between X and Y is L(X, Y).
A linear projection P ∈ L(X, Y) is a linear map such that P2 = P. Finally, we denote by 〈x, y〉 := Tr(xy)

the Hilbert–Schmidt inner product in the real vector space of Hermitian matricesHd.
In the next section, we introduce a special space which will generate the linear approximation to

the almost-linear map F : X → Y. This space is an extension of X and Y and is called a twisted sum
(basically because it “twists” the unit ball of X and Y according to F). Twisted sums were extensively
studied by Kalton [1] in the context of the three-space problem. In particular, Kalton showed that twisted
sums are in correspondence with quasi-linear maps; this is a weaker condition than almost-linearity,
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but, for our purposes, it suffices to say that any almost-linear map is a quasi-linear map. See Ref. [10]
for a detailed exposition of this topic.

Table 1. Upper bounds for the Rademacher type and cotype constants of the spaces ld
r and Sd

r .
The Gaussian type and cotype for these spaces behave in the same way, up to a factor of

√
2/π,

as the Rademacher type and cotype. For a Hilbert space, the type and cotype constants are always
equal to one.

Type p ∈ [1, 2] Cotype q ∈ [2, ∞]

ld
1 d1− 1

p
√

2
Hilbert space 1 1

ld
∞ (4 log d)1−1/p d1/q

Sd
1 d1−1/p √

e
Sd

∞ (4 log d)1−1/p d1/q

2. Finite-Dimensional Twisted Sums

Let X, Y be two Banach spaces with dimension d1, d2, respectively. The twisted sum of Y and
X is a (d1 + d2)-dimensional space Z that contains a subspace Y0 that is isomorphic to Y and such
that Z/Y0 is isomorphic to X. The twisted sums that interest us are constructed with an almost-linear
function F. Consider δ > 0 and the Cartesian product Y⊕ X (the order is important) endowed with
the quasi-norm:

|||(y, x)|||F :=
‖y− F(x)‖Y

δ
+ ‖x‖X . (3)

Then, Y0 = {(y, 0) : y ∈ Y} is δ−1-isometric to Y and Z/Y0-isometric to X. Note that, since F
is homogeneous, |||(−y,−x)|||F = |||(y, x)|||F and |||(y, x)|||F = 0 implies that (y, x) = 0. Although
|||(y1, x1) + (y2, x2)|||F ≤ 2(|||(y1, x1)|||F + |||(y2, x2)|||F), we can still endow Z with a norm. The twisted
sum Z can be made into a Banach space with the norm

‖(y, x)‖ := inf

{
∑

j

∣∣∣∣∣∣(yj, xj)
∣∣∣∣∣∣

F : (y, x) = ∑
j

(yj, xj)

}
. (4)

The fact that the above expression defines a norm will be shown below. The completion of a
quasi-Banach space Z whose dual is non-trivial with respect to this norm is known as the Banach
envelope of Z [11]. In order to avoid charged notation, we also denote the Banach envelope by Z.

Lemma 1. Let |||·||| be a quasi-norm on Z, then the following equivalent expressions define a norm on Z.
For z ∈ Z,

‖z‖ = inf

{
n

∑
j=1

∣∣∣∣∣∣zj
∣∣∣∣∣∣ : z =

n

∑
j=1

zj

}
, (5)

= inf{λ > 0 : z/λ ∈ conv(BZ)}, (6)

= inf{ξ(z) : ξ ∈ Z∗, ‖ξ‖ ≤ 1}. (7)

Moreover, for the quasi-norm defined by Equation (3), we have the following equivalence:

‖(y, x)‖ ≤ |||(y, x)|||F ≤ 2 ‖(y, x)‖ . (8)

Proof. We show first that the first expression indeed defines a norm. Since |||·||| is a quasi-norm,
the only property that we need to check is the triangle inequality. This can be verified by
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‖z1 + z2‖ = inf

{
n

∑
j=1

∣∣∣∣∣∣wj
∣∣∣∣∣∣ : z1 + z2 =

n

∑
j=1

wj =
n1

∑
j=1

wj +
n2

∑
j=1

wj

}
,

≤ inf

{
n1

∑
j=1

∣∣∣∣∣∣wj
∣∣∣∣∣∣ : z1 =

n1

∑
j=1

wj

}
+ inf

{
n2

∑
j=1

∣∣∣∣∣∣wj
∣∣∣∣∣∣ : z2 =

n2

∑
j=1

wj

}
,

= ‖z1‖+ ‖z2‖ ,

as those are valid decompositions of z1 + z2. We show now that Equations (5) and (6) are the same.
Let α = ‖z‖ be the infimum of Equation (6). Then, there exist m ∈ N, positive real numbers (λj)

m
j=1,

∑m
j=1 λj = 1 and (zj)

m
j=1 with quasi-norm one such z = α ∑m

j=1 λjzj. This is a valid decomposition of
z and ∑m

j=1
∣∣∣∣∣∣αλjzj

∣∣∣∣∣∣ ≤ α. On the other hand, let z = ∑m
j=1 zj be the decomposition that achieves the

infimum in Equation (5) so that ‖z‖ = ∑m
j=1
∣∣∣∣∣∣zj

∣∣∣∣∣∣. Then,

z
∑m

k=1 |||zk|||
= ∑

j=1

( ∣∣∣∣∣∣zj
∣∣∣∣∣∣

∑m
k=1 |||zk|||

)
zj∣∣∣∣∣∣zj
∣∣∣∣∣∣ ∈ conv(BZ).

The norm of ξ ∈ Z∗ can be computed as

‖ξ‖ = sup
z∈conv(BZ)

|ξ(z)| = sup
z∈BZ

|ξ(z)| = sup{|ξ(z)| : |||z||| ≤ 1},

as the supremum over a convex function is achieved at the extremal points. Thus, the dual of the
quasi-Banach space Z and its Banach envelope coincide. Thus, Equation (7) is just the usual expression
in terms of the dual. We now compare the quasi-norm in Equation (3) with the norm of its envelope.

Since ‖z‖ is defined by the infimum of ∑j
∣∣∣∣∣∣zj

∣∣∣∣∣∣ over all the decompositions of z, Equation (5),
we immediately have the first inequality in Equation (8). For the second inequality, let (y, x) =

∑j(yj, xj), then, using Equation (2),

|||(y, x)|||F =
‖F(x)− y‖Y

δ
+ ‖x‖X ,

=

∥∥∥F(∑j xj)−∑j F(xj) + ∑j F(xj)−∑j yj

∥∥∥
Y

δ
+

∥∥∥∥∥∑j
xj

∥∥∥∥∥
X

,

≤

∥∥∥F(∑j xj)−∑j F(xj)
∥∥∥

Y
δ

+ ∑
j

∥∥F(xj)− yj
∥∥

Y
δ

+ ∑
j

∥∥xj
∥∥

X ,

≤
δ ∑j

∥∥xj
∥∥

X
δ

+ ∑
j

∥∥F(xj)− yj
∥∥

Y
δ

+ ∑
j

∥∥xj
∥∥

X ,

≤ 2 ∑
j

∣∣∣∣∣∣(yj, xj)
∣∣∣∣∣∣

F.

Additionally, we can understand the resulting twisted sum Z with a norm as in Equation (5) as
the space with unit ball [12]

BZ := conv ({(y, 0) : ‖y‖Y ≤ 1} ∪ {(F(x), x) : ‖x‖X ≤ 1}) .

We write Z = Y ⊕F X for the (Banach envelope of) twisted sum of Y and X generated by the
almost-linear map F : X → Y.
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3. Main Result

We are now ready to put all the pieces together and to make the connection explicitly between
(co)type constants and the linear stability of almost-linear maps.

Theorem 1. Let F : X → Y be an almost-linear map between finite-dimensional real Banach spaces, i.e., F is
a real homogeneous map and there exists a δ > 0 such that, for any finite sequence (xi)

m
i=1 ⊂ X, m ∈ N and

λ ∈ Rm,
∥∥∥∥∥

m

∑
i=1

λiF(xi)− F

(
m

∑
i=1

λixi

)∥∥∥∥∥
Y

≤ δ
m

∑
i=1
|λi| ‖xi‖X .

Let Z = Y⊕F X be the respective twisted sum generated by this map. Then,

inf
H∈L(X,Y)

sup
x∈X

‖F(x)− H(x)‖Y
‖x‖X

≤ 2δ min{T2(Z)C2(X), 1 + T2(Z∗)C2(Y∗)}, (9)

where T2 and C2 are the type 2 and cotype 2 constants.

Proof of Theorem 1. We need the following important theorem of Maurey [13] (see Theorem 7.4.4 in
Ref. [14] for a modern proof).

Theorem 2 (Maurey’s Extension). Let E be a Banach space and S a closed subspace of E. Let T2(E) be
either the Gaussian or Rademacher type 2 constant of E and C2(S) either the Gaussian or Rademacher cotype 2
constant of S. Then, there exists a projection P : E→ S with

‖P‖ ≤ T2(E)C2(S).

We remark that the norm ‖·‖ in Theorem 2 is the operator norm. This might seem odd at first
sight as usually the projections are considered between Hilbert spaces and in that case they always
have a norm equal to one. This is no longer true when we leave the special world of Hilbert spaces
and consider general Banach spaces. Maurey’s theorem is proven by factorizing through a Hilbert
space though. In a sense, the notions of type and cotype measure how far we are from the Hilbert
space scenario.

Let Z = Y⊕F X be the twisted sums of Y and X and consider the Banach envelope of Z. Let us
denote by Z as well the Banach envelope of Z. From Maurey’s theorem, we know there exists a
projection P : Z → X such that ‖P‖ ≤ T2(Z)C2(X). Since P is a projection, it has the general form
P(y, x) = (y− H(x), 0), where H : X → Y is a linear map. Then, using Equation (8),

‖P‖ = sup
(y,x)∈Z

‖P(y, x)‖
‖(y, x)‖ ≥ sup

x∈X

‖P(F(x), x)‖
‖(F(x), x)‖

= sup
x∈X

‖(F(x)− H(x), 0)‖
‖(F(x), x)‖

≥ sup
x∈X

|||(F(x)− H(x), 0)|||
2|||(F(x), x)|||

= sup
x∈X

‖F(x)− H(x)‖Y
2δ ‖x‖X

≥ inf
H∈L(X,Y)

sup
x∈X

‖F(x)− H(x)‖Y
2δ ‖x‖X

.

We can also consider a dual construction for a different bound. Let Z∗ be the dual of the twisted
sum Y⊕F X. It is known [15] that the dual of Z is isomorphic to X∗ ⊕F∗ Y∗, where F∗ is in some sense
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the dual map of F (see [15] for details). Since we are dealing with finite-dimensional spaces, Z∗∗ can
be identified with Z. Let Q : Z∗ → Y∗ be the projection obtained by Maurey’s extension theorem
when applied to the Banach spaces Z∗ and Y∗. Let us consider the projection P̃ : Z → X defined via
P̃ := id− Q∗π, where π is the quotient map π : Z → X, π(y, x) = x. Indeed, let Ω : X → Y be the
linear map induced by Q∗. Then,

P̃(y, x) = (y, x)−Q∗π(y, x),

= (y, x)−Q∗x,

= (y, x)− (Ω(x), x) = (y−Ω(x), 0) ∈ X.

Analogously with the previous calculation, we find

inf
Ω∈L(X,Y)

sup
x∈X

‖F(x)−Ω(x)‖Y
‖x‖X

≤ 2δ
∥∥P̃
∥∥ ≤ 2δ(1 + ‖Q‖).

The final results then follows from the upper bound that Maurey’s theorem provides on the norm
of such projections.

4. Applications

The following result gives an improvement on Theorem 2-(ii) in [8].

Theorem 3 (Linear Stability of Wigner’s theorem). Let f : P(Cd)→ P(Cd) be a function that satisfies

|〈 f (x), f (y)〉 − 〈x, y〉| ≤ ε for all x, y ∈ P(Cd). (10)

Then, there exists a universal constant C and a linear map H : Hd → Hd such that, for all x ∈ P(Cd),

‖ f (x)− H(x)‖2 ≤ (C log2 d)β
√

dε,

where β = 2 + 1
2 log2 log2 2d.

We call a map f : P(Cd) → P(Cd) that satisfies Equation (10) an almost-symmetry. In order to
prove Theorem 3, we make use of the following lemmas (c.f. Theorem 1 in [12]). First, we need the
type constant of a twisted sum (cf. Lemma 16.6-7 in [16]).

Lemma 2. Let Z be the twisted sum of Y and X; then,

T2,n2 (Z) ≤ T2,n(Y)T2,n(Z) + T2,n(Y)T2,n(X) + T2,n(Z)T2,n(X). (11)

The type 2 constant of a Banach space of dimension d can be obtained from the type constant
restricted to families of size d(d + 1)/2 as stated by the following lemma. This result follows from a
cone version of Caratheodory’s theorem (see Lemma 6.1 in [17]).

Lemma 3. Let X be a d-dimensional Banach space. Then, T2,n(X) = T2,d(d+1)/2(X) and C2,n(X) =

C2,d(d+1)/2(X) for any n ≥ d(d + 1)/2.

Proof. The first step of the proof consists of extending the function f to F : Sd
1 → Sd

1 such that
F|P(Cd)

= f . We take x in the unit sphere of Sd
1 and identify it with its antipodal point −x. We choose a

fixed spectral decomposition for both elements, say x = ∑d
j=1 λjxj, and define F(x) := ∑d

j=1 λj f (xj).
Then, we can extend F homogeneously from the unit sphere to any y ∈ Sd

1 by multiplying x or −x
with λ ≥ 0 so that λx = y or −λx = y. We call again this extension F. By construction, F is a real
homogeneous map. Note that this extension is not unique, but we do not need this here.
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As proven in Lemma 2 of Ref. [8], F is an almost-linear map
∥∥∥∥∥

m

∑
i=1

λiF(xi)− F

(
m

∑
i=1

λixi

)∥∥∥∥∥
2

≤ δ
m

∑
i=1
|λi| ‖xi‖1 ,

with δ = 2
√

ε. If we use Theorem 1 with the twisted sum Z := Sd
2 ⊕F Sd

1 , we will see that we cannot
obtain anything better than a linear dependence on d. However, we will be able to obtain a better
dimension dependence if we consider a dual construction, namely with Z∗ := Sd

∞ ⊕F∗ Sd
2 . For that

matter, we use Lemmas 2 and 3 in order to estimate the type 2 constant of Z∗. From Equation (11) and
T2(S∞) ≤

√
4 log d, we obtain T2,n2 (Z∗) ≤ 2

√
8 log2 d T2,n(Z∗) for all n ∈ N. It is known that, for a

general Banach space E, T2(E) ≤
√

dim(E) (Proposition 12.3 in [9]). Thus, for all two-dimensional
subspaces of Z, the type is less than

√
2 and T2,2(Z) ≤

√
2 (this can be alternatively derived from a

classical result of John and the relation between the Banach–Mazur distance and type 2 constants).
It follows from induction that

T
2,22k (Z∗) ≤ (2

√
8 log2 d)k

√
2,

which, in turn, implies

T2,n(Z∗) ≤
√

2(log2 n)(8 log2 d)
log2 log2 n

2 .

The dimension of the real vector space of Hermitian matricesHd is d2. Therefore, we obtain from
Lemma 3 with n = 2d4

T2(Z∗) ≤ 2(8 log2 d)2+
log2 log2 2d

2 .

It follows from Theorem 1 and C2(Sd
∞) ≤

√
d that there exists a linear map H : Sd

1 → Sd
2 such that

sup
x∈P(Cd)

‖ f (x)− H(x)‖2 ≤ 4(8 log2 d)2+
log2 log2 2d

2
√

dε.

The following proposition is essentially due to Kalton. It can be shown using Theorem 2.2 in [3]
as Sd

2 and Rd2
are isomorphic Hilbert-spaces. We present here a proof using the notions of (co)type and

Theorem 1.

Proposition 1 (Stability of Global Symmetries). Let f : BSd
2
→ Sd

2 be a continuous function that satisfies

|〈 f (x), f (y)〉 − 〈x, y〉| ≤ ε for all x, y ∈ BSd
2
. (12)

Then, there exists a linear map H : Sd
2 → Sd

2 and an absolute constant C such that, for all X ∈ BSd
2
,

‖ f (x)− H(x)‖2 ≤ C
√

ε log2 d.

Proof of Proposition 1. The first step consists of showing that the function f can be extended to a
continuous homogeneous function on the whole space without paying much.

Lemma 4. Let f : BSd
2
→ Sd

2 be a continuous function that satisfies

|〈 f (x), f (y)〉 − 〈x, y〉| ≤ ε for all x, y ∈ BSd
2
.
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Then, there exists a continuous and homogeneous function F : Sd
2 → Sd

2 such that

∥∥∥∥∥
n

∑
j=1

F
(
xj
)
− F

(
n

∑
j=1

xj

)∥∥∥∥∥
2

≤ 4
√

ε
n

∑
j=1

∥∥xj
∥∥

2 for all xj ∈ Sd
2 , (13)

and
sup

X∈B
Sd

2

‖ f (x)− F(x)‖2 ≤ 3
√

ε. (14)

Proof of Lemma 4. Let us extend f to F : Sd
2 → Sd

2 where

F(x) := ‖x‖2

(
f
(

x
2 ‖x‖2

)
− f

(
− x

2 ‖x‖2

))
.

This function is homogeneous, i.e., F(λx) = λF(x) for all λ ∈ R, and continuous as f
and ‖·‖ are also continuous. Using Equation (12) and the triangle inequality, we obtain the new
almost-symmetry condition

|〈F(x), F(y)〉 − 〈x, y〉| ≤ 4ε ‖x‖2 ‖y‖2 . (15)

Hence, for any z ∈ Sd
2 ,

∣∣∣∣∣

〈
n

∑
j=1

F(xj)− F

(
n

∑
j=1

xj

)
, F(z)

〉∣∣∣∣∣ =

∣∣∣∣∣

〈
n

∑
j=1

F(xj)− F

(
n

∑
j=1

xj

)
, F(z)

〉
−
〈

n

∑
j=1

xj −
n

∑
j=1

xj, z

〉∣∣∣∣∣

≤ 8ε
n

∑
j=1

∥∥xj
∥∥

2 ‖z‖2 .

Therefore, from the linearity of the inner product, we obtain Equation (13). Finally, we show that
f and F are

√
ε-close. From Equation (12),

|〈F(x), f (x)〉 − 〈x, x〉|

= | ‖x‖2

(
〈 f
(

x
2 ‖x‖

)
, f (x)〉 − ‖x‖2

2

)
− ‖x‖2

(
〈 f
( −x

2 ‖x‖

)
, f (x)〉+

‖x‖2
2

)
|

≤ 2ε ‖x‖2 .

Thus, with Equation (15), we have

‖F(x)− f (x)‖2
2 = ‖F(x)‖2

2 − ‖x‖2
2 − 2 Re (〈F(x), f (x)〉 − 〈x, x〉) + ‖ f (x)‖2

2 − ‖x‖2
2

≤ 4ε ‖x‖2
2 + 4ε ‖x‖2 + ε,

which is less than 9ε for all x ∈ BSd
2
.

We consider now the twisted sum Z = Sd
2 ⊕F Sd

2 generated by the almost-linear map F.
Before applying Theorem 1, we estimate the type 2 constant of Z. Since Sd

2 is a Hilbert space, it has a
type 2 constant equal to one and we obtain from Lemma 2 that

T2,n2 (Z) ≤ 1 + 2T2,n(Z) for all n. (16)
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As in the proof of Theorem 3, all two-dimensional subspaces of Z have a type less than
√

2 and
T2,2(Z) ≤

√
2. It follows from induction that, for n ≥ 3,

T2,n(Z) ≤ 2(1 +
√

2) log2 n.

Hence, from Lemma 3 with n = 4d2,

T2(Z) ≤ 4(1 +
√

2) log2 2d.

Accordingly, from C2(Sd
2) = 1 and Theorem 1, there exists a linear map H : Sd

2 → Sd
2 such that, for

all x ∈ BSd
2
,

‖F(x)− H(x)‖2 ≤ 32(1 +
√

2) log2(2d)
√

ε. (17)

Finally, from Equation (14) and the triangle inequality, we obtain

sup
x∈B

Sd
2

‖ f (x)− H(x)‖2 ≤ sup
x∈B

Sd
2

‖ f (x)− F(x)‖2 + ‖F(x)− H(x)‖2

≤ 79
√

ε (1 + log2 d).

5. Discussion and Perspectives

Using Theorem 1, we are able to improve—up to some logarithmic factors—the upper bound
on the dimension dependence of the linear stability of Wigner’s theorem from d to

√
d. There seems

to be room for an exponential improvement in the dimension as the lower bound is of order log d
(see the discussion section of [8]). The method developed here allows us to study systematically the
limitations of considering other types of almost-linear extensions to solve this problem. Even if we
were able to extend the almost-symmetry f to an almost-linear map F : Sd

1 → Sd
1 with δ independent

of d, we would still get from Theorem 1 an upper bound of order
√

d. This is just a consequence of
how the type and cotype constants of Sd

1 and Sd
∞ behave. There is a trade-off in Theorem 1 between the

type constant for individual spaces and the type constant of their twisted sum.
It can be seen from Table 1 and Lemma 2 that the best bound that can be obtained from Theorem 1

is in the case that X and Y are Hilbert spaces. This is the case of Proposition 1 and a logarithmic
dependence is obtained there. However, the almost-symmetry condition holds there for the entire
Hilbert–Schmidt unit ball, while, in Wigner’s theorem, the almost-symmetry condition is required to
hold only for the non-convex space of normalized hermitian rank-one projections.
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A stable quantum Darmois-Skitovich theorem

Javier Cuesta

Gaussian bosonic states are quantum states that model, in a good approximation, systems
with quadratic bosonic Hamiltonian. They are a non-commutative analogue of the normal
distribution in classical probability and therefore have a distinguish role in continuous variable
quantum Information. There are many abstract characterizations of Gaussian bosonic states
(GBS): assuming that the state is pure, GBS are the only states with positive Wigner function;
GBS maximize the von Neumann entropy among states with the same second moments; GBS
are the states whose quantum characteristic function is a Gaussian. In this work, we study a
characterization of GBS in terms of a simple symmetry and show that this characterization is
stable.

We start our work with a description of a non-commutative analogue of a classical theorem
of Darmois and Skitovich. The latter is a generalization to more than two random variables of
the following: if a pair of random variables is independent in two different coordinate systems,
then the random variables are necessarily normally distributed. This can be understood as a
symmetry where the independence of the random variables is preserved after a linear trans-
formation. It turns out that we have a similar characterization in the quantum case. If a
pair of independent quantum states remains independent after the action of a beam splitter
transformation, then the states are necessarily Gaussian and with equal second moments. This
in turn implies that GBS with equal covariance matrix are the only fixed points of a beam
splitter transformation. We provide a new short and rigorous proof of this previously known
fact. The main contribution of our work is the stability of this symmetry characterization of
GBS. Namely, that if the output of a beam splitter of two incoming independent states is almost
independent, then these input states can be approximated by Gaussian states. Moreover, their
respective covariance matrix have to be close to each other. We give our bounds in terms of
the Hilbert-Schmidt norm and present a first estimate of the stability constants of this problem
which have a physical interpretation. Our stability result in terms of a p-norm was not known
before, even in the classical scenario where the stability is known to hold in only in a weak
sense.

I am the single author of this article and was thus solely involved in all parts of it. The
idea for this project was the result of many discussions with my doctoral supervisor Prof. Dr.
Michael M. Wolf.
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Department of Mathematics, Technische Universität München, 85748 Garching, Germany and
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The Darmois-Skitovich theorem is a simple characterization of the normal distribution in terms of
the independence of linear forms. We present here a non-commutative version of this theorem in
the context of Gaussian bosonic states and show that this theorem is stable under small errors in its
underlying conditions. An explicit estimate of the stability constants which depend on the physical
parameters of the problem is given.
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I. INTRODUCTION AND SUMMARY OF RESULTS

Among all characterizations of the normal distribution, the ones concerning the independence of linear forms stand
out because of their simplicity. The landmark result of such classical characterizations is due to Darmois [1] and
Skitovich [2]. Their theorem is a generalization to n−random variables and arbitrary coefficients of the following
fact: if X,Y are independent real-valued random variables with X + Y and X − Y independent, then X and Y are
normally distributed with the same variance (see Theorem 4). We will be interested in studying a quantum (read as
non-commutative) version of the Darmois-Skitovich theorem, which we now write shortly as DS theorem. In this case,
the role of the normal distribution is taken by Gaussian bosonic states: quantum states whose statistics is completely
determined by the knowledge of the first and second moments and whose canonical observables obey the bosonic
commutation relations.

Particularly noteworthy is the fact that the quantum DS theorem has a clear physical realization. Consider an
arbitrary product state that passes through a beam-splitter as in figure 1. If the output state of the beam-splitter is
also a product state, then the input states are Gaussian bosonic states with the same second moments. This is the
content of the quantum DS-theorem. Mathematically, the content of the quantum DS theorem is given on theorem 7.

∗ j.cuesta@tum.de
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That there does not exist any two copies of identical non-Gaussian states fulfilling this is by no means trivial, since
the action of a beam splitter does not create second-moment cross-correlations for an identical product of quantum
states (Gaussian and non-Gaussian). This operational characterization of Gaussian states was already known [3],
however without a direct reference to the DS theorem. We show this characterization for a general n−mode Gaussian
bosonic state by means of the DS theorem. This has the advantage of a much clear statistical interpretation and a
simpler proof. Additionally, we show that a beam splitter is the only non-trivial linear operation that can have a
factorizable output for all identical input states (Lemma 6). The latter places the beam splitter as the basic element
for detecting non-Gaussianity.

��

�2

�ab = U��
��� � �2)U

�
��

= �a � �b

FIG. 1. Quantum Darmois-Skitovich theorem: let US be the unitary operator corresponding to the action of a non-trivial
beam-splitter transformation. The output state ρab := US(ρ1 ⊗ ρ2)U∗

S is a product state if and only if ρ1 and ρ2 are Gaussian
bosonic states with the same moments.

Of course in real life we cannot completely guarantee that two states are totally independent. Therefore it is crucial
to study how stable the DS theorem is. This means, how does the conclusion of the quantum DS theorem changes,
when we assume that the output state is not exactly a product, but is approximately close to a product state. Our
main result is a proof of the stability of the quantum DS theorem for quantum states whose all statistical moments
in position and momentum, including mixed moments, exist and are finite. Such states are described by the set of
Schwartz density operators [4]. For independent input states whose output from a beam splitter is close in trace norm
to a product state, we show that they are close in Hilbert-Schmidt norm to their respective Gaussian counterpart
(i.e. the Gaussian state which has the same first and second moments). Moreover, the corresponding second moments
of the input states have to be approximately close as well. A precise mathematical statement of this result is given
in theorem 9. We make an effort to present explicit stability constants which reflect the effect of the the physical
parameters of the problem. These explicit constants contain information of how the problem can become unstable,
and have not been estimated before in either the classical or quantum case. The robustness of the quantum DS
theorem depends on the transmitivity of the beam-splitter, the number of modes and the largest fourth moment of
the output state.

The layout of the paper is as follows. In the next subsection we give the basic definitions and results in continuous-
variable quantum information that will be used. Section II contains the main result. We give a simple proof for the
characterization of Gaussian bosonic states using the DS theorem and then proceed to state the stability of the DS
theorem. Section II B introduces and summarizes the main properties of Schwartz operators. In section III C we give
a full proof of the stability of the DS theorem. Finally, in section III D we show some auxiliary lemmas and in the
appendix V some explicit bounds are rigorously computed using the properties of Schwartz operators. These bounds
will be use for the estimate of the constants appearing in the stability of the DS theorem 9.

A. Notation and preliminaries

We will be entirely concerned with continuous-variable systems with a discrete number n of modes. We denote by

R := (Q1, P1, . . . , Qn, Pn), (1)
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the vector of canonical operators for a quantum system and Rk, k = 1, . . . 2n its components. Here Ql, Pl, l = 1, . . . n
act on the l−tensor factor of the Fock space H =

⊗n
k=1 L

2(R) where L2(R) denotes the space of Lebesgue square
integrable functions on R. The canonical commutation relations (CCR) are defined by

[Rk, Rl] = iσkl, (2)

where σij are the entries of the symplectic matrix

σ =
n⊕

i=1

ω with ω :=

(
0 1
−1 0

)
. (3)

We frequently use the shorthand notation Rξ := ξ ·σR, ξ ∈ R2n. The phase-space description of a quantum state

ρ is determined by the characteristic function χ : R2n → C defined by

χ(ξ) := Tr[Wξρ], (4)

where Wξ = eiξ·σR is the so-called Weyl operator. The CCR are encoded in the Weyl relation

WξWη = e−
i
2 ξ·ση Wξ+η, ξ, η ∈ R2n . (5)

The name of characteristic function for the map in Eq. (4) comes from an analogy with the classical characteristic
function which is the Fourier transform of a probability distribution. In fact by taking a fixed direction in phase
space we recover the classical characteristic function and from there, we can “import” all the known results of the
classical world. This indeed, will be used in order to give a simple proof of the characterization of Gaussian bosonic
states. The condition for a function χ : R2n → C to be a bona-fide quantum characteristic function is the property of
sigma-positiveness. For clarity we state these results and refer the reader to Ref. [5, section 5.4] for a proof.

Theorem 1 (Quantum Bochner-Khinchin). For χ : R2n → C to be a characteristic function of a quantum state, the
following conditions are necessary and sufficient:

1. χ(0) = 1 and χ is continuous at ξ = 0,

2. χ is σ-positive definite, i.e. for any m ∈ N, any set {ξ1, ξ2, . . . , ξm} of vectors in R2n, and any set {c1, c2, . . . , cm}
of complex numbers

m∑

k,l=1

ckcl χ(ξk − ξl) e
i
2 ξk·σξl ≥ 0 (6)

Corollary 2 (Classical Marginals). Let χ(ξ) be the characteristic function of a quantum state. Then for every fixed
ξ ∈ R2n the function

R 3 t 7→ χ(tξ),

is a classical characteristic function, i.e. the Fourier transform of a classical probability distribution.

As in the classical case, the characteristic function is a moment generating function. The displacement vector is
defined by the entries dk := Tr[ρRk] and we say that the state is centered if d = 0. The covariance matrix (CM) is
defined by the matrix entries Γkl = Tr[ρ{Rk − dk, Rl − dl}]. In order that Γ corresponds to a genuine quantum CM
the CCR impose the further condition [6, 7] Γ + iσ ≥ 0, which is nothing but the uncertainty principle expressed in
a coordinate-free form.

A Gaussian bosonic state is defined as a state with a Gaussian characteristic function

χ(ξ) = exp[−ξ · Γξ
4

+ iξ · d]. (7)

We write χρ to emphasize that χ is the characteristic function of the state ρ. We denote by M(2n,R) and Sp(4n,R)
the set of 2n×2n matrices with real entries and the group of 4n×4n symplectic matrices with real entries, respectively.
The latter is defined as the group of matrices S ∈M(2n,R) such that SσST = σ.
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Unitary Gaussian operations, i.e. unitary evolutions coming from quadratic Hamiltonians in P and Q, are described
by symplectic transformations [8]. These operations have the property that

χ(USρU∗S)
(ξ) = χρ(S

T ξ), (8)

where US is a unitary operation associated to the symplectic transformation S (strictly speaking US is determined
up to a phase, however this ambiguity disappears in the conjugation US · U∗S). The unitary evolution of a Gaussian
state is completely determined by the new displacement vector d′ = Sd and CM, Γ ′ = SΓST .
A one mode non-trivial beam splitter transformation is the one corresponding to the symplectic transformation

S =

(
cos θ 12 sin θ 12

− sin θ 12 cos θ 12

)
, θ 6= mπ/2, m = 0, 1, 2, . . .

It corresponds to a unitary evolution where the Hamiltonian is

H =
θ

4
(a∗1a2 + a∗2a1),

with aj = (Qj+iPj)/
√

2, a∗j = (Qj−iPj)/
√

2, j = 1, 2 the creation and annihilation operators. A local transformation

acts in each separated mode and corresponds therefore to transformations that can be written as S =
⊕n

k=1 Sk. In the
context of quantum optics, examples of local transformations are phase-shifts and one-mode squeezing transformations.

The Wigner phase space distribution is defined to be the (symplectic) Fourier transform of the characteristic function

W(η) =
1

(2π)n

∫
eiη·σξ χ(ξ) dξ. (9)

Its importance lies in the fact that, due to corollary 2, all one-dimensional marginals are positive distributions in
phase space, which can be associated to the usual probability distributions e.g. on position and momentum of a state ρ.

We write A∗ for the adjoint operator of A and ‖·‖ for the uniform norm. The trace norm is defined as ‖A‖1 = Tr
√
A∗A

and the Hilbert-Schmidt (HS) norm ‖A‖2 = (Tr[A∗A])
1/2

. We have the order ‖·‖ ≤ ‖·‖2 ≤ ‖·‖1. These norms are in

fact unitarily invariant and ‖A∗‖p = ‖A‖p for p = 1, 2. The usual norm in L2(R2n) will be denoted by ‖·‖L2(R2n). We

use sometimes the Dirac notation for a vector |φ〉 ∈ H and the inner product notation 〈φ|ϕ〉. The commutator and
anticommutator are written as [·, ·] and {·, ·} respectively. The space of bounded operators on the Hilbert space H is
denoted by B(H).

The inverse relation of Eq. (4) is called the Weyl transform

T =
1

(2π)n

∫
Tr[WξT ]W−ξdξ, (10)

where the integral converges weakly for any Hilbert-Schmidt operator T . This is a consequence of the quantum
Parseval theorem [5] which due to its importance we state here.

Theorem 3 (Quantum Parseval relation). Let {Wξ} be a strongly continuous and irreducible Weyl systems acting on

the Hilbert space H with respective phase space X ' R2n 3 ξ. Then T 7→ Tr[WξT ] extends uniquely to an isometric
map from the Hilbert space of Hilbert-Schmidt class operators on H onto L2(X), such that

TrT ∗1 T2 =
1

(2π)n

∫
Tr[WξT1] Tr[WξT2]dξ. (11)

This theorem also implies that Eq. (4) is also valid for T Hilbert-Schmidt. The map ξ 7→ TrWξT is called the inverse
Weyl transform of T ; being the characteristic function the special case T a density operator.
We will be using repeatedly the following trace inequalities. If B is a bounded operator and T a trace-class operator,
then a particular case of Hölder’s inequality states

TrBT ≤ ‖B‖ ‖T‖1 .
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Let T1, T2 be two Hilbert-Schmidt operators. The trace operator version of the Cauchy-Schwarz inequality is

TrT1T2 ≤ ‖T1T2‖1 ≤ ‖T1‖2 ‖T2‖2 .

While it is true that the Hilbert-Schmidt norm is often used out of convenience, it also has operational interpretation,
making it preferable for some tasks. This includes equality testing and state discrimination with fixed or random
measurements [9]. Furthermore, the Hilbert-Schmidt norm can be a good measure to quantify the difference between
two quantum states in quantum optics. There, the Wigner functions of infinite dimensional quantum states are
accessible by means of Tomography. The difference between two quantum states is quantified by the Hilbert-Schmidt
distance of the respective Wigner functions.

II. MAIN RESULT

In the next subsections we present the quantum version of the DS theorem and our main stability result. The detailed
proof of the stability of the DS theorem is presented in section III C.

A. Quantum Darmois-Skitovich theorem

We are interested in a quantum analogue of the following theorem.

Theorem 4 (Darmois-Skitovich). Let X1, . . . , Xn (n ≥ 2) be independent random variables and a1, . . . , an, b1, . . . , bn ∈
R \{0}. If the two linear forms

Y1 =
∑

i

aiXi and Y2 =
∑

i

biXi are independent, (12)

then Xi is normally distributed.

Different proofs and the history of the classical DS theorem can be found in p. 78 in Ref. 10 and in Ref. 11. Our setup
for the quantum version is the following. We consider two n−mode quantum states ρ1, ρ2 ∈ B(H) with respective
canonical operators

R1 = (Q1, P1, . . . , Qn, Pn)

R2 = (Qn+1, Pn+1, . . . , Q2n, P2n)
(13)

and write R = (R1, R2). We assume that ρ1 and ρ2 are independent so that their state in B(H ⊗ H) is a product
state ρ1 ⊗ ρ2. We refer to ρ1 and ρ2 as input states.

The action of producing linear forms of random variables can be mimiced by (Gaussian) unitary evolutions US .
These unitary evolutions are generated by Hamiltonians that are quadratic expressions in the canonical operators.
Moreover[8], the unitary evolution US ∈ B(H⊗H) is associated with a symplectic transformation S ∈ Sp(4n,R). In
other words, the linear trasformation

R 7→ SR S ∈ Sp(4n,R), (14)

corresponds to a unitary evolution ρ 7→ USρU
∗
S .

In order to obtain an analogue of Eq. (12), we classify the set of unitaries US which produce a bipartite independent
output, i.e. such that

US(ρ1 ⊗ ρ2)U∗S = ρa ⊗ ρb, (15)

where ρa, ρb ∈ B(H) are n−mode quantum states. This is equivalent to classifying the respective set of symplectic
transformation for which Eq. (15) holds. If we are to expect that US preserves independence, the transformation
S should at least preserve uncorrelated inputs (a generally weaker condition than independence which only deals
with the second moments). Furthermore, acting locally on each state or swapping them are trivial operations which
preserve independence for arbitrary states. So we need to consider other operations in order to obtain a meaningful
statement for the quantum DS theorem. The following two lemmas show in fact that there is only one non-trivial
symplectic transformation for our setup.
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Lemma 5. Let S ∈ Sp(4n,R) be such that

S

(
Γ1 0
0 Γ2

)
ST =

(
· 0
0 ∗

)
for all CM Γ1, Γ2 ∈ R2n×2n.

Here ∗, · denote any CM ∈ R2n×2n. Then S is either of the form

(
A 0
0 D

)
or

(
0 B
C 0

)
with A,B,C,D ∈ Sp(2n,R).

If we consider identical inputs we obtain:

Lemma 6. Let S ∈ Sp(4n,R) be such that

S

(
Γ 0
0 Γ

)
ST =

(
· 0
0 ∗

)
for all CM Γ ∈ R2n×2n. (16)

Here ∗, · denote any CM ∈ R2n×2n. Then

S =

(
X 0
0 Y

)
1√

1 + α2

(
12n α12n

−α12n 12n

)
,

=

(
0 X
Y 0

)
1√

1 + γ2

(
12n −γ 12n

γ 12n 12n

)
,

(17)

where X,Y ∈ Sp(2n,R) and α, γ ∈ R ∪ {±∞}.
Thus the only non-trivial linear transformation in Eq. (14) is of the form of Eq. (17). We discard the trivial operations
and set α = tan θ in Eq. (17)

Sθ =

(
cos θ 12n − sin θ 12n

sin θ 12n cos θ 12n

)
, θ 6= mπ/2, m = 0, 1, 2, . . . , (18)

which is the symplectic transformation associated to a (n−mode) beam splitter operation. We refer to the latter
operation as a non-trivial beam splitter transformation.

Although for every covariance matrix Γ , Sθ(Γ ⊕ Γ )STθ = (Γ ⊕ Γ ), it turns out from the DS theorem that there does
not exist a non-Gaussian state ρ such that USθ (ρ⊗ ρ)U∗Sθ = ρ⊗ ρ. See figure 1.

Theorem 7 (Quantum Darmois-Skitovich). Let US be the unitary operation corresponding to a non-trivial beam
splitter Eq. 18. Consider the state ρab = US(ρ1 ⊗ ρ2)U∗S obtained after the unitary evolution of an arbitrary product
state. If the output state is a product state ρab = ρa ⊗ ρb, then ρ1 and ρ2 are Gaussian bosonic states with the same
CM but not necessarily same displacement vector.

Due to the 1–1 correspondence between quantum states and their characteristic function we have the following
consequence.

Corollary 8. Let χ1 and χ2 be the characteristic function of the quantum states ρ1 and ρ2 respectively, which have
finite second moments. If for a fixed θ 6= mπ/2, m = 0, 1, 2, . . . the characteristic functions satisfy the functional
equation

χ1(cos θξ1 + sin θξ2)χ2(cos θξ2 − sin θξ1) = χ1(cos θξ1)χ1(sin θξ2)χ2(cos θξ2)χ2(− sin θξ1), (19)

for all ξ1, ξ2 ∈ R2n, then ρ1 and ρ2 are Gaussian bosonic states with the same CM but not necessarily same displace-
ment vector.

An immediate proof of the quantum DS theorem can be obtained from its corresponding classical result and corollary
2. We recall that the latter corollary tells us that we always obtain a positive Wigner function (a classical probability
distribution) from the quantum characteristic function whenever we move through a fixed direction in phase space.

Proof Theorem 7. Using Eq. (8) the evolution of the input states can be expressed in terms of characteristic functions
as Eq. (19). We fixed the direction ξ1 = ξ2 = ξ and parametrize ξ1 = tξ, ξ2 = sξ with t, s ∈ R. Moreover, we
introduce the classical characteristic functions χj(u) := χj(uξ), j = 1, 2 with u ∈ R so that Eq. (19) reads

χ1(cos θt+ sin θs)χ2(cos θs− sin θt) = χ1(cos θt)χ1(sin θs)χ2(cos θs)χ2(− sin θt).
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This last equation is the functional version of the classical DS theorem (c.f. Eq. 8.7 of section XV.9 in Ref. 10). From
this classical result it follows that χ1 and χ2 are one dimensional Gaussian characteristic functions with the same
variance. We can compute the moments by taking derivates of the characteristic function to obtain that

χj(tξ) = exp[− t
2

4
(ξ · Γξ) + itξ · dj ] j = 1, 2.

The result follows with t = 1.

B. Stability

In the last section we presented an exact version of the DS theorem which brings naturally an operational charac-
terization of Gaussian bosonic states. There, exact factorizability of the output state is assumed. In practice, it is
impossible to assure such thesis since there are always errors in the measurements and therefore the validity of the
result is not completely clear in real life. Moreover, any practical application can immediately be ruled out if the
conclusion is not robust against small changes in the defined conditions.

We are interested in finding to which extent the results of theorem 7 are affected if the main assumption is not exact
but approximately satisfied. It is not always the case that characterizations of the normal distribution are generally
stable. Cramer’s characterization of the normal distribution states that if the sum X +Y of two random independent
random variables X and Y has a normal distribution, then necessarily both X and Y are normal. It turns out that
the classical theorem of Cramer is only stable in a weak sense and that it fails to be robust for stronger notions of
distance such as the entropic distance or the total variation norm [12].

Before specifying the conditions of the stability of the quantum DS theorem, we briefly comment on the respective
classical stability problem [13]. The stability of the classical DS theorem is due to Yu. R. Gabovich [17]. In his
work, the word “approximately” is quantified in terms of the closeness of the cumulative distribution functions of the
random variables. It is shown (Theorem 3 in Ref. 17) that for approximate independency the considered classical
probability distributions are c(log log(1/ε))−1/8-close to a normal distribution in the Levy metric. In Gabovich’s
estimate there is no explicit value of the constant c and therefore it is not known how it depends on the coefficients
of the linear forms, neither on the number of random variables involved. We adress this in our stability proof as it
contains relevant information of the physical problem such as where instability could raise.

At the level of density operators it was proven [18] that weak operator topology is equivalent to trace-norm topology.
Therefore Gabovich result and corollary 2 should imply at least in a qualitative manner that the quantum DS theorem
is stable. However, we can obtain a better concrete estimate of the stability of the DS theorem by considering not
just the marginals and the classical result, but rather using the entire phase space and the natural restrictions on the
quantum characteristic functions. Namely, due to Heisenberg’s uncertainty principle there cannot be characteristic
functions which are highly concentrated in some regions of phase space. In particular there are no quantum char-
acteristic functions with compact support [20]. This naturally rules out the construction of ill-behaved distributions
that can appear in the classical case. With no more preambules, we give a precise statement of our result.

We say that a quantum state ρab is an ε−approximate product state if there is a product state ρa ⊗ ρb such that

‖ρab − ρa ⊗ ρb‖1 ≤ ε, (20)

Suppose that two independent states evolve according to the action of a beam splitter, but this time the output state
is an ε−approximate product state (see Fig. 2). The following theorem describes the robustness of the quantum DS
theorem.
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Theorem 9 (Stability DS). Let US be the unitary operation corresponding to a non-trivial beam splitter characterized
in Eq. (18) and ρ1, ρ2 density operators of two n-mode systems with finite moments of all orders and whose CMs are
Γ1 and Γ2. Consider the output state ρab = US(ρ1⊗ ρ2)U∗S and define by ρ′1, ρ

′
2 Gaussian bosonic states that have the

same CMs and displacement vectors as ρ1, ρ2. If for sufficiently small ε ∈ (0, 1) the output state ρab is ε-close to a
product state in trace norm, then

∥∥ρj − ρ′j
∥∥
2
≤ c1ε1/3 +

c2√
log(1/ε)

, j = 1, 2, (21)

‖Γ1 − Γ2‖2 ≤ c3ε1/2, (22)

where the constants c1, c2 and c3 (which are made explicit in the proof) depend on the transmitivity θ of the beam-
splitter, the number of modes n and the second and fourth absolute moments of the output state ρab.

Note that under the conditions of theorem 9, the bound of Eq. (21) also applies to the distance between the Wigner
functions of ρ and ρ′. Furthermore, the stability result could in principle be extended to a larger set of quantum
states since Schwartz operators are dense in the set of trace class operators (see Lemma 2.5 in [4]).

��

�2

�out = U��
��� 
 �2)U

�
��

jj�out � �a 
 �bjj� � "

FIG. 2. Stability of the Darmois-Skitovich theorem. In this case we consider the output state to be an ε−approximate product
state.

Schwartz operators

We begin this section by reviewing some important facts about Schwartz operators which are the non-commutative
analogue of Schwartz functions. The latter are infinite differentiable functions whose derivatives decay faster than any
polynomial at infinity. The introduction of Schwartz operators allows us to handle differentiability and boundness
problems in an elegant manner and it is for this reason that they play an important technical role in this paper. This
class of operators was first introduced in Ref. 4, and the reader may find there a detailed exposition.

In our proof of the stability of the DS theorem, we deal with terms of the form Tr[RkRlρRsRr] which are a priori not
necessarily well-defined on any dense domain of ρ; it may happen that ρ maps outside the domain of Rl. This is a
common issue among others when dealing with unbounded operators (see Section 17.2.1 in [19] for some missleading
formal manipulations with unbounded operators). There is an immense advantage when working with Schwartz
operators since many regular properties for bounded operators become available for unbounded ones (e.g. “cycling
under the trace” property holds). Indeed, Theorem 13 below plays a decisive role in the calculation of the constants
appearing in our proof of the stability of DS theorem.

Definition 10 (Schwartz Operators). An operator T ∈ B(H) is called a Schwartz operator if

∥∥∥PαQβTPα′Qβ′
∥∥∥
1
<∞ for all α, α′, β, β′ ∈ In,



9

where In := {α = (α1, . . . , αn)|αi ∈ N ∪ {0} for all i = 1, . . . , n} is the set of multi-indices, and

Qα = Qα1
1 · · ·Qαnn , Pα = Pα1

1 · · ·Pαnn . (23)

The set of all Schwartz operators will be denoted by S(H).

So for Schwartz-density operators all the statistical moments in Q and P exist and are finite. We denote by

S (H) := {ρ ∈ S(H) | ρ is a density operator }

the space of density operators which are also Schwartz operators. For ρ ∈ S (H) we have the following neat charac-
terization

Proposition 11. Let T be a Hilbert-Schmidt operator. Then T is a Schwartz operator if and only if the respective
Weyl transform is a Schwartz function.

Corollary 12. A density operator ρ is a Schwartz operator if and only if its characteristic function χ, or Wigner
function W, is a Schwartz function. Moreover, the partial trace of a Schwartz-density operator is a Schwartz operator.

The following Theorem contains the basic properties of Schwartz operators that we use.

Theorem 13. Let H = L2(R2n) and T ∈ B(H). Then

(i) Let f be a polynomial function on the entries of the vector R = (Q1, P1, . . . , Qn, Pn) and {Wξ} a Weyl system.
If T ∈ S(H), then Tr[f(R)T ] = Tr[Tf(R)]. Moreover, f(R)T ∈ S(H) and Tr[Wξf(R)T ] = Tr[f(R)TWξ] =
Tr[TWξf(R)].

(ii) If T ∈ S(H), then T is trace-class.

(iii) If T ∈ S(H), then |T | ∈ S(H).

(iv) If 0 < T ∈ S(H), then
√
T ∈ S(H).

(v) If T ∈ S(H) then T ∗ ∈ S(H).

For Schwartz-density operators we can write explicit formulas for the gradient and Hessian of the characteristic
function in terms of a trace: Consider {ξk}2nk=1 any basis in R2n, then the gradient of χ(ξ), denoted by ∇χ(ξ), is
defined by the entries

∂χ(ξ)

∂ξk
=

d

dt
χ(ξ + tξk)

∣∣∣
t=0

.

The following Lemma generalizes Lemmas 5.4.2 and 5.4.3 in [5].

Lemma 14 (Gradient of the Weyl Operator). Let T be a Schwartz operator and ∇η := η · ∇. Then the following
identities hold

χRξkT (ξ) =

(
1

2
ξk · σξ − i

∂

∂ξk

)
χT (ξ) (24)

χTRξk (ξ) =

(
−1

2
ξk · σξ − i

∂

∂ξk

)
χT (ξ) (25)

(∇ηχT )(ξ) =
i

2
Tr({Wξ, Rη}T ) =

i

2
Tr(Wξ{Rη, T}) (26)

(ξk · σξ)χT (ξ) = Tr([Wξ, Rη]T ) = Tr(Wξ[Rη, T ]) (27)

Proof of lemma 14. First note that Eq. (26) and Eq. (27) follow from adding and substracting Eq. (24) and Eq. (25)
together with Theorem 13(i). We show first that

d

dt
(TrWtηT )

∣∣∣
t=0

= iTrRηT. (28)

Since T is trace-class (Theorem 13(ii)) we can decompose T = T1 + iT2 with T1, T2 self-adjoint trace-class operators.
Moreover, we can write T1, T2 as a finite linear combination of positive, trace-class operators and thus from the
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linearity of the trace we can assume without loss of generality that T is a positive, trace-class operator. From the
spectral decomposition Rη =

∫
xdE(x) and the functional calculus we obtain

∣∣∣∣Tr

(
Wtη − 1

it
−Rη

)
T

∣∣∣∣ =

∣∣∣∣
∫ (

eitx − 1

it
− x
)

Tr dE(x)T

∣∣∣∣ ,

≤
∫ ∣∣∣∣

eitx − 1

it
− x
∣∣∣∣Tr dE(x)T.

Using
∣∣∣ eitx−1it − x

∣∣∣ ≤ 2|x|, the Cauchy-Schwarz inequality and Theorem 13(iv)

∫ ∣∣∣∣
eitx − 1

it
− x
∣∣∣∣Tr dE(x)T ≤ 2 Tr |Rη|T,

≤ 2
∥∥∥R2

η

√
T
∥∥∥
2

∥∥∥
√
T
∥∥∥
2
<∞.

Hence from the dominated convergence theorem we proved what is required. Now we proceed to prove Eq. (24). From
Theorem 13(i, ii) we have that RξkT is trace-class and therefore the Weyl transform exists. Moreover, χRξkT (ξ) is

Schwartz, hence continuous, as it is the Weyl transform of a Schwartz operator (Proposition 11). So we just need to
verify the relation of Eq. (24) as Eq. (25) is similar. This follows directly from Eq. (28) and (5)

χRξkT (ξ) = −i d
dt

TrWξWtξkT
∣∣∣
t=0

,

= −i d
dt

(
eitξk·σξ/2χ(ξ + tξk)

)∣∣∣
t=0

.

We remark that since T is Schwartz, higher order derivatives of χT (ξ) can be written explicitely by using theorem
13(i) and Eq. (26). For instance, the Hessian of χρ(ξ) where ρ ∈ S (H) has entries given by

∂2χ(ξ)

∂ξk∂ξl
= −1

4
Tr[Wξ{Rξk , {Rξl , ρ}}]. (29)

In particular, if the state ρ has covariance matrix Γ and displacement vector d

∇χ(0) = iσd and (Hessian χ)(0) = −σ
(
Γ

2
+ ddT

)
σT . (30)

III. PROOFS

A. Proof of lemma 5

We write S =

(
A B
C D

)
and express the condition of the vanishing off-diagonal terms

AΓ1C
T +BΓ2D = 0 for all Γ1, Γ2 ≥ iσ. (31)

If we fix A,B,C, and D all different from zero such that Eq.(31) is satisfied, we can always find Γ1 and Γ2 such that
for these choice of submatrices AΓ1C

T +BΓ2D
T 6= 0. Then each summand in Eq.(31) must be zero. For instance if

AΓ1C
T = −BΓ2D

T take now Γ1 → 2Γ1 then A(2Γ1)CT +BΓ2D
T = AΓ1C

T = 0.
W.l.o.g let us consider AΓ1C

T = 0, the other case will be analogous. We take the singular value decomposition of
A = UDV and C = WΣZ where U, V,W,Z are unitaries. From here we choose Γ1 = V −1PZ−T where P is a positive
definite matrix (recall that the sigma positive condition Γ1 ≥ iσ can be always obtained from rescaling a positive
matrix). Then AΓ1C

T = UDPΣWT 6= 0 everytime we choose the proper Γ1. Consequently A = 0, C = 0 or both.
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Likewise for B and D.
The only matrices that fulfill the symplectic conditions are

(
A 0
0 D

)
,

(
0 B
C 0

)
, (32)

provided A,B,C and D are symplectic.

B. Proof of lemma 6

First, it should be noted that the given assumptions immediately imply S

(
Γ 0
0 Γ

)
ST =

(
· 0
0 ∗

)
for all Γ > 0 and by

continuity for all Γ ≥ 0 and consequently for all Γ = ΓT . The latter is due to the fact that every symmetric matrix
can be decomposed in a semi-definite positive and negative part.
From Lemma 16 we know which is the block structure of S. We consider the case where A,B,C and D are invertible,
the other cases will be contained here as we will see. Using part (ii) of Lemma 16 we have

A⊗ C = −B ⊗D. (33)

We multiply Eq. (33) by (A−1 ⊗ 1) from the left and take the trace in the first component, likewise we multiply Eq.
(33) by (1⊗D−1) and take the trace in the second component to obtain

C = αD where α :=
−TrA−1B

2n
∈ R, (34)

and

B = βA where β :=
−TrD−1C

2n
∈ R. (35)

From equation Eq. (33) we obtain that α = −β and that

S =

(
A αA
−αD D

)
.

Moreover, the symplectic constraints on S give us that A,D ∈ 1√
1+α2

Sp(2n,R). We write A = 1√
1+α2

X and

D = 1√
1+α2

Y with X,Y ∈ Sp(2n,R) to obtain Eq. (17). Finally for α 6= 0 we define γ = 1
α and obtain the remaining

equation. The case γ = 0 is covered by α → ±∞ and it gives the swap operation. Clearly α = 0 gives the local
transformation.

C. Proof of the stability of DS theorem 9

The proof involves a series of steps. We first use Parseval’s theorem to express the distance of the quantum states
in terms of the L2−distance of their respective characteristic functions. Next, we show that there is a ball Br

around the origin of phase space where the characteristic functions do not vanish. The radius of this ball scales
inversely proportional to the largest variance of the input states and proportional to log(1/ε). Thus the smaller
the error parameter ε the bigger this region is. We then proceed to bound the distance separately on Br and its
complement Bc

r. For the latter region, we exploit the relation between the tails of a distribution and the finiteness of
its moments. Inside Br, the problem is equivalent to the stability of the Gaussian functional Eq. (19) with restricted
convex domain. For that matter, the stability of the Gaussian functional equation is reduced to the stability of the
fundamental functional equation, namely the Cauchy functional equation.

We may assumed without lost of generality that the input states (and therefore the output states) are centered. This
is justified by the fact that the trace and HS norms are unitarily invariant and the operation of “Gaussification” (the
operation on bosonic quantum states which produces Gaussian states with the same first and second moments of the
input state) commutes with the displacement operation ρ 7→WdρW

∗
d .
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We denote by χab, χa and χb the characteristic functions of ρab, ρa and ρb, respectively. From Lemma 17, we have
‖g‖1 ≤ 3ε. Let η1, η2 ∈ R2n and R1, R2 be vectors of canonical operators as in Eq. (13). We write

G(η1, η2) := Tr[eiη1·σR1 ⊗ eiη2·σR2g] = χab(η1, η2)− χa(η1)χb(η2). (36)

Now, using the covariant property of Gaussian unitary operations Eq. (8)

χρab(ξ) = χρ1⊗ρ2(STθ ξ),

and the fact that G(η1, 0) = G(0, η2) = 0, we write for all η1, η2 ∈ R2n the dynamical process in terms of characteristic
functions as

χ1(cos θη1 + sin θη2)χ2(cos θη2 − sin θη1) = χ1(cos θη1)χ1(sin θη2)χ2(cos θη2)χ2(− sin θη1) +G(η1, η2). (37)

This last equation resembles the ideal functional equation Eq. (19) plus a new remainder term G(η1, η2). From
Hölder’s inequality and the definition of G we note that ‖G‖ ≤ 3ε.

We state the following lemma with proof in section III D.

Lemma 15. Let χ1 and χ2 be two characteristic functions with respective density operators ρ1, ρ2 and covariance
matrices Γ1, Γ2. Define for any θ /∈ {Zπ

2 }

G(η1, η2) := χ1(cos θη1)χ1(sin θη2)χ2(cos θη2)χ2(− sin θη1)− χ1(cos θη1 + sin θη2)χ2(cos θη2 − sin θη1).

Assume |G(η1, η2)| ≤ 3ε for all η1, η2 ∈ R2n, let λ := 1
2 max{‖Γ1‖ , ‖Γ2‖} be the largest variance of the states ρ1

and ρ2 and define

r :=

√
1

λ
log2

1

ε1/12
. (38)

Then for η ∈ Br := {ξ | ‖ξ‖2 ≤ r}

|χi(η)| ≥ 12ε1/12 i=1,2. (39)

The choice of exponent 1/12 for ε in Eq. (38) will become clear in the estimates done in section V.

We divide phase space in two separating regions. One where the characteristic functions do not vanish, namely inside

the ball Br :=
{
ξ | ‖ξ‖22 ≤ r2

}
, and its complement which we denote by Bc

r. So that with the help of Parseval’s

theorem, we express the distance between the two states as

(2π)n ‖ρ1 − ρ′1‖
2
2 = ‖χ1 − Φ‖22

=

∫

ξ∈Br/2

|χ1(ξ)− Φ(ξ)|2 dξ +

∫

ξ∈Bc
r/2

|χ1(ξ)− Φ(ξ)|2 dξ. (40)

We compute the bound for Br/2 and Bc
r/2 separately.

Bound on the region where the characteristic function might vanish

We use |z1 − z2|2 ≤ (|z1|2 + |z2|2)/2 for z1, z2 ∈ C to express the bound as

∫

ξ∈Bc
r/2

|χ1(ξ)− Φ(ξ)|2dξ ≤ 1

2

∫

ξ∈Bc
r/2

|χ1(ξ)|2dξ +
1

2

∫

ξ∈Bc
r/2

|Φ(ξ)|2dξ. (41)
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For the first term of the RHS of Eq. (41) we use that 1 < 2 ‖ξ‖2 /r for ξ ∈ Bc
r/2 so that

∫

ξ∈Bc
r/2

|χ1(ξ)|2dξ ≤ 4

r2

∫

ξ∈R2n

‖ξ‖22 |χ1(ξ)|2dξ. (42)

Let us denote by W(η) the Wigner function of |χ1(ξ)|2 (the product of two characteristic functions is a characteristic
function),

W(η) =
1

(2π)2n

∫

ξ∈R2n

eiη·σξ|χ1(ξ)|2dξ. (43)

It can be easily verified by direct computation, that the characteristic function |χ1(ξ)|2 is centered and has CM 2Γ1.
Moreover, we have

∫

ξ∈R2n

‖ξ‖22 |χ1(ξ)|2dξ = −(2π)n
2n∑

k=1

∂2W(0)

∂η2k
, (44)

where ηk are the components of the vector η in an arbitrary but fixed basis.
We use now the representation of the Wigner function in terms of the expectation values of the parity operator[24] P

W(η) =
1

πn
Tr[ρWηPW−η], (45)

where ρ is the density operator corresponding to the characteristic function |χ1(ξ)|2. The operator ρ is clearly Schwartz
as its characteristic function is a Schwartz function (corollary 12). The parity operator P is the n-fold tensor product
of the parity operators for a single degree of freedom and is the unitary operator that satisfies

PWξP∗ = W−ξ,

PRkP∗ = −Rk,
P = P∗ = P−1.

Using Eq. (45) and Eq. (26) we compute

∂2W(0)

∂ηk∂ηl
= − 2

πn
Tr[Pρ{Rηl , Rηk}]. (46)

Thus from Eq. (42), (44) and Eq. (46) we find that

∫

ξ∈Bc
r/2

|χ1(ξ)|2dξ ≤ 2n+4

r2

2n∑

k=1

Tr[PρR2
k]. (47)

Hence, we just need to bound the terms Tr[PρR2
k]. In order to do this, we notice that Pρ = ρP. Indeed,

Pρ = P 1

(2π)n

∫
|χ(ξ)|2W−ξdξ =

1

(2π)n

∫
|χ(ξ)|2Wξdξ P,

=
1

(2π)n

∫
|χ(ξ)|2W−ξdξ P = ρP.

Moreover, from the spectral decomposition of ρ we have P√ρ =
√
ρ P. Accordingly,
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Tr[PρR2
k] = Tr[P√ρR2

k

√
ρ],

≤
∥∥√ρR2

k

√
ρ
∥∥
1
,

= Tr[ρR2
k].

Here we have used the Cauchy-Schwarz inequality and the cyclicity of the trace that comes from the properties of the
Schwartz operator ρ; see Theorem 13 (i), (ii), (iv).

In summary, we have the following bound for the tails of our characteristic function

∫

ξ∈Bc
r/2

|χ1(ξ)|2dξ ≤ 2n+4

r2
TrΓ1,

=
(
2n+412λTrΓ1

) 1

log 1
ε

.

Since Φ(ξ) has the same CM as χ(ξ) we can use the same bound to obtain

1

(2π)n

∫

ξ∈Bc
r/2

|χ1(ξ)− Φ(ξ)|2dξ ≤
(

192λTrΓ1

πn

)
1

log 1
ε

,

≤ c22
log 1

ε

, (48)

where

c2 := 8

√
3λTrΓab

πn
, (49)

and Γab is the CM of the output state ρab. Note that since the BS is a passive transformation, the trace of the input
CM, Γ1 ⊕ Γ2, is the same as the trace of the output CM Γab. Thus it is clear that TrΓ1 ≤ TrΓab.

Bound inside the region where χ does not vanish:

We proceed to compute the bound for the first term of the RHS of Eq. (40) following the ideas of Ref. 15–17. For that
matter, let η1, η2 ∈ R2n with ‖ηj‖2 < r/2 so that cos θη1 + sin θη2, cos θη2 − sin θη1 ∈ Br. Let us take the logarithm
(principal branch) on both sides of Eq. (37). We write

Ψ1(cos θη1+sin θη2)+Ψ2(cos θη2−sin θη1) = Ψ1(cos θη1)+Ψ1(sin θη2)+Ψ2(cos θη2)+Ψ2(− sin θη1)+Q(η1, η2), (50)

where Ψj(η) := − logχj(η) for j = 1, 2 and

Q(η1, η2) := − log

(
1 +

G(η1, η2)

χ1(cos θη1)χ1(sin θη2)χ2(cos θη2)χ2(− sin θη1)

)
. (51)

Since ρj , j = 1, 2 is Schwartz, we can define continuous vector-valued functions φj(ξ) : Br/2 → C2n by

φj(ξ) := ∇Ψj(ξ).

Note that φj(ξ), j = 1, 2, are in fact conservative vector fields and that φj(0) = 0 as ρj is centered. The gradient of
φj is the Hessian of χj (see Lemma 14) and 2∇φj(0) = σΓjσ

T for j = 1, 2.

Inhomogeneous Cauchy Functional Equation

Next, we want to obtain a functional equation only depending on χ1 or χ2. In order to do so, we differentiate Eq. (50)
in the direction of η1 to find

cos θφ1(cos θη1 + sin θη2)− sin θφ2(cos θη2 − sin θη1) = cos θφ1(cos θη1)− sin θφ2(− sin θη1) +Q1(η1, η2), (52)
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where Q1(η1, η2) := dQ(η1+tη1,η2)
dt

∣∣∣
t=0

. We evaluate in Eq. (52) η1 = 0 to get

cos θφ1(sin θη2)− sin θφ2(cos θη2) = Q1(0, η2), (53)

In a similar fashion we differentiate Eq. (50) in the direction of η2 and set to zero to obtain

sin θφ1(cos θη1 + sin θη2) + cos θφ2(cos θη2 − sin θη1) = sin θφ1(sin θη2) + cos θφ2(cos θη2) +Q2(η1, η2), (54)

sin θφ1(cos θη1) + cos θφ2(− sin θη1) = Q2(η1, 0), (55)

where Q2(η1, η2) := dQ(η1,η2+tη2)
dt

∣∣∣
t=0

.

Now we will be able to decouple φ1 and φ2. First, we substract Eq. (53) from Eq. (52) and Eq. (55) from Eq. (54) to
obtain

[φ1(cos θη1 + sin θη2)− φ1(cos θη1)− φ1(sin θη2)] = tan θ[φ2(cos θη2 − sin θη1)− φ2(cos θη2)− φ2(− sin θη1)]

+
Q1(η1, η2)−Q1(0, η2)

cos θ
,

(56)

[φ2(cos θη2 − sin θη1)− φ2(cos θη2)− φ2(− sin θη1)] = − tan θ[φ1(cos θη1 + sin θη2)− φ1(cos θη1)− φ1(sin θη2)]

+
Q2(η1, η2)−Q2(η1, 0)

cos θ
.

(57)

Thus from Eq. (56) and (57) we find the following inhomogeneous Cauchy equations

[φ1(cos θη1 + sin θη2)− φ1(cos θη1)− φ1(sin θη2)] = sin θ[Q2(η1, η2)−Q2(η1, 0)]

+ cos θ[Q1(η1, η2)−Q1(0, η2)],
(58)

[φ2(cos θη2 − sin θη1)− φ2(cos θη2)− φ2(− sin θη1)] = sin θ[Q1(η1, η2)−Q1(0, η2)]

+ cos θ[Q2(η1, η2)−Q2(η1, 0)].
(59)

Bound on Br/2

Now that φ1 and φ2 are decoupled, we continue only with φ1 as with φ2 is analogous and the same upper bound is
obtained. We recall that the derivative of a vector with respect to a vector can be represented as a matrix. Thus
when we differentiate Eq. (58) in the direction of η2 and evaluate at η2 = 0, we obtain the following matrix-valued
equation

∇φ1(cos θη1)− σΓ1σ
T

2
+
Q12(0, 0)

tan θ
= Q22(η1) +

Q12(η1)

tan θ
. (60)

Here Q12(η1, 0) : R2n → C2n×2n and Q22(η1, 0) : R2n → C2n×2n are defined as

Q12(η1, 0) :=
∂2Q(η1 + tη1, sη2)

∂s∂t

∣∣∣
s=t=0

and Q22(η1) :=
∂2Q(η1, sη2 + tη2)

∂s∂t

∣∣∣
s=t=0

. (61)

Accordingly, we integrate the previous equation twice from zero to η, ‖η‖2 ≤ r/2. We obtain for ξ ∈ Br/2

χ1(ξ) = exp[−ξ ·
(
σΓ1σ

T

4
− V

2

)
ξ − F

(
ξ

cos θ

)
], (62)
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with

V := −Q12(0, 0)

tan θ
=
σ(Tr gR1R

T
2 )σT

tan θ
,

F (ξ) := cos2 θ

∫

C(ξ)

(∫

C(η)

(
Q22(η1) +

Q12(η1)

tan θ

)
· dη1

)
· dη,

where C(ξ), C(η) are curves in phase space connecting the origin with the vectors ξ and η. Moreover, these last terms
can be upper bounded by (see Appendix on section V)

‖V ‖2 ≤
(√

24n2κ

| tan θ|

)
√
ε, (63)

∣∣∣∣F
(

ξ

cos θ

)∣∣∣∣
2

≤
(
n2κ ‖ξ‖42
2 tan2 θ

)
ε2/3, (64)

where the largest absolute fourth moment of ρab is defined as

κ := max
{∥∥ρabR2

ξR
2
η

∥∥
1

∣∣ ‖ξ‖2 = ‖η‖2 = 1
}
. (65)

At this point we can show that the CM of ρ1 and ρ2 are ε−close. From differentiating Eq. (53) with respect to η2
and evaluating at zero, we get the relation between the CMs of ρ1 and ρ2,

Γ1 − Γ2 =
2

cos2 θ
V.

Hence, from Eq. (63)

‖Γ1 − Γ2‖2 ≤
(√

384n2κ

| sin 2θ|

)
√
ε. (66)

Now we can proceed to show that for ξ ∈ Br/2, the characteristic function of the state ρ1 is ε−close to the Gaussian
characteristic function Φ = exp[−ξ · Γ1ξ/4].

We use Eq. (62), |ex − 1| ≤ |x|max
{

1, eRe[x]
}

and |χ1(ξ)|2 = |Φ(ξ)|2eξ·V ξ−2Re[F (ξ/ cos θ)] to write the bound as

∫

ξ∈Br/2

|χ1(ξ)− Φ(ξ)|2 dξ =

∫

ξ∈Br/2

∣∣Φ(ξ)|2| exp[ξ · V ξ/2− F (ξ/ cos θ)]− 1
∣∣2 dξ

≤
∫

ξ∈Br/2

|χ1(ξ)|2
∣∣∣∣
ξ · V ξ

2
− F (ξ/ cos θ)

∣∣∣∣
2

dξ,

≤ 1

2

∫

ξ∈Br/2

|χ1(ξ)|2
( |ξ · V ξ|2

4
+ |F (ξ/ cos θ)|2

)
dξ

≤
(

4n2κε2/3

tan2 θ

) ∫

ξ∈Br/2

|χ1(ξ)|2 ‖ξ‖42 dξ, (67)

Here in the second inequality we have used again |z1− z2|2 ≤ (|z1|2 + |z2|2)/2 for z1, z2 ∈ C and in the last inequality
Eq. (63) and Eq. (64). We show now that

1

(2π)n

∫

ξ∈Br/2

|χ1(ξ)|2 ‖ξ‖42 dξ ≤
512n2κ

πn

(
1 + 3 sin 2θ

cos4 θ

)
. (68)
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We used again the Wigner representation, Eq.(43), of the characteristic function |χ1(ξ)|2 in order to compute the
bound of Eq. (68)

1

(2π)n

∫

ξ∈Br/2

|χ1(ξ)|2 ‖ξ‖42 dξ ≤
1

(2π)n

∫

ξ∈R2n

|χ1(ξ)|2 ‖ξ‖42 dξ,

=
1

(2π)n

2n∑

k,l=1

∫

ξ∈R2n

|χ1(ξ)|2ξ2kξ2l dξ,

=
∂4W(0)

∂η2k∂η
2
l

.

Using Lemma 14 with the help of the CCR gives

2n∑

k,l=1

∂4W(0)

∂η2k∂η
2
l

=
8

πn

2n∑

k,l=1

Tr[ρP{R2
k, R

2
l }].

Here ρ is again the density operator corresponding to the characteristic function |χ(ξ)|2. We use again that Pρ = ρP
(see subsection III C) and Hölder’s inequality to bound

8

πn

2n∑

k,l=1

Tr[ρP{R2
k, R

2
l }] ≤

8

πn

2n∑

k,l=1

(∥∥√ρR2
kR

2
l

√
ρ
∥∥
1

+
∥∥√ρR2

lR
2
k

√
ρ
∥∥
1

)
.

Now using Cauchy-Schwarz inequality and the cyclicity properties for Schwartz operators we find

8

πn

2n∑

k,l=1

Tr[ρP{R2
k, R

2
l }] ≤

16

πn

(
2n∑

k=1

(Tr ρR4
k)1/2

)2

,

≤ 32n

πn

2n∑

k=1

Tr ρR4
k. (69)

Since we want to specify all the constants in terms of the moments of the output state ρab we need to do the following
computations. Using the explicit form of the BS transformation Eq. (18) and the derivatives of χ1(ξ), we obtain after
a tedious, but straightforward calculation

cos4 θ
2n∑

k=1

Tr ρ1R
4
1k + sin4 θ

2n∑

k=1

Tr ρ2R
4
2k − 6 sin2 θ cos2 θ

2n∑

k=1

Tr ρ1R
2
1k Tr ρ2R

2
2k =

2n∑

k=1

Tr ρabR
4
k,

which together with the positivity of the fourth moments implies

2n∑

k=1

Tr ρ1R
4
k ≤ 6 tan2 θ

2n∑

k=1

Tr ρ1R
2
1k Tr ρ2R

2
2k +

1

cos4 θ

2n∑

k=1

Tr ρabR
4
k. (70)

Moreover, the relation between the fourth moments of the symmetrized state ρ and ρ1 is given by

Tr ρR4
k = 2 Tr ρ1R

4
k + 6(Tr ρ1R

2
k)2, k = 1, . . . , 2n. (71)

Combining Eqs. (70) and (71) and using (Tr ρ1R
2
k)2 ≤ Tr ρ1R

4
k ≤ κ we obtain

2n∑

k=1

Tr ρR4
k ≤ 16nκ

(
1 + 3 sin 2θ

cos4 θ

)
,



18

and Eq. (69) gives the claimed bound in Eq. (68). Hence, inserting Eq. (68) in Eq. (67) we obtain the bound for the
non-vanishing region Br/2

1

(2π)n

∫

ξ∈Br/2

|χ1(ξ)− Φ(ξ)|2 dξ ≤ c21ε2/3, (72)

where

c1 := 32

√
2

πn

(
1 + 3 sin 2θ

sin 2θ

)
n2κ. (73)

The result of the theorem follows from Eq. (48), (72) and the elementary inequality for non-negative scalars x1, x2,√
x1 + x2 ≤

√
x1 +

√
x2.

D. Auxiliary Lemmas

Lemma 16. Let S ∈ GL(4n,R) such that

S

(
Γ 0
0 Γ

)
ST =

(
· 0
0 ∗

)
is 2n× 2n block diagonal for all symmetric Γ ∈ R2n×2n. (74)

Then it follows that:

(i) S is either of the form

(a) S =

(
A 0
0 D

)
or S =

(
0 B
C 0

)
,

(b) S =

(
A B
C D

)
,

with A,B,C and D ∈ R2n×2n invertible.

(ii)

S

(
X 0
0 X

)
ST =

(
· 0
0 ∗

)
is 2n× 2n block diagonal for all X ∈ R2n×2n. (75)

Proof of Lemma 16. We decompose S =

(
A B
C D

)
into blocks A,B,C and D ∈ Rn×n and observe that equation (74)

is equivalent to

AΓCT +BΓDT = 0 for all Γ = ΓT . (76)

Using tensor notation this equation can be written[25] as

(A⊗ C +B ⊗D)|Γ 〉 = 0 for all |Γ 〉 ∈ R4n ⊗ R4n symmetric.

⇐⇒ (A⊗ C +B ⊗D)P+|X〉 = 0 for all |X〉 ∈ R4n ⊗ R4n.

⇐⇒ (A⊗ C +B ⊗D)P+ = 0.

⇐⇒ P+(AT ⊗ CT +BT ⊗DT ) = 0, (77)

where P+ denotes the projector onto the symmetric subspace of R4n ⊗ R4n. We make the following remark that will
be used frequently during this proof: the symmetrization or symmetric component of a non-zero product state does
not vanish. Suppose it does, then P+(|v〉⊗ |w〉) = 0 and |v〉⊗ |w〉+ |w〉⊗ |v〉 = 0. Performing the scalar product with

〈v| ⊗ 〈w| leads to ‖v‖2 ‖w‖2 + |〈v|w〉|2 = 0 which is only zero if and only if |v〉 = |w〉 = 0.
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On (i): We now prove the first part of the Lemma by considering the two cases:
(a) One of the submatrices A,B,C or D is zero: we only treat the case A = 0, the others are similar. Then
AT ⊗ CT = 0 and BT is invertible (otherwise S would not have full rank). Since any non-zero product BT v ⊗DTw
(for some v, w ∈ R2n) would contain a non-vanishing symmetric component, equation (77) implies that DT = 0.
(b) We prove by contradiction that in this case the four submatrices are invertible. For instance, assume that A is
not invertible. Then there exists a vector 0 6= |a〉 ∈ KerAT . We choose |e〉 /∈ KerDT (recall that D 6= 0) and with
(77) we then find

0 = P+(AT ⊗ CT +BT ⊗DT )|a〉 ⊗ |e〉 = P+(BT |a〉 ⊗DT |e〉). (78)

By the same argument as in (a) we now conclude |a〉 ∈ KerBT . Moreover,

ST
(
a
0

)
=

(
AT CT

BT DT

)(
a
0

)
= 0.

The latter is in contradiction to the invertibility of S (if S is an invertible matrix then the kernel is trivial), hence A
–and due to analogous reasoning– B,C and D are invertible.

On (ii): We now proof the second part of the Lemma, Eq. (75), by showing that the equivalent expression AXCT +
BXDT = 0 for all X ∈ R2n×2n is true.
This is trivially satisfied if S is given in form of case (i,a). Therefore we are left with the case (i,b) where in particular
B and C are invertible. W.l.o.g. we choose B = C = 1 (this can be done by redefining A→ A−1B and D → D−1C
in (76)) and equation (77) reads

P+(AT ⊗ 1+1⊗DT ) = 0. (79)

We now show in three steps that AT ⊗ 1+1⊗DT = 0, which then concludes the proof. First we show that there
exists λ ∈ C such that Spec(AT ) = {λ} and Spec(DT ) = {−λ}. To this purpose we choose eigenvectors |e〉 of AT

and |f〉 of and DT with eigenvalues λ and ω respectively. Then

0 = P+(AT ⊗ 1+1⊗DT )|e〉 ⊗ |f〉 = (λ+ ω)P+(|e〉 ⊗ |f〉).

Again, since the symmetrization of a non-zero product state is different from zero, we find λ = −ω. Note that this
holds for arbitrary eigenvalues λ of AT and ω of DT .
Second, using the Jordan normal form decomposition, we decompose AT (and DT ) into a diagonalizable λ1 and nilpo-
tent part NA(ND) and observe that (AT ⊗1+1⊗DT ) = (λ1⊗1+NA⊗1) +1⊗(−λ1+ND) = (NA⊗1+1⊗ND).
Finally, equation (79) reads

P+(NA ⊗ 1+1⊗ND) = 0, (80)

and we can conclude the proof by deriving that this implies (NA ⊗ 1+1⊗ND) = 0. This is the third step.

Assume NA ⊗ 1+1⊗ND 6= 0. Using the symmetry argument about non-zero product states we find NA 6= 0 and
ND 6= 0. Let s be such that Ns

A = 0 and Ns−1
A 6= 0. Then we multiply (80) from the right by Ns−1

A ⊗ 1 to get

P+(Ns−1
A ⊗ND) = 0. But this, in turn, implies Ns−1

A ⊗ND = 0 and leads to a contradiction. Therefore

(NA ⊗ 1+1⊗ND) = 0. (81)

Lemma 17. Let ρ12 be a density operator of a bipartite system with reduced states ρ1 and ρ2. If ρ̃1 ⊗ ρ̃2 describe an
arbitrary product state and ‖ρ12 − ρ̃1 ⊗ ρ̃2‖1 ≤ ε, then ‖ρ12 − ρ1 ⊗ ρ2‖1 ≤ 3ε.

Proof. Using the triangle inequality twice, we find

‖ρ12 − ρ1 ⊗ ρ2‖1 ≤ ‖ρ12 − ρ̃1 ⊗ ρ̃2‖1 + ‖ρ̃1 ⊗ ρ̃2 − ρ1 ⊗ ρ2‖1 ,
≤ ε+ ‖ρ̃1 ⊗ ρ̃2 − ρ̃1 ⊗ ρ2‖1 + ‖ρ̃1 ⊗ ρ2 − ρ1 ⊗ ρ2‖1 ,
= ε+ ‖ρ̃2 − ρ2‖1 + ‖ρ̃1 − ρ1‖1 .
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Exploiting that ‖X‖1 = supY :‖Y ‖≤1 Tr[Y X] we can bound

‖ρ̃1 − ρ1‖1 = sup
Y :‖Y ‖≤1

Tr[(Y ⊗ 1)(ρ̃1 ⊗ ρ̃2 − ρ12)],

≤ sup
Ŷ :‖Ŷ ‖≤1

Tr[Ŷ (ρ̃1 ⊗ ρ̃2 − ρ12)],

= ‖ρ̃1 ⊗ ρ̃2 − ρ12‖1 ≤ ε,
and similar for the other term.

Proof of Lemma (15). We follow the proof idea of Lemma 1 from Ref. 17. W.l.o.g assume 0 < θ ≤ π/4 and set
η2 = tan θη1, η1 = ξ in Eq. (37). In case θ > π/4, set η1 = η2/ tan θ in Eq. (37) and proceed likewise. Then Eq. (37)
becomes

χ1

((
1 + tan2 θ

)
cos θξ

)
= χ1 (cos θξ)χ1(sin θ tan θξ)χ2(cos θ tan θξ)χ2(− sin θξ) +G(ξ, tan θξ),

for all ξ ∈ R2n. Replace ξ 7→ (ξ/ cos θ) in the previous equation to obtain

χ1

((
1 + tan2 θ

)
ξ
)

= χ1 (ξ)χ1(tan2 θξ)|χ2(tan θξ)|2 +G

(
ξ

cos θ
,

tan θξ

cos θ

)
.

Since ‖G‖ ≤ 3ε, we have for all ξ ∈ R2n:
∣∣χ1

((
1 + tan2 θ

)
ξ
)∣∣ ≥ |χ1(ξ)||χ1(tan2 θξ)||χ2(tan θξ)|2 − 3ε.

Similarly, for 0 < θ ≤ π/4 and η1 = − tan θη2, η2 = ξ we arrive to
∣∣χ2

((
1 + tan2 θ

)
ξ
)∣∣ ≥ |χ2(ξ)||χ2(tan2 θξ)||χ1(tan θξ)|2 − 3ε.

With γ(ξ) := minj min‖η‖<‖ξ‖ |χj(η)| we obtain γ
((

1 + tan2 θ
)
ξ
)
≥ γ4 (ξ)− 3ε. Replacing ξ by

(
1 + tan2 θ

)k
ξ with

k ∈ N in the previous equation gives

γ
((

1 + tan2 θ
)k+1

ξ
)
≥ γ4

((
1 + tan2 θ

)k
ξ
)
− 3ε for all ξ ∈ R2n, k ∈ N. (82)

It is a fact that for any classical characteristic function φ(t) with variance λ the following inequality holds (see for
instance Ref. 21, p. 89)

|φ(t)| ≥ 1− 1

2
λt2. (83)

Let us fix ξ in the direction of phase space in which we obtain the largest variance λ of ρ1 and ρ2 and consider the

region where ‖ξ‖2 ≤
√

1
λ . Then from Eq. (83) for ‖ξ‖2 ≤

√
1
λ we have |χ(ξ)| ≥ 1/2.

Using Eq. (82) and the inequality (1− a)n ≥ 1− na, ∀n ∈ N,∀a ∈ [0, 1], we can show by induction that

γ
((

1 + tan2 θ
)k+1

ξ
)
≥
(

1

2

)4k

− 4ε for k ∈ N, ‖ξ‖2 ≤
√

1

λ
.

Moreover, for ε < 1 we clearly have

γ
((

1 + tan2 θ
)k+1

ξ
)
≥
(

1

2

)4k

− 4ε1/12 for k ∈ N, ‖ξ‖2 ≤
√

1

λ
. (84)

Finally, we take k0 such that 2k0 =
√

log2
1

ε1/12
, to obtain with the help of Eq. (84)

γ
((

1 + tan2 θ
)k0

ξ
)
≥
(

1

2

)4k0−1

− 4ε1/12,

= 12ε1/12.

We thus have γ
((

1 + tan2 θ
)k0

ξ
)
> ε1/12 and

(
1 + tan2 θ

)k0
ξ ∈ Br as claimed.
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IV. DISCUSSION

The DS theorem can be understood as the statement that Gaussian bosonic states with same covariance matrix are
the only fixed point states of a non-trivial beam splitter transformation. In constrast with other characterizations
of Gaussian states such as the one from Hudson[14], the DS theorem does not require any constraint on the purity
of the state. The stability result of Theorem 9 provides an explicit estimate of the robustness of a characterization
of Gaussian states through linear independence. In particular, we have obtained an estimate of the constants which
reflects the fact that the quantum DS theorem is unstable when the beam-splitter is close to being transparent (θ = 0)
or a mirror (θ = π/2). Throughout this work, we have made an effort to present explicit constants as well as to
improve the order of the error parameter; however this does not mean that they are anywhere close to optimal. In
fact, it is not known to us if the optimal constant must necessarily depend on the number of modes n or whether the
log(1/ε)−1/2 dependence can be lifted to a polynomial dependence.

The Darmois-Skitovich theorem is not only interesting as a neat characterization problem, but also because of its
practical applications: it is the main theoretical concept behind the signal reconstruction method known as blind source
separation [23] and independent component analysis [22] which are actively studied in the field of communication and
signal processing. These classical applications only work because the result is sufficiently robust. It is conceivable
that there will be analogous quantum applications where robustness plays a similar role. We hope with this study of
the stability of the quantum DS theorem to stimulate a further investigation of this theorem and its extensions in the
quantum information community.
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V. APPENDIX

A. Upper bound of Eq. (63)

Let us write R1k, k = 1, . . . 2n, and R2l, l = 1, . . . 2n, for the entries of the vector R1 = (Q1, P1, . . . , Qn, Pn) and
R2 = (Qn+1, Pn+1, . . . , Q2n, P2n) respectively. First, from the orthogonality of the symplectic matrix σ

‖V ‖2 =

∥∥σ(Tr gR1R
T
2 )σT

∥∥
2

| tan θ|

=

∥∥Tr gR1R
T
2

∥∥
2

| tan θ| =

(∑
kl |Tr gR1kR2l|2

)1/2

| tan θ| .

Our plan is to bound each entry |Tr gR1kR2l|2. Since the operator g is the difference of two Schwartz operators it is
also Schwartz. Thus we have from Theorem 13 (iii)− (iv) that |g|1/2 is a Schwartz operator. If g =

∑
λi|i〉〈i| is the

spectral decomposition of g, we consider the following factorization

g = |g|Q, with Q :=
∑

i

sgn(λi)|i〉〈i|.

Clearly, Q = Q−1 commutes with |g| and |g|1/2. Moreover, from Theorem 13 (i) we will be able to use the trace
cyclicity for our following computation. Using twice the Cauchy-Schwarz inequality and ‖g‖1 ≤ 3ε, we find

|Tr gR1kR2l|2 = |Tr |g|1/2|g|1/2QR1kR2l|2 ≤ (Tr |g|)
(
Tr |g|R2

1kR
2
2l

)
,

≤ 3ε
√

Tr |g|R4
1k Tr |g|R4

2l,

≤ (3ε) max{Tr |g|R4
1k,Tr |g|R4

2l}.
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Using again the decomposition of g we obtain for j = 1, 2 that

|Tr |g|R4
jk| = |TrQgR4| ≤ ‖Q‖

∥∥gR4
jk

∥∥
1

=
∥∥(ρab − ρa ⊗ ρb)R4

jk

∥∥
1

≤ 2
∥∥ρabR4

jk

∥∥
1
,

since R4
jk is a local operator on one part of the output. Consequently, |Tr gR1kR2l|2 ≤ 6εmax{Tr ρabR

4
1k,Tr ρabR

4
2l} ≤

6εκ where κ := max
{∥∥∥ρabR2

ξR
2
η

∥∥∥
1

∣∣ ‖ξ‖2 = ‖η‖2 = 1
}

is the largest generalized fourth moment of ρab. Note that

since ρab is a Schwartz operator κ <∞. Thus

‖V ‖2 ≤
√

24n2κε

| tan θ| .

B. Upper bound of Eq. (64)

The line integral of a matrix A ∈ C2n×2n is defined in terms of the line integrals of the rows of A. Namely, if
Ak, k = 1, . . . , 2n are the rows of A, then

∫
A · dη :=




∫
A1 · dη

...∫
A2n · dη


 .

Thus the line integral of a matrix-valued function is a vector, and the line integral of a vector field is a scalar. Let us
denote by M : R2n → C2n×2n a matrix-valued function. The upper bound for Eq. (64) is equivalent to bound

F (ξ) :=

∫

C(ξ)

(∫

C(η)
M(z) · dz

)
· dη,

with ξ, η ∈ Br/2 and

M(z) = cos2 θ

(
Q22(z) +

Q12(z)

tan θ

)
.

Let us parametrize the curve C(ξ) via ϑ : [0, 1] → C, t 7→ tξ and write Mkl(z) for the entries of the matrix M(z) ∈
C2n×2n. Define the matrix-valued function R2n 3 z 7→ Y (z) ∈ C2n×2n to have the entries Ykl(z) :=

∫ 1

0
Mkl(sz)ds.

From the explicit parametrization of the line integrals and the Cauchy-Schwarz inequality we obtain that

|F (ξ)| ≤ max
t∈[0,1]

|tξ · Y (tξ)ξ| ,

≤ ‖ξ‖22 max
t∈[0,1]




2n∑

k,l=1

|Y (tξ)kl|2



1/2

. (85)

In order to bound |Y (tξ)kl| we differentiate Eq. (51) with the help of Lemma 14 to find

Q22(z) =
G2(z)GT2 (z)

χ2
1(cos θz)χ2

2(− sin θz)
− G22(z)

χ1(cos θz)χ2(− sin θz)
∈ C2n×2n,

Q12(z) = − G12(z)

χ1(cos θz)χ2(− sin θz)
− ∇χρa(z)GT2 (z)

χ2
1(cos θz)χ2

2(− sin θz)
∈ C2n×2n,

for z ∈ R2n, ‖z‖2 ≤ r/2 where

G2(z) = − i
2
σTr[eiz·σR1{R2, g}] ∈ C2n,

G22(z) = −1

4
σTr[eiz·σR1{{R2, g}, RT2 }]σT ∈ C2n×2n,

G12(z) = −1

4
σTr[eiz·σR1{{R1, g}, RT2 }] ∈ C2n×2n,

∇χρa(z) = − i
2

Tr[eiz·σR1{R1, ρa}] ∈ C2n .
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Let us write R1k, k = 1, . . . 2n, and R2l, l = 1, . . . 2n, for the entries of the vector R1 = (Q1, P1, . . . , Qn, Pn) and
R2 = (Qn+1, Pn+1, . . . , Q2n, P2n) respectively. From Lemma 15 we know that for z ∈ Br, χ(z) > 12ε1/12 and
therefore we can upper bound each entry of Y (tξ)kl by

|Y (tξ)kl| ≤ cos2 θ

(‖{{R2k, g}, R2l}‖1
4(12ε1/12)2

+
‖{R2k, g}‖1 ‖{R2l, g}‖1

4(12ε1/12)4
+
‖{{R1k, g}, R2l}‖1
4(12ε1/12)2 tan θ

+
‖{R1k, ρa}‖1 ‖{R2l, g}‖1

4(12ε1/12)4 tan θ

)
.

Following a similar procedure as for the bound of ‖V ‖2 (see Apendix V A) we obtain

|Y (tξ)kl|2 ≤
(
κ cos2 θ

8 tan2 θ

)
ε2/3,

so from Eq. (85)

∣∣∣∣F
(

ξ

cos θ

)∣∣∣∣
2

≤
(
n2κ ‖ξ‖42
2 tan2 θ

)
ε2/3.
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