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FOREWORD OF THE EDITOR

Problem statement

Organizational reference process models are an established best practice to support a range of
activities, such as managing procedural knowledge in engineering design, planning, organizing,
and carrying out product development projects. However, due to their generality, such reference
process models always require a certain amount of adaptation to the specific characteristics of
each project within an organizations’ project portfolio in order to become useful. This
adaptation is part of project planning and generally termed “tailoring.”

As product development processes generally exhibit a dense network structure, tailoring
represents an adaptation of a highly complex system. The complexity of this network structure
is caused by a multitude of dependencies between its numerous constituent elements, which is
driven by, among others, an increasing number of involved disciplines and stakeholders, a
multitude of development goals, and technological advances such as digitalization. This
structural complexity hinders the assessment of the effects of tailoring operations and thus
represents one focal challenge for process tailoring. Furthermore, like project planning in
general, process tailoring requires input from different project stakeholders as well as close
collaboration and thus represents a socio-technical problem, which requires intensive
communication, an aspect which is currently insufficiently explored and supported by existing
approaches.

Objectives

The overall objective of this thesis is to develop a prescriptive approach to support practitioners
in collaboratively tailoring structurally complex, interdisciplinary product development
processes. This approach should enable practitioners to carry out tasks such as externalizing
and documenting tailoring knowledge as well as identifying relevant tailoring stakeholders for
particular projects and supporting communication and collaborative tailoring decision-making
between them. The development of the prescriptive support draws from existing work in the
area of process tailoring, e.g. within software engineering, as well as structural analysis of
complex systems and transfers these onto tailoring of interdisciplinary product development
processes.

Results

This thesis presents a methodology to enable and support collaborative process tailoring of
organizational reference process models in the context of interdisciplinary product
development. The developed tailoring methodology constitutes a five-phase procedure,
covering the following steps: Preparation, acquisition of organization-specific tailoring
knowledge (project characteristics, process variety, and dependencies between both),
documentation of this acquired knowledge in a graph-based model, subsequent analysis of
graph patterns and visualization as reports, and eventual application of the analysis results in
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collaborative tailoring workshops. The methodology integrates a catalog of methods for
information acquisition and a metamodel for graph-based documentation of tailoring
knowledge. A framework structures the analyses carried out upon the graph model using
structural network metrics to quantify structural characteristics and a set of reports is used to
visualize and supply the generated analysis information to stakeholders for workshop set-up
and tailoring decision-making. Lastly, a procedure and checklist describe how to set up and
carry out tailoring workshops.

Implications for Industrial Application

The empirical studies undertaken in this work corroborate the importance of considering
process tailoring as a distinct activity during project planning, which merits an explicit and
systematic approach. For practitioners, the methodology represents a scalable approach with a
comparatively low threshold of implementation. This is owed to the fact that the methodology
can be realized using mature software which is commercially available. Furthermore, while the
individual elements of the methodology build upon each other, they are technically
independent, therefore tailoring workshops can be implemented and carried out separately from
the proposed analysis framework, thereby realizing partial benefits.

Contribution to Academia

This work contributes to filling a void within process research for interdisciplinary product
development, due to the lack of previous research in this area. In particular, it highlights the
collaborative, socio-technical nature of process tailoring, emphasizing the importance of project
stakeholders during the act of process tailoring, and providing a prescriptive approach for
collaborative tailoring. This thesis contributes to the body of knowledge by bridging the areas
of process tailoring and structural analysis, uncovering a new area of applications for methods
of structural analysis, such as design structure matrices, which should be investigated further.
As explicit process tailoring has the potential to make development processes more flexible,
this work also contributes to the rising research area of project agility.

In addition to the current knowledge gain, the identified problem areas provide fertile ground
for future research. The developed methodology can be used as a framework, as it is extendible
through future research. For example, further structural analyses and metrics can be tested for
their ability to satisfy information needs during workshops. Tailoring workshops should be
investigated as a form of organizational knowledge creation from sociological and
psychological perspectives.

Garching, October 2019 Prof. Dr.-Ing. Udo Lindemann

TUM Emeritus of Excellence
Technical University of Munich
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1 Introduction

The act of process tailoring is pivotal in project planning as it bridges the gap between generic
organizational reference processes and concrete project-specific project plans. In this capacity,
it lays the basis for subsequent planning activities, such as scheduling and budgeting,
consequently affecting the daily work of numerous stakeholders participating in product
development projects. Simultaneously, a multitude of influencing factors and information have
to be considered during process tailoring, as it represents an invasive procedure carried out in
light of structurally and dynamically complex processes, which define intricate dependencies
between development activities and stakeholders.

1.1 Motivation: Initial situation and problem description

The initial situation illustrates the relevance of process tailoring research in academia and
industry, in light of rising complexity in interdisciplinary product development (iPD) as well
as the concurrent need for adaptivity and agility in project planning. Based on this initial
situation, four focal problem areas are presented, which constitute the primary motivation and
focus of this work.

1.1.1 Initial situation

Product development (PD) has increased in complexity as well as importance for a companies’
economic success, necessitating sophisticated processes and methods to orchestrate and
support the multitude of development-related tasks and their dependencies (Markham & Lee,
2013, p. 408; Marle & Vidal, 2016, p. 53). This increasing complexity can be attributed to a
multitude of technical, organizational, and environmental drivers (cf. Bosch-Rekveldt et al.,
2011 for an overview of 40 drivers).

Current trends in product development: Complexity drivers

Increasing market pressure leads to shorter development cycles with a high degree of division
of labor and parallelization (Ehrlenspiel & Meerkamm, 2013, p. 149). As exemplified by the
rise of Product-service systems (PSS), an increasing number of disciplines and corresponding
stakeholders (technical as well as non-technical) need to be integrated into and coordinated
within PD projects (Schenkl etal., 2013, p. 918). This is further intensified in light of
technological advances, such as the advent of digitalization, evidenced by the rising
prevalence of machine learning and increased product connectivity, which require an adaptation
of existing processes to accommodate the integration of data scientists (Wilberg et al., 2017, p.
2; Davenportetal., 2012, p. 23). Simultaneously, current PD needs to address additional
development goals besides the classic trifecta of cost, quality, and time, such as social,
economic, and ecologic sustainability (Held et al., 2018), leading to additional activities,
experts, and corresponding dependencies. The coordination of these, often distributed, activities
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and stakeholders requires a high degree of interdisciplinary communication and synchroniza-
tion (Heimberger, 2017; Moser et al., 2015; Stetter & Pulm, 2009; Eckert et al., 2005).

In addition to this baseline process complexity, many PD companies manage project portfolios,
with multiple projects running in parallel (Browning & Yassine, 2016). Since different business
units or even individual projects have different characteristics (e.g. due to different
development goals or different required disciplines), they require different processes for their
fulfillment, causing process diversity or variance (Hammer & Stanton, 1999; Shenhar, 2001).
An exemplary factor contributing to this process variance is the rising complexity of product
portfolios, due to increasing product variance (e.g. via customer individualization) (Schuh,
2014)) and the close relationship between product and process architecture (Brosch & Krause,
2010).

Managing complex product development processes with process models

These complexity drivers intensify the need for a systematic approach to manage and coordinate
complex PD processes (PDP) in order to raise efficiency and ensure project goals are met (PMl,
2013; Kreimeyer, 2010; Smith, 1996). Effective management requires a thorough
understanding of process behavior and potential performance influences (Le, 2012, p. 2).
However, due to the involved complexity, their navigation and management pose a challenge
compared to many other processes (Wynn & Clarkson, 2017, p. 1). Particularly in this context,
process models are used to support a number of essential activities, such as project
visualization, project planning (e.g., making commitments, choosing activities, and
structuring the process), project execution and control, and project development (e.g.
organizational learning and knowledge management) (Browning et al., 2006, p. 111). Among
other objectives, good process models support process agility, adaptation, and empower
employees, for example regarding communication and decision-making (Browning et al.,
2006, p. 117). In PD, process and project management are closely related, as individual projects
(deployed processes) within an organization represent instances of the reference (standard)
development process (Browning et al., 2006, p. 118; Lindemann, 2009, p. 16; Vajna, 2005).

Surveys show that the definition of standardized process structures is regarded as a beneficial
factor for PD and innovation performance and used by best-in-class companies
(Markham & Lee, 2013, pp. 417-418; Ringel et al., 2015, p. 9). An appropriate amount of
process structure even for early, conceptual design yields efficiency by focusing on value-
adding activities and enabling coordination, while a purely mechanistic design of innovative
organizations is not possible (Browning et al., 2006, p. 119; Tatikonda & Rosenthal, 2000;
Spear & Bowen, 1999; Dougherty, 2001; Austinetal., 2001). Especially maturing
organizations tend to define their processes in order to make them more predictable and
traceable (Hurtado & Bastarrica, 2009), although this is often driven by external certification
requirements (Browning, 2014c; Ittner, 2006, p. 2). This standardization is possible, as even in
PD, recurring patterns can be identified (Browning etal., 2006). The resulting knowledge
regarding “what work to do and how to do it in order to get the intended results” represents
crucial knowledge in organizations (Browning, 2018, p. 1). Decomposing and modeling
complex projects also can help to identify latent ,knowable unknown unknowns”
(Ramasesh & Browning, 2014; Browning et al., 2006, pp. 115-116). Many projects fail not
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only due to technical but also “managerial reasons,” for example due to the lack of identification
and coordination of essential interactions (Browning et al., 2006, p. 109).

Recent data also shows an increase in required flexibility and agility, such as conditional
decisions, overlapping gates, and the possibility to skip stages within the development process
(Markham & Lee, 2013, p. 419; Cooper, 2014). Appropriate PDP modeling and standardization
can increase agility, as the fast reaction to changes in complex projects requires managers to
be aware of the process (Ittner, 2006, p. 2) by having access to “rich, organized, accurate, and
integrated information” regarding a programs or projects architecture (Browning, 2014c).

Delimitation from agile development approaches

In light of this requirement for process adaptability and agility, the structured approach is often
contrasted with the plethora of agile development approaches, which originated? mainly from
software engineering as a response to bureaucratic processes and extensive process modeling
(Kalus, 2013, p. 2; Highsmith, 2006; Boehm, 2002). They are increasingly drawing interest
from hardware-related industries (cf. Schmidt et al., 2018), as they promise the desired increase
in flexibility (Schmidt et al., 2018; Becerril et al., 2018). Yet purely agile approaches also face
criticism: They cover only the “microcosmos” of a project, thereby ignoring the organizational
environment (e.g. interfaces to other units), often suggest the concept of “process” to be an
optional aspect of development weighable against other aspects such as individuals and
interaction, and as a general rule require small teams to be applicable (Kalus, 2013, p. 1;
Stephens & Rosenberg, 2003; Ittner, 2006; Glazer, 2001). Therefore, hybrids of conventional
(e.g. Stage-Gate) and agile approaches are eventually seen as preferable (Cooper & Sommer,
2016; Cooper, 2014; Kalus, 2013, p. 2; Kruchten, 2011).

Process tailoring — Definition and importance

In order to bridge the perceived gap between extensive, generic reference process models on
the one hand, and appropriate, lean, and agile project-specific processes on the other hand, a
systematic adaptation of rich reference process models to project-specific situations is
necessary (Kalus, 2013, p. 3; Ittner, 2006, p. 2). This step is generally referred to as process
tailoring®, carried out by selecting which activities are necessary and which artifacts need to
be produced (cf. Ginsberg & Quinn, 1995; Kalus, 2013; Ittner, 2006; Graviss et al., 2016).
Process tailoring as a sub-activity of project planning produces input for and thus directly
influences further planning activities, such as budgeting and scheduling, and can eventually
impact product quality (Graviss et al., 2016, p. 276). Hence, like project planning, tailoring
represents an iterative and ongoing activity (progressive elaboration) (cf. PMI, 2016, p. 55).
Process tailoring is feasible in the same way PDP modeling is, as most design activities remain
consistent and reusable between project instances, with adaptations if necessary (cf. activity

2 However, it can be argued that the basic concept of “Scrum” teams has its origin in the development of physical
products as described in “The New New Product Development Game” (Takeuchi & Nonaka, 1986)

3 The term process tailoring is further defined and explained in section 2.5.
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modes), even as projects are never exactly the same (Browning, 2014c; Lévardy & Browning,
2009; Browning, 2018; Austin et al., 2000; Louis-Sidney et al., 2016; Davies et al., 2009).

The necessity and importance of adapting reference processes to project instances for them to
be helpful in contrast to “one size fits all” approaches are well-established in a number of
sources, particularly so in software engineering (cf. Kalus, 2013; Browning et al., 2006;
Shenhar, 2001), with some authors going to such lengths as to state that project success may be
endangered if no tailored process is used (Payne & Turner, 1999, p. 56; Costache et al., 2011, p.
464). Further examples are the increasing prevalence of the subject in standard literature: For
example, recent editions of the Guide to the project management body of knowledge (Whitaker,
2012, p. 4) or the INCOSE Systems Engineering Handbook, where tailoring is portrayed as a
necessity to strike a “balance between the risk of missing project [...] objectives on the one
hand and process paralysis on the other hand” (Walden et al., 2015, p. ix). Instead, the specific
organizational and project context needs to be taken into account during process design and
adaptation (Rosemann & Recker, 2006, pp. 1-2; Roelofsen, 2011, p. 36), which requires sound
understanding of this context (Bender & Gericke, 2016, pp. 415-416; Gericke et al., 2013).
Adaptive and flexible processes are becoming more attractive in practice, especially in
environments of high uncertainty, requiring a balance between overbearing process design and
no process at all (Browning et al., 2006, p. 119; Ittner, 2006, p. 2)., Finally, some (software)
process standards, such as CMM, explicitly mandate tailoring in order to ensure standard
compliance and traceability (Pedreira et al., 2007, p. 4).

Benefits of tailoring are related to managing project risks and challenges (Fontoura & Price,
2008; Xu & Ramesh, 2008b). It can lead to leaner projects by removing non-value adding
elements, to cost and time savings, and to increased transparency in budgeting and scheduling
(He et al., 2008; Pedreira et al., 2007, p. 1). Further effects are increased process control and
consistency of deliverables (Xu, 2005, p. 1), reuse of gained knowledge (Xu, 2005, p. 1;
Bustard & Keenan, 2005), and increased employee satisfaction (Pedreira etal., 2007, p. 1).
Systematic process tailoring can furthermore contribute to alleviating several barriers* towards
establishing process documentation (Browning et al., 2006), as it allows the concretization of
processes for individual projects, which better fit the description of the work to be done.

Both, planning each project from scratch or not using a process model at all do not represent
viable alternatives, due to the increased effort for modeling each project instance, “reinventing
the wheel”, and the missed opportunity of organizational learning (Cesare et al., 2008;
Hurtado & Bastarrica, 2009; Browning et al., 2006, p. 114; Browning, 2014c, p. 18). Instead,
process tailoring increases the reusability of process models and thus contributes to more
economical process modeling (Browning et al., 2006).

Based on these arguments, an appropriate amount of process standardization in combination
with tailoring can increase process model value, enable adaptability and agility, and improve
innovation (Browning, 2018, p. 15, 2014c; Mir et al., 2016; Browning, 2014c).

4 A discussion on the value and challenges of process modeling can be found in section 2.4.2.
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1.1.2 Problem areas associated with process tailoring

The primary motivation for the work performed in this thesis is distilled into four problem
areas (PA) related to process tailoring within the previously described initial situation (Figure
1-1). These problem areas originate from the reviewed literature in conjunction with the
empirical studies conducted within this thesis. While further problem areas, challenges, and
neighboring research topics exist, these are outside the scope of this thesis (cf. section 1.2.2).
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Figure 1-1: Four identified problem areas as the primary motivation for this thesis

On the one hand, the insights and approaches provided by research, which so far mainly
concentrated on solving technical issues related to process tailoring automation, influence the
current state of application of process tailoring. On the other hand, the maturity and focus
of research are hindered by the limited degree to which tailoring is currently practiced. At this
intersection, this work aims to address four identified problem areas outlined in the following
subsections: The intensiveness and distribution of tailoring-relevant knowledge within an
organization, the structural complexity of the process to be tailored, the social nature of tailoring
in terms of stakeholder communication, and the overall lack of broadly applicable operative
guidance. These problem areas are also interdependent. For example, structural process
complexity hinders the generation of necessary knowledge regarding tailoring decisions and
influences communication during tailoring.

The current state of application regarding process tailoring in industry

Tailoring is in practice currently most often performed informally or implicitly, in an ad hoc
fashion from memory, depending on undocumented expert knowledge (Pedreira et al., 2007, p.
1; Xu & Ramesh, 2008a, p. 282; Gravissetal.,, 2016). This causes several negative
consequences: Responsibilities and impacts cannot be attributed explicitly to decisions made
during tailoring, while experiences and rationale for tailoring are not captured, limiting the
possibilities for learning through sharing and reuse, which results in reactive instead of
proactive tailoring (Cesare et al., 2008, p. 158). By using an informal, ad-hoc approach, the
tailored process is further highly dependent on the skills and preferences of the responsible
individuals (Pedreira et al., 2007, p. 4).
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Maturity and focus of current research

Research on process tailoring gains importance as standard processes become more commonly
used for project planning and to support organizational learning (Browning et al., 2006, p. 119).
Simultaneously, process tailoring is often characterized as a relatively young field of research
with advancements mainly driven from the area of software engineering (Martinez-Ruiz et al.,
2012; Park et al., 2006), with some authors calling it “an emerging practice” (Akbar et al.,
2011, p. 577). As Pedreira et al. (2007) state, existing work has focused mainly on supporting
large companies. Within interdisciplinary development, for example, systems engineering,
mechatronics, or PSS development, tailoring research and guidance, is even less prevalent in
general (Graviss et al., 2016, p. 277; Browning et al., 2006, p. 119). The investigation of PDPs
and the relationship with their application context has so far not been widespread in this area
(Gericke et al., 2013).

As the conducted literature reviews have indicated (section 4.2.3), the predominant approaches
in the literature focus on solving technical issues related to modeling and storing context and
process variance information, thus automating the tailoring activity, for example through model
transformation based on model-driven engineering approaches (e.g. Hurtado Alegria, 2012).
Existing tailoring support therefore often requires specific skills and expertise regarding
software techniques such as transformation programming languages, which may not be
available, for example in smaller companies and thus raise the implementation threshold
(Silvestre, 2015; Hurtado Alegria, 2012, p. 144). By some authors, such automated,
mechanistic process tailoring is seen as outright unfeasible (Bender & Gericke, 2016, p. 416).

Besides the provision of support, descriptive studies regarding process tailoring applications
are also limited, with studies often focusing on the resulting process rather than the applied
guidelines and methods (Zakaria et al., 2015b, p. 133; Pedreira et al., 2007). Other authors go
as far as to state that there is a lack of empirical evidence regarding the feasibility of tailoring-
related approaches, such as method engineering, in total (Kuhrmann et al., 2014).

PA.1. Knowledge-intensiveness and distribution of tailoring-related knowledge

Process tailoring is a “knowledge-intensive activity” (Xu & Ramesh, 2008a, p. 1) as it
requires “extensive knowledge regarding the appropriateness of different processes in different
contexts” (Xu & Ramesh, 2007). This (externalized) knowledge can be differentiated into
generalized knowledge (how to perform process tailoring and general tailoring rules with low
contextual specificity) as well as contextualized knowledge (episodic knowledge regarding
previous experiences and tailoring decisions with high contextual specificity). The latter
contains the tailoring problem, information describing the context of the tailoring problem,
strategic knowledge about tailoring strategies, and causal knowledge (reasons and justifications
for selecting particular tailoring strategies) (Xu & Ramesh, 2008a, pp. 282-286). Both types
affect the quality of the decision making processes involved in process tailoring (Xu & Ramesh,
2008a, p. 301). Contextualized knowledge has a more significant potential to increase tailoring
performance as it may lead to greater learning effects, in particular for complex tailoring tasks,
but is more expensive to acquire (Xu & Ramesh, 2008a, p. 299). The reuse of contextual
knowledge is particularly important to support inexperienced practitioners tasked with tailoring
(Pedreira et al., 2007).
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Process- and tailoring knowledge is distributed within organizations, for example on different
levels within the organization (Pedreiraetal., 2007, p. 5) as well as across individuals
managing and carrying out the projects (Browning, 2018, p. 2). For example, roles such as
process owners and project managers generally have a broader overview of the process and
dependencies between activities, while individual functional roles, such as engineers and
designers carry in-depth insight into the individual activities carried out and different ways to
perform them. Besides appropriate knowledge codification, process tailoring relies on the
exchange of knowledge through interactions between project team members as well as
knowledge integration (Xu & Ramesh, 2008a, p. 302), both of which need to be adequately
supported but are often inadequately addressed in existing support.

PA.2: Structural process complexity hinders decision-making

As outlined previously, solving complex tailoring tasks requires a considerable amount of and
interaction between knowledge elements and information. However, problems and issues to be
considered can become obstructed by these large amounts of data required (Xu & Ramesh,
2008a, p. 287; Nickerson & Zenger, 2004). Tailoring is hindered by the complexity of the
standard process to be tailored (Ittner, 2006, p. 3). Structurally complex process models become
difficult for humans to assess and handle without further means, such as modeling and
systematic analysis (Kreimeyer, 2010, p. 19). According to empirical studies conducted within
this thesis (cf. section 3.2), the consideration of dependencies between process elements,
such as activities and stakeholders, is of particular importance for the proper assessment of
impacts and consequences of tailoring decisions. The ability to identify and assess potential
“ripple effects” in process models induced by such process changes (cf. Browning, 2009, p.
322) is therefore vital when making tailoring decisions yet difficult. Due to the inherent network
characteristic of PDPs, tailoring decisions themselves can also be closely related and potentially
conflicting.

In combination with the previously described knowledge-intensiveness, this issue impedes
tailoring decision-making, due to the lack of transparency regarding the individual impacts and
cumulative effect of the multitude of tailoring decisions that need to be made. Therefore,
tailoring support needs to be complexity-oriented in order to facilitate the handling of complex
process models during tailoring by increasing the transparency of the process network and
comprehension of tailoring decision effects. This can be achieved by applying general strategies
for complexity handling, such as creating transparency through system views, avoiding or
reducing complexity, or managing it, for example through analytical approaches (Maurer,
2017, pp. 117-129). Existing tailoring approaches do not explicitly address the consideration
of structural complexity in order to increase process comprehension (cf. sections 4.2.3 and
4.3.3).

PA.3: Lack of support regarding social aspects

Communication, collaboration, and coordination between stakeholders play an essential role
in PD project management (Heimberger, 2017; Maier, 2008, p. 28). Engineering failures can
often be traced back to communication issues, such as in the case of the Challenger disaster
(Maier, 2008, p. 2; PMI, 2016, p. 23). Effective project management hinges on the
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organizational communication style and capabilities, with the project team depending on input
and feedback from all involved stakeholders (PMI, 2013, 21) and project managers spending
large amounts of time communicating with team members and other stakeholders (PMI,
2013, p. 55). Effective communication bridges stakeholders with different perspectives and
views, which eventually impact a projects’ execution and success (PMI, 2013, p. 287).
Similarly, determining which processes and activities are necessary and applicable for a
particular project (i.e. tailoring) requires close collaboration and communication between
project managers and their project team (PMI, 2013, p. 48). These social aspects are regarded
as highly critical for tailoring in practice, as evidenced by the conducted empirical studies (cf.
chapter 3) and described in the literature (Karlsson & Hedstrom, 2009, p. 492) (cf. Section
2.5.6). Social aspects are particularly important for large projects in large companies involving
a multitude of disciplines and stakeholders. However, tailoring is currently rarely understood
and investigated as a social activity, although it often takes the form of negotiation, with
stakeholders holding different and often conflicting values and interests (Karlsson, 2008;
Karlsson & Hedstrom, 2009, p. 492). This statement is corroborated by the conducted literature
studies within this work, which show that existing tailoring support only insufficiently
addresses social aspects (cf. sections 4.2.3 and 4.4.3).

To summarize, within the context of this thesis, social aspects of tailoring support constitute
the targeted integration of relevant stakeholders (i.e. project participants) into the tailoring
activity, as well as the identification of communication and coordination needs between these
stakeholders in order to realize a collaborative tailoring effort.

PA.4: Lack of broadly applicable operative guidance for practice

Tailoring can be considered a critical part of the reference process itself (Costache et al.,
2011, p. 1) and is often required as part of process standards. While these standards define
which activities are necessary in this regard (e.g. “identify project environment”, “solicit
inputs”, “select processes”, etc. for ISO/IEC 12207), they do not elaborate how they are to be
carried out and often focus on first-level tailoring (tailoring for a particular organization, cf.
section 2.5.1) (Xu & Ramesh, 2008a, p. 278). Similarly, while stressing its importance,
Systems Engineering literature provides little operational guidance on how to implement and
perform tailoring (Graviss et al., 2016). Furthermore, guidelines provided by frameworks such
as the Rational Unified Process (RUP) are often abstract and limited to generic project types,
e.g. “small” vs. “large” (Xu & Ramesh, 2008a, p. 278). However, in order to design tailorable
processes, the stimuli for required processes and adaptations need to be understood first
(Kumar & Narasipuram, 2006). Currently, it often remains unclear, what factors lead to
tailoring of the standard process (Khan et al., 2014, p. 3).

As the examples illustrate, the guidance provided by standard process models and existing
frameworks is insufficient to support process tailoring in practice broadly (Xu & Ramesh,
2007; Browning et al., 2006, p. 119). Therefore, an integrated and systematic approach to
process tailoring is required, which provides operative guidance for practitioners and addresses
the previous problem areas.
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1.2 Research objectives and thematic scope

Based on the established motivation, this section first presents the central research objective
and questions, followed by the delineation of the thematic scope regarding research areas of
contribution and relevance.

1.2.1 Research objectives and research questions

Based on the presented initial situation and problem description, an overall research objective
and five research questions delineate the research program underlying this thesis.

Research into complex systems should focus on enabling decision support regarding the design,
operation, and use of such systems (cf. Rouse, 2007). This thesis aims to contribute to this
superordinate objective by providing a corresponding complexity-oriented form of process
tailoring support. However, due to the complex nature of process tailoring itself and the plethora
of possible considerations, addressing this objective in its entirety is a task far too extensive to
be covered within the scope of a single thesis.

Based on the problem areas outlined in section 1.1.2, the overall objective (OO) of this thesis
is summarized as follows:

OO:  The overall objective of this thesis is to develop a prescriptive approach to support
practitioners tasked with project-level tailoring of interdisciplinary reference product
development processes during project planning, with a specific focus on facilitating
the handling of structurally complex reference process models and supporting
communication during collaborative process tailoring.

In order to fulfill the stated overall objective, the following research questions (RQ) have been
defined to structure the research activities:

RQ 1: Which activities are required to introduce and operationalize the envisioned process
tailoring support within iPD, and how can they be logically structured?

RQ 2: How can tailoring-relevant knowledge within a particular organization be documented
for its subsequent use, application, and analysis?

RQ 3:  Which supporting methods are required to provide further operative support within the
defined activities?

RQ 4: How can collaboration and communication during the tailoring activity be supported
by utilizing the documented knowledge?

RQ 5: How can the documented tailoring-relevant knowledge be analyzed and prepared in
order to support the preparation and execution of collaborative tailoring regarding
structurally complex PDPs?

How the presented research objectives are to be fulfilled, and research questions answered, is
laid out in section 1.3.1 via the description of the research methodology. The overall objective
and research questions are further detailed and translated into requirements for the development
of the tailoring support in section 3.3. The eventual fulfillment of the research objective and
research questions is summarized in section 9.1.
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1.2.2 Scope and thematic classification

The main areas of relevance and contribution for this thesis are visualized in Figure 1-2,
grouped around the objective of this thesis. Areas of contribution signify areas where this
thesis makes a direct contribution. The respective areas are addressed in related work (chapter
4). Areas of relevance describe further research areas of high significance, particularly for the
development of the envisioned tailoring support in order to realize the intended contributions
(cf. chapter 2).
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Figure 1-2: Areas of relevance and contribution forming the basis of this thesis (based on Blessing &
Chakrabarti 2009, p. 66)

The objective of this thesis mandates the investigation of two significant areas of research:
Process tailoring as well as modeling and structural analysis of complex systems, in the
particular form of process models. This thesis aims to contribute to linking these two fields
and transferring knowledge between a) the different research areas and b) from areas where
process tailoring is already more firmly established (e.g. software engineering) to iPD.
Knowledge management forms the conceptual foundation for both fields, as both process
tailoring as well as modeling of complex systems require knowledge.

The selected focus furthermore addresses the intersection of process and project
management within the area of iPD, which contains activities related to project planning, of
which tailoring is a sub-activity. Thus, relevant areas are related to the fields of process
management, project management, and approaches explicitly for planning and tailoring
processes. Regarding tailoring, supporting approaches such as the modeling of variant-rich
process models as well as process contexts are of further relevance.

As a methodical foundation to realize the intended support, this thesis relies on structural
modeling and analysis, due to the multi-layered network characteristic of process models
(Kreimeyer, 2010, pp. 105-106). These can be modeled and analyzed via graph- or matrix-
based approaches, using e.g. graph analysis/rewriting (Helms, 2013), metrics to quantify
structural characteristics (Kreimeyer, 2010), or matrix-based clustering (Browning, 2001). As
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the field of structural modeling is well-established, it provides a rich foundation for the selection
and adaptation of existing approaches.

The intended tailoring support specifically addresses companies with an iPD background, such
as mechatronic or PSS development. The targeted primary users of the developed support are
companies managing and tailoring large, mature, and structurally complex reference process
models, such as automotive OEMs. However, the approach is intended to be applicable within
a broad spectrum of boundary conditions and thus targets no products or industry branches
specifically.

Since there is a multitude of aspects that can be further considered within the domain of process

management, the subsequent section further delineates the scope of this dissertation in order

to avoid possible misconceptions. Therefore, the following aspects are related to the topic but
explicitly out of scope for this thesis:

e The adaptation of generic literature-based to organizational reference processes.

e Process tailoring automation as addressed in related work, for example via model
transformation (cf. e.g. Hurtado Alegria, 2012).

e The development of a generic, universally applicable catalog of context factors. As seen
throughout this work, the completeness and reliability of any such catalog are debatable,
although they may provide suitable starting points for further concretization.

e Replacing established methods and paradigms of process design and project planning.
Instead, the developed tailoring support is intended to complement them by increasing
context orientation.

e Explicit investigation of agile approaches. The developed tailoring support is not explicitly
associated with agile development. However, the developed tailoring support can
contribute to the hybridization of conventional and agile approaches.

e Aspects related to organizational change management that support the continued
implementation of the tailoring support are not within the scope of this research.

e Cross-project influences (e.g. shared resources between projects) are not regarded.

1.3 Research approach

This section presents the research approach pursued in this dissertation. First, an overview of
the overall methodology is given, highlighting the aspects characterizing the specific
instantiation within this dissertation. Subsequently, the author's experience and data basis are
described.

1.3.1 Research methodology and methods

In order to fulfill the stated objective, the thesis at hand followed the Design Research
Methodology as defined by Blessing & Chakrabarti (2009) and outlined in Figure 1-3. The
methodology consists of four consecutive stages but allows for flexible instantiation by
performing iterations and recursions as necessary. Each stage provides guidelines and research
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methods for solving specific tasks, e.g. regarding literature reviews or the acquisition and
analysis of empirical data.

In order to be applicable, the individual stages need to be adapted to the investigated research
subject by choosing corresponding methods (cf. Figure 1-3). This thesis is classified as the
development of design support® based on a comprehensive DS | concluded by an initial DS 11
(Type 5) (Blessing & Chakrabarti, 2009, p. 62).

In light of the low prevalence of the research topic in industry and the novelty of the approach
within iPD, a primarily qualitative, case study based overall approach was chosen, augmented
with additional focus interview studies. The case studies enable in-depth analysis of boundary
conditions as well as the application of the tailoring support in natural environments
(companies), grounding the development of the tailoring support in practice (cf. Yin, 2014).
The case studies served as primary data sources for the concretization of the research objective
(RC), identification and analysis of the current situation and concretization of requirements
(DS 1), and the intermediate and final assessment of the support (DS I1). The explorative nature
of this work resulted in several iterations within the DRM, primarily between DS-Il and DS
I/PS (cf. Figure 1-3), as first an initial form of tailoring support has been developed, tested, and
subsequently elaborated in its constituent elements due to the insights gained. This iterative
approach is reflected and discussed in detail in section 8.5.2.

Phase Methods Main results
Research . — .
—» Clarification * Interviews » Research objective: Tailoring of
(RC) » Explorative Literature Study complex PDP in iPD
Descriptive L | * Literature review + Implications from practice
—> Study | « Case studies » Characteristics/gaps of existing
©S) B |. Interviews support
Prescriptive » Synthesis » Developed tailoring support:
Study * Decomposition and elaboration Methodology, metamodel, and
(PS) of constituent elements further constituent elements
Descriptive L . Evaluated support
P + Application case studies . pp .
Study I . Benefit, contribution, and
* Test Case & Interview study S
(DS 1) limitations

Figure 1-3: DRM phases and instantiation in this thesis - chronological sequence and iterations, main methods,
and results (based on Blessing and Chakrabarti 2009, p. 15)

The Research Clarification is based on both a literature review as well as observations and
interviews (open and semi-structured) primarily made during the research project “A*’TEMP”
(cf. section 1.3.2). It provides an overview of the general research context and initial situation,

5 As the support developed using the DRM within this work does not directly support design work, it shall

henceforth be referred to as “tailoring support”.
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and the general problem areas regarding the adaptation of PDP models in practice. Results are
the overall objective, research questions, and delineation of the thematic scope which guided
the subsequent detailed analyses.

The Descriptive Study | serves to build a comprehensive knowledge base regarding the overall
objective. On the one hand, literature reviews illuminate the current state of the art regarding
fundamentals and related work (chapters 2 and 4). On the other hand, the current state of process
tailoring in industry is investigated in empirical studies (observations, interviews, and initial
case studies) (chapter 3), applying the principle of triangulation to concretize research gaps (cf.
Hollauer et al., 2016; Collis & Hussey, 2014, p. 71). In summary, the DS I results in empirical
implications and requirements for the envisioned tailoring support, as well as an analysis and
evaluation of existing approaches in light of these requirements.

The Prescriptive Study is carried out based on the results generated during the RC and DS 1.
Elements are taken from related work, adapted as necessary and extended by newly developed
approaches. The PS has been carried out by defining and applying (cf. DS 11) a tentative form
of tailoring support, which was progressively elaborated in its constituent elements. This
approach resulted in the methodology for supporting the preparation and operationalization of
workshop-based process tailoring in iPD, with constituent elements to support the individual
activities and address the identified problem areas (cf. chapters 5 to 7).

During the initial Descriptive Study 11, the developed tailoring support is evaluated regarding
applicability and success, deriving lessons learned for support improvement. For this purpose,
a primarily case study-based application evaluation has been chosen (cf. section 8.1). This
iteration between PS and DSII closely resembles action research but differs in that the
developed support is not iteratively tested and optimized for the same but different
organizations®. Thus, the objective of the evaluation is increasing generalization instead of
individualization, focusing on the reliability of the tailoring support to produce the intended
results (replicability) (cf. Blessing & Chakrabarti, 2009, p. 193). Elements of the tailoring
support have been implemented as (software) demonstrators to aid the evaluation. The DS 11 is
classified as initial since no assessment of long-term effects could be conducted.

® However, it can be argued, that within the individual case studies, action research is performed, because the
support is applied and adapted until a satisfactory solution is generated within the specific environment.
Generalization is then achieved through repeated application in different environments.
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1.3.2 Research environment: Data and experience background

In order to establish full traceability of the work presented in this dissertation, the experience
background of the author is disclosed in this section’. The primary data sources are the
execution of research projects as well as the close supervision of student theses, particularly in
cooperation with industry partners between March 2014 and December 2018.

KME - A2TEMPS8 (Anforderungs- und Anderungsmanagement in der Top-Down Entwicklung
Mechatronischer Produkte) represents the central research project, targeting a process-oriented
and architecture-driven development of mechatronic products. The project laid the basis for the
RC and DS I. The respective PDP reference models of ten cooperating small- to medium-sized
enterprises were analyzed, resulting in the identification of the initial problem of process
tailoring in iPD. The closeness to industry allowed for a deep immersion in the subject,
providing valuable insights and partners for subsequent interviews.

Within the subproject A10 (Supporting innovation of PSS through model-based assessment of
PSS use phase information) of the collaborative research center 768° (Managing cycles in
innovation processes — Integrated development of Product-Service Systems based on technical
products), the previously gained knowledge was further extended in regard to its importance in
the rapidly changing landscape of iPD. This change is characterized by the integration of new
disciplines in the context of Product-service system development and the integration of
additional development goals such as increased sustainability and digitalization of products.
The changing landscape affects the complexity of PD processes through an increased number
of and variability in development activities within organizations.

Participation in the research project KMEagil*® (Einfihrung agiler Methoden in klein und
mittelstandischen Unternehmen zur Verbesserung des Entwicklungsprozesses) further
highlighted the need for flexible instantiation of PD reference process models in light of
decreasing development time and the demand for increased agility.

The presented work was furthermore supported by several student theses, which were closely
supervised by the author (cf. section 11.3) and the majority conducted together with industry
partners (DS I1). This student support allowed for a high number of partially parallel case
studies, which otherwise would not have been possible due to organizational and resource
constraints. It allowed to generate a broad insight into different boundary conditions, while at
the same time increasing the depth of each case study by embedding the respective student into
the organization. Furthermore, it allowed to alleviate concerns regarding the confidentiality of
company data. Some of these student theses resulted in peer-reviewed publications, cited
correspondingly in this thesis. The remaining theses are cited using the prefix “PE-“ (e.g. PE-
Langner, 2017).

7 As far as permitted through confidentiality agreements.
8 Funded by Kompetenzzentrum Mittelstand GmbH (KME), joint venture of TUM and bayme vbm
° Funded by Deutsche Forschungsgemeinschaft (DFG)

10 Funded by Kompetenzzentrum Mittelstand GmbH (KME) , joint venture of TUM and bayme vbm
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1.4 Structure of the dissertation

The structure of this thesis, as illustrated in Figure 1-4, is aligned with the DRM according to
Blessing & Chakrabarti (2009). The individual chapters are subsequently briefly summarized.

Chapter 1 describes the initial situation for this thesis as well as current problems related to
process tailoring. From this, research objectives and the thematic scope regarding areas of
relevance and contribution are derived. Based on the research objectives, the research
methodology and applied research methods are presented. The author’s research environment
concludes this chapter to increase the traceability of the research results.

Within the body of Chapter 2, the relevant research fields are elaborated, clarifying their
relevance for this thesis. Therefore, relevant terminology is defined and put into context before
the theoretical as well as methodical fundamentals are presented. Initial conclusions for the
tailoring support complete the chapter.

Chapter 3 summarizes insights from empirical studies conducted in order to concretize the
objective for the intended tailoring support and its translation into requirements. Requirements
are used to assess related work and guide the development of the envisioned process tailoring
support.

Chapter 4 presents an overview of related work regarding existing tailoring approaches with
relevancy for the objective at hand. The existing approaches are categorized in order to identify
gaps in the current state of research and create a foundation for the tailoring support to be
developed.

Chapter 5 serves to bridge the gap between the analysis of the theoretical and methodical
fundamentals and identified related work on the one hand, and the subsequent presentation of
the developed tailoring support on the other. This is achieved by describing the derivation of
the constituent elements of the tailoring support based on the defined requirements.

Chapter 6 presents the developed metamodel for graph-based storage of tailoring-relevant
knowledge and elaborates the individual modeling elements provided.

Chapter 7 presents the developed methodology for implementing workshop-based process
tailoring, which integrates the description of further constituent elements.

Chapter 8 addresses the evaluation of the tailoring support using application case studies and
evaluation interviews. The developed tailoring support, as well as the research approach, are
reflected and discussed in conclusion.

Chapter 9 concludes the thesis by summarizing the research results and the industrial as well
as academic contributions. The thesis ends with a discussion of limitations and the resulting
outlook on future work, which outlines possible advancements of the developed tailoring
support as well as avenues for further research in the area of process tailoring.
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2 Background and Fundamentals

The body of chapter 2 provides an overview of the necessary background and fundamental
concepts as laid out in the thematic scope. In this function, chapter 2 contributes to the RC and
DS 1 of the applied research methodology. First of all, section 2.1 gives an overview of basic
terminology. Section 2.2 briefly outlines the importance and characteristics of knowledge as
the fundamental resource required for process modeling and tailoring. Section 2.3 delves
deeper into PD processes, highlighting their characteristics primarily from a complexity
perspective and outlining, fundamentals of process and project management. Section 2.4
illuminates the background on modeling and analysis of structurally complex PD processes.
Section 2.5 represents a central part of this chapter, as it presents the concept process tailoring.

The chapter closes with a summary and implications for the subsequent chapters of this work.
The statements in this section ultimately inform the definition of requirements in chapter 3and
selection of relevant research fields and approaches for the analysis of the related state of the
art in chapter 4.

2.1 Basic concepts and their interpretation

In this section, the basic terminology relevant within the scope of this thesis is briefly presented
and put into context, as shown in Figure 2-1. The central terms and definitions within this work
are derived from the areas of product development (PD) as well as project- and process
management research.
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Figure 2-1: Basic concepts and their relationships
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A process is defined as “an organized group of related activities that work together to create a
result of value” (Hammer, 2001). Within a process, “interdependent tasks [...] exchange
information via artifacts. The process is enabled and supported by the purposeful allocation of
resources and time-oriented constraints. All of these entities are interrelated, on the one hand,
via the input-output relationships among tasks along the principal process flow, and, on the
other hand, via other relationship types that generate the overall process network” (Kreimeyer,
2010, p. 63). Particularly in product development processes (PDP), knowledge about the
development object, whose nature is at least partially unknown, is generated during the process,
causing uncertainty and a much less deterministic process, as compared to business processes
(Kreimeyer, 2010, p. 64).

Concerning PDPs, two different types of processes and corresponding models can be
differentiated: Organizational reference processes (also known as standard or canonical
processes) represent templates and document standard activities, deliverables, and best
practices. Through adaptation (tailoring), project-specific processes (also known as deployed
processes) are derived, which are subsequently used as a basis for project planning such as
budgeting and scheduling, as well as controlling. (Browning et al., 2006, p. 118)

Process and project management are dependent on the creation and use of process models,
which are purpose-built, reduced representations of an actual process used by model users, such
as project managers, for the different model purposes (cf. Stachowiak, 1973). While any work
(and thus, company) has a process, it may not be modeled or documented (Browning et al.,
2006, p. 106). This thesis focuses on external, codified process models (Lindemann, 2009, p.
11), which depict a process’ network structure in the form of graphs or matrices and exhibit
particular structural characteristics (cf. Lindemann et al., 2009). These structural characteristics
can be quantified and visualized by calculating structural metrics (Kreimeyer, 2010). Numerous
modeling languages and formalisms exist to create such process models, for example, event-
driven process chains (EPC) (cf. e.g., Amigo et al., 2013; Browning & Ramasesh, 2007).

Within the scope of this thesis, these process models are investigated in the context of
interdisciplinary product development!! (iPD) of (partially) physical products, exemplified
by, e.g. mechatronic (cf. Isermann, 2005) or Product-service system development, which
includes physical products (cf. Tukker, 2004).

Processes and their corresponding models exhibit structural complexity, which is an attribute
of the investigated system, and defined by a large number of components, with numerous and
intricate dependencies, and variants within the systems’ structure (Lindemann et al., 2009).
Structural complexity contributes to a systems” behavior (Sharman & Yassine, 2004), resulting
in behavioral complexity, with the systems’ behavior being “difficult to predict, analyze,
describe, or manage” (de Weck et al., 2011, p. 185). Knowledge regarding the structure of a
system thus improves comprehension and prediction of its behavior (Maurer, 2007).

In order to derive deployed processes, process tailoring becomes necessary. Process tailoring
is generally defined as “the act of adjusting the definitions and/or particularizing the terms of

1 Product development and engineering design are often used synonymously (cf. e.g. Maier & Stérrle, 2011). In
the context of this thesis, the term is also used synonymously with Systems Engineering (cf. Walden et al., 2015)
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a general description to derive a description applicable to an alternate (less general)
environment” (Ginsberg & Quinn, 1995, p. 3). Synonyms are “adaptation,” “adaption,” or
“customization.” While applicable on different levels, this thesis focuses on the adaptation of
organizational standard processes to deployed, project-specific processes which is carried out
within project planning in a manner of progressive elaboration over a projects’ execution.
Tailoring involves making a multitude of decisions regarding individual adaptation operations,
which are termed tailoring decisions. A tailoring decision encapsulates the contextual
condition for a tailoring operation and the change operation on the standard process model, e.g.
the deletion of an activity or the selection of an activity mode. Conditions are termed context
factors and described as a context variable that can assume multiple values (cf. Park et al.,
2006). Context factors represent process variant drivers, leading to different deployed processes
for different projects. Recurring tailoring decisions can be generalized, formalized, and
subsequently reused in future tailoring applications in the form of tailoring rules. Tailoring
rules describe the conditional and impact aspect of a tailoring decision using a corresponding
formalism. The process application context!? is defined as the “the interrelated conditions in
which something exists or occurs,” hence the sum of context factors (project characteristics)
for a particular project portfolio (cf. Gericke et al., 2013; Merriam-Webster, 2016).

2.2 Knowledge as fundamental resource

There is no universally accepted definition of the term knowledge (Barnes, 2002). In particular,
the differentiation between the closely interrelated terms data, information, and knowledge
varies between authors (Davenport & Prusak, 2000). Most generally, data denotes discrete and
uninterpreted facts (e.g. sequences of numbers and letters), information represents structured
data with a degree of human interpretation, giving context and meaning to data (Wiig, 1995;
Davenport & Prusak, 2000; North, 2011; Tuomi, 1999). Finally, Knowledge is defined by
Davenport & Prusak (2000, p. 5) as “a fluid mix of framed experience, values, contextual
information, and expert insight that provides a framework for evaluating and incorporating
new experiences and information. It originates and is applied in the minds of knowers. In
organizations, it often becomes embedded not only in documents or repositories, but also in
organizational routines, processes, practices, and norms.” Concerning systems, information
describes its current or past state, while knowledge allows making “predictions, causal
associations, or predictive decisions” (Bohn, 1994, p. 62)

This definition highlights several aspects relevant to the concept of knowledge within the scope
of this thesis: The complexity of the concept, the importance of humans as generators and
carriers of knowledge (Hicks et al., 2002, p. 267; Davenport & Marchand, 1999), as well as the
relationship of knowledge with organizational processes and process modeling, among other
categories (cf. procedural knowledge, Ahmed, 2005; Alavi & Leidner, 2001). Furthermore, it
provides two critical distinctions: individual vs. organizational and tacit vs. explicit
knowledge (Nonaka, 1994; Polanyi, 1966) Tacit knowledge can be expressed and codified up
to a certain degree (explicit knowledge), which represents an important organizational asset
(van den Berg, 2013; Choo, 1996; Spender, 1996), prompting Nickols (2012) to further

12 A similar concept is the “domain” as defined in domain engineering (cf. Czarnecki & Eisenecker, 2005)
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distinguish implicit knowledge, which can be codified, in contrast to tacit knowledge, which
cannot®3. Knowledge representations can be categorized into three main classes: rule-, model-,
and case-based (Helms, 2013, pp. 26-39).

The generation, distribution, and use of (organizational) knowledge is a decisive success factor
for technology-oriented organizations (Teece, 2003; Nonaka & Takeuchi, 1995), with reuse,
generation, and identification as key dimensions (Lettice etal., 2006, p. 222). Knowledge
enhances the ability to make decisions (Jashapara, 2004, p. 16). In particular, procedural
knowledge regarding how work is done in complex PD environments represents a valuable
asset, due to knowledge drain resulting from experienced employees leaving or retiring, and as
a lever for improving project performance (Browning, 2018, p. 1). However, such procedural
knowledge is incomplete when a process is first implemented and needs to be developed
gradually through different forms of organizational learning (see below) (Bohn, 1994, p. 61).
In this context, the knowledge-intensiveness of process tailoring and has been presented in
section 1.1.2. Xu & Ramesh (2008a) experimentally established the benefit of knowledge
support for tailoring, in particular of contextualized knowledge for complex tailoring tasks.

The management of knowledge is challenging due to the required adaptation to its continual
change and development and because objectification of knowledge should be avoided in light
of the role humans play (Wenger et al., 2010). However, a multitude of knowledge management
approaches has been developed due to the importance of knowledge. Effective knowledge
management depends on a successful infrastructure determined by four categories of key
factors: human-oriented factors, organizational aspects, information technology, and
management processes (Heisig, 2009). The concept of organizational learning is closely
related to knowledge management, with the difference of the focus respectively lying on the
goal and process vs. content and flow (Easterby-Smith & Lyles, 2011; Lehner & Maier, 2000).
The SECI model (“knowledge spiral”) by is one model (Nonaka, 1994; Nonaka & Takeuchi,
1995) to describe the process of organizational knowledge creation. The model does this
through a series of dynamically interacting knowledge creation modes, which are iteratively
cycled through in order to increase organizational knowledge, transforming tacit and explicit
knowledge in a “knowledge spiral” as depicted in Figure 2-2. According to Nonaka (1991, p.
99), externalization and internalization are particularly critical for extending organizational
knowledge as they require personal commitment. Schulze & Hoegl (2016, p. 225) further
emphasize the importance of socialization during early PD.

In order to assess the state of knowledge regarding a particular process and its influences,
Bohn (1994) presents a framework of 8 stages, ranging from “complete ignorance” to
“complete knowledge.” While the framework is generally targeted at production and
manufacturing processes, it is generally valid also for more intangible processes. Each stage
describes the state of knowledge regarding the process as well as its influencing variables, as a
process “can do no better than the knowledge about its most important drivers” (Bohn, 1994, p.
65). An increase in knowledge is gained via systematic learning mechanisms regarding these
individual variables (e.g. experiments), with the objective to improve understanding regarding
the variable and its effect on the process outcome. Different states of knowledge can exist in

13 Therefore, the term “implicit” is henceforth used to refer to codifiable but as of yet undocumented knowledge



2.2 Knowledge as fundamental resource

21

parallel, depending on the particular variable, which can result in the necessity for hybrid
process management styles. Due to their nature, PD processes range rather low on this scale
(Bohn, 1994, p. 68).
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2.3 Fundamentals of product development processes and their
management

The following section outlines the fundamental concepts required for understanding PDPs,
starting with their definition, delineation from business processes, and the disambiguation of
reference and deployed processes. The definition of PDPs concludes by presenting a system
perspective. Based on this, two complexity-related aspects are introduced: Structural
complexity as well as variety. Section 2.3.3 concludes with an overview of process and project
management as functions to manage PDPs.

2.3.1 Definition and delimitation

Processes, in general, are systems of activities and their interactions, which comprise a project
or business function. A process’ architecture is a process’s structure, as determined by its
constituent activities and their interactions, and the principles guiding its design and evolution
(Browning, 2016, p. 34; Eppinger & Browning, 2012). This definition correlates with the
definition by Kreimeyer (2010, p. 63, cf. section 2.1), which defines processes as networks of
interrelated tasks, which can reach considerable density (Browning et al., 2006, p. 109; Negele,
1998; Negele et al., 1997). Tasks or activities are logical work units carried out by a particular
resource, e.g. persons, machines, or groups thereof, over a certain period of time (Kreimeyer,
2010, p. 64). Within the individual activities, inputs (e.g. information) are processed to generate
output (Lindemann, 2009, p. 16).

Delimitation from business processes

PDPs are characterized by the creation of knowledge about the development object (i.e.
product), which generates uncertainty and causes PDPs to be less deterministic than general
business processes (Kreimeyer, 2010, p. 64). Due to these particular characteristics, PDPs are
challenging to manage and navigate (Wynn & Clarkson, 2017, p. 1). PDPs can generally be
differentiated from general business processes such as order processing, retail processes, or
the credit assignment of a bank. Differences between both are listed in Table 2-1. They
emphasize the need for process navigation for PDPs, leaving control and decision competence
with the process user, whereas, in more controlling approaches, process participants become
mostly “production means” (Vajna, 2005, p. 371).

In addition to the listed aspects, PD is a multidisciplinary endeavor, creating a multitude of
interdependencies between activities which are often carried out in parallel instead of
sequentially. Furthermore, the arising interdependencies are often less evident than in business
processes, since many interactions are undocumented and ambiguity in required interactions
and actions is higher. This requires increased flexibility and agility, with an appropriate amount
of process structure. This structure should on the one hand not constraint participants and on
the other hand, prevent participants from “reinventing the wheel” and wasting effort on non-
value-adding activities. (Browning et al., 2006, p. 114)
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Table 2-1: Differences between business processes and product development processes (based on Vajna, 2005, p.
371; Browning et al., 2006, p. 114)

Characteristic

Business process
(process control)

Product development process
(process navigation)

Execution frequency

Repetitive

Unique (in terms of project outcome)

Support focus

Repetition and optimization

Novelty and innovation

Structure

Fixed, rigid, reproducible, checkable;

Sequential execution

Dynamic, creative, chaotic; iterations
and jumps; Highly parallelized

Process deliverables

Predictable

Not always predictable

Information dependencies

Hard information

Also estimates and assumptions

Deliverable verification

Immediately possible

Possible often only much later

Nature of process assets

Physical (e.g. material, technologies,
tools) and/or completely described

Often virtual and not always precise
(concepts, ideas, designs, etc.)

Possibility of disruptions

Low (options and environment
precisely described)

High (imperfect definitions and
change requests)

Dynamic reaction

Capabilities not required

Capabilities definitely required

Interdependencies

Clearly defined

Ambiguous and often undocumented

Based on the previously described multidisciplinary and knowledge-generating nature of PDPs,
design can be strongly considered a social process, and due to its interaction with technical
systems as a socio-technical process (Parraguez, 2015, pp. 19-24). Understanding this social
dimension and the associated communication is critical for PD process improvement
(Eckert et al., 2005; Maier et al., 2005).

However, while differences between both types of processes are apparent, PDPs can be seen as
semi-structured or hybrid processes. They contain structured as well as non-structured sub-
processes, with varying portions of knowledge-intensive and creative work (Ferreira et al.,
2016, pp. 539-540). In particular large-scale PDPs involve novelty but also routine activities,
repeatable structures, and patterns — which can be modeled (Wynn & Clarkson, 2017, p. 2;
Browning et al., 2006, p. 106).

Process types: Standard vs. deployed processes vs. design strategies

The term design process generally carries two different interpretations: The generic, high-level
PD approach within an organization acting as a guideline for each project carried out, and the
concrete, project-specific set of activities, which describes the actual work done within a project
(Browning et al., 2006, p. 118; O'Donovan et al., 2005, p. 61). Synonyms for the former are
reference, standard, canonical processes, or ,industrial procedures” (Andreasen etal.,
2015, p. 106), while the latter are often termed project-specific or deployed processes. Both
types must be developed iteratively and progressively during cycles of organizational learning,
distilling modeled project-specific processes into reference processes. (Browning etal.,
2006, p. 118)
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Reference processes are usually high-level, standardized sets of activities and deliverables. As
they are often detached from the work actually done and too generic due to differences between
projects, they require tailoring in order to be helpful for planning and controlling individual
project instances. They are often designed purposely ambiguous, providing umbrella terms
under which different activities can fall, in order to satisfy compliance auditors and attain
certifications (e.g. ISO or CMM) (Browning, 2014c, p. 22; Browning & Ramasesh, 2007, p.
234). (Browning et al., 2006, p. 118)

The differentiation further highlights the nature of PDPs, which are most commonly carried out
in the form of projects, whereby the individual projects are based on the adapted deployed
processes (i.e. instantiations of the reference PDP). This duality requires the management of
both reference processes as well as project instances, with an appropriate interface between
both functions (cf. section 2.3.3). (Roelofsen, 2011, pp. 104-105)

Projects are defined as “temporary endeavor[s] undertaken to create a unique product, service,
or result.” The temporary nature implies a definite beginning and end, although it does not
necessitate projects to be short. Projects may be terminated when objectives are met, cannot be
met, the need for a project does not longer exist, or the client requests so. (PMI, 2013, p. 3)

In addition to these two common interpretations, an additional meaning can be found: PD
processes as generic design strategies or methodologies described in literature, which serve
as input for the design of organization-specific standard processes or for training design novices
(Andreasen et al., 2015, pp. 104-105; Gericke et al., 2013). Examples of such design strategies
are described in VDI 2206 (2004) or by Pahl et al. (2007) (cf. Gericke & Blessing, 2012 or
Wynn & Clarkson, 2017 for further overviews and classification). However, this additional
differentiation will not be of further relevance for the remainder of this thesis.

System perspective on product development processes

Due to their characteristics, PDPs can be approached as a particular class of systems
(Browning et al., 2006, p. 107). A system is generally defined as “an integrated set of elements,
subsystems, or assemblies that accomplish a defined objective.” Systems are delineated by a
system border, and exchange inputs and outputs with their environment. Changes to system
parts cause dynamic effects, resulting in particular system behavior. (Maurer, 2007, p. 31)

According to Browning et al. (2006, pp. 108-109), individual projects as systems can be
decomposed into five interrelated project subsystems (Figure 2-3), which can be further
decomposed into individual elements and relationships between them: The process system
represents the work done and deliverables produced. The organization system contains the
people assigned to do the work to create the product system, which represents the desired
result. The tool system describes technologies and support used by people within the process
system. The goal system sets the requirements and context for the project. Within the scope of
this thesis, the focus lies on the process and organization system.
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Figure 2-3: Partial systems of projects (based on Browning et al., 2006)

2.3.2 Complexity of product development processes

Based on the preceding definition, characterization, and classification of PDPs, this section
discusses complexity as a significant characteristic of PDPs (cf. Maier & Storrle, 2011;
Sheard & Mostashari, 2010, p. 938). The two facets of complexity highlighted in this section
are the structural complexity of process models and variety between project instances.

Structural Complexity

A multitude of definitions exists for the term “complexity” without consensus, as they cater to
different perspectives and address different facets (Kasperek, 2016, p. 18; Lindemann et al.,
2009, p. 25). In general, complexity is a property of systems as defined earlier in section 2.3.1
and can be defined by a system consisting of multiple parts, having a number of connections
between these parts, exhibiting dynamic interactions between these parts, and the resulting
behavior being unexplainable as the simple sum of the parts (Oehmen et al., 2015, p. 5). While
the former two aspects address structural, the latter two address dynamic (i.e. behavioral)
complexity. Both perspectives are closely related, with structurally complex systems usually*
exhibiting complex behavior, i.e. behavior which is “difficult to predict, analyze, describe, or
manage” (de Weck et al., 2011, p. 185). In the context of processes, complexity is similarly
defined as “the degree to which a process is difficult to analyze, understand or explain. It may
be characterized by the number and intricacy of activity interfaces, transitions, conditional and
parallel branches, the existence of loops, roles, activity categories, the types of data structures,
and other process characteristics” (Kreimeyer, 2010; Cardoso, 2005; IEEE, 1990)

Comprehending a systems’ structure is a crucial aspect for predicting its behavior
(Oehmen et al., 2015; Maurer, 2007). In light of this thesis’ objective, the focus lies on
structural complexity, which with respect to the general definition by Oehmen et al. (2015)
above is determined by the size of the network formed by system elements and dependencies
as well as their respective variety (Lindemann etal., 2009, p. 29; Bosch-Rekveldt et al.,

14 The source also states that the opposite is not true: structural complexity is not a prerequisite for behavioral
complexity



26 2 Background and Fundamentals

2011, p. 730). Regarding PDPs, this relates to the partial project systems, e.g. the number and
density of the activity network in the process system or the number of stakeholders in the
organization system (cf. Bosch-Rekveldt et al., 2011).

In the context of complexity, Ramasesh & Browning (2014, pp. 191-197) provide a conceptual
framework to support the identification and handling of “knowable unknown unknowns” in
development projects to reduce project failures: Knowable unknown unknowns are foreseeable
uncertainties which for some reasons are not identified by project managers a priori. This
framework further differentiates between element and relationship complexity, applicable to
all five project subsystems (cf. Table 2-2). The general assumption is that an increased amount
of complexity increases the likelihood of encountering unknown unknowns in projects. The
framework further differentiates complexity from complicatedness, which is more observer-
dependent and subjective. Both may correlate, but without a generalizable causal relationship.
For example, the complicatedness of a PDP depends on the ability to understand the process,
e.g. the ease with which cause and effect relationships between elements can be identified.
There is no distinct threshold of numbers of elements and dependencies to designate a system
or process as complex, but it depends on the impact complexity has on people in terms of system
understanding (Maurer, 2017, p. 24). Even systems consisting of ten elements can be difficult
to model and manage manually (Browning, 2001, p. 302).

Table 2-2: Sub-factors of complexity (Ramasesh & Browning, 2014, p. 193)

Element complexity Relationship complexity

o Number of relationships among project elements

o Variety of relationships among project elements

o Criticality of relationships among project elements

¢ Internal complexity of relationships among project elements
o Externality of relationships

e Number of project elements
e Variety of project elements
¢ Internal complexity of project elements
o Lack of robustness of project elements

As thus implied, structural complexity impedes (structural) process transparency, which is the
foundation for process understanding and process management (Vom Brocke & Sonnenberg,
2011, p. 56). Maintaining an overview of complex design processes is a challenge
(Clarkson & Eckert, 2005, p. 3). Transparency is impacted, for example, due to ambiguity
being introduced when managers are unaware of elements within the projects, and propagating
consequences of actions are difficult to predict (Marle & Vidal, 2016, pp. 58-59).

In light of these properties, system complexity severely affects decision processes related to the
complex system under investigation, either through making wrong decisions or being unable
to make decisions at all. Further negative aspects of high complexity in projects are long
duration as well as frequent crises and product changes. On the other hand, effective
management of complexity can provide competitive advantages. (Maurer, 2017, p. 26)

Management of structural complexity requires a systematic approach (Maurer, 2017, p. 113).
Therefore, Maurer (2017, pp. 113-142) presents a generic approach for implementing
complexity management in general and structural complexity management in particular. The
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approach integrates several generic strategies and methods (cf. Lindemann etal.,
2009, pp. 29-36), such as acquisition and evaluation of complexity of the system under
investigation using modeling approaches (e.g. Design Structure Matrices), creating
comprehensible system views to increase transparency (either through isolation of specific
system parts or aggregation), avoiding and reducing complexity, and managing and
controlling complexity (by applying e.g. structural analysis methods). Along similar lines,
Oehmen et al. (2015, p. 7) suggest the following strategies for handling complex projects:

e Applying systems-oriented analysis

e Experimentation

e Interpretation

¢ Involving subject matter experts to analyze, manage, and explore different opportunities

e Active investigation of projects and their environment

e Creation of a beneficial environment for experimentation by managers

Graph-and matrix-based approaches to support modeling, analysis, and management of
structural complexity in processes and projects are more thoroughly reviewed in section 2.4.

Variety as an aspect of complexity

In addition to structural complexity, variety is another aspect of complexity relevant within the
context of this thesis. Variety generally is defined as the number of distinguishable states a
system® can assume (Ashby, 1956, p. 126), emerging from the interaction of a variety of
elements in a system (Malik, 2008). In the context of this thesis, a reference process model
intended to serve as a template for the instantiation of different types of projects needs to be
adaptable to the variety of possible project instances and consequently be able to assume these
different states.

In order for a controller (here: reference process model) to be effective, its variety has to match
the variety of the system to be controlled, as “only variety can destroy variety” (“Law of
Requisite Variety”, cf. Ashby, 1956, p. 207). From a management cybernetics perspective
(Elezi, 2015, p. 27; Beer, 1959), two general controller design strategies are conceivable to
address this variety (Elezi, 2015, p. 29):

1. Design the controller to have the same variety (complexity) as the system to be controlled
in order for it to be stable (e.g. by modeling each project separately), with the controller
being subject to the Law of Requisite Variety.

2. Design the controller to utilize the concepts of variety amplification (enhance controller to
necessary variety) and attenuation (decrease possible variety of system to be controlled),
through structural (e.g. modularization or constraints such as standardization and rules),
conversational (e.g. team-problem solving), or cognitive (e.g. perceptual filtering or
modeling to gain system comprehension) mechanisms (Schwaninger, 2006, pp. 15-16;
Herrmann et al., 2008, p. 310) (cf. “Conant-Ashby theorem”, Conant & Ashby, 1970)

15 In the context of the previously elaborated structural complexity, this also refers to the different types of elements
constituting a particular system, e.g. a project.
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In real-life organizations, and also in the context of process and project management, the latter
strategy represents a more feasible solution, due to the amount of complexity involved and the
impossibility to precisely quantify it (cf. Elezi, 2015, p. 29; Beer, 1995, p. 24). As presented
previously, projects are definition undertakings with unique circumstances and therefore
represent an enormous amount of variety. As a consequence, on the one hand, modeling
reference processes for each conceivable project variation represents tremendous effort, one the
other hand, projects cannot be standardized or aggregated arbitrarily.

Therefore, as stated by the Conant-Ashby theorem (Conant & Ashby, 1970), a good controller
must be a model of the system to be controlled, monitoring only the essential states and
variables required for good control, and not the entire possible variety (Ashby, 1956, p. 197).
However, the amplification and attenuation mechanisms need to be designed properly.
Otherwise, they will “happen” in an uncontrolled manner (Beer, 1995, pp. 26-27).

The here briefly discussed theory of variety has profound implications for managing and
tailoring PD reference processes. As the PDP RPM ideally represents the superset of activities
necessary to carry out all projects within a PD organization, acting as a repository of knowledge
(Lévardy & Browning, 2009; Browning, 2018), variety causes further structural complexity in
addition to the baseline structural complexity described previously, through the inclusion of
additional elements (and relationships) which only become necessary in particular situations.
In regard to process tailoring, while it further motivates the necessity for adequate and properly
designed models and mechanisms to handle variety'®, this also implies that the variety that can
be addressed explicitly is limited, as trying to capture all possible variety represents enormous
effort.

2.3.3 Managing product development processes

Due to the previously described duality of processes in PD, two different functions are
necessary for PD organizations: The management of reference processes (process
management), as well as the management of project instances (project management). Both
functions share a common, bi-directional interface as illustrated in Figure 2-4 (Browning,
2010, p. 321): On the one hand, reference processes provide starting points for the derivation
of project-specific processes (via tailoring and planning), on the other hand, project experience,
learnings, and best practices are fed back to process management in order to standardize, detail
and improve the reference process(es) over multiple iterations of organizational learning (cf.
Browning et al., 2006, p. 118). Therefore, standard processes provide a knowledge
management mechanism for a learning organization (Browning & Ramasesh, 2007, p. 233;
Crowston, 2000). Both functions together constitute the lifecycle of processes in PD (see
Appendix Al.1 for a more detailed PDP lifecycle model).

While both functions can and should be distinguished due to the difference in objectives,
conceptual similarities lie in the executed activities and used methods. For example, both utilize

16 “the result of an organizational process can not be better than the model on which the management of that
process is based, except by chance” (Schwaninger, 2006, p. 19)
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process modeling, in order to document project-specific plans and reference processes,
respectively.

— Process management 1T Project management
. Referenceprocessmodel | Deployed processes '
\ X DT D
Feedback X

1 Tailoring

. Requirements
Analysis _l
Require- _ Process Monitoring & Controlling
Design
ments \ Model
Evaluation Implementation Start Exit
/ Infra-
Case Enactment structure
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Figure 2-4: Interface between process- and project management (upper part) and respective activities (lower
part, based on Mendling, 2008, p. 5; PMI, 2013, p. 50)

Process management

Process management is concerned with the creation and management of reference processes.
Activities can be differentiated into strategic (mid-to-long-term) and operative (short- to mid-
term) tasks. The focus of strategic tasks are process re-engineering, generation of process
innovations, and the strategic design of the process organization, while operative!’ tasks address
continuous improvement, low-level design of process execution, and resource management
(Fink, 2003, pp. 179-180). According to Drawehn et al. (2008, pp. 10-13), typical activities of
process management are:

e Modeling and documenting the procedural knowledge of an organization in a systematic,
structured, and consistent manner

e Analyzing and simulating processes in order to improve and optimize processes

¢ Monitoring and automatization, e.g. using workflow-engines

¢ Release and distribution of process models and analysis results

e Archiving process models, as well as variants and versions thereof

7 In PD organizations, responsibility for these tasks arguably lies with project management
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Project management

In contrast to process management, project management is concerned with managing individual
project instances of a PD organization by applying the appropriate knowledge, skills, tools, and
techniques to a projects’ activities to meet project requirements (cf. PMI, 2013, p. 5). Within
an organization, the project management office (PMO) provides the governing structure to
manage projects and fulfills a supportive, controlling, or directive role, depending on the chosen
implementation. The PMO facilitates the sharing of “resources, methodologies, tools, and
techniques.” On the one hand, it provides templates, procedures and best practices, and on the
other hand, collects and integrates data from different projects and monitors compliance with
standards and procedures (via audits). (PMI, 2013, p. 11). In this capacity, the PMO functions
as a means to exchange artifacts and procedural knowledge between individual projects.

According to the Project Management Institute (PMI, 2013, p. 5), project management consists
of five interrelated process groups: Initiating, planning, executing, monitoring and
controlling, and closing (cf. Figure 2-4). Of these, planning is the most relevant within the
context of this thesis.

The ability to carry out design projects effectively and efficiently depends in no small extent
on the understanding of the design managers as well as the quality and utility of project plans
(O'Donovan et al., 2005, p. 61). Therefore, planning is essential (Wysocki, 2012). Kerzner
(2013, p. 508) mentions four fundamental reasons for project planning: Elimination/Reduction
of uncertainty, improving efficiency, obtaining a better understanding of the objectives, and
providing a basis for monitoring and controlling activities. The planning subprocess contains
tasks for defining, preparing, and coordinating the project plans and integrating them into an
overall project management plan (PMI, 2013, p. 72). Planning can be further differentiated into
different sub-activities, which in combination form the integrated project management plan (cf.
PMI, 2013, p. 60, p. 73, p. 145; Kerzner, 2013, p. 510):

e Project scope planning

e Time planning (scheduling), including defining required activities and deliverables based
on organizational reference processes, tailoring guidelines, and criteria

e Cost planning,

e Human resource planning (e.g. responsibility assignments),

e Creating further plans, e.qg. for risk, quality, procurement, and stakeholder management

The selection and definition of processes and activities based on the applied tailoring represents
input for several downstream planning activities related to time and resource planning, such as
the estimation, scheduling, and monitoring of project work (PMI, 2013, 145-149). As projects
unfold during their execution, plans are dynamic artifacts (Wysocki, 2012) and need to be
iteratively checked, updated, and further detailed in a manner of progressive elaboration or
“rolling wave planning” (PMI, 2013, p. 152). The created project management plan should
include details regarding the tailoring decisions made, such as the selected processes, the level
of implementation for each process, and the description of tools and techniques used in order
to accomplish them (PMI, 2013, p. 77).

Besides the immediate goal of creating the aforementioned project plans, project planning
should aim to create a sufficient understanding of the “project landscape.” The thereby
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created advance knowledge of potential activities and their relationships (i.e. alternative courses
of action) facilitates subsequent adaptability of projects in an agile manner. In combination with
the use of adequate process modeling, this provides managers with “access to rich, organized,
accurate, and integrated information” regarding the project subsystems introduced earlier.
(Browning, 2014c, p. 22; Lévardy & Browning, 2009, p. 605)

Collaborative project planning

As previously outlined in section 1.1.2, project planning and its subactivities require a

collaborative effort, which is communication-intensive as it depends on inputs from project

stakeholders with potentially differing views, which need to be collated and synchronized by

project management. In order to address this issue, collaborative approaches have been

developed, such as Joint Project Planning Sessions (JPPS) (Wysocki, 2012). JPPS represent

intense, multi-day planning sessions, which are to be attended by different project stakeholders

and moderated by an experienced facilitator. Workshop-based planning is seen to offer the

following benefits (Hab & Wagner, 2017, pp. 109-112; Wysocki, 2012):

e Centralized and coordinated information acquisition through project management (group
synergy)

e More accurate estimates (e.g. for activity durations)

e Increased completeness of information

e Stronger commitment to plans due to sense of ownership

e Increase of time allocated for planning and minimized distraction from daily work

e Creation of a shared vision of the project plan

e Direct visibility of planning results

2.4 Modeling and analyzing product development processes as
complex systems

The following section introduces relevant modeling and analysis approaches suitable to address
the complexity-related issues presented earlier. Therefore, general overviews of modeling and
analysis approaches are given and concretized in light of PD processes.

2.4.1 Structural modeling of complex systems

In Systems Engineering, models are seen as indispensable for analyzing complex structures and
relationships, in which consequences of an action are difficult to predict (Kossiakoff, 2011, p.
379; Lee, 2003, p. 30). Models and their structure-oriented examination are viable means to
gain and increase understanding of complex systems and realities, e.g. to predict the effects of
actions (cf. structural complexity, section 2.3.2) (Haberfellner, 2015, pp. 32-42, p. 133;
Browning, 2002, p. 181). Particular suitable are graph- and matrix-based methods (cf.
Browning, 2016) Modeling represents an essential step for systematic management and control
of structural complexity (Maurer, 2017, p. 114; Heimberger, 2017, p. 34).
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Models

A model represents a purpose-oriented, simplified representation analogous to an original,
which enables deriving conclusions regarding the original object (mapping) (Lindemann,
2009, p. 333). Original objects can be of natural or artificial origin and can be models
themselves. The attributes included in a particular model depend on the investigated problem
as well as the model purpose as intended by the model creator or user (Haberfellner, 2015, p.
133). Attributes outside this purpose are not mapped, but additional descriptive attributes can
be added as required (reduction). Models do not have general validity but fulfill a particular
purpose for a) particular individuals, b) a certain timeframe, c) particular operations, or a
combination thereof (pragmatism). (Stachowiak, 1973, pp. 131-133)

Models can be classified into different types, such as physical and abstract models, with the
latter further differentiated into formal and non-formal models (Walden et al., 2015, pp. 183—
184). Within the context of this thesis, the focus lies on formal models represented in the form
of graphs or matrices. A models’ formality allows its manipulation through the use of
automated software tools (Paige et al., 2014).

The concept of a model needs to be further differentiated from its representation in the form
of views, as can be seen in (model-based) systems engineering (cf. Estefan, 2008). One example
is the OMG Systems Modeling Language (SysML), which provides multiple views to
separately describe a systems structure and behavior (e.g. block, activity, and use case
diagrams) (Yamada, 2009). Model views are used to present a models’ contained information
as understandable as possible, with views corresponding to one or more stakeholder concerns
(Yamada, 2009, p. 1). In general, the concept of system views allows to provide manageable
amounts of information to model users, thereby improving transparency as only specific aspects
of a system are highlighted (e.g. by presenting only parts of a system or aggregating system
elements) (Maurer, 2017, p. 121). A view displays an extracted subset of model attributes using
a specific form of visualization, such as matrices, tables, graphs, or other diagrammatical
depictions (Browning & Ramasesh, 2007, p. 220). Sets of model views can be integrated to
form architecture frameworks (cf. e.g. the Department of Defense Architecture Framework)
(Browning, 2009, p. 71).

Metamodels

Metamodels represent the basis for formal modeling. “A metamodel is a description of the
abstract syntax of a language, capturing its concepts and relationships, using modeling
infrastructure” (Paige et al., 2014). Metamodels define what can be expressed in valid models
created using a particular modeling language (Seidewitz, 2003). A metamodel thus defines the
language constructs required and allowed to create a particular model instance (syntax), without
providing information regarding the construct application (Jeusfeld, 2009; Hofferer, 2007, p.
1625). In contrast, ontologies describe the specification of a vocabulary for a particular domain
of interest, i. e. definitions of objects such as classes, relations, and functions (semantic)
(Hofferer, 2007, p. 1625; Gruber, 1993). However, this differentiation is not always clear, and
the exact relationship between both concepts is subject of scientific debate without consensus
(cf.Hofferer, 2007, pp. 1624-1625; Kihne, 2006, pp. 381-382).
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Defining and using metamodels provides several advantages, such as: Documenting and
supporting the evolution of a language, fostering the creation of well-formed models, automated
model transformations, formal model property checking, and determination of the level of
abstraction of created models. (Paige et al., 2014, pp. 6-7; Henderson-Sellers & Gonzalez-
Perez, 2010)

Graph- and matrix-based representation of structural models

The particular models utilized within this dissertation to capture structural system aspects are
represented in the form of graphs or matrices. A graph G = (V, E) consists of a number (n) of
vertices V (henceforth called nodes) and edges E. Each edge connects either exactly two nodes
or a single node with itself. (Diestel, 2017, p. 2)

Capturing multiple node and edge types requires n-mode multigraphs (Wasserman & Faust,
1994, pp. 36-41, pp. 145-146). These are represented using typed attributed graphs (Heckel,
2006; Helms, 2013, pp. 55-56; Helms & Kissel, 2016, pp. 985-986). The use of attributes for
nodes and edges allows the storage of further information (e.g. the ID, name, or mean cost of a
process activity). The types of nodes and edge types, and respective attributes utilized to realize
a particular model are defined in its metamodel. Graphs and matrices are equivalent
representations of the same model and can be transformed into each other via the graphs (G)
nxn sized adjacency matrix A(G) (Tittmann, 2003, p. 12). Representing typed attributed
graphs as matrices requires the use of a combination of different (adjacency) matrices
(Browning, 2016; Lindemann et al., 2009):

e Design Structure Matrices (DSMs) are the oldest type of matrix used to model complex
systems (cf. Steward, 1981). DSMs are square matrices, dependencies between a single
type of elements (domain) (Eppinger & Browning, 2012; Lindemann et al., 2009). Each
matrix cell, if filled, represents a dependency*®, which can be binary or numerical, e.g. to
capture weighted relationships, as well as directed or undirected.

e Domain Mapping Matrices (DMMs) represent mappings between two different element
types (Danilovic & Browning, 2007).

e Multiple Domain Matrices (MDMs) are superordinate to both and used to model systems
consisting of multiple element types connected by different dependencies (Maurer, 2007).
An MDM describes the edge types connecting different element types'® , and structures the
individual DSMs and DMMs used to describe the actual dependencies. MDMs enable the
derivation of indirect dependencies between domains through matrix multiplication of
acquired DSMs and DMMs (cf. Lindemann et al., 2009, p. 105; Maurer, 2007, pp. 112—
118).

Matrices are beneficial as most programming languages support their storage and processing
(MMik, 2009, p. 151). DSMs are often used to model product, organization, and process

18 While different conventions are used, this thesis follows the convention of “inputs in columns”, meaning

dependencies are read from rows to columns.

19 Therefore, an MDM more closely represents a metamodel
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structures (cf. partial project systems, section 2.3.1) (cf. e.g. Browning, 2016). Matrix-based
representations also form the basis for the approach of Structural Complexity Management (cf.
Lindemann et al., 2009).

There is debate regarding which representation is preferable. On the one hand, matrices are
seen by some as more beneficial (Gopfert, 1998, p. 25). Eppinger & Browning (2012, p. 9)
highlight benefits of a compact representation of complex networks, visualization of patterns,
intuitive understandability, access to analysis techniques, and flexibility. On the other hand,
matrix representations do have several limitations (Kreimeyer, 2010, pp. 53-54):

e Attributes of edges are representable only to a limited extent

e Logic operators in network structures are difficult to represent

e Conditions for elements and dependencies cannot be considered in existing notations (e.g.
modeling commonalities/variability for variant design or alternative process paths)

e Element decomposition and hierarchy-spanning dependencies are difficult to describe
consistently

e Limitations in terms of the manageable amount of data contained (Browning, 2001, p. 302)

In general, matrices are seen as more suitable for information acquisition, while (force-directed)
graphs represent a more intuitive visualization (Lindemann et al., 2009, pp. 95-98). Graph
representations are becoming more feasible and applicable as computational power and
support increases, with demand driven by requirements from Big Data analyses (Maurer, 2017
Helms & Kissel, 2016; Helms, 2013; LaValle et al., 2010). These representations enable to
mitigate some of the previously mentioned limitations.

Ultimately, however, the choice of representation(s) depends on the investigated problem,
available data set, the intended purpose, and the experience background of the model user,
prohibiting a general answer as each representation brings individual strengths and weaknesses
(Keller et al., 2016, pp. 74-75; Parraguez, 2015, p. 36; Wyatt et al., 2014).

2.4.2 Modeling complex product development processes

As described in section 2.3.1, PDPs can be approached as a particular class of systems,
consisting of subsystems, elements, and relationships between them. Consequently, process
models as representations of these systems represent a particular class of models. As processes
are virtual and temporal objects, approaches for their management rely on models in order to
describe their characteristics and improve them (Parraguez, 2015, pp. 26-27; Buede, 2009, p.
73; Vajna, 2005, p. 369).

Based on the preceding definitions of systems, processes, and models, process models within
the context of this thesis are defined as models representing the structure (network) of PDPs
in reality through their abstract formalization as graphs, containing different types of nodes,
edges, and corresponding attributes. Models of this type combined with the analysis concepts
presented subsections 2.4.3and 2.4.3 support the management of PDPs in order to cope with
complexity and uncertainty caused by internal and external influences (Kasperek, 2016;
Browning et al., 2006; Smith & Morrow, 1999).



2.4 Modeling and analyzing product development processes as complex systems 35

Value of process models and process modeling challenges

While a purely mechanistic design of innovative organizations and processes is not possible,
an appropriate amount of process structure yields efficiency by focusing on value-adding
activities (Browningetal., 2006,p. 106, p. 119; Tatikonda & Rosenthal, 2000;
Spear & Bowen, 1999; Dougherty, 2001). In this capacity, process models are an essential
factor contributing to a projects’ success, i.e. completing on schedule, within budget, to
specifications (Browning et al., 2006, p. 114). Process models can contribute to navigating and
managing complex PDPs (Wynn & Clarkson, 2017), understanding areas of uncertainty and
ambiguity in projects (Browning et al., 2006, p. 114; Ramasesh & Browning, 2014), and to the
“engineering” of process systems (Browning & Ramasesh, 2007, p. 218). Externalized process
models lay the basis to share and compare assumptions (Browning et al., 2006, p. 114), and to
align process participants’ mental models, in order to enable coordination, i.e. the management
of dependencies between activities (Wynn & Clarkson, 2017, p. 2; Malone & Crowston, 1994).
The importance of process models increases with complexity and innovation
(Wynn & Clarkson, 2017; Zhang et al., 2015). In particular reference process models provide
scaffolding for knowledge management (Browning et al., 2006, p. 124). In addition to these
intrinsic motivations, process documentation is often mandated by external standards
(Browning et al., 2006, p. 109).

Browning & Ramasesh (2007) elaborate a taxonomy of process model purposes (cf. Table 2-
3). These are further detailed by Browning (2010), resulting in 28 process model concerns (e.g.
identifying “ripple effects” of process changes, tailoring, filtering activities, allocating
resources) related to five different roles (e.g. process owner, project planner). Process models
created for one of these purposes may not be applicable for another, as the fitness of a process
model depends on the alignment of its content and structure with a particular purpose
(Browning, 2009, p. 75).

Table 2-3: Taxonomy of purposes for process models (Browning & Ramasesh, 2007)

Category Purposes
Project e Actions, interactions, and R,
Lo . o Customized “views
visualization commitments
e Making commitments e Estimating, optimizing, and improving key
Project planning e Choosing activities variables (time, cost, etc.)
e Structuring the process o Allocating resources
Project execution e Monitoring commitments e Re-directing
and control e Assessing progress ¢ Re-planning
. e Continuous improvement e Training
Project ) izational | i d o Metrics
development o Organizational learning an _
knowledge management e Compliance

In order to be useful, process models in general should be “simple, robust, easy to control,
adaptive, complete, and easy to communicate with” (Browning, 2009, p. 75; Little, 1970)
Browning et al. (2006, p. 117) points to several general objectives for PDP models (Table 2-4),
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which underline the necessity for capable, extensive process modeling frameworks to capture
rich content.

Table 2-4: Process model objectives (Browning et al. 2006, p. 117)

Objective Description

Elements Represent the variety of activity attributes required to support the spectrum of model
purposes

Relationships Represent meaningful and varied relationships between activities

Maintenance Be quick and easy to change and update, where appropriate by respective stakeholders

Computerization Enable computer-based model building, storage, analysis, and presentation

Views Enable visualization and comprehension by varied users from different perspectives
Consistency Provide a consistent representation of all relevant information in a formal structure
Planning Support project planning, including process tailoring and activity selection, staffing,

resource loading, budgeting, and scheduling

Empowerment Enable project visualization, communication, and informed decision making at all levels

Adaptation Support process agility and adaptation

Integrate easily with other process models in other parts of the organization and with other

Integration activity-based cost, schedule, and risk models in the organization

Simplicity/ Built of simple elements that can collectively model more complex processes; object-
Expandability oriented; holonic

Improvement Include allowances for improvement, particularly in the form of an improvement loop

Automatically check and flag integration problems and missing information, or provide

Error detection . . .
assistance in this regard

As illustrated, there is considerable value to be found in process modeling. However, according

to Browning et al. (2006, p. 109), at least four major barriers are preventing companies from

establishing process documentation to describe work methods and support coordination, which

often results in hostility towards process modeling:

e Too abstract and ambiguous (standard) processes, providing umbrella terms to e.g. to
facilitate satisfying process conformance auditors (Browning & Ramasesh, 2007, p. 234)

e Conventional existing modeling techniques such as flowcharts or Gantt charts fail to
capture important relationships and thus do not foster self-coordination of employees

e High resource and time investment in model-building creates pressure to justify return-on-
investment and results in cumbersome to maintain and often anachronistic process
descriptions

e Company policies force employees to work with processes that do not fit the reality of their
work, causing constant cognitive dissonance

Approaches for modeling product development processes

Overall, no single best process modeling approach exists. Instead, a multitude of modeling
approaches is available, offering different advantages and disadvantages (Wynn & Clarkson,
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2017; Browning & Ramasesh, 2007). The majority of process modeling literature addresses
business processes and does not consider the particularities of PDPs. A more focused body of
work addresses PDP modeling in particular, which is for example reviewed in
Browning & Ramasesh (2007) and Wynn & Clarkson (2017). These approaches emphasize
PDP characteristics (cf. section 2.3.1), such as project uniqueness over repetition, information
as basis for activity dependencies, transdisciplinarity of PD, parallelization and
overlapping of activities, increased ambiguity and uncertainty, as well as the need for higher
flexibility and agility in planning and execution. (Browning, 2018, p. 2)

According to Browning & Ramasesh (2007, p. 218), most PDP-focused modeling approaches
use activity networks as their foundation. These models represent the network structure of
PDP activities and dependencies between them, indicating their logical precedence within the
process (PMI, 2013, pp. 156-157). The importance of information flows and dependencies
between activities can be traced to the social nature of PDPs, with the generation of knowledge
and transformation of information as the primary type of work required in order to transform
system requirements into specifications (Parraguez, 2015, pp. 20-21). Many existing modeling
approaches within this scope (for reference as well as project-specific process modeling) are
explicitly based on abstract graph structures and representations (Browning, 2009), e. g IDEFO,
IDEF3, PERT charts, value stream maps, BPMN, DSMs, Signposting (Wynn et al., 2006).
Others address dependencies between activities implicitly (e.g. Gantt-Charts, cf.
Browning et al., 2006, p. 75).

Further overviews and comparisons of modeling languages/techniques — for business
processes and PDPs — can be found in the following references: Baumberger (2007);
Heimberger (2017); Roelofsen (2011); Browning (2010); Browning & Ramasesh (2007);
Aguilar-Savén (2004); Amigo et al. (2013); Wynn & Clarkson (2017); Kreimeyer (2010). The
different available modeling languages and techniques emphasize different perspectives (i.e.
partial systems) of processes or interfaces thereof. Organization and product subsystems are
comparatively easier to model due to their directly observable elements and quantifiable
relationships, in contrast to the process system (Parraguez, 2015, pp. 105-106). Table 2-5
summarizes common modeling approaches that address individual partial systems.

Table 2-5: Common approaches for modeling partial systems (based on Heimberger, 2017, pp. 27-30)

Partial system  Modeling approach

Structured Analysis and Design Technique (SADT), SIPOC Diagrams, IDEFO, IDEF3,
event-driven process chains (EPC), Business Process Model and Notation (BPMN)

Process

Organizational breakdown structure (OBS), Responsibility assignment matrix
(RAM/RACI-matrix), Role descriptions

Different modeling techniques depending on the level of abstraction, e.g. requirements
(lists, dependencies matrices, e.g. quality function deployment), functional (Use-Case

Organization

Product Diagrams, relation-oriented function modeling), working principles (e.g. morphological
box, sketches), and components (e.g. geometry models or simulation models)
Tool Data flow diagrams, IT infrastructure diagrams

Goal Goal hierarchies, House of Quality (Quality Function Deployment)
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Based on a comparison of thirteen structure-based process modeling techniques, Kreimeyer
(2010, p. 112) synthesized a generic metamodel consisting of a set of domains with
corresponding entities (Table 2-6) and dependencies between them (not depicted), which are
commonly used for process modeling and analysis. The resulting domains do not directly
coincide with the partial systems described in Table 2-5 but can be mapped accordingly. The
domains are equivalent to node types within graph-based models.

Table 2-6: Common domains and entities (based on Kreimeyer, 2010, p. 112)

System Domain  Description and entities Synonyms and further terms
Describe the execution of work done in Function, method, activity, gate-
Task . s
the project way, transition, work package, etc.
Non-persistent occurrences in time Message, order, initial/final node,
Process Event . .
representing a certain status or progress label, place
. . L Attribute, duration, start/end/
Time Persistent time issues . .
average time, milestone, phase
Product/ . Intermediate and final input/output Input/output, object, product, data,
Artifact - . . .
Goals objects in the process parameter, information
N Org. Human resources in their respective Staff, responsibility, team, pool,
Organization - . .
Unit ordering lane, actors, roles, committee
Tool Resource All non-human resources necessary to IT-Systems, equipment, knowledge

enable process execution

Similarly, Browning et al. (2006) attest existing modeling approaches significant overlaps, as
approaches often integrate attributes and elements which are also addressed in different ones.
They propose a generalized object-oriented framework focusing on activities (work packages)
and deliverables (work products) as primary element types (objects) for modeling PDPs,
which are enriched by attributes as required (cf. Figure 2-5). Attributes for activities as well as
deliverables extend to reference as well as deployed processes, therefore enabling the
management of both within the same framework. The generalized framework includes further
concepts, such as master/shadow objects, which appear in a process multiple times at different
locations. Shadow objects inherit all attributes from their master object by default, unless stated
otherwise. The framework also includes modes, in case different variants of an object exist.

In the context of this framework, the term process architecture refers to the structure of
activities, relationships between them, as well as the principles and guidelines governing their
design and evolution (Browning, 2009, p. 75). At a minimum, three types of relationships
constitute the process architecture (Browning, 2016, p. 34): 1) hierarchical decomposition of a
process into activities, 2) input-output dependencies between these activities, and 3) other types
of activity dependencies.
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Activities Deliverables
Name » Deployed Roles Name Format
Parent * Basis for Requirement Parent Medium
Constituents * Rules Constituents Artifact
*  Mode » References Mode Rules
Shadowing « Standard Risks Shadowing References
* Deployment « Deployed Risks Deployment Narrative Description

* Version Number
Brief Description

Narrative Description
Tailoring Guidance

Version Number
Brief Description

Tailoring Guidance
System Identification

Inputs * System Identification Suppliers Number
*  Outputs Number Customers WBS Element
» Entry Criteria *  WBS Element Key Criteria and Association
Exit Criteria Association Measures of Change History

* Verifications

.

Master Owner

Effectiveness

Change Notifications

Standard Owner
Deployed Owner
Change History

Change Noatifications .

Standard Process Metrics®
Deployed Process .
Metrics .

* Tools .
Standard Roles

Requirements
Acceptance Criteria
Standard Process Metrics
Deployed Process
metrics

Figure 2-5: Fundamental building blocks of PDP models with associated attributes (adapted from
Browning et al., 2006, p. 122; Browning, 2009, p. 82)

The Process Architecture Framework

While the aforementioned modeling approaches address one or more partial project systems?,
they are rarely integrated into a common model (Browningetal., 2006, p. 108). The
generalized framework presented above sets the basis for an integrative approach to modeling
and managing PDPs, in the form of a Process Architecture Framework (PAF) (Browning,
2009, 2010, 2014b). The PAF concept is prompted by the fact that process information is often
stored in individual process models with significant overlap, which are used by different project
stakeholders. These individual instances have to be built and require constant synchronization
and maintenance, or otherwise endanger effective project management (Browning, 2009, p. 70,
2014b). Furthermore, as mentioned earlier, a single process model is insufficient, on the one
hand, to cater to all potential purposes, and on the other hand, to contain and convey large
amounts of information in a comprehensible way (cf. model views, section 2.4.1).

Therefore, Browning (2014b, p. 229) argues that any representation of a process model as
described above should merely be specialized “view” of an underlying, rich process model,
which caters to the concerns and purposes of a particular model user. Views are derived from
a centralized repository, set up using the generic framework described above and containing
up-to-date data. A view displays only a relevant subset of the process models content and
structure using an appropriate graphical notation (Browning, 2009, p. 1). Thus, the process
repository itself can be almost arbitrarily complex, with this complexity being reduced through
views. The concept furthermore promotes the distinction between content and representation in
order to overcome the constraints of individual representations when building the process

20 Cf. Heimberger, 2017, pp. 54-58 for discussion of system-spanning modeling approaches
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model (Browning, 2018, p. 2). The PAF structures possible views according to model users
concerns, with four proposed categories (Browning, 2014b, p. 236):

e Overall (e.g. summary of process scope and purpose, as well as a dictionary)

e Operational (e.g. activity schedule, views of project performance expectations,
responsibility assignment, process constraints, contingencies, and tailoring guidance)

e Content (e.g. activity network, WBS, tools, standard roles)

e Technical standards (e.g. technical standards profile and forecast)

The PAF will evolve over time, due to additional views being proposed and developed by model
users (Browning, 2014b, p. 236).

2.4.3 Theoretical foundation of structural analysis

The analysis and management of structural complexity using the representations described in
section 2.4.1 are based on graph and network theory, which are distinct yet closely related
research fields (Kreimeyer, 2010, p. 46, p. 55).

Graph theory treats graphs as abstract mathematical concepts (cf. section 2.4.1), focusing only
on answering questions regarding topological aspects of structures without interpretation of the
underlying meaning of the graph (Gross & Yellen, 2008; Newman, 2003, pp. 169-171;
Turau & Weyer, 2015). Therefore, graph theory provides the foundation for the description and
analysis of large network structures (Kreimeyer, 2010, p. 48). Building upon graph theory,
network theory uses graphs to model and analyze real-world structures (e.g. social,
information, technological or biological networks) (Stegbauer, 2010; Wasserman & Faust,
1994, pp. 93-94; Kreimeyer, 2010, p. 55). Network theory thus focuses on global properties of
large-scale networks, making predictions regarding the networks’ behavior by applying
concepts from graph theory and statistics to describe networks (Kreimeyer, 2010, p. 55;
Newman, 2003, pp. 169-171).

The analysis of complex systems focuses on identifying and characterizing network
characteristics based on a systems structure (interconnectedness of elements) and
composition (characteristics of the constituent elements and their attribute diversity)
(Parraguez, 2015; Wasserman & Faust, 1994, p. 29). The focus of this thesis is on the analysis
of the system structure. The composition is implicitly regarded, e.g. through the consideration
of different nodes and edge types and attributes within particular analyses.

Kreimeyer (2010, p. 52) defines a structural characteristic as a particular constellation (i.e.
pattern) of nodes and edges in a graph (cf. Maurer, 2007, p. 123; Cardoso, 2006). It gains
meaning through its relation to the actual system it is a part of (must serve a special purpose in
this context) (Boardman & Sauser, 2006) and possesses significance only in the context of the
system it describes. Structural characteristics can be identified on different levels: individual
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nodes (e.g. different Centralities) and edges, subgraphs (partial graphs), and the entire
network?! (Parraguez, 2015; Wasserman & Faust, 1994, pp. 17-21, pp. 25-26).

Metrics generally are a way to represent a “quantitative or qualitative measurable” aspect of
an issue in a condensed form (Horvéth et al., 2015). In the case of this work, this addresses the
quantification of the aforementioned structural characteristics, for which an overview is
given in Table 2-7. Sets of related metrics are organized in measurement systems (e.g.
scorecards) (Kreimeyer, 2010, p. 80), which are “semantically related, [...] complement each
other and [...] are intended to represent an empirical issue in a well-balanced and complete
way” (Lachnit, 1976). Metrics for quantifying structural characteristics have been proposed by
different disciplines and represent a fragmented area of research, as no consistent body of
metrics, naming conventions, or taxonomy has been generated yet (Parraguez, 2015, p. 38;
Kreimeyer, 2010, p. 85; Mendling, 2008, p. 114; Estrada et al., 2010). Different types of
metrics can be differentiated: Basic structural metrics are directly derived from structural
characteristics from node (e.g. connectivity of graphs using different centrality measures) and
edge perspectives (paths) (Kreimeyer, 2010, pp. 138-139). Combined and special structural
metrics are set up from these to cater to more specific evaluations, e.g. using statistical
evaluation such as the mean path length of all paths in a network (Kreimeyer, 2010, pp. 140-
146). Calculated metrics can be visualized in different ways, for example as an individual
number (metric per element type, such as size or density), table (metric per pairs of node types,
e.g. interfaces), portfolios or histograms (distribution of a metric for all elements of a particular
type) (Kreimeyer, 2010, p. 145).

Overviews of structural characteristics (and thus, metrics) from different disciplines can be
found in Behncke (2017) (focusing on cluster metrics), Parraguez (2015), Biedermann (2014),
Kreimeyer (2010, pp. 61-62), Maurer (2007, pp. 199-239), and Wasserman & Faust (1994).
Further properties from a network-theory perspective are collated for example by Newman
(2003) and Costa et al. (2007), such as the distribution of node degrees and shortest paths
(“small-world effect”, affecting the speed of information distribution) (Kreimeyer, 2010, p. 56),
the network resilience (sensitivity of the network to removal of nodes), or recurring patterns
(“motifs”, Milo et al., 2002, p. 824).

To support the identification of structural characteristics, various methods and means have been
developed based on graph- and matrix-based representations and theoretical foundations
(graph and network theory) presented above. Matrix-based analysis approaches are often
related to optimizing system structures (Parraguez, 2015, p. 36; Browning, 2001), such as
sequencing (e.g. reducing the number of feedback loops in flow networks), tearing (identifying
elements obstructing sequencing), banding (rearranging rows and columns to group parallel
elements), and clustering (identifying mutually related elements), using primarily DSMs (cf.
Kreimeyer, 2010, p. 51; Maurer, 2007, pp. 225-240). Browning (2016) presents a recent review
of examples of the aforementioned approaches applied to product, organization, and process
DSMs.

2L The overall network can be characterized by single metrics as indicated in Table 2-7 (e.g. size as the number of
all nodes and/or edges), or through the distribution of node metrics, e.g. the distribution of the node centrality.
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In contrast to matrix-based approaches, the direct application of graph theory to analyze
networks allows increased flexibility and the calculation of a variety of specific structural
metrics on different levels?? (Parraguez, 2015, pp. 36-37). The calculation of structural metrics
can be realized and automated, e.g. via graph rewriting using object-oriented graph grammars
(Helms & Kissel, 2016; Helms, 2013). This approach allows the algorithmic evaluation and
modification of graph patterns and element attributes using graph rewriting rules.

Table 2-7: Exemplary overview of general structural metrics based on Heimberger (2017, pp. 36-37), Parraguez

(2015, pp. 38-43), and Behncke (2017, pp. 128-129)

Level Metric Description
Size Number of nodes of a network
Relational Density Relative connectedness of the network
Centralization Distribution of centrality in a network
Entire Diversity Number of node or edge types (for n-mode multigraphs)
g;i%? ; oh Distance Length of shortest path between two nodes
System Perspective Quotient of number of dependencies within a cluster and possible
(Clustering quality) dependencies within the entire system (Behncke, 2017)
Cluster Perspective Quuotient of number of unoccupied dependencies within clusters and
(Clustering quality) unoccupied dependencies in the entire system (Behncke, 2017)
Degree Centrality Number of nodes connecting a node to other nodes. Further
(Active/Passive differentiation between outgoing (active sum) and incoming (passive
Sum/Activity/ sum) edges. Comparison of multiple nodes via activity (quotient of
Criticality) active/passive sum) and criticality (product of active/passive sum).
N Closeness Centrality ~ Structural closeness of a node to all other nodes of a network
Individual Betweenness Number of times a particular node lies on the shortest paths between
nodes . L
Centrality all other node pairs in a network
Node Information Combines Closeness Centrality and Betweenness Centrality by
Centrality counting all possible instead of shortest paths between node pairs
Eigenvector Centrality of a node k in relation to the centrality of directly adjacent
Centrality nodes
Bridge edge Single edge connecting two subgraphs (e.g. clusters)
Multidimensional Method to measure closeness or similarity between each pair of nodes
o scaling (no actual metric)
Individual - i ralit
edges niormation CeNtralily A jternative to multidimensional scaling (no actual metric)

nearness matrix

Line graph

Computational method for turning edges into nodes and vice versa (no
actual metric)

22 However, it has to be noted, that matrices can be used to calculate metrics as well, e.g. modularity metrics,
active/passive sums, or centrality metrics (cf. Browning, 2016). The main difference lies in the implementation of
the calculation algorithms.
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2.4.4 Structural analysis of product development processes

Based on the previously introduced foundation for structural analysis of matrix- and graph-
based models, this section illustrates the application of said approaches to the domain of PDP
analysis. According to Kreimeyer (2010, pp. 172-177), structural analyses can contribute to
eight different yet interrelated goals: Planning, Resource consumption, Quality, Flexibility,
Organizational decomposition, Interfaces, Transparency, Decision Making.

The overviews of approaches given in this section are intended to be illustrative of the current
state in research, rather than exhaustive.

Matrix-based structural analysis of product development processes

As described in section 2.4.3, matrix-based approaches are mostly used to analyze and optimize
the overall structure of a system (i.e. the arrangement of elements) (Eppinger & Browning,
2012, p. 5). Matrix-based structural process analysis has predominantly focused on analyzing
organizational and process (activity) DSMs (Browning, 2016). The primary analysis methods
are clustering of product and organization networks, due to predominantly undirected/
symmetrical dependencies and sequencing, of process networks, due to directed or temporal
dependencies (Eppinger & Browning, 2012).

Browning (2016) provides an overview of DSM, DMM, and MDM based approaches related
to these three domains as well as cross-domain applications. For example, Organization DSMs
are clustered in order to determine organizational structures, to optimize work allocation, or
sequenced to identify cooperation groups between organizational units. Process DSMs are used
for sequencing of activities, scheduling of project workflows, as well as clustering of activities
or design decisions. For example, sequencing is used to reduce process duration by identifying
iterations. Some existing work has compared architectures of partial systems, such as Sosa et al.
(2004), comparing product with organization DSMs in order to identify the alignment of both
architectures. While the described examples have focused on individual project subsystems,
many applications require cross-system (i.e. cross-domain) dependencies using DMMs, such
as mapping activities to individuals in order to determine organizational structures, e.g. using
clustering analysis (Browning, 2016, p. 37). Recognizing the importance of inter- and intra-
domain dependencies, the MDM approach has been developed to represent them
simultaneously (Browning, 2016, p. 39). MDMs are used for a variety of applications, e.g. to
support the management of knowledge, design decisions, and communication, with great
potential seen in the area of big data (Browning, 2016, p. 39).

Metric-based structural analysis of product development processes

Several authors have applied the general concept of quantifying structural characteristics via
structural metrics (cf. section 2.4.3) to the analysis of PDPs, with a selection of related work
presented in Table 2-8 (using matrix or graph-based approaches). Furthermore, dedicated
approaches also exist within the domain of business process analysis, but have been omitted in
this overview (cf. e.g. Mendling, 2008).
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Table 2-8: Overview of related work for analyzing product development processes using structural metrics

(alphabetical order)

Reference

Description

Bartolomei, 2007

Application of network metrics (average node degree, average path length,
clustering coefficient) to a multi-domain network (stakeholders, technical
components, activities, functions, and objectives) at different times over the
development project.

Batallas & Yassine,
2006

Analysis of information flows in PDP to identify critical individuals of particular
roles (Degree, closeness, betweenness centrality, brokerage measures: Internal and
external Coordinator, Representative, Gatekeeper, Liaison).

Bradley & Yassine,
2006

Analysis of information flows within the organizational system of the design
process of a jet engine (Individual centrality, group centrality, “Key players”
metric).

Braha, 2016

Realization that complex engineering systems exhibit the “small-world” property
(primarily local connected and modular, with short average path lengths between
any node pairs, resulting in fast information transfer capacity). Analysis of error
and change propagation in complex engineering networks (based on Braha & Bar-
Yam, 2007). Analysis of task network robustness and vulnerability.

Collins et al., 2009

DSM and network analysis-based approach to measuring properties of information
flow in PDPs at a small engineering company. The analysis addresses the overall
structure, sub-structures (clusters and density of groups), and the individual task
level (influence, betweenness centrality, brokerage).

Collins et al., 2010

Analysis of task interactions in a small engineering company. Compares network
properties of the PDP at two temporal instances to characterize changes. Applied
metrics are: Number of nodes and links, density, transitive triplets, distance, and
number of paths per distance.

Gokpinar et al., 2010

Comparing product and organization networks in order to identify coordination
deficits. A coordination deficit metric is calculated by comparing the normalized
weights of links between two nodes in both networks.

Heimberger, 2017

Development and application of a combined metric (“Alignment”) to analyze
product-induced communication needs in complex projects and support
coordination.

Jaber, 2016

Graph- and metric-based analysis of risk propagation in automotive design
projects based on deliverable dependencies.

Kreimeyer, 2010

Development and application of an extensive set of simple and combined metrics
for the analysis of PDP based on different domains. Metrics are operationalized
using a Goal-Question-Metric approach for goal-oriented selection in process
analysis.

Liberati et al., 2007

Social network analysis applied to product architecture and organizational
structure in an automotive engine development project (Closeness, centrality to
identify central components and cohesive subgroups).

Lo Storto, 2010

Application of centrality measures on activity DSM for the development of a car
climate control. (Degree and Betweenness Centrality).

Marle & Vidal, 2016

Using network topology indicators to highlight elements due to position in the
network and analyzing potential propagation (Reachability of nodes, Interfaces,
betweenness, eigenvector centrality).

Mathieson & Summers,
2016

Analysis of communication in design processes using email and reporting data
(using hypergraphs and bi-partite graphs).
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Reference Description

Application of structural metrics to analyze planned (information dependencies
between activities) as well as actual (information flows between tasks carried out)
design processes. Characterization of information networks between project
participants of dependent activity pairs.

Parraguez, 2015

Graph- and metric-based approach to analyzing the information flow between
Piccolo et al., 2018a functional units in a design project, based on creation and editing of documents
(using the metrics “hub” and “authority”).

Analyzing robustness of a design process using bi-partite graphs and network

Piccolo et al., 2018b analysis to analyze dependencies between individuals and activities

Metric-based analysis of graphs to identify barriers between design and simulation
Schweigert et al., 2017  departments. Concrete measures are subsequently derived from a catalog to
improve communication.

The overview shows that network and graph theory have been successfully applied to the
metric-based analysis of complex interdisciplinary design processes and projects in
previous work. While matrix-based approaches have a comparably long tradition in this
domain, metric-based approaches are arguably younger. They have been used to characterize
aspects such as e.g. risk propagation, process robustness (sensitivity to process changes),
information flow, and coordination. As can be seen, approaches often use centrality metrics to
quantify the importance of individuals or activities within the process networks.

In order to evaluate structural PDP characteristics using metrics, a comparative approach
needs to be chosen, as there is no reference structure that can be used to measure characteristics
in an absolute way. Therefore, structural metrics should focus on identifying structural outliers
and thus possible weak spots which should receive further attention. (Kreimeyer, 2010, p. 143)

The structural significance of the used metrics depends on the domain of application (i.e. the
selected node and edge types such as individuals, activities, or cross-domain dependencies) and
the need of analysis (Kreimeyer, 2010, p. 138), therefore the individual metrics need to be
selected and contextualized according to the respective application.

Furthermore, structural metrics are suitable to analyze a process model on a particular level of
detail. Metrics do not necessarily yield results that are comparable among different levels of
detail, since the number of nodes and edges does not necessarily increase/decrease
proportionally with the level of detail (Kreimeyer, 2010, p. 150). Kreimeyer (2010, pp. 149-
160) provides an extensive discussion of further limits and relevance of basic and combined
metrics.

Within the scope of this thesis, no new structural metrics are developed. Instead, the basic
and combined metrics provided by previous related work will be reused and adapted to fulfill
the objective of supporting process tailoring (cf. section 5.4).
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2.5 Process tailoring

Following the background on PDPs, process complexity, and corresponding modeling
approaches, the following subsections present an extensive study on the concept of process
tailoring. It starts from its basic definition, need, expected benefits and challenges, moving to
basic methods and approaches for characterizing the deployed processes context and variance,
followed characteristics of process tailoring approaches. The section concludes by
characterizing the social nature of process tailoring.

2.5.1 Definition and delimitation

In general terms, tailoring is “the act of adjusting the definitions and/or particularizing the terms
of a general description to derive a description applicable to an alternate (less general)
environment” (Ginsberg & Quinn, 1995, p. 3). More concretely, this means adapting a standard
process to suit the characteristics of the process enactment in a particular organization or
project (Kalus, 2013, p. 3; Pedreira et al., 2007, p. 1; Yoon et al., 2001; Martinez-Ruiz et al.,
2012). This is in accordance with Birkhofer et al. (2005, p. 276), who declare that for product
design, it is essential to “meet the design situation” to choose and execute approaches, methods,
and tools. According to Martinez-Ruiz et al. (2012, p. 229), characteristics of process
enactment can be grouped into three general categories:

e Project factors (e.g. time constraints or risks)
e Organizational factors (e.g. the available resources, organizational culture)
e Social, legal, and political contexts affecting an organization

The main objective of process tailoring can be summarized as to ensure that the invested effort
and process rigor for each project is in relation to the project objectives so that only the
necessary deliverables and artifacts are produced, using only the necessary activities (and thus,
resources) while maintaining an acceptable level of risk (Kalus, 2013, p. 25; Walden et al.,
2015, p. 162). Tailoring is therefore related to managing a project’s challenges and risks
(Xu & Ramesh, 2008b) and increasing project value by removing non-value adding activities
(cf. Zakaria et al., 2015b). Furthermore, tailoring should ensure a degree of compliance of
project-specific processes with the reference process. (Kalus, 2013, pp. 25-26)

Considering the importance of process tailoring (and, by extension, project planning which
builds upon the tailored deployed processes), activities involved in tailoring need to be executed
in a systematic and consistent fashion, e.g. defining the process scope, managing process
model variability, and conducting the required changes to the process model in order to adapt
it to a projects’ context (Martinez-Ruiz et al., 2012, p. 1). This requires experienced actors for
carrying out tailoring. The adaptation of the reference process model itself can be challenging
and time-consuming (Schatten et al., 2010, p. 66; Xu & Ramesh, 2007). If process tailoring is
solely left to the expertise of project managers, it undermines its repeatability across projects
(Kuhrmann, 2014, p. 2; Xu & Ramesh, 2008b).

Tailoring is an activity generally carried out by a reference process model user, such as
project management, not the designer of the reference process model (Schatten et al., 2010, p.
66). Such a user can be assumed to be unwilling or unable to perform radical RPM adaptations,
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e.g. by combining different method fragments (cf. Situational method engineering below).
(Kalus, 2013, pp. 25-26)

In order to be tailorable, a reference process model requires an inherent capability of being
adaptable to the process context, with manageable effort in terms of cost and time required to
apply changes (Kalus, 2013; Gnatz, 2005). This can, for example, be realized through a
modular structure of the reference process or the use of customizable process models (cf.
section 2.5.4; Meil3ner & Blessing, 2006; Lévardy & Browning, 2009).

Levels of process tailoring

The general definition of tailoring can be interpreted in two fundamental ways, resulting in two
different levels of process tailoring relating to the earlier elaborated duality of reference and
deployed processes (section 2.3.1), as illustrated in Figure 2-6 (Eito-Brun, 2014; Kalus, 2013, p.
24; Kuhrmann, 2007, p. 6; Pedreira et al., 2007, p. 3):

e Organizational tailoring (Level 1): Adapting a predefined standard process from
literature, e.g. V-Model, Stage-Gate (Cooper, 2001), or Systems Engineering Lifecycle
Processes (Walden et al., 2015) to an organization, creating the organizational RPM.

e Project-specific tailoring (Level 2): Adapting an organizational RPM to project-specific
characteristics, thereby creating a project-specific process.

According to Pedreira et al. (2007), Level 2 tailoring has been investigated more broadly.
According to Kuhrmann (2007, p. 7), Level 2 can only meet project requirements up to a
particular level, requiring further project-specific detailing, which cannot be formalized
entirely. MeilRner & Blessing (2006, p. 76) propose a similar differentiation of process
adaptation levels (cf. also Whitaker, 2012), which takes this limitation into account and
highlights the nature of the contextual influences on the specified levels (cf. Figure 2-6):

e Reference process adaptation: Consideration of the long-term context for providing a
stable process architecture.

e Project planning: Consideration of the medium-term context, including project-context
factors relevant during project planning.

e Project situation: Consideration of the short-term context, which occurs during the
project and cannot be predicted, e.g. team members falling ill.

As this illustrates, different sets of contextual factors need to be taken into account for the
respective tailoring decisions on different levels (MeiRner & Blessing, 2006; Pedreira et al.,
2007). The contextual factors may furthermore be static, e.g. for the duration of a project, or
dynamic, i.e. changing over time (Gericke et al., 2013).

However, the proposed levels are not always clearly distinguishable and can be further sub-
differentiated. For example, multiple sublevels of organizational tailoring could be identified
in larger organizations, resulting in different adapted but project-independent reference
processes for different recurring domains, e.g. for different business units or product lines. This
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activity is also called process customization®, resulting in pre-tailored process variants. While
a literature-based reference model could be tailored directly for project instances, the
intermediate stages of process customization can be seen as a way to reduce the effort for
project-specific tailoring and integrate localized best practices (cf. section 2.4.2 for the value of
organizational reference process models). (Schatten et al., 2010, pp. 65-66)

Literature-based reference model

Organizational lAdaptation
8 tailoring (Level1) & ] E -
c (long-term context) o 3
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Figure 2-6: Levels of process tailoring and focus within the scope of this thesis (based on Hollauer et al., 2016;
Gericke et al., 2013; Meiliner & Blessing, 2006)

Delimitation from similar approaches and concepts

Based on the previous delineation of tailoring levels, the focus within this thesis lies on project-
specific process tailoring. This can further be delineated from similar approaches.

First of all, process tailoring needs to be differentiated from project tailoring, as also described
in project management literature (cf. PMI, 2013; Whitaker, 2014). This addresses tailoring the
project management processes and organizational structures, implying a wide range of
associated managerial and tool questions, for example: Management style rigidity, formality of
procedures (e.g. documentation and risk management), number of design cycles before freeze,
formality/intensiveness of communication (number of meetings, communication channels,
etc.), selection of project leaders (and their role), members, and needs for skill development,
and the distribution of responsibilities, e.g. to contractors (Shenhar, 2001). While such decisions
are vital, they are not within the focus of this thesis.

23 The terms adaption, adaptation, customization, and tailoring are often used synonymously in literature. Also,
the term “tailoring” is more prevalent in the area of software engineering, with “variant management” used as an
analog concept in business process management (Pillat et al., 2015, p. 113). Within this thesis, “tailoring”
designates a project-specific level, while adaptation/customization subsume the other, non-project specific levels.
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Situational Method Engineering (SIME) addresses the intra-organizational construction of
organization- and project-specific software and information systems development methods and
methodologies?*, under consideration of the particular situation, e.g. a project or an organization
(Kalus & Kuhrmann, 2013, pp. 51-53; Henderson-Sellers & Ralyté, 2010; Harmsen, 1997).
Steps for conducting SIME are (Harmsen, 1997): 1) Characterization of the situation, 2)
Selection or construction of a new method fragment, 3) Combination of method fragments, 4)
Evaluation of method performance.

Like process tailoring, SIME is an approach to solve the issue of selecting an appropriate
methodology for an organization or a project. Tailoring is by itself a subaspect of SME, as far
as it concerns the adaptation of an already constructed method. However, SiIME usually focuses
on the construction of organization- and project-specific “methods” through selection and
combination of individual method fragments or components from a method base. SIME and its
approaches are considered to be in its infancy regarding empirical, industry-based data.
Kuhrmann et al. (2014, p. 1066) attest the field a large number of contributions but a disparate
understanding and inconsistency in use of the basic concepts, as well as a lack of evidence
regarding its practical feasibility. (Henderson-Sellers & Ralyté, 2010; Harmsen, 1997
Brinkkemper et al., 1999)

Due to the constructive approach, SIME is more in line with similar synthetic tailoring
approaches (cf. section 2.5.5), instead of addressing the reduction of a pre-defined
organizational RPM, during which no new RPM content is generated. However, the question
which parts of a method or process can be dropped without risk is considered to be often more
important (Agerfalk & Fitzgerald, 2006). (Kalus, 2013, p. 25)

Modeling of Process Lines (PrL) (cf. section 2.5.4) is inspired by the concept of Software
Product Lines and applies similar approaches in order to capture commonalities and
variabilities of different RPM variants, which generally follow the same objective but with
different logics (La Rosaetal., 2017; Kalus, 2013, pp. 54-55; Rombach, 2005). Different
approaches and notations to realize PrL modeling have been developed, as collected in a recent
review by La Rosa et al. (2017). Some of these notations include contextual factors to support
variant selection, diminishing the distinction from process tailoring approaches. However, PrL
modeling in a narrow sense concerns itself with designing variability mechanisms for process
modeling languages, supporting the identification of process variants, specifying the scope of
the PrL, and its adaptation (Hurtado Alegria, 2012, p. 23; Kalus, 2013, p. 55; Rombach, 2005).
The PrL approach facilitates planned reuse, although it is unable to address unanticipated
required variability (Hurtado Alegria et al., 2011, p. 2; Armbrust et al., 2009). In this capacity,
PrL modeling represents an important supporting asset for realizing process tailoring by
enabling the capture of process variability in a common model. (Cf. Martinez-Ruiz et al.,
2012, p. 244)

Besides similar approaches, tailoring needs to be delineated regarding preceding and
subsequent activities:

24 Usage of terminology in this field varies depending on the authors.
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e Scoping: A projects’ scope is the work performed (tasks) to deliver a result with specified
features (cf. Scope Management, PMI, 2013, p. 105), which is closely related to
requirements management in systems engineering (cf. Stakeholder Needs and
Requirements/System Requirements Definition Process, Walden et al., 2015). The project
scope (requirements and/or the work breakdown structure) informs the selection of process
elements from the RPM during tailoring but does not represent a tailoring activity itself.

e Sizing: The definition of activity durations, which can be differentiated into the “typical”
(i.e. mean) duration for a “typical” project, or the specific duration of a particular deployed
activity (cf. Browning, 2018, p. 6). While typical values can be defined for RPMs, project-
specific adjustment of activity size is done based on the deployed process, i.e. the selected
activities and activity modes of a particular project. Multiple typical sizes of an activity can
be documented as activity modes and selected based on the corresponding rationale.
Subsequent adaptation and optimization of activity durations is performed during project
planning, cf. section 2.3.3 (“Estimate Activity Durations,” PMI, 2013, pp. 165-172

Based on the previous elaborations, process tailoring in the context of this work is thus
summarily defined as follows:

Process tailoring is the adaptation of a pre-existing organizational PDP RPM and
its subprocesses, for deployment in different projects conducted within a PD
organization. Process tailoring is based on the characterization of individual
projects within the organization's project portfolio, through organization-specific,
descriptive contextual factors. Process tailoring can be carried out at different points
at the beginning as well as during a project.

2.5.2 Need, benefits, and challenges of process tailoring

The motivation for tailoring can be explained through internal as well as external drivers,
resulting in several benefits regarding project performance as well as project planning
transparency. On the other hand, a number of challenges impede process tailoring efforts.

Need for tailoring

According to Browning et al. (2006, p. 118), standard processes generally require some amount
of tailoring and/or scaling before being ,,helpful for planning and controlling a project
instance, i.e. to fit the task and characteristics of a particular project. This is in alignment with
organizational contingency theory, which suggests that no business process is equally effective
under all conditions. Instead, they need to be adjusted to suit an organization's internal and
external environment (cf. Thompson, 2008). The alternative of designing and modeling
processes from scratch on a per-project basis is not feasible as it increases risk and overhead
in terms of time and cost (Xu & Ramesh, 2007, p. 294; Cesare et al., 2008, p. 157; Pillat et al.,
2015, p. 96; Hurtado & Bastarrica, 2009, pp. 1-2). Such an approach further defeats the
purpose of documenting, managing, and reusing the knowledge contained in PDP RPMs (cf.
Browning et al., 2006; Cesare et al., 2008, p. 157). Organizations require organization- or
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project-wide guidelines and approaches for tailoring, on the one hand to enable its systematic
execution (cf. section 2.5.1) and on the other hand in order to avoid excessive process tailoring,
which would incur significant overhead and be detrimental to process repeatability and
consistency across projects (Xu & Ramesh, 2008b, p. 45). The need for tailoring is also
acknowledged in agile methodologies through the selection of appropriate methods and
practices (Kalus & Kuhrmann, 2013; Kruchten, 2013).

Besides this, tailoring is also motivated by the need for agility and adaptability by providing
means to quickly react to changing project circumstances. As changes in projects (or programs)
occur in complex environments, which obstructs the identification of change consequences (cf.
section 2.3.2), a standardized yet adaptable RPM can enable adaptability by establishing a rich
repository of process information as a baseline from which deviations can be derived and tested
in advance, in contrast to a “no process” approach, where no pre-defined baseline is available.
(Browning, 2014c)

Finally, tailoring is often externally motivated, in order to achieve compliance with
assessment models and standards, such as e.g. CMMI?® (SCAMPI Upgrade Team, 2011) or
SPICE?® (ISO/IEC 33001, 2015) for software development, or ISO/IEC/IEEE 15288
(2015)/ISO/IEC TR 24748-1 (2018) for systems engineering (cf. Walden et al., 2015, p. 162;
Martinez-Ruiz et al., 2012; Chrissis et al., 2007; Pedreira et al., 2007, p. 4; Browning et al.,
2006). Thereby, tailoring contributes to compliance either directly as it is explicitly mandated
by the standard, or indirectly, by establishing traceability of project-specific processes to the
reference processes as defined by the particular standards. Therefore, process tailoring is an
important and repetitive activity for both the establishment and improvement of processes
(Martinez-Ruiz et al., 2012).

Expected benefits and challenges in regard to process tailoring

Besides these direct needs motivating tailoring, several resulting benefits associated with
tailoring and reference process reuse are discussed in literature. Table 2-9 gives an exemplary
overview of the discussed benefits without claiming exhaustiveness. However, it needs to be
stated at this point, that the stated benefits are implied, as none of the listed references studies
the expected benefits in particular in order to prove them.

25 Capability Maturity Model Integration

26 Software Process Improvement and Capability Determination
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Table 2-9: Benefits expected from process tailoring as discussed in literature (based on PE-Rogger, 2018)

Barreto et al., 2011
Cameron, 2002
Slaughter et al., 2006
Pedreira et al., 2007
Bustard & Keenan, 2005
Xu & Ramesh, 2007
Pillat et al., 2015

Benefit

Improvement of performance and reliability of work procedures

Increase in productivity through predefined processes

Ensuring specified final deliveries’ quality and uniformity (effectiveness)

® O O® ® Xy 2005

Increased process control

Efficiency through removal of unnecessary activities (time and cost savings) o { B

Increased transparency in budget planning and project time estimation

Increase of efficiency through situative processes and reuse of knowledge o o

Reduction of risk and effort through reuse and adaptation of existing processes o o

Improved communication between project members through defined responsibilities @

Simplified training of new project members through clearly defined structures o

Employee satisfaction via execution of tasks which contribute to project progress [

Reduced rework )

Contrasting the expected benefits stated and described in the literature, a number of challenges
simultaneously hinder the successful application of tailoring and need to be handled within
organizations. A condensed, exemplary overview of these challenges as discussed in literature
is presented in Table 2-10 without claim to exhaustiveness and weight of individual challenges.
As can be seen, a number of challenges are associated with information, its generation as well
as provision at the right level of quality. Another common theme is the lack of concrete and
applicable support.
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Table 2-10: Challenges hindering the application of process tailoring (based on PE-Rogger, 2018)
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Challenge SaS8fRe5C8T6525RS

Knowledge- and time-intensiveness of tailoring o0 ([

Knowledge/understanding regarding process, context, and ° °

modeling notations required

Inadequate provision of information required for tailoring ° °

decisions (e.g. activity dependencies/attributes)

Distribution of the tailoring activity within the organization °

(e.g. different hierarchical levels)

Availability of experience and know-how regarding ° ° PP

tailoring from employees/experts

Automatization poses high requirements regarding the ° °

precise definition of context factors and impacts

Methods for designing, describing, and using tailorable

process models required o000 o

Prevalence of ad-hoc approaches for tailoring (impede PRPEPS °

repeatability, cause errors, and increase time/cost required)

Lack of concrete, consistent, and generally applicable ° PRI

tailoring procedures or frameworks

Only generic guidelines available in standard literature (e.g. °

PMBoK, SE Handbook)

Lack of approaches for the construction and maintenance of ° °

customizable process models

Ensuring consistency between RPM and tailored process ° °

and configuration correctness

2.5.3 Analyzing and documenting the context of deployed processes
This subsection focuses on discussing the term “context.” Based on this, general methods to
facilitate the analysis and documentation of the deployment context are outlined.

Process context

The term context is defined as the “interrelated conditions in which something exists or occurs”
(Merriam-Webster, 2016). Within the scope of this thesis, this relates to the sum of project
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characteristics and their assumable values within the PD project portfolio of a particular
organization. As described previously, the consideration of contextual characteristics of the
deployed process instances is critical in order to formulate appropriate tailoring operations. The
ability to express the required flexibility of a process in terms of its varying project contexts
and corresponding impacts is considered a critical aspect of process metamodels (Kuhrmann,
2014).

Various synonyms for the term context are used in literature (cf. Guertler, 2016, p. 70), e.g.
situation (Ponn, 2007, p. 43; Hales & Gooch, 2004, p. 1; Fabrizio, 2006, p. 158), boundary
condition (Albers & Braun, 2011, p. 11), influencing factors (Hales & Gooch, 2004, p. 39),
business drivers (Milani etal., 2016, p. 58), or influencers (Martinez-Ruiz et al., 2013).
Within the scope of this work, the term “context” is used to describe the sum of factors
influencing a particular project.

Methods for process context acquisition and documentation

In order to facilitate the investigation of a deployed processes’ context, different means for
analysis have been proposed?’. Within the context of this work, these approaches have been
grouped into two categories:

e Methods for the acquisition of contextual factors
e Methods for the description and documentation of contextual factors

In order to support the acquisition of a process context, several authors have proposed generic
collections and classification schemes of context factors, which can be used to classify
projects. These approaches range from simple classification schemes using as little as two
factors, e.g. “technological uncertainty” and “system scope” (Shenhar, 2001), to extensive
collections with hierarchical decomposition on multiple levels (review-based compilation of
239 context factors in Gericke et al. (2013)). Further collections and schemes can be found in:
ISO/IEC/IEEE 15288 (2015); Kronsbeinetal. (2014); Kalus & Kuhrmann (2013);
Ehrlenspiel & Meerkamm (2013); Langer & Lindemann (2009); Rosemann et al. (2008); Du
Preez et al. (2008); Ponn (2007); Ulrich & Eppinger (2008); Hales & Gooch (2004); Skalak
(2002); Shenhar (2001); Dvir et al. (1998); Maffin et al. (1995).

While generic collections provide a starting point to investigate project contexts, they are
abstract and need to be interpreted and adapted on a case basis. While they are extensive, they
cannot claim completeness. Furthermore, they do not generally provide guidelines on how these
factors affect the tailoring within a particular organization, with the exception of
Kalus & Kuhrmann (2013), who provide generic impacts of individual context factors on
software processes, and Ulrich & Eppinger (2008), who provide generic impacts on
interdisciplinary PDPs.

In order to address the shortcomings of generic collections, methods are necessary to acquire
organization-specific context factors. Such methods are based on interviews and
observations within the particular organization and process (e. g. Badke-

27 The discussion of context analysis methods in this section is based on work performed in PE-Gantenbein 2017



2.5 Process tailoring 55

Schaub & Frankenberger, 2004), supported through additional methods such as: Guiding
questions (e.g. Lindemann, 2009, pp. 29-32), morphological boxes (Vom Brocke et al.,
2016), analysis of contextual influences on process sub-goals (Rosemann et al., 2008), or the
analysis of contextual influences on process performance indicators (Ploesser et al., 2009).

While these acquisition methods allow for a more specific acquisition of context factors, they
are still generic and require adaptation to the task at hand, as they have not been designed with
the objective of acquiring information to support tailoring in mind.

After process context information has been acquired, it needs to be documented appropriately.
Hurtado et al. (2011) provide an overview of existing approaches to document the process
context and identify the most relevant proposals, such as Key-value pairs, markup scheme
models, graphical models, object-oriented models, and logic-based models. Context models
can be represented as text, tables, lists, or using domain-specific languages. In context models,
the context is commonly decomposed into individual variables (cf. “factors” above), which
can assume a range of corresponding values, as illustrated in Table 2-11.

Table 2-11: Examples of context variables and values (based on Hurtado Alegria et al., 2011, p. 13)

Dimension Variable Values
Project Type [new development, extension, maintenance]
Project Duration [short, medium, large]
Problem Knowledge [clear, ambiguous, unclear]
Team Team Size [very restricted, typical, unclear]
Product Complexity [high, medium, low]
Product - : -
Quality Relevance [high, regular, minimum]

Context modeling? can be traced back to the root concept of Domain Engineering (Reinhartz-
Berger et al., 2013), and more specifically, Feature-Oriented Domain Analysis, which
generates Feature Models. Its original intention was to increase software reuse by identifying
and encapsulating commonality and variability (Czarnecki & Eisenecker, 2005; Kang et al.,
1990; Kang & Lee, 2013, p. 26). Within the scope of process tailoring, feature modeling can be
used to model project context factors and their dependencies (cf. Figure 2-7) (Kalus, 2013).

The purpose of feature models is to “extract, structure and visualize the commonality and
variability of a domain or set of products,” originally to facilitate software reuse
(Thorn & Sandkuhl, 2009, pp. 132-133). Various notations and metamodels to implement
feature models exist, which are visualized as feature diagrams. In general, feature diagrams are
depicted as feature trees in graph-based notation, with vertical assignments of features to
groups, as well as cross-tree constraints. Features can be mandatory, optional, as well as
selected from a set of alternative features. Furthermore, features can be concrete or abstract,

28 In a similar manner, feature modeling represents the fundamental basis for modeling variant rich processes, cf.
section 2.5.4.
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representing a logical concept to group concrete features. Additionally, cross-tree constraints
can be added to these basic concepts, for example, in case the selection of one feature requires
the selection of another, or two features are mutually exclusive. (Thérn & Sandkuhl, 2009)

- Feature model example

Process for IT service

provider
—/
Provider Contractor
—0
Programming Development Maintenance Contact person
Contract type . . .
language location service (CP) on site
Contract for . CP conducts
C# Java C++ Munich Frankfurt Stuttgart
work and labor approvals

X ' ! A 4
I I
Employment P TTTTTTmm T e ' I M

O exclusive OR QO optional - ¥ excludes yes no
W OR (>1selected ) @ mandatory

contract

Figure 2-7: Fictional example of a context model as a feature diagram (based on and translated from Kalus,
2013, p. 193)

2.5.4 Modeling process variability

With the preceding section focusing on the context aspect of process tailoring, the following
section illuminates the corresponding aspect of process variability to capture tailoring impacts.

Process variability modeling

The tailorability of an RPM is characterized by its ability to be adaptable to different project
contexts (cf. section 2.3.2), while simultaneously ensuring compliance with the RPM (Golra,
2014, p. 10; Sadiq et al., 2007). In this context, several similar system properties need to be
differentiated®®: Adaptability and flexibility are generally defined as the ability of a system to
be intentionally changed by a system-internal respectively -external change agent (de
Weck et al., 2012, p. 7). Modularity is seen as enabler for increasing system adaptability and
flexibility (de Weck et al., 2012, p. 7) and a prerequisite for increasing reuse (Cameron, 2002),
i.e. the use of a process in a new context in order to minimize the effort for its redevelopment
(Golra, 2014, p. 9). Within the scope of this thesis, the embodiment of differences between
process instances in a common RPM is termed variability (cf. La Rosaetal., 2017, p. 3;
Valenca et al., 2013, p. 7, and “variety” as an aspect of complexity, section 2.3.2).

2 The terms and concepts related to adaptability, flexibility, and related properties are used with different nuances
by different authors.
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As process tailoring approaches are often realized using variant-rich process models
(Martinez-Ruiz et al., 2012, p. 244), this section focuses on how process variability can be
documented and managed. This relates mainly to model-based approaches, which extend
process modeling approaches (cf. section 2.4.2) with variability-capturing mechanisms, such as
variation points (La Rosa et al., 2017, p. 38).

Two fundamental ways to capture variant-rich processes are multiple- (fragmented) or single-
(consolidated) model approaches (Milani et al., 2016; Milani, 2015; Hallerbach et al., 2010;
Hallerbach, 2009; Valencaetal.,, 2013, p. 12): In a multiple-model approach (cf. also
“templates” in Table 2-15), each process variant is modeled separately with only loose coupling
between models, e.g. through element names, resulting increased modeling and maintenance
effort and consequently redundancy and inconsistency (Milanietal., 2016, p. 55;
Hallerbach et al., 2010, p. 523). A single-model approach combines multiple variants, e.g. by
using conditional branching (Hallerbach et al., 2010, p. 523). The single-model approach
creates larger and more complex models, which may be difficult to understand, analyze, and
evolve (Hallerbach et al., 2010, pp. 523-524; Milani et al., 2016, p. 56). Furthermore, regular
branches cannot be distinguished from particular variant branches (Hallerbach et al., 2010, p.
523). Therefore, selecting an approach requires a trade-off (Milani et al., 2016, p. 56).

In order to enable a purposeful creation of manageable single, variant-rich process models, the
concept of Process Lines (PrL) has been proposed, by transferring the concepts of Software
Product Line Engineering to process models (cf. also section 2.5.1) (Kalus, 2013, pp. 54-55;
Rombach, 2005; Washizaki, 2006; Kuhrmann et al., 2016, p. 53). PrL are sets “of processes in
a particular domain or for a particular purpose, having common characteristics and built based
upon common, reusable process assets” (Washizaki, 2006). Besides the mentioned references,
further examples for research in this area and overviews can be found in e.g. Kuhrmann et al.
(2016), de Carvalho et al. (2014), Ternité (2010), and Simidchieva et al. (2007).

PrL allow the capture of commonalities and variabilities of different variants of a reference
process through variation points. Variation points are for example activities, which can be
changed in regard to the project contexts, e.g. by replacing them with candidate activity variants
(Washizaki, 2006; La Rosa et al., 2017). Similar to the previously described approaches for
context modeling (cf. section 2.5.3), these approaches are based on the concept of Domain
Engineering and Feature-based Domain Analysis (Hurtado Alegria, 2012, pp. 51-55; de
Carvalho et al., 2014).

PrL approaches are described as suitable only in well-defined domains with “few and well-
known alterations” to support planned reuse and focus on element operations, with changes in
sequences and flows addressed only in a limited fashion or not at all (Pillat et al., 2015, p. 113).
Besides, tailoring must also be able to deal with unanticipated variability (Pillat et al., 2015, p.
113; Armbrust et al., 2009). Creating PrL models requires considerably more information than
creating a single process instance, and in case of complex customization decisions, the
combination of PrL with context models (domain models) is preferable (La Rosa et al., 2017).
Several authors conclude that existing software PrL concepts are still immature, e.g. in terms
of taxonomy and empirical validation (cf. Kuhrmann et al., 2016; de Carvalho et al., 2014).
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Approaches for process variability modeling

Regarding approaches for the creation of adaptable/customizable variant-rich RPMs, three
fundamental model types can be differentiated® (Kalus, 2013, p. 24; Chroust, 1992, 2000, p.
284; La Rosa et al., 2017, pp. 2-3):

e Umbrella® models, capturing all possible process behaviors (also “variability by
restriction,” Least Common Multiple, or “configurable process models™).

e Core models, representing only the most common behavior (also “Variability by
extension,” Greatest Common Denominator).

e Modular models, based on a library of building blocks for assembling project-specific
processes according to specified rules(cf. also SIME; Lévardy & Browning (2009);
Bichlmaier et al. (1999).

The three types are not always clearly distinguishable, as approaches can combine variability
by extension and restriction (La Rosaetal., 2017, p. 3), and both can contain degrees of
modularity. Umbrella and Core models represent two extremes and carry certain benefits and
disadvantages, as depicted in Table 2-12.

Table 2-12: Benefits and disadvantages of umbrella and core models (cf. La Rosa et al., 2017, pp. 38-39)

Type Benefits Disadvantages

o Particularly suitable for stable variant e Each variant addition requires a model
Umbrella sets update
(restriction) e More widely supported o Leads to larger models

e Approaches offer correctness checking e Updating large models is error-prone

e More difficult to reconcile with correctness

Core e Particular suitable for growing variant checking (requires constraints for extensions)
(extension) sets o Captures only a subset of process variant
o Easier maintenance due to extendability behaviors, additional behavior remains
hidden

Based on this differentiation, La Rosa et al. (2017) provide a comprehensive review of process
variability modeling, mainly in the area of business processes, based on a selection of 66
publications related to 23 current approaches subsumed to 11 groups (Table 2-13). These
approaches can be used to create PrLs. As these approaches are a supporting aspect® but not
the main focus within the scope of this work, only a brief overview is given in this subsection,
foregoing the description of individual approaches, which can be found in the source.

In their criteria-based comparative analysis (cf. Appendix Al.3 for evaluation criteria), the
authors found that all groups of approaches support variability through restriction, with five

30 Cf. also “reductive” and “synthetic” tailoring in Table 2-15.
31 In the referenced german sources, the term “Dach* (“roof””) model is used.

32 The approaches informed the development of the metamodel in this thesis, cf. sections 5.3 and 6
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approaches simultaneously realizing variability by extension. Most approaches are based on
conceptual instead of executable process models. The majority of approaches supports
customization via context models (abstraction), which is particularly relevant in the face of
complex and independent customization decisions. Only two approaches provide operative
guidance for customization decision-making in order to avoid inconsistent or irrelevant
decisions. All except one group have been at least partially implemented, and all except two
provide formal definitions. Seven approaches have been at least partially validated. According
to the authors, C-iEPCs (customization by restriction in conceptual process models) and
Templates and Rules (omitting customization guidance) are closest to fulfilling all criteria. (La
Rosa et al., 2017, pp. 36-39)

The authors further identify several gaps and challenges in relation to the analyzed approaches.
Only a few approaches offer user guidance and iterative feedback during customization. In
particular, they do not address which customization options provide the best performance in a
particular situation. Similarly, Valencaetal. (2013, p. 12) conclude that the process
configuration itself is generally performed in an ad-hoc manner guided by experience, with
context analysis mainly performed in order to elicit variability instead of supporting the
configuration itself. Furthermore, there currently is a lack of methods supporting the design and
update of customizable models, which deal with the increased information requirements
involved in building customizable process models. Initial approaches focus on algorithms for
constructing customizable process models from separate process model variants and event logs.
Lastly, there is a lack of empirical, comparative evaluations concerning the suitability of
different approaches in different settings. (La Rosa et al., 2017, pp. 38-39)

The described approaches mainly focus on the realization of variant-rich, customizable (and
thus, tailorable) process models in the form of umbrella and core models. They generally do
not explicitly address modularity-based approaches, although the group of fragment
customization approaches is most closely to the traditional notion of process modules.
Examples for modular RPM approaches in PD can be found for example in the work of
Bichlmaier et al. (1999) (,,Process building blocks), Lévardy & Browning (2009) (provision
of a superset of activities and variants thereof, along with rules for their selection and
composition based on the current project state), the FORFLOW RPM (Roelofsen, 2011) and
work related to the Signposting® approach (e.g. Clarkson & Hamilton, 2000; Wynn et al.,
2006). In terms of PDP modularization, Seol et al. (2016) describe a DSM-based** approach
based on process flow. Furthermore, modularization of PDPs needs to take interdependencies
with the organizational (Piller & Waringer, 1999, p. 37; Renner, 2007, pp. 43, 71) as well as
the product structure (Sanchez & Mahoney, 1996, p. 64; Gopfert, 1998, p. 149) into account.

3 The Signposting approach allows for dynamic selection of activities during project execution and is thus more
closely related to the situational tailoring level, cf. Figure 2-6, section 2.5.1.

34 However, it can be argued that most process clustering and modularization approaches, e.g. as listed in
Browning, 2016, Table I1IA focus on analyzing and optimizing project-specific processes.
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Table 2-13: Groups of approaches for modeling process variability (based on La Rosa et al., 2017, p. 10. See
reference for further information regarding the individual approaches)

Mechanism Description Main approaches
Variation points are configurable nodes that are C-IEPCs
Node . - o : . -
configuration assigned different customization options (retain, Configurable Workflows
remove, select customization option). ADOM
Elements of the customizable process model are Configurative process modeling
Element - : - :
. linked to a domain model and selected by Superimposed variants
annotation . L .
instantiating the domain model. aEPCs
PESOA
Activity Abstract activities are defined as variation points and
. . - - BPFM
specialization replaced by one of multiple specialized variants
Feature Model Composition
Fragment Change operations to add, delete, or modify Provop
customization fragments of the customized model Template and Rules

Within the scope of this work, the focus lies on umbrella models and corresponding modeling
approaches, as they are closest to the stated objective of tailoring organizational RPM to
project-specific characteristics. Modular approaches serve to augment the approaches described
in this section, e.g. for describing individual process elements.

2.5.5 Description and classification of tailoring approaches

After clarifying the general concept of process tailoring, the underlying need for it, associated
benefits and challenges, and the foundations of context and variability modeling, this section
describes and classifies general approaches for implementing process tailoring. An evaluative
overview of identified concrete tailoring support approaches relevant within the scope of this
thesis is given in section 4.2.

Tailoring approaches — General description and requirements

Based on a literature review, Martinez-Ruiz et al. (2012) have formulated a set of 25
requirements for tailoring support approaches (cf. Appendix Al.4). Based on bibliographical
data, it can be inferred that interest in managing process variability (at least in software
engineering) is rising (Martinez-Ruiz et al., 2012, p. 237). They also conclude that there is to
date no unified approach, consensus, or industry standard® on how to tailor processes in a
controlled and consistent manner (Martinez-Ruiz et al., 2012, p. 230). In order to carry out
process tailoring as defined in section 2.5.1, a plethora of specialized tailoring approaches
has been developed (cf. also section 4.2). It is important to mention that besides these
specialized approaches, other methods can conceivably contribute to process tailoring by
generating important information, such as e.g. risk/value analyses (cf. e.g. Browning, 2014a).

3 The statement is based on the current state in software engineering, but is by extension also valid for iPD
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While such methods arguably would allow more detailed and situation-specific tailoring, these
are not within the focus of the reviews performed within the scope of this work, as for example,
they do not focus on reuse of the knowledge gained.

Process tailoring generally requires an analysis regarding which elements of the process are
required for a project (e.g. stages, reviews, artifacts, or content thereof) (Graviss et al., 2016, p.
276). The following general strategies for selecting process elements from a baseline RPM for
a particular project are conceivable (cf. Browning & Ramasesh, 2007, p. 224):

e Activity selection based on their ability to reduce key uncertainties and risks and enable
important decisions

e Selection of lower-level activities based on the decomposition of design subproblems to be
solved

e Grouping of activities based on the intensity of their interaction

e Adaptation/Re-selection of the most appropriate activities due to the current project state

e Ongoing activity selection based on rules and policies

The development of systematic tailoring support is generally based on the assumption that
tailoring knowledge can be documented and reused (cf. He et al., 2008). It is hypothesized,
that “a precisely defined tailoring model (incl. context and parameters) allows for the definition
of better (e.g., appropriateness, precision, and validity) project-specific processes, as compared
to an ad-hoc tailoring, and supports more efficient project operation (e.g. by enhancing
decision-making processes)” (Kuhrmann, 2014). Besides a sound understanding of the process
context for defining tailoring criteria, this requires upfront work in order to anticipate the
required flexibility and adequately design the process to be tailored in terms of process modules,
configurations, and appropriate tailoring constructors (cf. Martinez-Ruiz et al., 2012).

Procedures for tailoring implementation and application

Tailoring approaches can be decomposed into sequences of steps describing what needs to be
done in order to implement and apply them. This subsection aims to discuss and compare a
selection of existing approaches, which explicitly provide such sequences. As a result, a generic
procedure is presented in Figure 2-8, which is suitable as a basis for the development of a
tailoring approach within this work (cf. section 5). The concrete scope and elaboration of the
steps vary between different tailoring approaches, depending on their particular focus.

The ISO/IEC TR 24748-1 (2018) standard describes tailoring of project-specific processes
within the scope of systems and software engineering. While the standard omits steps related
to the documentation of tailoring knowledge across project instances, it emphasizes process
tailoring based on project characteristics and highlights the solicitation of inputs from affected
project stakeholders. How these steps are to be carried out is only generally outlined.

In contrast, the approach proposed by Kalus (2013) focusses on a tool-oriented implementation
of tailoring via configurable process models based on feature models, hence emphasizing the
documentation of tailoring knowledge via its implementation in corresponding tools.
Conversely, how tailoring is to be carried out is only addressed briefly.
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Figure 2-8: Comparison of steps for tailoring implementation and application from different approaches

Graviss et al. (2016) describe the tailoring of systems engineering lifecycle processes based on
“tailoring considerations” (i.e. project characteristics), with the adaptations documented in
organization-specific rule sets. The approach focuses on the rule-based documentation of
tailoring knowledge using tables and matrices. Tailoring itself is described as the act of “a
systems engineer,” but without concrete guidance or support.
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Hurtado Alegria (2012) describes an approach explicitly derived from Domain Engineering and
built on the PrL concept. In a preparatory sequence, the process to be tailored and relevant
context variables are acquired and analyzed in terms of variability and documented in
corresponding models, forming a set of tailoring rules, which is later applied for particular
projects (“process scoping”). Tailoring itself is presented as the configuration of processes via
rule-based model transformation, based on the values of project characteristics.

Xu & Ramesh (2008b) propose similar steps but do not explicitly address cross-project
documentation of tailoring knowledge. In addition to project goals and environment, expected
development challenges (acquired using a questionnaire) are an important factor in their
approach. Additionally, they address the need for validation and evaluation of the tailored
process and its effectiveness after project conclusion.

Zakaria et al. (2015a) propose a tailoring framework, which uses empirically derived value-
based factors as input for the tailoring activity. Similar to project characteristics in other
approaches, these factors are mapped to process elements, in order to assess process elements
in regard to their value contribution for particular projects. The process is subsequently tailored
in response to this assessment, a step which is not elaborated in detail.

In an effort to provide a comprehensive overview, Figure 2-8 combines the discussed
procedures to highlight the different yet equally relevant aspects. Within the scope of this work,
the described steps have been grouped into the phases “general preparation,” “acquisition of
required tailoring knowledge,” “documentation of tailoring knowledge,” “application of
tailoring,” and “project execution & review.” This intentionally forms a generic end to end
procedure in order to emphasize the importance of all aspects.

Tailoring operations: Operators and tailored process elements

In order to formally document the change operations performed on the RPM, several direct
tailoring operators have been proposed, as summarized in Table 2-14.

Martinez-Ruiz et al. (2012, p. 243) identified adding and removing as the most common change
operators (in 81.25% of surveyed studies), followed by the generic modification (43.75%). In
a similar fashion, tailoring of SE Lifecycle processes according to ISO/IEC/IEEE 15288 (2015)
focuses on deleting unnecessary or unwarranted process elements but also allows for additions
and modifications (Walden et al., 2015, p. 162). Other operations exist, such as the definition
of relationships or constraints between different elements, or the replacement of elements.
Besides these direct operators, the authors have identified indirect mechanisms in a minority
of studies, such as: Process patterns, which are to be applied when contextual requirements are
met, Parametrization, where values are assigned to process parameters during tailoring,
Inheritance, which enables tailoring of the parent process by defining child processes extending
parent properties, as well as encapsulation and decision nodes. (Martinez-Ruiz et al.,
2012, pp. 242-244)

The operators can, in principle, be applied to all process element types in all partial project
systems (cf. section 2.4.2), depending on the used notation. For example, Xu & Ramesh
(2008b, p. 41) describe tailoring of tasks, sequences, artifacts/documents, roles, and iterations.
Martinez-Ruiz et al. (2012) identify activities, roles, and artifacts as the most frequently
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tailored elements (in descending order). Other tailored element types are subprocesses,
resources, or techniques and practices. Through the analysis of patterns between commonly
tailored element types, they identify activities as central elements, according to which other
elements are varied. Regarding structuring elements, variability in control and data flow, e.g.
through grouping, are identified as most common. However, 19.35% of investigated
approaches omit structural variability. Based on the PrL concept (cf. sections 2.5.1 and 2.5.4),
element variability (variation points) can be defined as optional (may or may not be present in
the process), mandatory (must be present in the process), or alternative (alternative elements
can be placed in the variation point) (Martinez-Ruiz et al., 2012, p. 245).

Table 2-14: Direct tailoring operators from existing tailoring support (based on PE-Langner, 2017)
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Simultaneous modifications of multiple process elements can be combined in crosscutting
variations, complementing individual or single adaptations (Martinez-Ruiz et al., 2012, p. 19).
Hence, different cardinalities of mappings between context factors and process variations are
possible, resulting in different levels of complexity, as shown in Figure 2-9.
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Figure 2-9: Possible cardinalities of context-process relationships (based on Hurtado Alegria, 2012, p. 57)

Classification of tailoring approaches

Regarding existing tailoring support approaches, Martinez-Ruiz et al. (2012, pp. 248-249)
conclude that most approaches focus on providing assistance during tailoring using either tool-
based support, storage of tailoring knowledge for reuse, or rules which guide the tailoring
applicant. However, approaches differ in their respective emphasis (cf. also Figure 2-8). Based
on the review of related work, Table 2-15 shows a classification of tailoring approaches. The
individual characteristics are subsequently discussed, highlighting benefits and disadvantages.

Tailoring approaches can be commonly classified as being of reductive, synthetic, or generic
nature (Chroust, 2000; Henderson-Sellers & Ralyté, 2010, p. 462; Kalus, 2013, p. 206).
Reductive approaches start from a comprehensive RPM encompassing all elements necessary
for all project instances, subsequently removing unnecessary elements for a particular instance
using tailoring operators (see also section 2.5.4). Conversely, synthetic approaches start from
individual method fragments in a method repository, creating the project-specific process
through combination and are thus similar to SIME (cf. section 2.5.1) (Kalus, 2013, p. 25).
Generic refers to the use of one fragment as a parameter for the generation of another one®. In
comparison to reductive approaches, synthetic approaches represent a (partial) generation of
new project-specific processes, and thus not an adaptation in a classical sense (Kalus, 2013, p.
25). Since the starting point for the tailoring approach in this work is are pre-defined,
organizational RPMs, only reductive approaches will be regarded further.

Kalus (2013, p. 206) differentiates informal and formal (synthetic and reductive) approaches
and mentions agile approaches as representatives for informal tailoring approaches. According
to Pedreiraetal. (2007), a formal (or systematic) approach using rules or guidelines can
decrease the dependency of the tailoring results on skills and preferences of the tailoring
applicant and can potentially be applied by a more inexperienced user. In contrast, informal

% The author’s original intention for the term “generic” is unclear (Henderson-Sellers & Ralyté, 2010, p. 462).
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approaches, e.g. in the form of workshops or brainstorming, are easier to apply in smaller
companies as they provide a lower entry barrier. Different degrees of formality can be identified
in existing approaches. Pedreira et al. (2007) mention Hanssen et al. (2005) as an example for
an informal, workshop-based approach: Three common project types were defined, and the
reference process (Rational Unified Process) was adapted in a facilitated workshop.
(Pedreira et al., 2007)

Table 2-15: General classification of tailoring approaches

Characteristic Value Description
] ) Svnthetic Tailoring through a combination of individual method
Starting point y fragments (cf. e.g. Situational Method Engineering)
(Chroust, 2000; Kalus, . Tailoring through the removal of unnecessary elements from a
2013; Henderson- Reductive 2 .
, superset of activities or an overarching process model
Sellers & Ralyté, -
2010) Generic Use of a process fragment as input to generate another
fragment
. Formal, prescribed tailoring process and methods, e.g. based
Degree of Formality Formal on rules or guidelines
(Pedreira et al., 2007; Simol : —— v defined
Kalus, 2013) Informal imple, pragmatu_: process, using informally defined process
models and tailoring guidance.
Templates Predefined process variants, from which the most appropriate
. P is selected based on the project situation
Form of execution - - -
(Gonzalez et al., 2014)  Automated Automated, model-based configuration of processes; Requires

the definition of the context, the organizational process with

configuration variability, and the transformation rules

Tailoring at the beginning of a project as part of project
planning

Time of application
(Karlsson & Hedstrém,
2009; Fitzgerald et al.,
2003; Chroust, 2000)

Upfront (Static)

Tailoring during project execution, as processes/activities are
encountered and in response to dynamic project changes

Tailoring “on the
go” (Dynamic)

Procedural knowledge representation: Rules represent if-then
relations documenting the transition from an initial to a

Knowledge -
representation Rule-based modified state. Rules often contain expert knowledge for
(Helms, 2013, p. 26: problem-solving in the form of heuristics.
Ittner, 2006, pp. 114— Declarative knowledge representation: Representation of
115; Graviss et al., Model-based knowledge in theoretical models of how a situation is or
2016; Park et al., should be.
2006) Case-based Drawing from analogies through the identification, adaptation,
and application of similar, previous situations.
Single model Use of a process line as a repository for context and process

Model basis

(La Rosa et al., 2009)

information

Multiple models

Use of multiple, disparate models for context and process
information

Context support

(Hurtado Alegria,
2012, pp. 74-75)

Context-based

Selecting process variations based on context characteristics

Manual tailoring

Tailoring the process without the aid of context characteristics

Key: Focus within the scope of this thesis in regard to the intended tailoring support is highlighted in italics
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Gonzélez et al. (2014) experimentally compare automated with template-based (cf. section
2.5.4) tailoring as intermediate steps between “no tailoring” and the definition of a new process
for each project. Automated tailoring computes a project-specific process based on
mechanisms prescribed by the particular tailoring method, while template-based tailoring uses
predefined process variants. In their experiments, the authors have found automatic tailoring to
be advantageous in terms of appropriateness of the resulting processes for the project situation.
However, automatic tailoring involves sophisticated tools and high complexity in constructing
the necessary models. They also conclude template-based tailoring has advantages, as long as
the predefined process variants correspond to the most frequent project types, which requires
careful specification in advance. They argue that the construction of predefined templates is
comparatively easier. A certain risk of selecting an inadequate process remains, which requires
additional manual tailoring. (Gonzalez et al., 2014)

However, while being accessible, template-based tailoring also incurs increased effort for
creating, maintaining, and evolving separate model variants, depending on the number of
variants (cf. section 2.5.4) (Hallerbach, 2009, pp. 44-47; Hallerbach et al., 2010). It further
limits the amount of variability that can be considered and hinders scalability (Graviss et al.,
2016). Conversely, other authors consider automated approaches based on model
transformations to be fast to apply, but the resulting processes to be inaccurate, requiring further
adaptation (Pillat et al., 2015).

A further differentiation can be made regarding the time of tailoring application: Either
upfront, by identifying an overarching set of project characteristics during initial project
planning at project start, or ongoing (“on the go”)%’, during project execution as processes and
activities are encountered and performed, or a projects characterization changes
(Slaughter et al., 2006; Cameron, 2002; Fitzgerald et al., 2003, p. 70; Ferratt & Mai, 2010, p.
167). However, both are not mutually exclusive, with the latter representing modifications of
the initially tailored process at project outset (Chroust, 2000), requiring short feedback loops
(Karlsson & Hedstrém, 2009, p. 491).

If applicable, tailoring approaches also differ in the employed knowledge reuse mechanisms.
While case-based approaches do have their strengths, they require an extensive knowledge
base containing information about previous cases to be feasible (Helms, 2013, p. 37; Ittner,
2006, p. 114). For process tailoring, this means the tailored deployed processes and
corresponding characterizations. Acquisition and maintenance of this data represent a
challenge, due to the average length of development projects and requires suitable management
systems (Graviss et al., 2016; Pillat et al., 2015, p. 113; Ittner, 2006, p. 114). Additions and
alterations due to unforeseeable process and project characterization changes can cause the case
basis to deteriorate and require re-training the selection and adaptation mechanism, e.g. a neural
network (Park et al., 2006; Hurtado Alegria, 2012, p. 21). Rule-based approaches are seen as
more adaptable and thus more reusable (He et al., 2008), albeit expert knowledge has to be
externalized and generalized beforehand. Graviss et al. (2016) argue that using a rule-based

37 In this context, Rupani (2011) further differentiates between planned, upfront “customization” and localized
“deviation” during project execution. However, as ongoing tailoring within the scope of this thesis is also planned,
this differentiation is not further used within this work.
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approach to process tailoring can reduce the manual effort for tailoring SE processes. Several
existing approaches already use hybrid rule- and model-based knowledge representation to
automate tailoring (e.g. Hurtado Alegriaetal., 2011; Pereiraetal., 2007). Due to these
considerations, case-based approaches are not considered further within the scope of this
thesis, focusing instead on rule- and model-based approaches, which are seen as more suitable
to codify expert knowledge. Case-based approaches have additional potential to extend review
and improvement capabilities of tailoring approaches in future work (cf. Helms, 2013, p. 37)

Tailoring approaches can be further differentiated whether they capture the relevant tailoring
knowledge in one single or multiple separate models. For example, context variables and
values can be documented separately from process variants (cf. “templates’) or a process line,
e.g. in the form of questionnaires (La Rosa & Dumas, 2008). The use of a single model to
capture process and context knowledge is seen as beneficial for the scope of this work, as it
mitigates data inconsistency and maintenance issues.

While most tailoring approaches are based on some form of explicit project context
classification, manual tailoring without explicit, a priori context consideration is also possible.
The process is tailored manually, for example when no suitable classification or rules are
defined based on the implicit knowledge of the executing role. In this case, the thus gathered
information can be documented later re-integrated in order to extend the context description
and PrL. (Hurtado Alegria, 2012, pp. 74-75)

The attempt at a high-level characterization of tailoring approaches illustrates that a broad
spectrum of different approaches has been developed thus far, stemming from different
perspectives. The classification scheme and associated consideration of benefits and
disadvantages allow to focus the selection of approaches relevant within the scope of this work
(cf. section 4.2) and therefore focuses on relevant discerning characteristics. It is not intended
to be exhaustive, as for example, it does not account for different concrete notations used for
knowledge representation.

2.5.6 The role of stakeholders and the social nature of process tailoring

After characterizing the different possibilities of tailoring approaches, it is important to
emphasize the importance of stakeholders and the associated social aspects of process
tailoring.

Formalized systems development methods are a means to document and communicate
knowledge about the systems development process ((Henderson-Sellers et al., 2014, p. 53;
Agerfalk & Fitzgerald, 2006) cf. also sections 2.2 and 0). Methods and processes are social
constructs, which embed various assumptions about people and systems development
(Henderson-Sellers et al., 2014, p. 53; Introna & Whitley, 1997; Russo & Stolterman, 2000).
SIME has been described as a “social process” by Henderson-Sellers et al. (2014), which needs
to take human factors such as values, attitudes and knowledge into account when constructing
and adapting a “method”, as a method is only accepted and used if it is perceived as useful by
its practitioners (Riemenschneider et al., 2002). This can be extended to process tailoring and
deployed processes in iPD.
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ISO/IEC/IEEE 15288 (2015) and ISO/IEC TR 24748-1 (2018) highlight the importance of
affected stakeholders in soliciting inputs regarding process tailoring decisions (e.g. system
stakeholders, interested parties, contributing organizational functions). Affected parties should
be involved in adaptation decisions as they can help ensure that the tailored processes are
feasible and useful. Moreover, project stakeholders can bring experience from previous

projects. “Failure to include relevant stakeholders” is a common tailoring pitfall (Walden et al.,
2015, p. 165).

Karlsson & Hedstrom (2009) and Karlsson (2008) describe method tailoring as a form of
“negotiation,” and thus a highly social activity dependent on the cooperation between
coworkers. The acceptance of a method (or process) is ultimately dependent on the opinions of
developers’ coworkers and supervisors towards using it (Riemenschneider et al., 2002).
Negotiation is necessary due to different stakeholders holding and promoting different,
often conflicting values influencing the design of the process (Karlsson & Hedstréom, 2009).
Karlsson & Hedstrom (2009, p. 498) thus depict tailoring as more complex than either 1) a
highly rational process with project members as passive information providers or 2) an
unstructured process based on individual choices by developers. Their study, based on Actor-
Network-Theory, indicates that tools and approaches for method engineering should enable all
project members to be “drivers” of the tailoring process, in order to let them address their
particular needs for tailoring design decisions. On the other hand, tailoring is not a consensus
process and does not guarantee that the emergent method will be followed by all project
stakeholders.

2.6 Conclusions from background and fundamentals

The body of chapter 2 has clarified the following vital concepts as foundations for the
subsequent work in this thesis: Knowledge as the fundamental resource required for both
process modeling and tailoring, the modeling and management of processes (reference as
well as deployed), the systems perspective on processes and associated structural analyses
using matrix- and graph-based methods, as well as the different facets of process tailoring as
the main focus of this thesis. Aspects of particular relevance for process tailoring, such as the
acquisition and documentation of process context and variability, characterization of existing
tailoring approaches, as well as the role of stakeholders have been highlighted.

Process modeling has been shown to be an important means for documenting process
knowledge. The resulting process models support the subsequent management, analysis, and
improvement of complex processes in PD. Therefore, process models are an essential vehicle
for the successful management of development projects. As such, process modeling is also a
prerequisite to enable project-specific tailoring of RPMs, or as Kuhrmann (2014) states:
“You can’t tailor what you haven’t modeled.”

The available work on structural analysis of process models, using matrix- or graph-based
approaches, provides a comprehensive toolbox to increase the understanding regarding a
particular process’s structural characteristics and its resulting behavior, e.g. in regard to its
robustness when performing particular changes to its structure. In particular, structural metrics
enable the quantification and condensed presentation of structural characteristics of a given
process. Furthermore, specialized, stakeholder-dependent model views can be defined to
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further reduce this complexity and facilitate comprehension. This work is considered to be of
particular relevance in light of the increasing PD process complexity, e.g. due to increasing
product complexity, number of involved disciplines and stakeholders, as well as the diversity
of development goals. The existing work in this area, therefore, presents an important
methodical foundation for the development of the tailoring support within this thesis.

While related work on process modeling and structural analysis can be considered well-
established in the domain of iPD, work on process tailoring in this area has so far been less
prevalent, although the influence of a projects’ contextual characteristics on the underlying
process is widely acknowledged (cf. e.g. Gericke et al., 2013). Process tailoring has been shown
to be an important, yet fragmented research subject, with many contributions originating from
the field of software engineering. It is adjacent to similar subjects and research areas, such as
SIME and process variant management. Partial overlaps, for example, the use of context models
to document the rationale of tailoring operations, complicate the delimitation of the subject.
The characterization of current tailoring approaches provides a starting point for the
development of the tailoring approach within this thesis. Tailoring approaches, while generally
pursuing the same objective, have been shown to be diverse in their embodiment (cf. section
2.5.5), e.g. in terms of the utilized knowledge representation. The general classification allows
further focus on approaches relevant within the scope of this thesis (cf. chapter 4).

The subsequent chapter 3 elaborates on the empirical aspects of the DS I, which serve to further
inform the specification of an adequate support for tailoring complex PDPs in this work through
the derivation of the supports’ objectives and requirements. Based on the study presented in
chapter 2 and the requirements in section 3.3, related tailoring approaches are presented and
evaluated in chapter 4, after which the tailoring support is derived in chapter 5 and subsequently
elaborated in chapters 6 and 7.



3 Empirical studies and requirements derivation

Chapter 3 presents the derivation of requirements regarding the tailoring support to be
developed, in order to outline the rationale for the design of the tailoring support. Besides the
theoretical basis outlined in the previous section, empirical sources have been used to inform
the derivation of requirements. Therefore, first, the procedure and empirical sources are
presented, followed by the derived empirical implications, before the specific core challenges
and objectives to be addressed by the tailoring support are presented. To conclude the chapter,
the final requirements for the design of the tailoring support are presented.

The final set of requirements subsequently form the basis for the analysis of related approaches
(chapter 4) as well as the development of the tailoring support (chapter 5).

3.1 Elicitation of empirical implications

The first subsection of chapter 3 presents the empirical sources and derived implications for the
subsequent formulation of support requirements, thereby augmenting the problem situation as
derived from literature. Therefore, the procedure is presented first, followed by the derived
implications per empirical study.

3.1.1 Procedure and empirical sources

Figure 3-1 presents the iterative procedure for deriving the tailoring support requirements: The
challenges and gaps regarding process tailoring, as identified in the background and
fundamentals, formed the starting point for further empirical studies, review of related work,
and the eventual tailoring support development. The initial problem statement was further
concretized through implications derived from the empirical studies. While the overall
objective guided the research program, applications of the tentative support in evaluation
case studies (DS I1) and interviews further supported the successive clarification and adjustment
of the tailoring support (Iteration 1) and the requirements (lteration 2) (cf. section 8.1). For this,
a tentative tailoring methodology has been defined, which was subsequently elaborated with
supporting methods and adjusted in conjunction with the requirements clarification. This
approach allowed to integrate new requirements in response to practical insights from the
application case studies. For example, the communication-intensiveness of tailoring and
associated challenges could only be discovered after the development and application of an
initial methodology and metamodel (lteration 3).

In conclusion, the applied procedure allowed for the necessary flexibility to react and adjust to
insights from case studies while at the same time delineating an initial focus. The derived final
requirements (cf. section 3.3) translate the problem description and overall support objective
into concrete guidelines for the design of the tailoring support.
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Figure 3-1: Procedure for derivation of requirements on the tailoring support

Five different types of empirical sources were used for the elicitation of implications and
subsequent requirements derivation over the course of this work. These sources partially have
been presented in Hollauer et al. (2016):

e Workshop observation: A process design workshop has been observed without
involvement, which contributed to the RC and initial requirements definition

e Exploratory case studies: Three exploratory case studies have been conducted without
applying any tentative tailoring support, in order to increase the understanding regarding
the research subject (cf. Appendix A4.1, case studies X, Y, and Z)

e Interview studies: Two interview studies with process and project management experts in
different PD companies contributed to generating initial insights into the current state of
practice and issues regarding process design and tailoring

e Focus interviews: Two focus interviews independent of case studies helped illuminate
focus issues (social aspects and structural complexity)

e Application case studies/interviews: The formative nature of the application case studies
(DS 1) contributed data for potential improvement and additional support requirements
through observation, interviews, and lessons learned. This allowed to concretize and
formulate problem areas not yet covered in related work (cf. also evaluation in chapter 8).

Since the empirical sources are subject to different environments and the individual
observations and interview statements require interpretation, implications from the empirical
sources were derived through inductive reasoning, starting with specific evidence found
within the empirical studies and generalizing from there (Collis & Hussey, 2014, p. 342).
Triangulation of different data sources and research methods has been applied in order to
reduce bias and increase the validity and reliability of the derived requirements
(Collis & Hussey, 2014, p. 71). Findings nonetheless reflect the opinions of a limited group of
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respondents and investigation subjects. While the derived implications therefore have to be
considered within that limitation, some general themes can be identified due to the broad
spectrum of respondents.

3.1.2 Empirical studies and derived implications

Based on the procedure for requirements elicitation described above, the primary empirical
sources and derived insights are presented within this section.

Workshop observation

The observed workshop was tasked with the design of a process for new product development
for an equipment supplier in the mobility industry. The off-site workshop lasted two
consecutive days and involved 25 individuals from the company. The objective of the workshop
was to define quality gates as well as activity descriptions within three separate stakeholder
groups, which were to be collated at the conclusion of the workshop. The workshop was based
on a process draft, developed by a consulting agency five years prior, but never implemented.
Tailoring was not an explicit subject of the workshop. However, during the workshop, possible
variabilities of the process to be defined emerged and were discussed by the participants but
not explicitly documented. The resulting process model was generic and defined only on the
level of overarching design phases and milestones, due to compromises participants had to
make and disagreements regarding the level of detail as well as details to be contained in the
process model. Table 3-1 summarizes the insights derived from the workshop observation
regarding tailoring in practice. (Cf. Hollauer et al., 2016, p. 2025)

Table 3-1: Key implications from workshop observation

Key implications for objective and requirements derivation

Process design involves high effort and a large number of stakeholders

Implicit knowledge regarding the required situative adaptation of process models is available and expressable

Decisions for process adaptation are recurring

Processes are abstracted due to compromises, disagreements, as well as the lack of means to model variability

Interview studies

Two non-overlapping, qualitative, and semi-structured interview studies have been conducted,
with an increasing focus on process tailoring. The organization and key insights (cf. Table 3-2)
of the individual studies are subsequently summarized®. Semi-structured interviews have been
chosen due to their suitability to test and deepen existing knowledge and generate hypotheses,
particularly regarding innovative topics and complex systems (Kurz et al., 2009, p. 465), as

38 For more details, please refer to the corresponding publications.
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they allow the clarification of questions and further inquiries. The two studies and their
corresponding topics are:

e Study A: Usage of process models in small-to-medium sized enterprises (SME) (Research
project “A2TEMP,” Hollauer et al., 2016, pp. 2012-2024)

e Study B: Current process tailoring practice and needs in companies of differing size (PE-
Kajbring, 2016).

Within study A, semi-structured on-site interviews have been conducted regarding the design
and use of process models in five small-to-medium-sized enterprises (SME) with a
mechatronics background. All involved companies either had a PDP RPM defined or were
actively working on its development. Only one company showed a rudimentary tailoring
process, where tailoring decisions made by project leaders have to be documented in a
corresponding template. However, the tailoring activity itself is not further supported.

Based on the previous studies, study B has been conducted to investigate the basic needs,
challenges, and current approaches used regarding process tailoring in industry (cf. PE-
Kajbring, 2016). During the study, experts from 10 companies ranging from very small to very
large were interviewed, with questions focusing on the specific implementation of process
tailoring within their respective organizations. In the case of one very large company, three
interviews were conducted. Only one of the interviewed companies mentioned having a
framework to explicitly support the adaptation of the RPM to specific projects, in this case,
based on project assurance plans and different templates for different projects (n=1). The other
interviewed companies either do not have a framework (n=6), the existence of a framework is
unknown (n=1), or the adaptation is explicitly mentioned as being based on experience without
further support (n=2). All interview partners agreed that the planning phase of a project is
essential but very time-consuming. Tailoring itself has been mentioned to be very dependent
on the experience of the project manager. Benefits of increased flexibility through tailoring
have been evaluated ambivalently by interview partners, with some partners wishing more
flexibility, and others expressing concerns that inexperienced project managers might b