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Vollständiger Abdruck der von der

Fakultät für Physik der Technischen Universität München

zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften (Dr. rer. nat.)

genehmigten Dissertation.

Vorsitzender: Prof. Dr. Michael Knap
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Abstract

In this thesis, experimental studies of complex magnetic textures by means of transverse sus-

ceptibility measurements are presented. In the Ising-ferromagnet LiHoF4, a distinct dependence

of the nature of the quantum phase transition on geometric misalignment of the sample with

respect to the magnetic field direction is reported. Additionally, signatures of field-induced

domain-wall tunnelling as well as a strong hyperfine coupling are observed. In the helimagnet

MnSi, the interplay of conduction electrons with the skyrmion lattice, a topologically non-trivial

form of magnetic order, is studied. As the main result, it is found that the critical current den-

sity, above which skyrmion motion is induced, may be reduced by over one order of magnitude

with a small oscillating magnetic field.

In dieser Arbeit werden fundamentale Eigenschaften komplexer magnetischer Texturen in zwei

Modellsystemen mittels transversaler Suszeptibilitätsmessungen untersucht. In dem Ising Ferro-

magneten LiHoF4 wird die Abhängigkeit des Quantenphasenübergangs von einer geometrischen

Fehlausrichtung der Probe im Bezug auf das magnetische Feld untersucht. Zusätzlich können

Signaturen von Tunneleffekten der Domänenwände sowie einer Hyperfeinkopplung beobachtet

werden. In dem Helimagneten MnSi wird das Zusammenspiel von Leitungselektronen mit einer

komplexen Form magnetischer Ordnung, dem Skyrmionengitter, untersucht. Als Hauptergebnis

wird berichtet, dass die kritische Stromdichte, bei der das Skyrmionengitter zu driften beginnt,

durch das Anlegen eines oszillierenden magnetischen Feldes um mehr als eine Größenordnung

reduziert werden kann.
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Stabilisation and Dynamics of Complex Magnetic Order

While the interest in quantum matter was mainly restricted to basic research over the past

century, modern material science and the fast development of experimental techniques have

stimulated the search for possible applications of quantum states. New phenomena such as un-

conventional superconductivity [1, 2], topological insulators [3, 4], or complex forms of magnetic

order [5–7] have been intensively studied over the past decades and promise a variety of exciting

applications. In the search for such novel states of matter, the vicinity of continuous phase

transitions, where strong fluctuations prevail, has proven to be a suitable starting point [8].

Such transitions can be driven either by a change of temperature, also referred to as classical

phase transitions, or by non-thermal control parameters such as pressure, chemical composition

or external fields. In the second case, so-called quantum phase transitions (QPTs) may even

occur at absolute zero temperature, where no thermal excitations are possible and quantum

effects may govern the macroscopic behaviour of the system. Over the past decades, the precise

description of such transitions as well as the quantum critical region (QC) associated with them

has been established as a key challenge in modern condensed matter physics.

A generic theoretical description of QPTs and the corresponding quantum critical regime is

extremely demanding, however, some examples of experimentally accessible QPTs are known,

which can be captured by current theoretical models. One of the simplest examples is the tran-

sition from a ferromagnetic into a paramagnetic state in the dipolar-coupled Ising ferromagnet

LiHoF4 as a function of applied magnetic field, aligned perpendicular to the Ising axis [9, 10].

Such systems provide an ideal probe to confirm the basic theoretical framework, laying the foun-

dation for a successful understanding of more complex systems and more exotic behaviour [8].

These well-understood examples, however, are scare while systems driven towards quantum crit-

icality typically exhibit more complex behaviour, exceeding the current theoretical descriptions.

An intensively investigated example of such complex behaviour is the cubic helimagnet MnSi,

where the magnetic transition temperature can be suppressed by the application of hydrostatic

pressure. The vanishing of static magnetic order is accompanied by a breakdown of the conven-
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Introduction

tional theory of electrons in metals, the Fermi liquid theory [11, 12]. Recently, the topologically

non-trivial nature of the resulting non-Fermi liquid regime was linked to a phase pocket at ambi-

ent pressure that hosts a trigonal lattice of spin whirls, the so-called skyrmion lattice [7, 13]. One

of the most intriguing consequences of the non-trivial topology in both regimes concerns their

interplay with conduction electrons [14]. Most notably, in the skyrmion lattice an extremely

efficient gyromagnetic coupling in combination with weak collective pinning leads to a drift of

the magnetic texture above ultra-low current densities [15, 16]. Such spin-transfer torque effects

have been investigated in ferromagnetic materials for several decades, paving the way for new

concepts of magnetic storage devices [17, 18]. Large critical current densities in ferromagnets,

however, complicate research on nanoscale samples. In turn, the investigation of the underlying

mechanisms of the ultra-low critical current densities, as observed in the skyrmion lattice in

MnSi, may contribute to a successful realisation of such devices [19–22].

The focus of this work is twofold. In the first part, a set of fundamental questions concerning

the nature of the field-tuned QPT in the model magnet LiHoF4 are addressed using transverse

susceptibility measurements. In the second part, the same technique is used to investigate spin-

transfer torque effects in the skyrmion lattice in MnSi, focussing in particular on the influence

of an applied oscillating magnetic field on the critical current density.

Outline of this thesis

The first chapter starts with a presentation of the cryogenic environment and the experimen-

tal methods. In particular, magnetic AC susceptibility measurements are introduced and three

types of bespoke low-temperature susceptometers, which have been developed as part of this

thesis, are described. Finally, important instrument specifications are summarised and recent

developments of the measurement automation software are discussed.

The second chapter presents the investigation of the field-tuned QPT in LiHoF4. The chap-

ter starts with an introduction to theoretical aspects and experimental realisations of QPTs.

Then, the state of research on the low temperature properties of LiHoF4 is summarised. After

a short remark on specific experimental characteristics, the experimental results are discussed

in two parts. First, measurements reproducing the so-far established picture of LiHoF4 are

presented and possible influences of a geometric misalignment between sample and magnetic

field are discussed. Second, a detailed analysis of the ferromagnetic ground state is performed,

revealing a set of yet unreported properties, such as signatures of field-induce domain-wall tun-

nelling or a strong hyperfine-coupling. The chapter is concluded by a summary of our results.

In the third chapter, generic properties of the skyrmion lattice in MnSi are investigated. First,

the current state of research on MnSi is summarised introducing important aspects of the phase
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Outline

diagram of cubic helimagnets in general as well as the topological properties of this compound.

In particular, details of the skyrmion lattice and its interaction with strong DC currents are

discussed. After accounting for specific experimental uncertainties, the experimental results

are presented in four steps. First, measurements of the transverse susceptibility as a function of

temperature and magnetic field across the entire magnetic phase diagram are discussed. Second,

the influence of a variation of excitation frequency and excitation amplitude of the susceptibil-

ity measurement on the magnetic phases of MnSi is investigated. Third, it is shown that the

movement of the skyrmion lattice and the associated critical current threshold may be captured

using transverse susceptibility measurements. Finally, an alternating magnetic field is used to

reduce the critical current in the skyrmion lattice by more than one order of magnitude. All

measurement results are summarised the end of this chapter.
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CHAPTER 1

AC Susceptometry at Millikelvin Temperatures

In this chapter, important aspects of the experimental environment as well as technical devel-

opments in the context of this work are summarised. The chapter starts with a definition of

the magnetic susceptibility, followed by a presentation of three bespoke susceptometers, which

have been developed and calibrated as part of this thesis. General aspects of the measure-

ment technique and the experimental environment are presented briefly before recent develop-

ments of the measurement automation software are discussed. A more detailed introduction to

measurement-specific aspects of the experimental environment will be given in the corresponding

sections 2.2 and 3.2.

1.1. The Magnetic Susceptibility

Over the past century, a variety of complex forms of magnetism have been discovered, exceeding

the simple picture of a ferromagnet. Such structures range from simple antiferromagnets to

highly complex magnetic structures such as the skyrmion lattice. One simple way to discrim-

inate between such different types of magnetism is the investigation of the magnetisation M,

which is defined as the magnetic moment per unit cell [23, 24]. Considering only macroscopic

samples, the magnetisation is represented by a smooth vector field M over the whole sample,

which can vary as a function of external control parameters such as a magnetic field H or the

temperature T. Small discontinuities arising at the edges of the sample, so called demagneti-

sation effects, shall be neglected in the following considerations and are briefly discussed in

sections 2.3.5 and 3.3.2. One important aspect of magnetic materials, however, which may not

be captured using magnetisation measurements is the response of the magnetisation to a small

magnetic field disturbance H + ∂HAC (ω). This response is, in the most general case, given
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by a tensor and is called the magnetic susceptibility, χij . In detail, this quantity describes the

change of the magnetisation component M i in response to a small magnetic field disturbance

∂HAC,j (ω) along a certain spacial direction j.

χij(H , T, ω) =
∂Mi(H , T )

∂HAC,j (ω)
, i, j ∈ {x,y,z} (1.1)

Here, T is the sample temperature, H a static magnetic field and ω the frequency. The indices

i and j denote the three spacial directions x, y and z. Note that this definition of the sus-

ceptibility does not consider any momentum transfer between the magnetic structure and the

probing magnetic field, i.e. q = 0. Complementary methods, such as certain neutron scattering

techniques, may access a similar property, the dynamical susceptibility χ(q, ω), which can be

evaluated as a function of non-zero momentum transfer (q 6= 0). The following considerations

are restricted to susceptibility measurements at q = 0.

1.1.1. Definitions

The term magnetic susceptibility χ is commonly used, however confusingly often in different

contexts or in a very simplified form. In the following, we introduce the magnetic susceptibility

as used throughout this thesis. To simplify the considerations, we will restrict the susceptibility

tensor χij to diagonal elements only, assuming i = j. Note that off-diagonal elements of the

susceptibility tensor might be quantities of interest, however, we expect most samples to show

the largest response along the excitation axis and therefore keep this restriction. In general,

we can discriminate between two generic cases. First, the AC susceptibility χ, in which an

oscillating field HAC (ω) is used to probe the response of the magnetisation in addition to an

applied static field H, stabilizing the magnetic order. Second, letting ω approach zero, the

static case, χstat, in which a small change of the static field H is used to cause a change of the

magnetisation in the sample.

χij(H,T, ω)
i,j=x−−−→ χ(H,T, ω)

ω→0−−−→ χstat(H,T ) (1.2)

In many materials, the static susceptibility may be approximated by the ratio of the magneti-

sation to the static field H [23]:

χstat(H,T ) =
∂M(H,T )

∂H
≈ M(H,T )

H
(1.3)

Even though both χ and χstat may yield similar results in simple magnetic materials, providing

first insight into the basic magnetic properties, the quantities mismatch if the magnetic state of

the sample is more complex. Especially in regimes, in which slow dynamical processes play an

important role, such as phase transitions or dominant tiny energy scales, the AC susceptibility χ

is a more powerful tool to study the magnetic behaviour.
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1.1 The Magnetic Susceptibility

In general, the static magnetic field H and the oscillating excitation field HAC are vector

quantities which may independently point along arbitrary spacial directions. Without loss of

generality, we define the static field to point along a specific direction k, representing most of

the experimental configurations.

H = |H| · êk = Hk k ∈ {x, y, z} (1.4)

Here, êk represents the unit vector along the direction k. Keeping the restriction i = j, we

can define two special geometric cases of the dynamic susceptibility. First the longitudinal

susceptibility,

χ‖ = χijk(Hk, T, ω) =
∂Mi(Hk, T )

∂HAC,j (ω)
i, j, k ∈ {x, y, z} and i = j ‖ k, (1.5)

in which the static field Hk points parallel to the oscillating excitation field HAC,j , and second

the transverse susceptibility,

χ⊥ = χijk(Hk, T, ω) =
∂Mi(Hk, T )

∂HAC,j (ω)
i, j, k ∈ {x, y, z} and i = j ⊥ k, (1.6)

in which the static field Hk is aligned perpendicular to the oscillating excitation field HAC,j .

Both quantities, as defined in equations (1.5) and (1.6) will be investigated throughout this

study.

1.1.2. Measurement Technique

The mutual inductance method represents one of the most common ways to record the sus-

ceptibility as defined in equations 1.5 and 1.6 [25]. In this method, a pair of balanced pick-up

coils is used to detect the change of the magnetisation in a sample in response to an oscillating

magnetic field HAC = H0 cos(ωt) which is generated by a primary excitation coil. According to

Faraday’s law of induction, the voltage, induced in an empty pick-up coil is given as

Uvac
ind (t) = −Ns

dΦ

dt
= − d

dt
Ns

∫
A
µ0 ·HAC · dA = µ0H0ωANs sin(ωt) (1.7)

where µ0 is the magnetic permeability, Φ the magnetic flux, Ns the number of windings of the

pick-up coil and A the cross-section. When inserting a sample into the pick-up coil, the induced

voltage becomes

Uind = Uvac
ind + U sample

ind = µ0H0ωANs sin(ωt)(1 + χf ) (1.8)

where f is the volume fraction of the sample inside the coil volume. As the filling factor f < 1,

and typical susceptibilities |χ| � 1, the induced voltage Uind is dominated by the vacuum con-

tribution. Therefore, a pair of balanced pick-up coils is used to eliminate the vacuum signal
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during data acquisition. Small systematic deviations as well as parasitic signal contributions,

however, do not permit a complete suppression of the vacuum signal. The combined differential

voltage of both pick-up coils is recorded by a phase sensitive detector which is phase-locked to

a current source providing the excitation current Ie(ωe) at frequency ωe of the primary coil.

The recorded vacuum signal Uvac exhibits a 90◦ phase shift compared to the excitation cur-

rent, as may be seen from equation (1.7). The sample contribution of the signal, however, may

lead to an additional phase shift as compared to the excitation current. Accordingly, the signal

may be split up into two components. First, an in-phase component with a 90◦ phase shift

to the reference signal, and second an out-of-phase component with 0◦ phase shift. In-phase

and out-of-phase are hereby defined with respect to the induced vacuum signal, which has an

intrinsic 90◦ phase-shift with respect to the reference signal. Both components may be recorded

simultaneously by the lock-in amplifier. The contribution which is in phase with the vacuum

signal may be regarded as a direct response of the sample and is associated with the real part,

Reχ, of the susceptibility. The imaginary part, Imχ, of the susceptibility vanishes for ω → 0 and

may only be determined at finite excitation frequency. This contribution accounts for a variety

of physical effects such as domain wall motion or strong fluctuations.

χ = χ′ + iχ′′ = Re(χ) + i · Im(χ) (1.9)

In this study, real and imaginary parts of the transverse and the longitudinal susceptibilities as

defined in equations 1.5, 1.6 and 1.9, are investigated

1.2. Experimental Techniques

As part this thesis, three different AC susceptometers were developed. Each susceptometer was

optimized to fulfil a set of requirements for a certain type of experiment. The measurements

were carried out in different types of cryogenic systems allowing measurements down to 30 mK

and up to 16 T. In the following, the most important aspects of design and construction of the

susceptometers are summarised and the sample environment and the developed measurement

automation software are introduced.

1.2.1. Low Temperature Susceptometer

Figure 1.1 shows two types of low temperature susceptometers. The first, (a), was designed

for susceptibility measurements under transverse magnetic fields, the second, (b), was designed

for longitudinal measurements. The major challenge in the construction of a low temperature

susceptometer is to ensure good thermal coupling of all parts, while maintaining a reasonably

low background signal. To reach temperatures as low as 30 mK, the measurements have to be

conducted in high vacuum, hence, exchange gas cannot be used for thermalisation.
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1.2 Experimental Techniques

(a) (b)

Secondary Coil (S1 + S2)

Primary Coil (P)

Sample
Sample Holder (Sapphire)

Coil Body (Sapphire)

Susceptometer Body
(Copper)

External
Magne�c Field

Coil Body (Sapphire)

Sample Holder (Sapphire)

Sample 

Figure 1.1.: Schematic depiction of the low temperature susceptometers developed within this
thesis. (a) Depiction of a susceptometer for transverse magnetic fields. The pri-
mary excitation coil (P) is wound onto a sapphire coil body which is attached to
the copper susceptometer body. Free standing secondary coils (S1 + S2) are fixed
inside the sapphire tube. The sample is mounted onto a sapphire rod to ensure
thermal coupling to the bath. (b) Depiction of the corresponding configuration
for measurements in longitudinal magnetic fields.

Both susceptometers are based on a support frame made from high purity oxygen free copper

which provides a thermal anchor between the cryostat, the coils and the sample. The primary

coil is wound onto a high purity single crystalline sapphire tube. This tube is thermally coupled

to the copper frame and ensures the thermalisation of the primary coil. Single crystalline sap-

phire is used as thermal link for sample and coils, as metallic materials may generate unwanted

eddy currents, preventing measurements at higher frequencies by generating a large parasitic

signal. The primary coil is made from a 100 µm Rutherm VB 155 enamelled copper wire which

was wound directly onto the sapphire tube. Two identical, commercially available free-standing

coils, purchased from Werap Wicklerei AG, are used as a pair of balanced secondaries. They

are attached to the inside of the former of the primary and, hence, thermally coupled to the

cryostat. The free standing secondaries are used to maximize the volume fraction of the sample

within the coil and thus, the recorded signal. The sample is glued onto a high purity single

crystalline sapphire rod using GE Varnish and the rod is attached to the copper frame and
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thermally coupled to the cryostat. Both susceptometers may be used in a variety of magnet

cryostats (cf. section 1.2.5) and are suitable for large longitudinal and transverse static magnetic

fields at temperatures down to below 30 mK.

1.2.2. Low Noise Susceptometer

A small drawback of the design of the susceptometer presented above is that the copper frame

will generate a small parasitic signal, especially at larger frequencies. For measurements which

require highest precision over a wide range of frequencies, all metallic materials in proximity of

the susceptometer should be avoided. Figure 1.2 shows a susceptometer which was developed

by the author as reported in [26] and refined within this study. In this case, the susceptometer

consists of a polyether ether ketone (PEEK) body which is used as a primary coil former. The

primary coil was wound directly onto the PEEK holder using a Meteor ME-301 coil winding

11.6 mm19.6 mm

Sapphire Plate

Sample

Secondary Coil (S1 + S2)

Primary Coil (P)

Thermometer

Sample Holder

8
 m

m

13 mm

Susceptometer

Uref

AB

-

S2 S1

(a) (b)

Lock-in Amplifier

AC/DC Current Source

Sample

Figure 1.2.: Schematic depiction of the low noise susceptometer developed within this the-
sis and the corresponding measurement electronics. (a) Schematic depiction of
the low noise susceptometer. The sample is mounted onto a 0.1 mm sapphire
plate to ensure thermal contact with the thermometer. Susceptometer body and
sample holder are manufactured from non-magnetic PEEK to reduce background
noise. (b) Schematic depiction of the measurement electronics for all susceptibil-
ity measurements. A lock-in amplifier is used to record the voltage induced in
both secondary coils (S1 + S2). The excitation field in the primary coil (P) is
generated by an AC current source. The excitation frequency is provided to the
lock-in amplifier as reference signal (URef).
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1.2 Experimental Techniques

machine. A 100 µm Rutherm VB 155 enamelled copper wire was used to manufacture the

primary coil. A set of two identical handmade secondaries are glued into the PEEK body.

Detailed coil specifications for all susceptometers are summarised in table 1.1. A PEEK sample

holder is used to which the sample is glued using GE varnish. As the thermalisation of the sample

is purely achieved by exchange gas in this design, measurements are limited to temperatures

down to T ≈ 1.4 K. The cooling power of such a system is generally sufficient for most types of

measurements. However, in certain applications, the cooling power of the gas flow might not be

sufficient to thermalise the sample for temperatures below ≈ 30 K due to laminar gas flow. This

is especially so for measurements with a large thermal load such as strong DC current generating

ohmic heat (cf. chapter 3). Therefore, a small sapphire plate is attached to the sample holder on

which the sample can be mounted. This sapphire plate is connected to the sample stick by a 1

mm silver wire, which serves as thermal anchor. Furthermore a sample thermometer is attached

to the sapphire plate in order to detect the temperature as closely as possible to the sample.

Susceptometer Coil Windings Res. (Ω) Dimensions: l x d(mm)

TF Primary 1497 168 16 x 8

TF Secondary 1 1200 260 3.5 x 3

TF Secondary 2 1200 260 3.5 x 3

LF Primary 1432 161 16 x 8

LF Secondary 1 1200 260 3.5 x 3

LF Secondary 2 1200 260 3.5 x 3

Low Noise Primary 1162 228.4 11.8 x 6

Low Noise Secondary 1 704 83.8 3.85 x 2.3

Low Noise Secondary 2 683 79.5 3.9 x 2.3

Table 1.1.: Overview of important parameters of the manufactured and purchased coils. The
transverse field (TF) and longitudinal field (LF) susceptometers are manufactured
using commercially available secondary coils with identical specifications. The coil
dimensions refer to the coil length (l) and the inner diameter of the coil (d).

1.2.3. Detection Electronics

Figure 1.2 (b) shows a schematic depiction of the detection electronics used for both suscep-

tometers. A Keithley 6221 alternating current source (A) was used to generate the oscillating

magnetic field in the primary coil (P) and a Signal Recovery SR830 Lock-in Amplifier to pick

up and subtract the voltages, induced in the secondary coils (S1 and S2). The output voltage

of each channel is given as the convolution of the induced coil voltage Uind,0 and the reference
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signal Ur,0:

Uout =
1

T

∫ T

0
Uind,0 cos(ωmt+ ϕm)Ur0 cos(ωrt+ ϕr)dt

=
1

T

∫ T

0

1

2
Uind,0Ur0 cos(ωmt− ωrt+ ϕm − ϕr)dt−

1

T

∫ T

0

1

2
Uind,0Ur0 cos(ωmt+ ωrt+ ϕm + ϕr)dt

(1.10)

A low-pass filter, provided by the SR 830 lock-in amplifier, cancels out all signals exceeding the

cut-off frequency fc = 1
2πT leaving only low frequency contributions.

ULP
out =

1

T

∫ T

0

1

2
Um0Ur0m cos(ωmt− ωrt+ ϕm − ϕr)dt (1.11)

≈ 1

2
Um0Ur0m cos(ϕm − ϕr) (1.12)

The signal observed this way is phase-locked to the excitation frequency of (A), leaving only

contributions to the measurement signal, at ωr = ωm. The resulting voltage ULPout is then

proportional to the real part of the susceptibility Reχ. A second phase-locked amplifier with

90◦ phase shift was used to record the imaginary part of the susceptibility, Imχ, simultaneously.

1.2.4. Susceptometer Calibration

Theoretically, the mutual inductance method, discussed in section 1.1.2, may provide an ab-

solute susceptibility signal in SI units, given all variables in equation 1.8 are known. Some

of theses parameters, however, such as the exact filling factor f , the excitation field HAC or

the cross-section A may only be approximated, introducing systematic errors of the measured

susceptibility value. Therefore, a calibration was performed for each susceptometer presented

above. For this purpose, two samples were investigated in a commercially available Quantum

Design Physical Properties Measurement System (PPMS).

One measurement of the susceptibility in zero magnetic field was performed as a function of

temperature between T = 2 K and T = 5 K for LiHoF4 and between T = 20 K and T = 60 K for

MnSi, both in the PPMS as well as with our bespoke susceptometers. The induced voltage Uind

in the susceptometer, detected by the lock-in amplifier (cf. section 1.1.2), could then be scaled

to fit the susceptibility signal recorded by the PPMS, χPPMS, using:

χ = χPPMS = β · Uind + γ. (1.13)

Here, β = (H0ωANsf)−1 is a linear scaling factor, where all parameters are specific to the

susceptometer, as defined in equation 1.8. The parameter γ accounts for imperfect balancing of
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1.2 Experimental Techniques

the secondary coils, which cannot be avoided. Figure 1.3 shows the real part of the susceptibility

as measured by the PPMS, χPPMS, as reference signal in SI units and the scaled induced voltage

Uind of the bespoke susceptometers as a function of temperature for a LiHoF4 sample (a) and for

a MnSi sample (b). Uind was scaled and shifted by the factors β = 2379.74 V−1 and γ = −0.0004

for LiHoF4 and by the factors β = 15388.76 V−1 and γ = −0.103 for MnSi, as indicated within

figures 1.3 (a) and (b). The low γ contribution hereby indicates well balanced secondaries, while

the value of β agrees well with a straight forward estimation of this parameter using the specific

parameters of each susceptometer.

β = 2379.74 V-1

γ = -0.0004
β = 15388.76 V-1

γ = -0.103

(a) (b)

HAC = 0.016 mT 
fAC  = 511 Hz

HAC =  0.5 mT 
fAC  =  120 Hz

Calibrated data

PPMS data
Calibrated data

PPMS data

Low temperature susceptometer
transverse configura�on (LiHoF4)

Low noise susceptometer
(MnSi)

Figure 1.3.: Calibration curves for both types of susceptometers. (a) Measurement of the in-
duced voltage in the transverse low temperature susceptometer. The susceptome-
ter was loaded with a spherical LiHoF4 sample (cf. section 2.2.1). The induced
voltage was scaled by a factor of β with an offset γ (black line, calibrated data) to
fit the PPMS reference data (blue dots, PPMS data). (b) Corresponding measure-
ment of the induced voltage in the low noise susceptometer. The measurement
was performed using a cubic MnSi sample (cf. section 3.2.1).

1.2.5. Sample Environment

In this study, measurements of the magnetic susceptibility are presented as a function of magnetic

field and temperature. Two types of superconducting magnet systems were used in combination

with different cryogenic inserts providing variable magnetic fields and temperature control as

described in the following.
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a) 16 T Superconducting Magnet System

A major part of the measurements were carried out using a conventional Oxford Instruments
4He bath cryostat. The cryostat was equipped with a bipolar superconducting magnet providing

magnetic fields up to B = ±16 T along the vertical axis of the cryostat. The bath cryostat may

be used in combination with a Variable Temperature Insert (VTI), as well as a JT Dilution

Refrigerator Insert (JT).

b) 2D Vector Magnet

For the study of LiHoF4 presented in chapter 2.3 an American Magnetics 2D superconducting

magnet system was used. This system provides up to B = ±9 T along the vertical (z-)axis

and up to B = ±4.5 T along the horizontal (y-)axis. As both coil systems may be controlled

independently, this system allows to generate a magnetic field vector between B = 4.5 T and

B = 9 T pointing along any arbitrary direction on the z-y plane. This allows for a very accurate

adjustment of the angle between the magnetic field axis and a certain crystallographic direction

of a sample, despite possible misalignments of the sample. This proves to be essential for the

measurements presented in chapter 2, where the suppression of magnetic order of the Ising

ferromagnet LiHoF4 in a transverse magnetic field is discussed.

c) Variable Temperature Insert (VTI)

For the measurements on MnSi, presented in chapter 3, a conventional Oxford Instruments

variable temperature insert with a temperature range from 1.5 K to 300 K was used. In this

system, a needle valve at the bottom of the insert controls the 4He gas flow through the insert,

while a heater adjusts the temperature of the gas. In standard operation, once the desired

temperature is stabilised, the PID controller reduces the heater power to a previously defined

value. To keep the temperature constant during this process, the gas flow is reduced accordingly.

This, however, results in a variation of the cooling power while the temperature remains constant.

In the presence of ohmic heating, this effect is undesirable and results in systematic errors which

are discussed in more detail in chapter 3. To avoid such variations in cooling power, the needle

valve was kept at a constant value during all measurements and temperature control was only

carried out by adjusting the heater output.

d) Joule-Thompson 3He/4He Dilution Refrigerator Insert (JT)

For studies below 1.5 K, a Joule-Thompson 3He/4He dilution refrigerator insert purchased from

Oxford Instruments was used. Such types of cryostats comprise several cooling stages. First, the
3He/4He mixture is pre-cooled in a nitrogen-trap and in an 4 K heat exchanger, which is coupled

to the main 4He bath. A Joule-Thompson expansion stage is used to pre-cool and condense the
3He/4He mixture further to a temperatures T ≈ 1 K. Below T = 850 mK, the mixture separates
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1.2 Experimental Techniques

into a 3He rich and a 3He poor phase. Following this, cooling is achieved by a quasi evaporation

of 3He atoms from the 3He rich into the 3He poor phase, the so-called dilution [26–29]. This

specific system used in this study is able to achieve temperatures as low as T = 30 mK. The

cooling power of this system was determined to be above P = 40µW at T = 100 mK. As part of

this thesis, the JT insert was adapted to fit several magnet environments available to our group,

including the 2D vector magnet as well as a 20 T magnet system.

1.2.6. Measurement Automation

The Labview-based measurement automation software CryoTUM, which has been developed

over the past years in our group [26, 30] was completely restructured to meet the requirements

of the new measurement options and new equipment used in this thesis. A complete description

of the software exceeds the scope of this thesis. Hence, only the most important changes and

improvements will be summarised in the following. A schematic overview of the measurement

program is shown in figure 1.4.

First, a new user interface (system monitor) was developed to permit control of the magnet

systems, the cryogenic inserts as well as the detection electronics simultaneously from a single

front panel. The monitor constantly logs all relevant parameters during operation to permit

error tracking and debugging. Additionally, the monitor provides several independent possi-

bilities to view and evaluate data during the experiment, providing a live view. Furthermore,

measurement routines may be started and controlled by the system monitor.

Second, control and communication with the cryogenic systems and magnet has been sepa-

rated completely from the system monitor and other measurement routines. It is now provided

by independent instrument-specific monitors. In this way, the measurement routines and the

system monitor may be used separately and timed precisely, as they are independent from the

response times of the equipment. Additionally, the new structure facilitates the integration of

new experimental equipment or cryogenic systems. The possibility for the system monitor and

the measurement routines to control the monitors is now provided using instrument clusters,

which are passed to the monitors using queues. The use of more complicated, Labview-specific

queues instead of global variables was necessary to avoid so-called race conditions which might

occur, when the system monitor and a measurement routine simultaneously try to control a

specific instrument monitor.

In the context of this thesis, the restructuring of the measurement software was necessary to be

able to combine all cryostat and magnet options, presented above, as well as to ensure accurate

measurement timing. Additionally, new equipment could be integrated to provide additional

measurement parameters such as variable excitation currents and frequencies.
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System Monitor

Magnet Systems Cryogenic Inserts Detec�on Electronics

16 T Cryostat
20 T Cryostat

2D Vector Magnet

...

VTI
JT

...

Lake Shore
Keithley

...

GlobalMeas. Rou�nes

Logfile

Data
Command
Response, Status

Queue

Write Data

Monitors

User Input

Command file

User Input

cluster cluster

Figure 1.4.: Schematic overview over the restructured, Labview-based, measurement automa-
tion software CryoTUM. The depiction visualises the data and command flow
within the software and summarises the most important functions. A central part
is the system monitor which provides control of measurement routines, instru-
ments and equipment and provides a live view of the collected measurement data.
Global variables (global) are used to store the collected measurement data and
pass commands from the system monitor to the measurement routines. Com-
mands from the measurement routines and the system monitor are passed to the
monitors using instrument-specific clusters which are passed into queues to avoid
race conditions.
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CHAPTER 2

Quantum Phase Transition in the Ising Ferromagnet LiHoF4

In this chapter, fundamental aspects of the transverse field-tuned quantum phase transition in

the model magnet LiHoF4, as investigated by means of magnetic AC susceptometry, are pre-

sented. In the literature, LiHoF4 is portrayed as one of the simplest text book examples of a

quantum phase transition. The investigation of such simple systems offers access to the generic

properties of quantum phase transitions and the quantum critical regime, as the basis for the

identification of new exotic states and complex phases of matter. In the case of LiHoF4, various

experimental studies claimed excellent agreement with the theoretical predictions for this kind

of quantum phase transition. However, significant discrepancies between theory and experiment

still indicate an incomplete picture and motivate further investigations.

This chapter is structured as follows. First, the fundamental theoretical concept of quantum

phase transitions is introduced, followed by an overview of related experimental observations.

The introduction concludes with a detailed presentation of the current state of research on the

low temperature properties of LiHoF4. Following this, details of the samples investigated and the

experimental methods as well as the associated experimental uncertainties are discussed. Next,

the experimental results are presented in two parts. First, details of the phase transition, such

as the dependence on angular variations of the magnetic field, are investigated and compared

to previous studies. Second, the properties of the ordered ferromagnetic state, in particular the

question of domain-wall dynamics and the influence of a strong hyperfine coupling are addressed.

The chapter concludes with an interpretation of our results and a summary.
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Quantum Phase Transition in the Ising Ferromagnet LiHoF4

2.1. Quantum Phase Transitions

2.1.1. Concept and Framework of Quantum Phase Transitions

Over the past couple of decades, a number of books and review papers have been published

that present comprehensive introductions to physical concepts associated with quantum phase

transitions [31, 32]. In the following the most important aspects as relevant to this thesis are

reviewed. The presentation follows references [8, 10, 32].

A quantum phase transition (QPT) is a continuous transformation of a system from an or-

dered into a disordered state at zero temperature. Alternative definitions of quantum phase

transitions are, a transition driven by quantum fluctuations, or a transition characterized by a

change of macroscopic quantum entanglement. The QPT is hereby controlled by a non-thermal

parameter g such as chemical doping, pressure or, applied magnetic field. In the simplest case

the associated phases are characterised by an order parameter which is zero at one side of the

transition, and non-zero on the other side. In case of a ferromagnetic QPT, the magnetization M

represents this order parameter. However, the choice of the order parameter may be consider-

ably more subtle in other transitions, such as metal-insulator transitions [33], where the correct

order parameter is still a matter of debate [34, 35].

(a) (b) E

g

e0

eexc

gc

Δ

Δ ∼ |g-gc|
zv

E

ggc

Δ

first-order transi�on con�nuous transi�on

eexc

e0

Figure 2.1.: Eigenvalues E of a Hamiltonian as a function of an external tuning parameter g.
(a) Energies of the ground and the first excited states of a first-order transition.
The transition exhibits a level-crossing at g = gc where an excited state eexc

becomes the new ground state. The order parameter exhibits a discontinuous
jump. (b) Energies of the ground and the first excited states of a continuous phase
transition. Continuous transitions show an avoided level-crossing in any finite
lattice. In the infinite lattice limit, the energy gap ∆ goes to zero as ∆ ∼ |g−gc|νz,
leading to a diverging correlation length ξ and a continuous change of the order
parameter. Figure adapted from ref. [10].
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2.1 Quantum Phase Transitions

From a theoretical point of view, a quantum phase transition is a point of non-analyticity

of the ground state energy of the system at g = gc. If this non-analyticity originates in a

level-crossing of the eigenstates, the system transits discontinuously from one ground state into

another, characteristic of a first order transition (cf. figure 2.1 (a)). More commonly, however,

the non-analyticity originates in an avoided level-crossing in the limiting case of an infinite

lattice, resulting in a continuous (second-order) phase transition (cf. figure 2.1 (b)). In the fol-

lowing, we focus our discussions on such quantum critical transitions. In this case, let ∆ be

the energy of the lowest excited state. For any value g 6= gc the first excited state will be sepa-

rated from the ground state by a non-zero energy gap ∆ 6= 0. However, when approaching the

quantum critical point (QCP) at g = gc in the infinite lattice limit, ∆ vanishes as

∆ ∼ |g − gc|zν , (2.1)

where, zv is a universal critical exponent. Even though the order parameter in the disordered

phase is zero in the thermodynamic average, non-zero order parameter fluctuations might be

present. In fact, when approaching the critical point and as ∆ vanishes, the spatial correlation

length ξ of the order parameter fluctuations diverges as

ξ ∼ |g − gc|−ν , (2.2)

with ν being the same critical exponent as in equation 2.1. Together with the spatial correlations ξ,

the lifetime of the fluctuations, τ , diverges, approaching gc as

τ ∼ |g − gc|−zν . (2.3)

As a consequence, microscopic details of the Hamiltonian become irrelevant and the system is

said to be scale-invariant.

This is in analogy to classical critical phenomena as studied extensively over the past decades.

Comprehensive introductions to classical critical phenomena may be found in references [36–38].

Both the quantum and the classical critical regimes may be classified by a set of universal crit-

ical exponents which lead to universal macroscopic behaviour of intrinsically different physical

systems. As a consequence, different types of phase transitions might exhibit equivalent critical

exponents depending only on macroscopic parameters such as the type of the order parameter

or dimensionality of the system. Except for the critical exponents ν and z, which have been

introduced above, there exist a set of critical exponents connected to the order parameter of the

system and to the field conjugate of the order parameter. Relevant critical exponents are briefly

summarized in table 2.1. Note that these exponents are not independent, but connected by the

so-called scaling relation

2− α = 2β + γ (2.4)
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and the hyperscaling relation

2− α = dν (2.5)

with α, β and γ being the critical exponents of specific heat, order parameter and susceptibility,

as defined in table 2.1 and d the dimensionality of the system. Note that the critical exponent of

the correlation time z is not affected by the scaling relations and completely independent from

all other exponents.

Exponent Definition

Specific heat α C ∼ |g − gc|−α

Order parameter β m ∼ (gc − g)β

Susceptibility γ χ ∼ |g − gc|−γ

Correlation length ν |g − gc|−ν

Correlation time z ξz

Table 2.1.: Overview of important critical exponents at a continuous quantum phase transition.
Only exponents connected to the order parameter in the context of this work are
shown.

Even though the scaling laws are valid for all continuous phase transitions, including classi-

cal phase transitions, it is important to note that the description of quantum phase transitions

given above is only valid for the ground states and hence at absolute zero temperature. Never-

theless, the physical properties of a system close to gc at non-zero temperature will be influenced

strongly by the existence of the critical point at gc.

The properties around a QCP at non-zero temperature are dominated by two relevant en-

ergy scales. First, the thermal energy of the system, given by kBT , and second the energy of

long-range order parameter fluctuations, given by ~ωc. We know from equation (2.3) that the

characteristic time scale of such fluctuations diverge at the QCP. Consistently, the characteristic

energy scale will vanish approaching gc

~ωc ∼ |g − gc|νz (2.6)

The phase diagram in figure 2.2 exhibits three different regions, separated by dashed crossover

lines which correspond to T ∼ |g− gc|νz. For g � gc, a thermally disordered regime is observed.

Here, the order is destroyed by classical thermal fluctuations of the order parameter and the

energy gap ∆ remains larger than the thermal energy, ∆� kBT . At low enough temperatures,

an ordered phase might be observed, depending on the dimensionality of the system. Note,

however, that the transition line of the ordered phase remains entirely classical down to lowest
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quantum
cri�cal

ggc

ordered
quantum

disordered

T

T ∼ |g-gc|zv
thermally
disordered

classical
transi�on

QCP

T ∼ |g-gc|zv

Figure 2.2.: Phase diagram of a typical quantum phase transition with dimensionality d ≥ 2.
The transition is controlled by a non-thermal tuning parameter g. The system
exhibits an ordered state at low temperatures and small g which is transformed
into a quantum disordered state as a function of g above the quantum critical
point (QCP) at g = gc. A V-shaped quantum critical region evolves above the
QCP in which thermal excitations can couple directly to the entangled quantum
states, leading to peculiar new behaviour.

temperatures, as |g − gc| < T
1/νz
c (cf. blue shaded region in figure 2.2). In both the ordered, as

well as the thermally disordered state, the system is dominated by so-called elementary excita-

tions, which posses a well-defined energy. Such particle-like states have been studied extensively

over the past century and represent an important theoretical concept in our understanding of

classical solid state physics. For g � gc, a quantum mechanically disordered regime is observed

in which the physics is governed by quantum fluctuations, resembling the quantum mechanical

nature of the ground state. Nevertheless excitations by thermal fluctuations can be treated

quasi-classical as they have no access to entangled quantum states, as ∆� kBT .

Most interesting, however, is the quantum critical regime enclosed by the dashed lines in fig-

ure 2.2. Here quantum fluctuations and thermally excited fluctuations have comparable energy

scales, ~ωc ∼ kBT . As ∆ . kBT , thermal excitations can couple directly to quantum-critical

entangled states leading to peculiar new phenomena like non-Fermi liquid behaviour of metals

or unconventional superconductivity. Furthermore, classical particle-like excitations are absent

and replaced by a continuum of quantum fluctuations, and none of the theoretical methods of

condensed-matter physics yield an accurate description, except for some special cases in lower

dimensions. Surprisingly, the quantum critical nature of this regime is often enhanced with

increasing temperature [8, 39], making this region, in contrast to the QCP, well accessible for

experiments and facilitates the experimental investigation of quantum mechanical effects. Note,
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however, that the quantum critical behaviour breaks down as the thermal energy exceeds the

spin-spin interaction and microscopic details retain their importance due to the vanishing cor-

relation length [8].

2.1.2. Experimental Studies of Quantum Phase Transitions

First experimental work on QPT was stimulated by the observation of non-Fermi liquid (NFL)

behaviour in metallic magnets in the early nineties. First examples include the Kondo-alloy

Y1−xUxPd3 [40] and the heavy-fermion system CeCu6−xAux [41], in which a breakdown of the

Fermi-liquid theory of metals could be observed as a function of chemical doping. Simultane-

ously, similar observations were reported for several intermetallic compounds such as ZrZn2 [42]

or MnSi [43, 44], in which ferromagnetic order could be suppressed by the application of hy-

drostatic pressure, allowing for a more controlled tuning of the phase transition as compared to

chemical doping. Consecutive studies additionally revealed a metamagnetic transition as a func-

tion of an applied magnetic field, resulting in a quantum critical end point (QCEP) [45–48]. A

schematic depiction of a generic phase diagram of such a systems is shown in figure 2.3 (a). The

magnetic field and pressure dependence of MnSi will be discussed separately in chapter 3.1.1.

Following these observations, the possibility of new types of emergent phases mediated by quan-

tum criticality was discussed and the idea was further supported by the observation of an
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2nd order

1st order

TCP

QCEP
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T
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Figure 2.3.: Experimental observations of quantum phase transitions. (a) Schematic depiction
of a typical phase diagram as a function of Temperature T , magnetic field H and
pressure p or composition x, as observed in compounds such as MnSi, ZrZn2 or
UGe2. Ferromagnetic order is suppressed by a non-thermal tuning parameter. A
quantum critical point is avoided and wings of first order transitions emerge as a
function of the magnetic field H, leading to a quantum critical end point (QCEP).
Figure adapted from reference [31]. (b) Magnetic phase diagram of CePd2Si2 as
inferred from electrical resistivity measurements. Antiferromagnetic order (AF)
is suppressed by hydrostatic pressure and a dome of unconventional superconduc-
tivity (SC) emerges in the vicinity of a QCP. Figure taken from reference [49].
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emergent dome of unconventional superconductivity in the vicinity of a pressure-induced quan-

tum critical point in compounds such as CePd2Si2 (cf figure 2.3) or CeIn3 [2, 50–55]. Since

then, a large number of quantum phase transitions could be identified in similar metallic sys-

tems and quantum criticality became a roadmap towards the identification of emergent phe-

nomena and complex new phases. However, despite the extensive theoretical and experimental

efforts, many aspects of metallic quantum criticality remain an open topic in condensed matter

theory [31, 48, 49, 56, 57].

In contrast, the theoretical framework is much more simple in certain types of insulating sys-

tems. On illustrative example is the Ising model in a transverse field. In their pioneering work,

Bitko et al. [9] reported the suppression of ferromagnetic order by the application of a mag-

netic field, applied perpendicular to the magnetic Ising-axis, in the insulating Ising ferromagnet

LiHoF4, as predicted theoretically. The investigation of the low temperature properties of this

compound will be the focus of this chapter and a comprehensive introduction to the state of

research on this system is given in the next section. Other examples of insulating QPTs include

the quasi 1D Ising-chain compound CoNb2O6 [58], where magnetic order can be suppressed by a

magnetic field and the complex E8 symmetry emerges in the vicinity of the QCP, as well as the

Bose-Einstein condensation of dilute magnons in TlCu2Cl3 [59, 60], where quantum criticality is

either mediated by a magnetic field, or by hydrostatic pressure. Even though such model systems

represent particularly simple examples of quantum criticality as compared to their metallic coun-

terparts, their investigation offers a detailed insight into fundamental concepts and properties

of QPTs.

2.1.3. Transverse Field Tuned Quantum Phase Transition in LiHoF4

In LiHoF4, long range ferromagnetic order, which appears below a Curie temperature of

Tc = 1.53 K, may be suppressed in a quantum phase transition by a magnetic field, applied

perpendicular to the magnetic easy-axis, resulting in the well known magnetic phase diagram,

depicted in figure 2.4 (a) [9]. The compound belongs to the isostructural group of lithium fluo-

rides, LiRxYb1−xF4, with R being a rear-earth metal, all crystallising in the tetragonal scheelite

structure I41/a [61]. Below Tc, ferromagnetic order appears, where the ordering process is dom-

inated by magnetic dipole interactions, attributed to the partially filled 4f shells of the Ho3+

atoms [62]. The system exhibits an easy magnetic axis along the crystallographic c-direction,

along which needle-shaped domains form. The ground state is a 5I8 doublet, with the first

excited state at approximately 11 K [63].

The strong uniaxial character of the ferromagnetic order of LiHoF4 makes a theoretical de-

scription as an Ising-ferromagnet possible, where the degenerate ground states represents the

spin-up and the spin-down configurations of the Ising Hamiltonian. Under an applied magnetic
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(a) (b)

Figure 2.4.: Key characteristics of the transverse-field Ising transition in LiHoF4. (a) Magnetic
phase diagram of LiHoF4, inferred from AC susceptibility. Ferromagnetic order is
observed below a critical temperature Tc ≈ 1.53 K. This order can be suppressed in
a quantum phase transition as a function of a transverse magnetic field Ht above
a critical field value of µ0Hc ≈ 4.9 T. (b) Field and temperature dependence of
the real part of the AC susceptibility when approaching the classical transition at
Tc as well as the quantum phase transition at Hc. In both cases the susceptibility
diverges exponentially with a critical exponent γ ≈ 1, indicating a mean-field
transition. Figures taken from reference [9].

field perpendicular to the Ising direction, the field will induce fluctuations between the two spin-

states and tune an order-disorder transition at T = 0. This motivates a description in terms of

a Hamiltonian given by

H = J
∑
ij

σzi σ
z
j + Γ

∑
i

σxi , (2.7)

where J is the dipolar coupling, Γ the external transverse field and σi the Pauli matrices.

The theoretical investigation of such transitions dates back to the early sixties, when de Gennes

considered the order-disorder transition in ferroelectrics [64]. Later on it was established that

zero-temperature Ising quantum phase transitions, as observed in LiHoF4, in d-dimensions, be-

long to the same universality class as the classical (d + 1)-dimensional Ising model [65–68]. A

recent overview of theoretical models of quantum Ising systems may be found in reference [69].

In LiHoF4, this so-called quantum-classical mapping was justified in terms of the critical expo-

nent γ ≈ 1 of the AC susceptibility down to temperatures of 3% above Tc (cf. figure 2.4 (b)),

indicating a mean-field character of the quantum-phase transition [10, 67]. Accordingly, Bitko

et al. interpret the path of the B/T transition line above T = 0.6 K in terms of a classical
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mean-field model of a spin 1
2 magnet in a transverse field, where

coth

(
Γ

2kBTc

)
=
J

Γ
. (2.8)

The resulting curve is shown as dashed line in figure 2.4 (a). Evidently, below T = 0.6 K this

curve does not represent the experimental data and an additional contribution, attributed to the

hyperfine coupling of the applied field to the nuclear spins of the Ho ions is observed [9, 70, 71]. To

account for this effect, Bitko and co-workers proposed an effective mean-field Hamiltonian using

two free parameters, the transverse g-factor, g⊥, and an effective dipole coupling strength J0,

H = Vc − g⊥µBHtJx +A(I · J) + 2J0〈Jz〉Jz, (2.9)

where Vc is a crystal field contribution and A the hyperfine interaction. Using this Hamiltonian,

they were able to fit their experimental data successfully and present a complete theoretical

description of the phase transitions in LiHoF4 with best fit values for the effective coupling

J0 = 0.0270±0.0005 K and the transverse g-factor g⊥ = 0.74±0.04 (cf. solid line in figure 2.4 (a)).

In 2004, a theoretical study reported by Chakraborty et. al [63], a full microscopic Hamil-

tonian was considered as the basis of quantum Monte Carlo simulations to reproduce the exper-

imentally observed magnetic phase diagram. As an additional aspect a small antiferromagnetic

exchange interaction was taken into account as a free parameter. As their main result, the au-

thors were able to reproduce the experimental findings from reference [9] qualitatively, including

the correct transition temperature of Tc = 1.53 K. However small discrepancies around the clas-

sical ferromagnetic transition at small magnetic fields were observed and attributed to either

an incomplete microscopical model of the system, or possible deficits in the theoretical tools [63].

More recently, Rønnow et. al investigated the excitation spectrum of the quantum phase tran-

sition in LiHoF4 [71]. The authors were able to confirm a mode softening, when approaching

the critical field Hc. This softening, however, remained incomplete with a residual energy-gap

of ∆ = 0.24 meV, attributed to the mixing of nuclear and electronic spin contributions, which

stabilise the magnetic order at a higher fields than expected, prohibiting a diverging correlation

length. In a consecutive study [72], the authors proposed an effective-medium theory, noting

that such mixed electronic and nuclear spin states may lead to combined modes with diverging

correlation lengths at much lower energies (< 10µeV) than observed in their study. Neverthe-

less, to obtain theoretical results in agreement with the experimental observations, the authors

still had to scale the calculated energies by a factor of 1.15. They argued that this scaling may

be attributed either to the effects of domain walls or to magnetoelastic coupling.
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Figure 2.5.: Results of recent neutron scattering experiments on LiHoF4 by
Rønnow et al. [71, 72]. (a) Comparison between recent theoretical calcula-
tions by Rønnow and Chakraborty to the experimentally inferred phase diagram
by Bitko et al. [9, 63, 72]. Using an additional free parameter J, representing
an exchange coupling term, the experimentally inferred phase diagram can not
be accounted for completely. (b) Energy gap of low lying excitations inferred
from inelastic neutron scattering experiments [71]. The expected vanishing of
the gap ∆ at the QCP could not be observed. The incomplete mode-softening is
attributed to strong hyperfine coupling.

Given that both Chakraborty as well as Rønnow were not able to present a complete theo-

retical explanation for the observed experimental data, without using free scaling parameters,

Tabei et. al [73] revisited the microscopic Hamiltonian using a pertubative quantum Monte

Carlo technique in order to resolve the remaining discrepancies. Based on their study, they

concluded that the microscopic picture of LiHoF4 remains incomplete, as they were able to ex-

clude possible deficits in the theoretical tools, as one of the proposed reasons in reference [63].

Unfortunately, they were note able to modify the microscopic Hamiltonian to account for the

complete phase diagram of the experimental data.

To confirm the theoretical picture presented by Rønnow et al. experimentally, Legl and co-

workers investigated the magnetization Mx of LiHoF4 along a magnetic hard axis as a function

of the applied magnetic field along the same axis for various temperatures [74]. They compared

their results, shown in figure 2.6 (b) and (d), to theoretical calculations by Rønnow, shown in

figure 2.6 (a) and (c). While the calculations would predict a sharp transition at Bc, Legl and

co-workers observed a broadening of the transition for temperatures below T ≤ 800 mK. Interest-

ingly, this broadening appears, at similar temperatures, at which the hyperfine coupling appears

to gain importance. Legl concluded that his observations are not consistent with the theory

presented by Rønnow and proposed an alternative scenario, in which the observed broadening

is connected to a thermal broadening caused by the nuclear excitation spectrum. Confirmation
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Figure 2.6.: Comparison between theoretical calculations by Rønnow et al. and experimental
observations of the magnetization component Mx of LiHoF4 by Legl et al. [74].
(a), (c) Change of the magnetization M and static susceptibility dM/dB along the
magnetic hard x-axis with a magnetic field, applied along the same axes. dM/dB
exhibits a distinct jump at the transition field Bc which shifts towards higher fields
with decreasing temperature. (b), (d) Experimental observations of the same
quantities. Here the jump in dM/dB broadens as the temperature is reduced,
indicating a mismatch between theory and experiment at low temperatures.

of this effect would represent a first example of a thermal effect of the nuclear spin bath on an

electronic system.

The inconclusive theoretical descriptions, taken together with several experimental studies sug-

gest an inconsistent account of the nature of the magnetism and the phase transitions in LiHoF4

at low temperatures. First, the incomplete mode softening observed in neutron scattering data

which presents reasonable doubt, if the field tuned phase transition is really of continuous na-

ture. Second, the strong discrepancies between theory and experiment close to the classical

phase transition at small applied magnetic fields as well as the observed broadening of the

transition at low temperatures, as reported by Legl et al., still indicate an incomplete micro-

scopic description. This motivated to revisit the transverse susceptibility, reported first by

Bitko et. al [9], focussing in detail on the unresolved theoretical issues.
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2.2. Experimental Methods

An overview of the experimental methods used in this thesis has already been given in chapter 1.

In this section, specific aspects of the experimental methods used in the measurements of the

transverse susceptibility of LiHoF4 are summarised. First, the properties of the sample and the

sample holder are introduced, then, measurement uncertainties, arising from magnetoresistance

effects of the temperature sensors, are addressed.

2.2.1. Sample Properties and Sample Mount

Single crystal LiHoF4 was purchased from Altechna with the tracking number #523201216.

The crystal had the shape of a rod of 6 mm diameter, with the c-axis pointing along the cylinder

axis. For the AC susceptibility measurements a cubic sample was cut by a diamond wire saw,

1 mm (b) (001) (c)(a) LiHoF4

sample

sapphire rod

copper support

Figure 2.7.: Sample orientation and preparation of the LiHoF4 crystal. (a) Photograph of the
spherical LiHoF4 sample, used throughout this thesis. (b) Picture of the Laue
diffraction pattern of the sample, mounted onto the sample holder. The sample
was oriented to point along a crystallographic 〈001〉 direction. (c) Photograph
of the sample attached to the sample holder, consisting of a sapphire rod and a
copper support.

and carefully ground and polished into a sphere of 2.8 mm diameter. A photograph of the sample

is shown in figure 2.7 (a). The sample was oriented using Laue diffraction and attached to a

sapphire rod using GE varnish. The corresponding scattering pattern is shown in figure 2.7 (b),

where the crystallographic c-axis points perpendicular to the plane. The sapphire rod with

the sample mounted was attached to a copper sample holder (cf. figure 2.7 (c)), which can be

screwed onto the susceptometer, positioning the sample in the centre of one of the secondaries,

as shown in section 1.2.1.

2.2.2. Evaluation of Measurement Uncertainties

For the low temperature studies, an Oxford Instruments JT-Kelvinox 3He/4He dilution refrig-

erator was used and adapted to the American Magnetic 2D vector magnet (AMI), as presented

in section 1.2.5 (d) and (b), respectively. To fit the insert into the cryostat, it was necessary
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to operate the mixing chamber with the susceptometer mounted directly onto the chamber in

the high-field region of the vector magnet. As a consequence, sample and mixing chamber

thermometer reading were subject to the presence of strong magnetic fields. This made a tem-

perature correction of the thermometry necessary.

(a) (b) (c)

(calibrated)

Figure 2.8.: Evaluation of systematic changes of the putatuive sample temperature due to the
magnetoresistance of the sample thermometers. (a) 2D map of the temperature
shift ∆T of the sample thermometer, caused by the magnetoresistance of the
thermometers as a function of temperature T and magnetic field B. (b) Rela-
tive temperature deviation ∆T of all sample thermometers (RuO2 A and B) as
compared to the temperature of the mixing chamber (MC) as a function of an
external magnetic field B. Calibration of one of the sensors allowed to reduce the
deviation to below 2%. (c) Influence of the thermometer calibration on the exact
phase boundaries, determined in this thesis.

Two calibrated RuO2 temperature sensors were used, mounted close to the sample onto the

susceptometer, to detect the sample temperature. The thermometers were purchased from Lake

Shore Cryotronics, Inc. and from K. Neumeier, WMI , and are calibrated in zero magnetic

field. Additionally, another calibrated RuO2 sensor purchased from Lake Shore Cryotronics,

Inc. was used to control the temperature of the mixing chamber in combination with a resistive

heater. Unfortunately, all sensors show a non-vanishing magnetoresistance as a function of the

applied magnetic field, causing systematic deviations in strong magnetic fields. According to

Lake Shore Cryotronics, Inc., this error remains below 5 % for fields up to 5 T. Nevertheless,

to ensure a correct temperature reading especially when determining the critical temperature

Tc, one of the thermometers was calibrated in magnetic fields up to B = 14 T. The calibration

was carried out in the JT dilution refrigerator, however ,using a different magnet system, with

a field-compensated region at the mixing chamber for a reliable reference temperature. Similar

calibrations have been reported by the author in reference [26], where further details on the

experimental configuration may be found. The thermometer was calibrated at temperatures

between T = 150 mK and T = 4 K under magnetic fields between B = 0 T and B = 14 T. Shown
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in figure 2.8 (a) is the temperature offset, detected as a function of reference temperature and

magnetic field.

Using the grid shown in figure 2.8, the temperature reading recorded during each measure-

ments was corrected. For instance, shown in figure 2.8 (b) are the temperatures detected with

both RuO2 sensors at the sample positions (RuO2 A and RuO2 B), the mixing chamber tem-

perature (MC) as well as the calibrated temperature reading of RuO2 A as a function of the

magnetic field at a constant control temperature of T = 1.4 K. The magnetoresistive effect of

both sample thermometers generate an error of the temperature reading of up to 5%, consistent

with the corresponding data sheets. Note that the corrected temperature still exhibits a small

offset as compared to the temperature detected at the mixing chamber of approx. 1-2 %. This

is attributed to the magnetoresistance of the control thermometer, which results in an effective

change of the sample temperature during the sweep. Note, moreover, that the calibrated mea-

surement represents the actual sample temperature and may thus be used as the correct sample

temperature. The calibration turns out to be important for the magnetic phase boundaries of

LiHoF4. As shown in figure 2.8 (c), neglecting this effect results in a shifted phase boundary.

This correction has therefore been applied to all data, presented in this chapter.

In the measurement configuration used in this thesis, the 2D vector field was generated by

two Helmholtz pairs pointing along the horizontal x-axis and the vertical z-axis, respectively.

Both fields were controlled by separate current sources and the angular resolution of the result-

ing vector field was limited by the resolution of each current source. Hence precision problems

will only arise if one or both components of the vector field fall below the resolution limit of

approximately 100µT. This is most likely the case for a magnetic field vector pointing very close

to the x-axis or the z-axis, resulting in a vanishingly small component of the other respective

field axis.

Figure 2.9 shows the recorded deviation from a magnetic field angle of ϕ⊥ = 1.75◦, where

the angle is defined as ϕ = arctan(Bx
Bz

), as a function of the absolute value of the external

magnetic field B. ϕ⊥ represents a perpendicular alignment of sample and magnetic field, as

shown below in section 2.3.2, as used mostly throughout this thesis. For this angle, the devi-

ation ∆ϕ = ϕ − ϕ⊥ remains below ∆ϕ = 0.001◦ for all magnetic fields above B > 0.9 T. For

fields between B = 0.1 T and B = 0.9 T an upper limit of ∆ϕ = 0.01◦ is observed reaching

up to ∆ϕ = 0.1◦ when approaching B ≈ 0. For the measurements presented in this thesis,

the deviation ∆ϕ for magnetic fields between B = 4 T and B = 6 T are relevant, as this is the

critical field of the quantum phase transition in LiHoF4. The deviation in this field range is well

below 0.001◦ and the measurement uncertainty may be neglected safely. Note that for systems

with very small transition fields and with high angular resolution, an initial angle ϕ⊥ of 45◦ is

best suited for most accurate orientation.
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0.001°

0.01°

(a) (b)

Figure 2.9.: Angular deviation ∆ϕ from an desired angle ϕ = 1.75◦ of the vector magnet
used throughout this thesis, as a function of the absolute value of the magnetic
field B. (a) Close-up view of the low field regime. Deviations larger than 0.01◦ are
restricted to magnetic fields B < 0.2 T. (b) Angular deviation for large magnetic
fields. The precision is better than ∆ϕ ≤ 0.001◦ for B > 1 T.
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2.3. Experimental Results

In this section, measurements of the transverse magnetic AC susceptibility, χ⊥, in LiHoF4 are

presented. First, the magnetic phase diagram, inferred from magnetic field and temperature

sweeps of the susceptibility, is shown. An overview of generic features of typical data is given

and the transition temperature Tc and the transition field Bc are defined. Following that, the

data are discussed in detail, starting with an evaluation of the dependence of χ⊥ on the relative

orientation between applied magnetic field and the crystallographic orientation of the sample.

Subsequently, our results are compared to measurements reported in the literature, confirming

previous experimental findings such as the observation of mean-field critical exponents along

the phase transition line down to lowest temperatures. Finally, two distinct features, which

remained unappreciated in previous studies, are discussed. First, the influence of dynamical

properties of the domain-walls on χ⊥, and second, an additional contribution to χ⊥, which may

be attributed to a strong interaction between the applied magnetic field and the nuclear spin

system.

2.3.1. Magnetic Phase Diagram of LiHoF4

Shown in 2.10 are transverse susceptibility data of LiHoF4 recorded as part of this thesis. Fig-

ure 2.10 (a) shows a 2D colorplot of the real part of the transverse susceptibility, Reχ⊥, as

a function of the applied magnetic field B and the sample temperature T , while figures (c)-

(f) depict typical magnetic field and temperature sweeps of Reχ⊥ and Imχ⊥ to illustrate the

definition of the transition temperature Tc and the transition field Bc. Figure 2.10 (b) schemat-

ically depicts the geometric configuration of the measurement with the applied field, B, applied

perpendicular to the crystallographic c-axis as well as to the oscillating excitation field BAC.

The measurements have been carried out at temperatures between T = 69 mK and T = 1.75 K

as well as for magnetic fields ranging from B = 0 to B = 6.5 T. The same excitation ampli-

tude, BAC = 0.16 mT, and excitation frequency, fAC = 511 Hz, were used for all measurements

throughout this thesis, if not stated differently.

As a function of decreasing temperature, the real part of the transverse susceptibility, Reχ⊥, in-

creases monotonically and reaches a plateau below the critical temperature value of Tc ≈ 1.53 K

in zero field as shown in figures 2.10 (a) and (c). For larger magnetic fields, this value does

not change significantly up to approximately 2 T, above which the transition temperature is

gradually suppressed as a function of increasing magnetic field. The transition temperatures Tc,

indicated as blue diamonds in figure (a), have been extracted from temperature sweeps similar

to the sweep shown in figure 2.10 (c), in which the transition temperature is indicated by a small

blue triangle. No significant contribution to the imaginary part may be observed around this

transition. Details of this phase boundary have been reported in references [9, 63, 73, 75] and

the nature of this transition, in particular the detailed temperature dependence of the phase
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boundary at small magnetic fields, will be presented in detail in section 2.3.3.

At the lowest temperatures, a quantum phase transition may be observed as a function of

the applied magnetic field B, with a transition from a ferromagnetic into a paramagnetic state

at Bc ≈ 5 T. Shown in figure 2.10 (d) are typical magnetic field dependences of Reχ⊥ and

Imχ⊥ at the lowest temperature accessible. Starting at high magnetic fields, Reχ⊥ increases

and reaches a plateau of approx 0.33 at the critical field Bc ≈ 5 T, indicated by the blue triangle.

This plateau of Reχ⊥ is constant down to a magnetic field of approximately Bd = 2 T, where a

sudden decrease of Reχ⊥ can be observed. This transition, indicated by a red triangle, is most

B ⟂ [001] 

BAC∥[001]

Tc

(a) (b)

(c)

Bc

(d) (e) (f)

BcBd

fAC = 511 Hz

BAC = 0.16 mT
Tc

Bc

Bd

Figure 2.10.: Measurement of the transverse AC susceptibility χ⊥of LiHoF4. (a) χ⊥as a func-
tion of temperature and transverse magnetic field. The data was recorded in
magnetic field and temperature sweeps at an excitation frequency fAC = 511 Hz
and an excitation amplitude BAC = 0.16 mT, where circles and diamonds denote
values inferred from field and temperature sweeps, respectively. (b) Schematic
depiction of the field configuration used in the transverse susceptibility mea-
surements. (c) Typical temperature sweep of real and imaginary parts ofχ⊥.
The blue triangle marks the transition temperature Tc. (d)-(f) Typical magnetic
field sweeps of Reχ⊥and Imχ⊥at different temperatures. Blue triangles mark
the transition to the ferromagnetic state at Bc; red triangles indicate a distinct
transition at lower temperatures, Bd.
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likely associated with domain-wall freezing, as comprehensively discussed in section 2.3.5. The

transition is accompanied by a strong peak in Imχ⊥, while Imχ⊥ remains negligible everywhere,

except for a small contribution around B ≈ 4 T of unidentified origin. Below Bd, Reχ⊥ remains

negligible down to zero magnetic field.

At higher temperatures, shown in figure 2.10 (e) for T = 826 mK, the generic shape of Reχ⊥

is retained with the transition field Bc being shifted to smaller values. Significant differences

may only be observed at small magnetic fields where Bd is strongly reduced, leading to a small

decrease of Reχ⊥ below Bd as compared to the low temperature data. Consistently, the strong

contribution to Imχ⊥ at Bd is shifted towards lower fields. The unidentified contribution at

approximately 4 T, however, persists independently from the value of Bc. At temperatures

above Tc, depicted in figure 2.10 (f), as expected, no sharp transition is visible in Reχ⊥. Only

the contribution around 4 T appears to remain unchanged, which is discussed further in sec-

tion 2.3.5. Finally, a small additional contribution to the plateau value of Reχ⊥ can be ob-

served as yellow shaded area around the critical field at very low temperatures in the colorplot

of figure 2.10. Here, the strong hyperfine-coupling, which is known to exist in this compound,

appears to contribute to the susceptibility as discussed in section 2.3.6.

2.3.2. Angular Dependence of the Transverse Susceptibility

One of the main challenges in the investigation of transverse field-tuned quantum phase transi-

tions is the precise alignment of the crystallographic easy axis and the applied magnetic field.

Unfortunately, fixing the mechanical orientation of the sample is rather challenging, especially

for spherical samples. To correct the misalignment of the sample with respect to the support,

we used a 2D vector magnet to generate the applied static field. In such a system, as discussed

in section 1.1.2, two separate coils systems allow a rotation of the magnetic field within the

x-z plane. With this, the precise perpendicular position between the applied magnetic field and

the crystallographic easy axis may be determined by a study of the transverse susceptibility

as a function of the changing field orientation, measured by the angle ϕ. As will be shown in

the following section, the angle ϕ⊥, accounting for the perpendicular orientation, may then be

determined by evaluating the shape of the susceptibility, as well as the critical field.

Figure 2.11 (a) shows a schematic drawing of the field configuration and the angle definitions

used throughout this chapter. The static magnetic field B is applied to the sample at a variable

angle ϕ with respect to the vertical z-axis. The possible misalignment of the crystallographic

[001] axis of the sample from the horizontal x-axis, ϕ⊥, is unknown and has to be determined.

The oscillating excitation field BAC is applied along the horizontal x-axis. It is important to

note that the misalignment between the excitation field BAC of the susceptometer and the crys-

tallographic [001] direction does not affect the experimental results significantly.
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Figure 2.11.: Investigation of the quantum phase transition at low temperatures as a function
of field orientation. (a) Schematic depiction of the field geometry during the
measurements. The static magnetic field B is applied at a variable angle ϕ with
respect to the vertical z-axis. The oscillating magnetic field BAC is superposed
along the horizontal x-axis. A small misalignment of the sample with respect
to the horizontal x-axis determined in this paragraph, ϕ⊥ ≈ 1.75◦, may be
compensated by a rotation of B in the x-z plane. (b) Field sweeps of the real
part of χ⊥at different angles ϕ between the static magnetic field B and the
crystallographic c-axis, |ϕ − ϕ⊥|, at T = 76.4 mK. The highest transition field
Bc is observed in perpendicular orientation, ϕ = ϕ⊥, and shifts towards smaller
fields when ϕ 6= ϕ⊥. Bd remains unaffected.

Figure 2.11 (b) shows the real part of the susceptibility, Reχ⊥, as a function of the applied

magnetic field B for different field orientations |ϕ − ϕ⊥|. All data were taken at the lowest

accessible temperature of T = 76.4 mK to reduce thermal influences on the quantum phase

transition. At ϕ⊥ = 1.75◦, the easy-axis of the sample is aligned perpendicular to the magnetic

field. The value of ϕ⊥ is determined in the following. Starting at the highest measured angular

deviation of |ϕ−ϕ⊥| = 3.25◦, Reχ⊥ exhibits a clear step ∆χ⊥ at a transition field Bc just below

B = 4 T, at which the susceptibility suddenly increases to a plateau value of Reχ⊥≈ 0.33. When

the field is reduced, Reχ⊥ remains constant before decreasing to zero at Bd ≈ 2 T. Note that

this decrease, associated with a domain-wall freezing, does not show any angular dependence

for the range of angles investigated in this study. In general, the angular dependence of this

decrease over a broader range of angles might be helpful to unambiguously identify this phe-

nomenon. By rotating the applied field, the angular deviation |ϕ−ϕ⊥| may be reduced and the

jump of the susceptibility ∆χ⊥ decreases strongly as a function of ϕ, until it vanishes completely

for perfect perpendicular alignment |ϕ − ϕ⊥| = 0◦. Additionally, the transition field Bc varies

strongly as a function of ϕ, as depicted in figure 2.12 (a). Assuming that the highest critical
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(a) (b)

=1.75°

Figure 2.12.: Variation of the quantum phase transition in LiHoF4 at low temperatures as a
function of field orientation. (a) Variation of the transition field Bc as a function
of the applied magnetic field angle ϕ, as defined in figure 2.11 (a). The highest
transition field is observed for ϕ = ϕ⊥ = 1.75◦, which represents a perpendicular
alignment of applied magnetic field B and crystallographic easy axis. (c) Jump
∆χ⊥of the susceptibility at Bc as a function of the magnetic field deviation from
the perpendicular orientation |ϕ − ϕ⊥|. A jump is observed for field deviations
|ϕ− ϕ⊥| > 0.25◦.

field value represents perfect perpendicular orientation, consistent with previous studies, we may

extract the misalignment as ϕ⊥ = 1.75◦. An evaluation of ∆χ⊥ as a function of the angle of the

applied magnetic field, ϕ, as depicted in figure 2.12 (b), reveals a monotonic decrease of ∆χ⊥

approaching the perpendicular orientation before it vanishes completely below |ϕ−ϕ⊥| =≤ 0.25◦.

In summary, two distinct characteristics of Reχ⊥ were determined which vary as a function

of the angle between the crystallographic c-axis of the sample and the applied magnetic field.

First, the critical field Bc, which decreases strongly for small misalignments and second, the

shape of Reχ⊥ around Bc, which exhibits a discontinuous jump under misalignments exceed-

ing 0.25◦. The latter indicates that the nature of the transition might change as a function of the

applied field angle and that the precise orientation is vital for the observation of a continuous

quantum phase transition in a transverse magnetic field.

2.3.3. Comparison to Previous Studies

The most comprehensive study of the magnetic susceptibility of LiHoF so-far was reported over

two decades ago by Bitko and co-workers [9, 75]. They investigated the detailed magnetic field

and temperature dependence at the transverse field tuned QPT, establishing the well known

magnetic phase diagram of LiHoF4, shown in figure 2.4. As part of this thesis, these measure-

ments were essentially repeated. It is therefore useful to compare the data collected within this
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study with literature. In the following, the magnetic phase diagram, inferred from susceptibility

measurements, as well as single magnetic field sweeps of the susceptibility, collected within this

study are compared to the data set presented by Bitko in order to highlight similarities as well

as discrepancies between both studies.

(c)

Bitko et al.

Ferromagnet

(a)

(b)

Ferromagnet

This study

Tc

Figure 2.13.: Comparison of the magnetic phase diagrams reported by Bitko et al. [9] and this
study. (a) Magnetic phase diagram of LiHoF4 inferred from magnetic susceptibil-
ity measurements by Bitko et al. (red triangles) and this study (blue triangles).
Lines are shown to guide the eye. Excellent agreement is observed over a wide
range of the phase diagram. (b) Close-up view of the phase boundary around
the critical temperature Tc at low magnetic fields. The enhanced data density
of this study reveals an unconventional course of the phase boundary (green
shaded area), which was not covered in previous studies (red triangles and line)
(c) Typical susceptibility data recorded in temperature sweeps to define the phase
boundary shown in (b). Blue triangles mark the transition temperatures Tc.

Figure 2.13 shows the phase boundaries of the magnetic phase diagram extracted from reference [9]

(red triangles pointing up) as well as the boundaries extracted within this study (blue triangles

pointing down). The green shaded area represents the ferromagnetic phase. Both data sets

are in excellent agreement, showing a transition temperature of Tc = 1.53 K and a critical field
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Bc ≈ 5 T. As shown in the previous section, the critical field Bc in this compound is very sensi-

tive to the magnetic field orientation, hence the similar values of Bc in both studies indicate a

comparable sample orientation.

A detailed examination of the phase boundary close to the transition temperature, shown in fig-

ure 2.13 (b), reveals an unusual temperature dependence contrasting previous studies. Here, the

transition temperature Tc increases at intermediate magnetic fields up to approximately 1.2 T,

before it decreases for higher magnetic fields. Figure 2.13 (c) shows the corresponding tempera-

ture sweeps of the real part of the transverse susceptibility, from which the phase boundary has

been extracted. The temperature dependence of the phase boundary is surprising, considering a

classical mean-field model, which would yield the dashed line in figure 2.13 (b), in stark contrast

to the phase boundary observed experimentally.

Bitko et al.
fAC = 371 Hz
BAC = 0.0075 mT

fAC = 511 Hz
BAC = 0.16 mT

this study

T = 100 mK

Figure 2.14.: Detailed comparison between two magnetic field sweeps from [75] and this study
recorded at 100 mK. Both measurements were carried out at similar frequencies.
The excitation field of the study by Bitko, BAC = 7.5µT was considerably smaller
than in this study. The data sets are in excellent qualitative and quantitative
agreement. Note that the susceptibility extracted from [75] had to be scaled by
a linear factor of 0.00145 to match our data, as no units are given in the work
of Bitko et al..

A comparison of the magnetic field dependence of χ⊥with that presented by Bitko in reference

[75] is shown in figure 2.14 for a temperature of T = 100 mK. The data reported by Bitko was

collected using an excitation frequency of fAC = 371 Hz and an excitation field of BAC = 7.5µT.

In comparison, in this study a similar excitation frequency of fAC = 511 Hz was used, however

with a significantly larger excitation amplitude of BAC = 0.16 mT. Note that the data presented

by Bitko was scaled by a factor of 0.00144 to fit our results in SI units. We find both curves

to agree qualitatively and quantitatively for magnetic fields between B = 3 T and B = 5 T.

The drop of the susceptibility around B = 2 T is also visible in both data sets, however, the
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transition appears to be shifted slightly towards higher magnetic fields and to be broadened in

the measurements of Bitko et al..

In summary, the data reported by Bitko et al. are in excellent agreement with the data reported

as part of this thesis, given the fact that different experimental set ups as well as different

samples were used. The higher density of data points reported here proves to be important in

the context of the incomplete theoretical account, which failed to explain the phase boundary.

It is hoped that the detailed data presented in this study allows to reach better agreement.

Additionally, Bitko and co-workers were not able to identify the origin of the decrease of the

susceptibility at low magnetic fields and suggested a quantum glass state [75]. In section 2.3.5

an alternative explanation is offered, connected to complex domain-wall dynamics.

2.3.4. Evaluation of Critical Exponents

For the classification of the nature of the second order phase transition, the critical exponent γ

as defined in section 2.1.1, was determined. Cooke and co-workers [62] report that the magnetic

domain walls in the ordered state of LiHoF4 and related Ising ferromagnets are completely free

to move, leading to an infinite susceptibility in the ordered state which is reduced to a finite

constant value by demagnetization effects. To extract the critical exponent γ we therefore follow

reference [76] and define

χth
⊥ =

1

(χ⊥)−1 − (χmax
⊥ )−1

, (2.10)

which represents the expected signal of a sample with subtracted demagnetization contributions.

Here, χ⊥is the experimentally determined signal of the sample, and χmax
⊥ the corresponding

plateau of the recorded susceptibility χ⊥ at B ≤ Bc.

Figure 2.15 (a) shows the corrected real part of the transverse susceptibility, Re χth⊥ , as a

function of the applied static magnetic field B at two different temperatures T = 580 mK and

T = 57 mK. The dashed lines mark the transitions fields Bc = 4.95 T and Bc = 3.87 T, respec-

tively. The value of χ⊥(B = Bc) at the transition field Bc is used as χmax
⊥ in the ordered phase in

order to calculate χth⊥ . Figure 2.11 (a) and figure 2.18 show that the susceptibility in the ordered

phase is not constant down to zero magnetic field, as it may be expected based on theoretical

considerations. Consequently, the determination of χmax
⊥ is difficult and will lead to a systematic

error of the critical exponent. A detailed evaluation of this uncertainty, however, shows that the

influence of variations of χmax
⊥ does not affect the critical exponent. The calculated value of χth

⊥
shows the expected critical behaviour of the susceptibility and the critical exponent γ may be

extracted from our data set using an exponential fit

χth
⊥ (B) = a ·B−γ . (2.11)
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(a) (b)
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Figure 2.15.: Evaluation of the critical exponent γ at Bc. (a) Transverse susceptibility χth
⊥ as

a function of the magnetic field B for two different temperatures. Both curves
show an exponential divergence when approaching the critical field Bc, indicated
by the dashed lines. The blue points are data points. The black line is an
exponential fit to the data. (b) Data and exponential fit on a logarithmic scale
for T = 54 mK, the lowest temperature measured. (c) Critical exponents between
T = 54 mK and T = 1.2 K as inferred from magnetic field sweeps. The exponent
remains close to γ = 1, as expected for a continuous mean-field transition.

We find γ = 1.02 ± 0.002 for 57 mK, the lowest temperature measured. The fit is shown on a

logarithmic scale in figure 2.15 (b). Note that the statistical error of the fit is negligible com-

pared to the uncertainty, stemming from the demagnetisation correction, as discussed in the last

paragraph. Introducing biased values of χmax
⊥ and Bc artificially, we find that the main result

is not affected by details of the demagnetization correction, and the error is expected to remain

below ∆γ . 0.05. Figure 2.15 (c) additionally shows the value of the critical exponent γ along

the phase transition line for increasing temperatures. Within the error boundaries, the exponent

is unchanged γ ≈ 1 over the whole range of the phase diagram.

In summary, we find a critical exponent of γ = 1.02 ± 0.05 at the magnetic quantum phase

transition of LiHoF4 at Bc. Following the transition line towards higher temperatures, the crit-

ical exponent as a function of the magnetic field remains constant within our error boundaries

over the whole temperature range of the ferromagnetic phase. The critical region hereby extends

to values of b = |B − Bc|/Bc > 10−1, in agreement with theoretical predictions for a classical

transition [76, 77]. Furthermore, our critical exponent is in perfect agreement with Bitko et

al., who reported a critical exponent of γ = 1.07± 0.11 [9]. We conclude that the system re-
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tains its mean-field character down to the lowest accessible temperature of 57 mK. This agrees

with the theoretical concept of quantum-classical mapping, in which a d-dimensional quantum

Ising-system in a transverse field is associated with a classical (d + 1) Ising transition at finite

temperature without applied field, yielding a mean-field behaviour in the case of LiHoF4 [10, 67].

Furthermore, our study confirms the continuous nature of the quantum phase transition, as ex-

pected in the vicinity of a quantum critical point.

2.3.5. Ferromagnetic State at Low Temperatures and Small Magnetic Fields

In the following, a detailed study of the transverse susceptibility, χ⊥, in the ferromagnetic regime

of LiHoF4 as a function of magnetic field and temperature, depicted in figure 2.16, will be pre-

sented. This is complemented by an examination of the dependence of χ⊥ on changes of the

excitation frequency fAC, presented in figure 2.17. As our main result, we find a small pocket of

reduced susceptibility at low temperatures and small magnetic fields within the ferromagnetic

phase of LiHoF4, which is discussed in detail at the end of this section.

Figure 2.16 shows an overview of magnetic field and temperature sweeps of the real and the

imaginary parts of the transverse susceptibility, Reχ⊥ and Imχ⊥. All data were recorded at

an excitation frequency and amplitude of fAC = 511 Hz and BAC = 0.16 mT, respectively.

Figures 2.16 (a) and (b) show a set of selected magnetic field sweeps of Reχ⊥ and Imχ⊥, at

different temperatures between T = 69 mK and T = 1.57 K, and at a field rate of dB
dt = −2 mT

s .

Figures 2.16 (c) and (d) show the temperature dependence of Reχ⊥ and Imχ⊥ recorded at

a sweep rate of dT
dt = −5 mK

s at static magnetic field values of B = 0, 1 T and 2 T. Finally,

figure 2.16 (e) shows a colorplot of Imχ⊥ as a function of the magnetic field and temperature,

complementing figure 2.10 (a), where the corresponding real part has been presented.

As shown in figure 2.16 (a), data recorded at the highest temperature of T = 1.57 K, i.e. above

the critical temperature Tc, shows a featureless increase of the susceptibility towards small fields.

At T = 1.36 K, just below Tc, Reχ⊥ exhibits a kink at the critical field Bc, marked by the blue

triangle. Here, the system transits from a field-polarised state at B > Bc into the ferromagnetic

phase at B ≤ Bc. The value of the susceptibility at the plateau below Bc remains constant

down to zero magnetic field. With decreasing temperature, the transition field Bc shifts to

higher fields, consistent with our discussion above. At low magnetic fields, where the suscep-

tibility is expected to remain constant down to zero magnetic field, the susceptibility shows

a distinct decrease at magnetic fields below B < 0.5 T for T ≤ 1 K. This reduction becomes

more pronounced for decreasing temperatures until the susceptibility vanishes completely below

approximately T = 150 mK and magnetic fields below B ≈ 1.8 T, i.e. the onset of the reduced

susceptibility shifts towards higher magnetic fields with decreasing temperature.
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Figure 2.16.: Overview of measurements of the transverse susceptibility, χ⊥, as a function of
temperature and magnetic field. (a) Magnetic field sweeps of the real part of the
transverse susceptibility, Reχ⊥, as a function of the external magnetic field B
for temperatures between T = 1.57 K and T = 69 mK. Reχ⊥ shows a distinct
drop at small magnetic fields. (b) Imaginary part of the transverse susceptibility,
Imχ⊥, at different temperatures. Yellow triangles mark an additional contribu-
tion to Imχ⊥, B∗, of unknown origin. Red triangles mark the field, below which
the domain-wall mobility is reduced, Bd. (c),(d) Reχ⊥ and Imχ⊥ as a func-
tion of temperature for selected magnetic field values. Dashed lines mark the
peak positions in Imχ⊥, Td, associate with the freezing of domain-walls. (e)
2D grid of Reχ⊥ as a function of the static magnetic field B and temperature
T . Yellow triangles indicate the position of the peaks, extracted from (b). Blue
triangles and diamonds indicate the phase transition line between ferromagnetic
and paramagnetic state, extracted from magnetic field and temperature sweeps,
respectively.
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Figure 2.16 (b) shows the corresponding imaginary part, Imχ⊥, which exhibits a small contribu-

tion at B∗ ≈ 4 T, indicated by the yellow triangles, as well as a strong peak-like contribution at

small magnetic fields. The contribution around 4 T exhibits a shallow maximum centred around

4 T for all temperatures investigated in this study. This contribution cannot be associated with

any feature in the real part Reχ⊥and the origin remains unclear. Possible scenarios include a

parasitic contribution from the susceptometer, which may most likely be ruled out by detailed

background measurements, or a small contribution associated with the possible existence of a

quantum critical point at B ≈ 4 T.

The strong peak at small magnetic fields, may be clearly associated with the decrease of Reχ⊥,

observed in figure 2.16 (a). In contrast to the real part Reχ⊥, a small contribution to Imχ⊥

may already be observed at the highest temperature of T = 1.36 K in the ferromagnetic phase,

where Reχ⊥ does not show a visible signature yet. When reducing the temperature, the peak is

strongly enhanced and shifted towards higher magnetic fields consistent with the observations

in the real part. Additionally, the shape of the contribution changes from a small, broad peak

at high temperatures to a large and sharp peak at the lowest temperatures studies.

A similar behaviour may be observed in the temperature dependence of Reχ⊥ and Imχ⊥,

shown in figures 2.16 (c) and (d). Here, Imχ⊥ displays an analogous contribution at small

temperatures for B = 0 and B = 1 T. For B = 2 T, a clear peak as a function of temperature

is seen as well as a small increase at very low temperatures. Again, the contribution in the

imaginary part is accompanied by a simultaneous decrease of the real part, Reχ⊥, as shown in

figure 2.16 (d). The point of inflection of the decrease in Reχ⊥ can be associated with the peak

in Imχ⊥, as indicated by the dashed vertical lines. Figures 2.16 (b) and (c) are summarised

in a colorplot in figure 2.16 (e), where the magnetic field sweeps are combined to generate a

2D grid of Imχ⊥. This emphasises first, the feature at small magnetic fields B ≤ 2.5 T, which

extends to higher temperatures for smaller magnetic fields (yellow region) and second, the tiny

contribution at B∗ ≈ 4 T, which is present over the whole range of temperatures as indicated

by the yellow triangles. The phase boundaries of the ferromagnetic phase, as extracted from

Reχ⊥, are depicted as blue triangles and diamonds.

To characterise the nature of the distinct behaviour of χ⊥ at low temperatures and small mag-

netic fields further, a study of the frequency dependence of this feature was carried out. There-

fore, similar measurements as presented in the previous paragraphs have been performed at a

temperature T = 139 mK, using various different excitation frequencies between fAC = 10 Hz

and 5011 Hz. Figure 2.17 (a) shows magnetic field sweeps of Reχ⊥ for different excitation fre-

quencies. In the high field region, B > Bc, all curves display the same field dependence. Note

that a small offset that may be attributed to the generation of eddy currents in the susceptome-

ter has been subtracted. At Bd ≈ 2 T, the data recorded at the highest excitation frequency
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Figure 2.17.: Frequency dependence of the real and imaginary parts of the susceptibility in
the low temperature region. (a) Reχ⊥ as a function of the magnetic field
at T = 139 mK for excitation frequencies between fAC = 10 Hz and 5011 Hz
(b) Imχ⊥ as a function of the magnetic field at T = 139 mK for various frequen-
cies. Imχ⊥ shows a strong peak-shaped contribution at low magnetic fields for
all measured frequencies, indicated by red triangles. (c) - (e) Detailed evalua-
tion of the frequency dependence of Reχ⊥ at T = 62 mK, 139 mK and 745 mK,
respectively. Reχ⊥ is normalized to the excitation frequency fAC and the value
of the susceptibility for the highest measured frequency, Re χf, max

⊥ . For classi-
cal ferromagnets a constant value of 1 is expected. Deviations from 1 indicate
unusual physical behaviour.

starts to decrease sharply. By reducing the excitation frequency, Bd can be shifted towards lower

magnetic fields. Additionally, the size of the drop is reduced for smaller frequencies, with the

susceptibility saturating at a finite value for B = 0. For all frequencies below fAC = 5011 Hz, a

small additional shoulder around 1 T emerges. This contribution is most prominent for frequen-
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cies around fAC ≈ 511 Hz. However, it is clearly visible for all frequencies down to fAC = 10 Hz,

the lowest frequency measured. The origin of this contribution could not be identified.

The corresponding imaginary part, Imχ⊥, is shown in figure 2.17 (b). For better visibility,

the data were shifted by 0.06 with respect to each other. In the high field region, no contri-

bution to Imχ⊥ is observed at all frequencies, while a broad peak may be observed in the low

field region, consistent with the presentation above. The shape of this peak, as well as its po-

sition change as a function of excitation frequency. Starting at the lowest frequency, the peak

is centred around Bd ≈ 1 T and exhibits a strongly asymmetric field dependence, with an ex-

tended wing towards zero magnetic field. When increasing the frequency, the peak shifts towards

larger magnetic fields. The asymmetric contribution towards lower magnetic fields persists up

to fAC = 1011 Hz. At fAC = 5011 Hz, the highest frequency measured, the contribution on the

low field side of the peak vanishes and an additional shoulder on the high field side appears,

which is not present in all other measurements.

Figures 2.17 (c) - (e) display the frequency dependence of Reχ⊥ in further detail for three

different temperatures and four different magnetic fields. Here, the value of Reχ⊥ is normalised

to the excitation frequency fAC and the maximum value of the real part of the susceptibil-

ity at the highest measured frequency, Re χf, max
⊥ . The resulting normalised susceptibility,

χnorm
⊥ = Re χ⊥

f ·Re χf, max
⊥

, is shown as a function of the excitation frequency fAC. For a conven-

tional ferromagnet, this value is expected to remain constant, χnorm
⊥ = 1, for all frequencies. For

the measurements presented in figure 2.17 (c), recorded at a temperature of 62 mK, we observe

such a behaviour above B > 2 T. At magnetic fields B ≤ 2 T, the normalised susceptibility χnorm
⊥

increases exponentially as a function of decreasing excitation frequency. Within the range of

our measurements, χnorm
⊥ appears to increase beyond the lowest accessible frequencies. Never-

theless, the shape of the curve suggests a maximum well below a frequency of fAC � 10 Hz. At

T = 139 mK, shown in figure 2.17 (d), similar behaviour may be observed, however restricted to

zero magnetic field, while data at B = 2 T remain constant over the whole range of frequencies.

Finally, at the highest temperature of T = 745 mK, the deviation of the zero field measurement

remains present, however, strongly reduced as compared to the low temperature measurements.

The detailed investigation of χ⊥ in the ferromagnetic regime of LiHoF4 revealed a particu-

lar region in the phase diagram at small magnetic fields and low temperatures, in which our

measurements deviate from the classical picture of an Ising ferromagnet. In the ordered phase

of a conventional Ising-type ferromagnet, the domain-walls are free to move under an applied

magnetic field. This allows to maintain an internal field equal to zero [62, 76], leading to a

diverging susceptibility over the whole ferromagnetic regime. Finite demagnetization effects, in

turn, prevent the experimentally observed susceptibility from showing such a divergence and

lead to a plateau of constant susceptibility in the ordered phase, as reported in previous studies
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consistent with our data [9, 62, 76]. However, in contrast to this simple theoretical picture, we

find that the susceptibility gradually decreases with decreasing temperature, until Reχ⊥ van-

ishes at very low temperatures. We attribute this behaviour to a reduction of the domain-wall

mobility due to the lack of thermal fluctuations at low temperatures. This interpretation is

supported by the strong peak in the imaginary part Imχ⊥, presented in figures 2.16 (b), (c),

and (e), suggesting strong dissipative effects at low temperatures, as well as by the distinct

frequency dependence of this regime, presented in figure 2.17.

Surprisingly, the finite value of the susceptibility is recovered even at the lowest temperatures

under a transverse magnetic field, above a critical field value Bd ≈ 2.5 T. In analogy to a study

of Brooke et al. [78] on the isostructural doped compound LiHo1−xYxF4, with x = 0.56, we pro-

pose that the recovery of Reχ⊥for B > B∗ is caused by quantum fluctuations which facilitate a

tunnelling of the domain-walls. Again, the strong frequency dependence of the susceptibility ob-

served in the low temperature regime as a function of the applied field supports this suggestion.

It is intuitive that the position of the domain walls are frozen-in at high excitation frequencies,

while they are able to follow the applied field at low frequencies, leading to a smaller region of

reduced susceptibility for small excitation frequencies fAC and to an increase of the region for

high frequencies, as depicted in figure 2.17. Several studies [71, 73] suggested that such complex

domain-wall behaviour may play an important role in the description of the quantum critical

point, as well as the classical phase boundaries in this compound. In this thesis, a first detailed

experimental study of the properties of the ferromagnetic state in LiHioF4 was presented pro-

viding an ideal starting point for further theoretical investigations of the microscopic picture of

this compound.

2.3.6. Hyperfine Contribution to the Transverse Susceptibility

The phase boundary at the quantum phase transition between ferromagnetic and paramagnetic

phase in LiHoF4 is distinctly shifted towards higher magnetic fields at low temperatures, exceed-

ing the values obtained by a straight-forward mean-field calculation (cf. figure 2.4). Bitko and

co-workers concluded that strong hyperfine interactions may cause this unexpected upturn of the

critical field at low temperatures, reproducing the experimentally determined phase boundary

in this regime by including hyperfine interactions [9]. This was followed by Rønnow et al. [71]

who argued that the incomplete mode softening, observed in their neutron scattering experi-

ments, is caused by hyperfine interactions. The resulting mixture of nuclear and electronic spin

contributions then leads to a stabilization of the magnetic order at higher magnetic fields. Even

though both experiments underline the importance of hyperfine contributions for the magnetic

properties of this compound, previous studies failed to observe any signature of this coupling in

susceptibility measurements. In the following, we present detailed measurements of the trans-

verse susceptibility in the ordered phase of LiHoF4 which show an additional contribution, that
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may be attributed to the hyperfine interactions in LiHoF4.

(a) (b)

'

Figure 2.18.: Emergence of an additional contribution to χ⊥ in the vicinity of the quantum
phase transition at Bc. (a) Close-up view of magnetic field sweeps of Reχ⊥
for temperatures between T = 57 mK and T = 931 mK. Yellow triangles mark
the onset of the shaded area at B′c, indicating the additional contribution to
Reχ⊥. Blue triangles mark the transition field Bc. (b) 2D colorplot of Reχ⊥
as a function of external magnetic field B and temperature T . An additional
contribution to Reχ⊥ emerges, visible as a yellow shaded area of increased Reχ⊥.
Yellow circles correspond to the field values B′c, marked by a yellow triangle in
panel (a). The blue circles indicate the phase transition line at Bc.

Figure 2.18 summarises measurements of the real part of the transverse susceptibility, Reχ⊥, as

a function of magnetic field and temperature. Figure 2.18 (a) shows a close-up view of Reχ⊥

close to the quantum phase transition at Bc, recorded at an excitation frequency fAC = 511 Hz

and an excitation amplitude BAC = 0.16 mT. For clarity of presentation, an offset has been

added to the data. The sweeps shown here were recorded at temperatures between T = 57 mK

and T = 931 mK. Data are shown for applied static magnetic fields between B = 2.8 T and

B = 5 T. The complete data set without offset was shown and discussed above (cf. figure

2.16 (a)). The grey shaded area indicates an additional contribution to Reχ⊥, which exceeds

Reχ⊥ as limited purely by demagnetisation effects. The onset of this contribution on the low-

field limit is indicated by yellow triangles and will be refereed to as B′ in the following . For

the highest temperature of T = 932 mK shown here, no additional contribution is observed

and Reχ⊥ exhibits the expected constant value below Bc. By reducing the temperature, the

transition field shifts towards higher magnetic fields. For temperatures below T ≈ 700 mK, the

additional contribution to Reχ⊥ can be observed between B′ ≈ 3.7 T and Bc. By reducing

the temperature further, the additional contribution increases in size and magnitude and the
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transition field Bc is shifted towards higher magnetic fields. The onset of the contribution,

however, appears to be independent of temperature and appears unchanged for fields exceeding

B′ ≈ 3.7 T. Figure 2.18 (b) shows Reχ⊥ as a function of the magnetic field and temperature.

The additional contribution is highlighted by color-coding of the susceptibility in a 2D grid,

where the largest value (yellow) emerges above B′ ≈ 3.7 T and below Bc for temperatures below

T ≈ 700 mK. The constant value of Reχ⊥ can be observed in the rest of the ordered region,

except for the low temperature and low field regime, which has been discussed separately in the

previous section.

In summary, an additional contribution to the transverse susceptibility of LiHoF4 was observed

that may be attributed empirically to the nuclear spin system around the critical field Bc at

low temperatures. This contribution may only be observed at an external transverse magnetic

field exceeding B′ ≈ 3.7T in good agreement with previous studies of the hyperfine coupling in

this system. These measurements provide direct access to the coupling between the nuclear and

the electronic spin system in LiHoF4, representing key information for the interpretation of the

magnetic properties and the quantum phase transition in this material.
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2.4. Summary & Outlook

In this chapter, the low temperature properties of the dipolar-coupled Ising-magnet LiHoF4, rep-

resenting a model system for a magnetic quantum phase transition, were investigated. Therefore,

transverse susceptibility measurements have been performed as a function of a magnetic field,

applied perpendicular to the magnetic easy-axis, mediating the quantum phase transition. Our

results were presented in two steps. First, properties of the magnetic quantum phase transition

and the thermal phase transition were discussed. Then, details of the ferromagnetic state at low

temperatures were investigated.

After an overview of the data collected, the first part of this chapter started with an account for

small angular variations of the applied magnetic field with respect to the magnetic easy axis.

We find that the nature of the QPT changes abruptly for angular displacements above approxi-

mately 0.25◦ from the perpendicular orientation, as identified by a distinct jump of the transverse

susceptibility. A careful orientation of the sample with respect to the applied magnetic field,

hence, proves to be essential for a successful investigation of the magnetic QPT. Subsequently, a

detailed study of the phase boundaries of the ferromagnetic state was presented and the results

were compared to previous studies. We find excellent agreement with the results from literature,

however, an increased data point density in this study revealed significant discrepancies to the

published mean-field behaviour around Tc. This might suggest a so-far incomplete theoretical

picture of the microscopic details of this system, as proposed by Tabei et al. [73]. Nevertheless,

an investigation of the critical exponents around Bc as a function of applied magnetic field at

different temperatures yields, consistent with previous work, γ ≈ 1, which agrees with the pre-

dicted mean-field behaviour as expected from quantum-classical mapping.

In the second part of this chapter, properties of the ferromagnetic state were investigated and

three distinct regions within the ferromagnetic regime could be identified. First, a classical region

at small magnetic fields and temperatures just below Tc, in which the ordered state is dominated

by the formation of long needle-shaped domains. In this regime, highly mobile domain-walls

are able to compensate any applied magnetic field, leading to a diverging susceptibility within

the entire ferromagnetic phase. This divergence, however, is reduced to a finite susceptibil-

ity value by demagnetization effects, as observed over a broad range of the phase diagram in

this study. Second, at lower temperatures, a significant decrease of transverse susceptibility is

observed, which is most likely a result of reduced domain-wall mobility due to the decreasing

energy of thermal excitations in this regime. The susceptibility vanishes in the limiting case

of very low temperatures, suggesting a frozen state with no remaining domain-wall mobility.

This interpretation is supported by a detailed investigation of the dependence of χ⊥ on the

excitation frequency fAC, which shows an enhanced region of reduced susceptibility for high

excitation frequencies and a reduced region for small frequencies. Interestingly, the application
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of a transverse magnetic field at low temperatures leads to a recovery of the previously observed

plateau value, suggesting free domain-wall motion at magnetic fields larger than Bd ≈ 2 T. Due

to the lack of thermal energy, we suspect that this effect is mediated by the transverse magnetic

field which allows for quantum fluctuations, facilitating quantum tunnelling of the domain-walls

even at zero temperature. Similar observations have been reported previously in a study of the

isostructural doped compound LiHo1−xYxF4, with x = 0.56 [78]. Third, an additional contri-

bution to χ⊥ was observed within the ferromagnetic phase at temperatures below T < 700 mK

and for magnetic fields between B′ ≈ 3.7 T and Bc. This contribution might be a signature of

the strong hyperfine coupling, which is believed to stabilise the magnetic order in this regime.

Even though LiHoF4 is regarded as a textbook example for a transverse field-tuned quantum

phase transition, various discrepancies between theoretical predictions and experimental obser-

vations remain an open topic in current research and demand further studies of this compound.

In this thesis, we have addressed several of these issues, providing comprehensive experimental

data of the low temperature regime of this compound. Based on our observations, we suggest a

refinement of the present microscopical description of the ferromagnetic state in this compound,

taking into account the precise course of the phase boundary around Tc, as determined in this

study. Additionally, we suggest to revisit inelastic neutron scattering experiments at lowest

temperatures possible, taking into account the importance of the orientation of applied field and

crystallographic orientation determined above, to further investigate the nature of the quantum

phase transition and possible influences of the hyperfine-coupling on the magnetic order. Fur-

thermore, we propose to continue the study of the transverse susceptibility as presented here, to

investigate the dependence of the hyperfine-contribution as a function of field rotation, which

may be complemented by an investigation of all three magnetisation components in the same

field configurations.
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Spin-Transfer Torques in the Skyrmion Lattice of MnSi

In this chapter, spin-transfer torques in the skyrmion lattice phase of the chiral magnet MnSi are

investigated using transverse susceptibility measurements. As our main result, we find that the

threshold current density above which spin-transfer torque effects are observed, may be reduced

below an extremely low value jc ≤ 0.14 MAm−2 by the application of an oscillating magnetic

field. As a point of reference, a detailed investigation of the transverse susceptibility as a func-

tion of excitation frequency and amplitude was performed without current applied. Next, under

applied DC current, we find that the oscillating magnetic field favours an unpinning of the

skyrmion lattice, reducing the critical current density. Our results are in excellent agreement

with complementary studies using time-resolved small-angle neutron experiments (TISANE).

The chapter is organised as follows. First, an introduction to cubic helimagnets and to the topo-

logical properties of MnSi is given, motivating the key questions addressed in this thesis. This

is followed by an overview of related experimental work, particularily focusing on the skyrmion

lattice. Second, the experimental set-up and the data treatment procedure correcting for ohmic

heating are described. Third, the results of our measurements of the transverse susceptibility

of MnSi are presented. A variation of the excitation frequency and amplitude in the skyrmion

lattice phase at zero applied current establishes two distinct limits of the susceptibility, rep-

resenting single-spin and collective responses, respectively. Next, measurements under applied

DC current are presented. Following an account for the influence of the applied current on the

transverse susceptibility at fixed excitation amplitude, we show that increasing the amplitude

leads to the reduction of the critical current density jc by over one order of magnitude.
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3.1. Topologically Non-Trivial Spin-Textures in MnSi

This introduction comprises three parts. First, the properties of cubic helimagnets with a special

focus on MnSi and the associated generic magnetic phase diagram is introduced. Second, the

non-Fermi liquid regime of MnSi at high pressures is reviewed, which emerges in the vicinity

of a quantum phase transition and features the signatures of of spin textures with non-trivial

topology. This motivates a comprehensive introduction of skyrmion lattice order in chiral mag-

nets. Here we focus on the topological properties of the magnetic structure and the associated

very efficient coupling to spin-currents. Excellent introductions and reviews beyond the scope

of this thesis may be found in references [79–84].

3.1.1. The Cubic Helimagnet MnSi

MnSi has started to raise interest along with other monosilicides and monogermanides in the

early seventies, when it was identified as a weak itinerant magnet with a helical ground state be-

low a transition temperature Tc ≈ 29 K [85–87]. MnSi crystallises in the non non-centrosymmetric

cubic B20 structure with the P213 space group and a lattice constant a = 4.56 Å [86]. The heli-

cal ground state was identified in neutron scattering experiments, showing a period of λ ≈ 180

Å along the 〈111〉 cubic space diagonals [88–90]. The nature of the magnetic phase diagram

and the pressure dependence generated great theoretical and experimental interest and due to

extensive efforts over the past decades, most aspects of the low temperature properties of this

system are well understood. As a consequence, MnSi represents an ideal candidate to investigate

more complex behaviour such as dynamical properties of the magnetic textures or the interplay

of conduction electrons with the magnetic structure, as presented in this study [36, 91–96].

a) Magnetic Phase Diagram of Cubic Helimagnets

The magnetic phase diagram of cubic helimagnets, as depicted in figure 3.1, may be fully ac-

counted for by a hierarchy of energy scales that has been pointed out long ago [36]. On the

strongest scale, ferromagnetic exchange interactions favour parallel spin alignment. On the sec-

ond strongest scale, the Dzyaloshinskii-Moriya interaction [91, 92], originating from the lack of

inversion symmetry of the underlying crystal structure, favours perpendicular spin alignment.

Taken together, both interactions result in the formation of a helical ground state, depicted in

figure 3.1 (a). The detailed properties of this ground state are material-specific. A summary

of different compounds may be found in references [79, 80]. On the weakest scale, magneto-

crystalline anisotropies, representing higher order spin-orbit coupling, give rise to a preferred

orientation of the propagation direction of the helix along certain crystallographic directions,

such as the 〈111〉 axes in case of MnSi. The combination of all interactions leads to the generic

phase diagram show in figure 3.1, which will be discussed in the following for the example of

MnSi.
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Figure 3.1.: Generic phase diagram of cubic helimagnets. (a) Spin configuration in the he-
lical phase. The helix propagates along the 〈111〉 directions for the case of
MnSi. (b) - (d) Spin configurations in the conical, field-polarised, and param-
agnetic states. (e) Schematic drawing of a skyrmion, stabilising in a hexagonal
lattice in a small phase pocket (red). Phase diagram based on [97], figure (e) taken
from M. Garst.

At high temperatures, well above Tc ≈ 29 K, the system is paramagnetic with a large fluc-

tuating moment [98] (cf. figure 3.1 (d)). With decreasing temperature, helimagnetic order

emerges below Tc. The nature of this transition has been discussed controversially [94, 99–102],

however, recent studies by Janoschek et al. [103] established conclusively a fluctuation-induced

first-order transition, as predicted theoretically by Brazovskii in the late seventies [104]. The

transition is accompanied by a fluctuation-disordered regime just above Tc, in which the transi-

tion is suppressed due to strongly interacting chiral fluctuations, indicated as a light grey area

and enclosed by the dashed line.

Under applied magnetic field, the propagation direction of the helix rotates into the field direc-

tion above a transition field Bc1 ≈ 0.1 T and the spins are canted towards the propagation vector,

forming a conical state (cf. figure 3.1 (b)). This transition has recently been investigated in

detail, revealing a complete reorientation as well as putative evidence for topological disclination

defects [105]. Above an upper critical field Bc2 ≈ 600 mT, the system enters a field-polarised

state in which all spins are aligned along the applied magnetic field (cf. figure 3.1 (c)). The

limits of high-field/low-temperature and high-temperature/low-field are separated by a smooth
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crossover. Finally, just below Tc at a small applied magnetic field of B ≈ 200 mT, the phase

diagram exhibits a small phase pocket, first referred to as A-Phase [87, 89]. Small angle neutron

scattering (SANS) identified this phase as a lattice of topologically non-trivial magnetic whirls,

so-called skyrmions [7]. A schematic drawing of a skyrmion lattice is shown in figure 3.1 (e). The

investigation of this magnetic structure represents a central part of this thesis and important

properties will be discussed in detail in section 3.1.2.

b) Topological Non-Fermi Liquid at High Pressures

MnSi has attracted great attention already twenty years ago for its distinct properties at high hy-

drostatic pressures [44]. First studies identified a breakdown of Fermi-liquid theory at a pressure-

induced quantum phase transition above a critical pressure pc ≈ 14.6 kbar [11, 106–108]. Here,

the helimagnetic ground state is suppressed monotonically with increasing pressure and vanishes

completely above pc. The pressure dependence of MnSi has been studied in great detail and is

shown in figure 3.2 [46, 109–111]. Above pc, neutron diffraction studies [112] could identify a

region of partial magnetic order (PO), with the remaining magnetic scattering intensity forming

an unusual pattern on the surface of a sphere in reciprocal space, reminiscent of partial order

in liquid crystals. Follow up studies of muon spin resonance and nuclear magnetic resonance

furthermore identified a region of phase separation (PS) for pressures above p∗ ≈ 12 kbar. The

muon relaxation data together with the neutron scattering experiments imply a slow dynamic

character of the spin correlations in the partial magnetic order regime (as opposed to being

static) on a time-scale between 10−10 s and 10−11 s [79, 113].

Figure 3.2.: Phase diagram of MnSi as a function of pressure p and temperature T . The
resistivity in the magnetically ordered phase obeys the conventional quadratic
Fermi-liquid (FL) theory at low pressures and low temperatures. With increasing
pressure, the transition temperature is reduced. Above a pressure of p∗ ≈ 12 kbar,
a phase separation (PS) is observed in neutron scattering, µSR and NMR, before
partial order (PO) and an extended non-Fermi liquid regime (NFL) emerge above
the critical pressure pc ≈ 14.6 kbar. Figure taken from reference [79], adapted
from reference [13].
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Even though the ferromagnetic or helimagnetic order in MnSi is suppressed by a non-thermal

control parameter, the transition cannot be regarded as a simple example of a conventional

quantum critical point (QCP) in an itinerant electron system. This is due to the change

from a second-order transition, characteristic for a QCP, to a first-order transition at pres-

sures p > p∗ [12]. In many examples, exciting new phenomena have been observed around such

ferromagnetic quantum critical points, attributed to strong quantum fluctuations. Examples

include an emergent dome of superconductivity as observed for instance in UGe2 [114] as well

as spin-density wave (SDW) order as discussed for NbFe2 [115]. Consequently, it has been dis-

cussed, if the Fermi-liquid breakdown in MnSi is driven by the proximity to the quantum critical

point. Lamor diffraction studies, combined with the previously discussed results, however, ruled

out the quantum critical point as the origin of the extended NFL behaviour in MnSi, consistent

with the large extent of the NFL phase of over three times the critical pressure pc, leaving the

origin of the NFL state unidentified.

A recent study by Ritz et al. [13, 116] presented measurements of the metallic state of MnSi

at high hydrostatic pressures. The authors report that a topological Hall effect (THE), as a

key signature of the skyrmion lattice at ambient pressure, persists as the magnetic order is

suppressed at large pressures. An introduction to the THE in the skyrmion lattice at ambient

pressure will be given in the following section. Moreover, the high-pressure region showing a

THE coincides perfectly with the boundaries of the extended NFL regime. Accordingly, the

authors conclude that spin correlations with non-trivial topology, which are believed to be the

origin of the topological Hall contribution, may drive the breakdown of Fermi-liquid theory in

MnSi.

3.1.2. The Skyrmion Lattice

Besides the complex behaviour at high-pressures, great interest in cubic helimagnets over the

last decade was attracted by the identification of a new type of complex, topologically non-

trivial magnetic order, the skyrmion lattice. In the following, the most important aspects of the

skyrmion lattice in MnSi are presented, focussing in particular on topological properties as well

as the interaction with the conduction electrons.

The term skyrmion pays tribute to the theoretical physicist Tony Skyrme, who proposed topo-

logically non-trivial solitonic excitations in the context of nuclear field theories in the early sixties

[117, 118]. Since then, the concept has been adapted to various fields of physics, including quan-

tum Hall states [119–124], Bose-Einstein condensates [125–127] or liquid crystals [128, 129]. In

the context of magnetic materials, skyrmions refer to a certain type of spin whirl exhibiting non-

trivial topological winding, which prohibits a continuous transformation of the skyrmion into a
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topologically trivial state such as a ferromagnet or a paramagnet. In bulk systems, skyrmions

were first observed in a small phase pocket in MnSi, as mentioned above [87, 89], where they

stabilise in a two-dimensional trigonal lattice [7]. This lattice can essentially be described by the

superposition of three helices where the three propagation vectors qi are in a plane perpendicular

to the applied static magnetic field under an angle of 120◦ with respect to each other. Taken

together, the appearance is similar to vortex lines in type-II superconductors [130] as depicted

in figure 3.3.

z

y

x

H

Figure 3.3.: Schematic drawing of a skyrmion lattice. The superposition of three helices (indi-
cated by black arrows) and an uniform magnetisation results in the formation of
a two dimensional lattice of skyrmions. Repeating this structure regularly along
the external field direction H leads to a formation of skyrmion tubes along the
same direction, similar to vortex lines in superconductors. Drawing taken from
reference [131].

The identification of the A-Phase, in which the skyrmion lattice stabilises, in MnSi remained

an open challenge for over two decades, with several studies falsely interpreting this phase as

paramagnetic [132], single-Q spin-flop state [133] or a Bose-Einstein condensate of spin waves

[134, 135]. Only in 2009, Mühlbauer et al. could identify the A-phase as a lattice of trigonally

arranged skyrmion tubes, the skyrmion lattice (cf. figure 3.3), using small angle neutron scat-

tering (SANS). This was followed by similar observations in other cubic helimagnets, showing

the same the generic phase diagram as depicted in figure 3.1 [136–140]. Real space observations

of the skyrmion lattice using Lorentz force transmission electron microscopy (LTEM) [141, 142],
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as well as magnetic force microscopy (MFM) [131], confirmed the interpretation of the SANS

data. Recently, even three dimensional measurements of the skyrmion lattice have been reported

using electron holography [143]. Selected seminal experimental observations of skyrmion lattices

are shown in figure 3.4.

Energetically, the stabilisation of the skyrmion lattice can be captured by a standard Landau-

Ginzburg model, taking into account Gaussian thermal fluctuations [7]. This is in contrast to ear-

lier predictions of magnetic vortices, which considered magnetic anisotropies as stabilising mech-

anism [7, 144, 145]. Despite the observation of skyrmion lattices in bulk materials, a large number

of thin film and multi-layer structures could be used to stabilise skyrmions [146–149]. Here, in

contrast to bulk samples, typical stabilising mechanisms include strong interfacial Dzyaloshinskii-

Moryia interaction, four-spin interactions as well as magnetic anisotropies [83, 146, 150].

10 K 20 mT5 K 80 mT

SANSMFMLTEM MnSiFe1-xCoxSiCu2OSeO3

27.5 K 200 mT

〈110〉

(a) (b) (c)

1 203 9
0.2 nm-1500 nm100 nm

〈110〉
〈100〉〈110〉〈211〉

Figure 3.4.: Real space and reciprocal space observation of skyrmion lattices in different
B20 compounds. (a) Lorentz Transmission Electron Microscopy (LTEM) of
the skyrmion lattice phase in Cu2OSeO3 [141, 142] (b) Real space observa-
tion of a skyrmion lattice in Fe1−xCoxSi performed by Magnetic Force Mi-
croscopy (MFM) [131] (c) Small Angle Neutron Scattering (SANS) pattern of
the skyrmion lattice phase in MnSi [7, 151].

The most intriguing property of the skyrmion lattice, the non-trivial topology, relates to the fact

that the magnetic structure is topologically protected and may not be continuously transformed

into simple magnetic structures such as a ferromagnet or paramagnet. In general, topology is

a mathematical concept that describes properties of structures, which are conserved under a

continuous transformation. Two structures are topologically identical, if a continuous deforma-

tion from one into another leaves a certain property of the structure, the so-called topological

invariant, unchanged. In the skyrmion lattice, this topological invariant is the so-called winding
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number, defined as

W =

∫
Unit cell

σtop dx dy, (3.1)

where σtop is the skyrmion density

σtop =
1

4π
n̂(∂xn̂× ∂yn̂) (3.2)

with the magnetisation direction n̂ = M/|M |[16, 84]. In the case of MnSi, an evaluation of the

the winding number in the skyrmion lattice yieldsW = −1. In contrast, other magnetic phases,

such as the conical phase or the paramagnetic phase yield W = 0, indicating a trivial topology.
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Figure 3.5.: Experimental evidence of the non-trivial topology of the skyrmion lattice phase in
MnSi. (a) Measurements of the Hall-effect in the skyrmion lattice phase of MnSi as
a function of applied magnetic field. An additional contribution to the Hall-Effect,
the topological Hall-effect, ∆ρtop

xy , may be observed as a result of the non-trivial
topology of the skyrmion lattice. (b) Small angle neutron scattering (SANS)
intensity for two data sets, recorded with an DC current applied to the sample
in the skyrmion lattice phase. The spin current leads to a rotation of the 6-fold
SANS pattern due to spin-transfer torque effects at ultra low current densities,
which originate in the efficient coupling between spin current and topologically
non-trivial spin-texture.

Two important consequences of the non-trivial topology of the skyrmion lattice were demon-

strated experimentally in the seminal works of Neubauer et al. [14], Jonietz et al. [15] and

Schulz et al. [16]. In a study of the electrical resistivity, Neubauer et al. first reported a

topologically quantised Berry phase contribution to the conventional Hall effect, the so-called

topological Hall-effect, as shown in figure 3.5 (a). Additionally, Jonietz et al. reported a rotation

of the six-fold SANS pattern of the skyrmion lattice when applying a DC current above a certain
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threshold current jc, as shown in figure 3.5 (b). This translates directly to a rotation of the

skyrmion lattice in real space as a result of the applied current, representing the observation of

so-called spin-transfer torque effects at ultra-low current densities. This observation was com-

plemented by Schulz et al., who detected an emergent electric field as a result of the movement

of the skyrmion lattice above jc, using electrical transport measurements. Both the topological

Hall-effect as well as the spin-torque effects observed in MnSi motivated an enormous number

of follow-up studies on Skyrmions in solid state physics in general over the past decade (cf.

reviews [80, 82, 152] and references therein). Both effects can be captured theoretically in terms

of an emergent electrodynamics which is introduced in the following section. Subsequently, the

most important experimental work in this context is discussed in more detail.

3.1.3. Emergent Electrodynamics in the Skyrmion Lattice of MnSi

Considering an electron travelling through a topologically non-trivial spin structure n̂(~r, t), such

as a skyrmion. In first approximation, the electron will adiabatically follow the local spin direc-

tion and the deflection of the electron can be described in terms of an emergent electrodynamics.

In the skyrmion lattice, where the magnetic texture does not vary along the z-direction, the re-

sulting emergent magnetic field Be
z and emergent electric field Ee

α can be explicitly calculated

from the Schrödinger equation [84] as

Be
z =

2π~
e
σtop. (3.3)

Ee
α =

2π~
e
jtop
β (3.4)

The emergent fields are determined by the skyrmion density σtop as defined in equation (3.2),

representing the non-trivial topology, and by the topological charge current

jtop
α =

1

4π
ε0αβn̂(∂βn̂× ∂tn̂), (3.5)

which is connected to the skyrmion density by the continuity equation [80, 84]. Here, ε0αβ is

the antisymmetric unit tensor and α, β = x, y.

a) Topological Hall-Effect

The emergent magnetic field of the static skyrmion crystal Be
z can be regarded as an ficti-

tious internal field Beff which leads to an additional contribution to the Hall effect. As Be
z

is a direct consequence of the non-trivial topology, this contribution is called topological Hall

effect (THE) ρtop
xy . In a semi-classical picture, the topological Hall effect corresponds to a Berry

phase in real space, which is picked-up when the electron adiabatically adapts to the local

magnetisation while passing through a topologically protected spin texture. A complete semi-

classical analysis is beyond the scope of this thesis, however, note that besides the Berry phase in
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real space, there also exists a contribution in momentum space, which gives rise to the intrinsic

anomalous Hall-effect, as well as combinations of Berry phases in real and momentum spaces,

which are not explored experimentally in detail, yet [116].

To estimate the size of the topological Hall-effect quantitatively, several assumptions have to

be made and a detailed account may be found in reference [116]. In the limit of low tem-

peratures, where interband (spin-flip) scattering is strongly suppressed, the THE may then be

approximated by

ρtop
xy = R0B

effP, (3.6)

where R0 is the conventional Hall constant, capturing the intraband (non-spin-flip) scattering

and P is the charge carrier spin polarization. It is interesting to note that ρtop
xy is proportional to

the emergent magnetic field Be and hence to the skyrmion density σtop, leading to a vanishing

contribution for topologically trivial structures.

In the skyrmion lattice in MnSi, the the topological Hall contribution was first observed by

Neubauer et al. [14], who reported a THE in the order of ρtop
xy ≈ 5nΩcm (cf. figure 3.5). A

subsequent study, however, corrected this value to ρtop
xy ≈ 50 nΩcm by accounting correctly

for finite temperature effects such as spin-flip scattering, yielding an effective field value of

|Beff | ≈ 13 T [13]. This is in accordance with a direct calculation of the effective field, which

yields |Beff| ≈ 13.15 T [13].

Subsequently, additional Hall contributions have been observed in a number of similar, non-

centrosymmetric B20 helimagnets, such as FeGe or the doping series Fe1−xCoxSi or

Mn1−xFexSi [153–155]. However, large unconventional Hall contributions have not only been ob-

served in connection with the skyrmion lattice, but also in a large number of distinct compounds,

mediated by different microscopic properties. Examples include the short period non-coplanar

helimagnet MnGe [156], where the unconventional Hall effect is believed to be of topological na-

ture, and the double-exchange ferromagnet CrO2 [157] where an additional contribution to the

Hall effect is caused by topological defects. Large anomalous Hall effects have also been reported

earlier in non-topological structures like frustrated magnets with pyrochlore structure, with the

most prominent examples being Pr2Ir2O7 or Nd2Mo2O7 [158–160]. Most recently, an additional

contribution to the Hall effect has been discovered in the non-collinear antiferromagnetic phases

of the series Mn3Sn, Mn3Ir and Mn3Ga as well as in Mn5Si2 [161–163].

b) Spin-Transfer Torques

We have seen in the last section that an electron, passing through the skyrmion lattice, will be

deflected by the magnetic structure, leading to an additional contribution to the Hall effect. In

accordance to Newton’s second law, this implies that the electron itself will transfer a momen-
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tum to the magnetic structure as it passes through the skyrmion. This concept, referred to as

spin-transfer torque, is well known for conventional ferromagnets, where magnetic domain walls

can be moved by a strong spin current [164–167]. This mechanism was considered of particular

interest in the context of magnetic data storage for many years, and the recent proposal of

so-called race-track memories, in which information is stored in magnetic domains which are

moved through nano-wires by an applied spin current, has attracted additional attention over

the past decade [18, 168]. However, up to now, a large scale realisation of a spin torque based

memory device was prevented by several problems such as very high threshold current densities,

so-called critical currents, in the order of 109− 1011 Am−2 as well as small drift velocities of the

domain walls [169].

In MnSi, spin-torque effects were first observed in SANS measurements as well as in Hall-effect

measurements revealing extremely low current densities of below 106 Am−2 [15, 16]. The small

critical currents were ascribed to a combination of low collective pinning of the skyrmion lattice

and the strong coupling of the conduction electrons to the magnetic structure, as a result of the

non-trivial topology [15]. A full theoretical account for spin torque effects in MnSi lies beyond

the scope of this thesis. Nevertheless, we want to emphasis the most important aspects of the

theoretical descriptions given in references [84, 170, 171].

The dynamic orientation of the magnetisation n̂(r, t) = M(r, t)/|M(r, t)| of a magnetic texture,

such as a skyrmion, in the presence of a spin current is given by the generalised Landau-Lifschitz-

Gilbert (LLG) equation [167, 172, 173]

[∂t + (vs∇)]n̂ = −γn̂×Beff + n̂× [α∂t + β(vs∇)]n̂ (3.7)

with the effective spin velocity vs parallel to the spin current and two relaxation constants α

and β, describing a Gilbert damping and a dissipative spin-transfer torque, respectively. Careful

theoretical considerations show that this description can be simplified by projecting equation 3.7

onto the translational mode and integrating over the full magnetic unit cell, following the so-

called Thiele approach [84, 170, 174–176]. The equation of motion for a single skyrmion at site

x(t) is then given by

G× [vs − ẋ(t)]︸ ︷︷ ︸
FMagnus

+D[βvs − αẋ(t)]︸ ︷︷ ︸
FDrag

= FPinning. (3.8)

The first part of the left side of this equation represents a Magnus force, FMagnus, acting per-

pendicular to the spin current with the gyromagnetic coupling vector

Gi = GB̂i, G = 4πMW, (3.9)
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which is proportional to the topological winding number W = −1 (cf. equation (3.1)). The

second part represents a drag force Fdrag, acting parallel to the spin current with a dissipative

tensor D. Both forces counteract to the material specific pinning forces FPinning, which may

only be accounted for phenomenologically [177–179]. A schematic drawing of the forces acting

on the skyrmion lattice due to an applied current j is shown in figure 3.6 (a).

Bj

FMagnus

FDrag

(b)(a)

Figure 3.6.: Spin-transfer torque effects in MnSi. (a) Schematic depiction of the forces acting
on the skyrmion lattice with applied current density j. The skyrmion lattice is
stabilised by a magnetic field B pointing out of the plane. The applied spin current
j causes a Magnus force FMagnus, perpendicular to the current direction, and a
drag force FDrag, resulting in a drift of the skyrmion lattice in the plane of the
current flow above a critical current density jc. Depiction of the skyrmion lattice
by W. Simeth. (b) Drift velocity of the skyrmion lattice as a function of applied
current density j. Above a critical current jc the magnetic structure depins and
starts to move. Figure taken from reference [16].

The skyrmion, which moves through the sample will, in analogy to the THE, generate an emer-

gent electric field Ee, proportional to the drift velocity vd [16, 180]

Ee = −vd ×Be. (3.10)

Naturally, this additional field will influence the Hall effect measurements in terms of an emergent

Lorentz force. The emergent electric field perpendicular to the spin current direction is therefore

connected to a reduction of the topological Hall effect as follows:

∆E⊥ = ∆ρyx · j = −∆ρxy · j. (3.11)

Schulz et. al [16] were able to detect this reduction of the topological Hall effect and connect it to

the size of the emergent electric field and, thus, to the drift velocity of the skyrmions as shown in

figure 3.6 (b). Consequently, they were able to extract the critical current density jc, above which

the skyrmion lattice starts to move. This critical current density of jc ≈ 0.5 MAm−2 is enhanced

for temperatures just below the transition temperature Tc, but stays constant throughout the
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whole skyrmion lattice phase to its lower temperature boundary. These measurements represent

the first observation of emergent electrodynamics in connection with spin-transfer torques in a

skyrmion lattice.
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Figure 3.7.: Observation of spin-transfer torques in small angle neutron scattering (SANS).
(a) Schematic depiction of the forces acting on the skyrmion lattice with an electric
current and a thermal gradient applied to the sample. The thermal gradient results
in a variation of the forces, leading to a rotation of the skyrmion lattice, additional
to a linear motion. (b) Relative rotation of the scattering pattern of the skyrmion
lattice ∆Φ as a result of the applied current density j at different temperatures.
A rotation may be clearly observed above jc ≈ 0.8 MAm−2 as indicated by black
triangles. Figures adapted from reference [15].

The first direct observation of spin-transfer torques in MnSi was realised in SANS experi-

ments [15]. However, as the reciprocal image of the lattice remains unchanged for a translational

movement of the lattice in real space, it was necessary to apply an additional thermal gradient

to the sample to visualise spin-torque effects. Figure 3.7 (a) shows the influence of a thermal

gradient, together with an applied electric current, on the forces acting on the skyrmion lattice.

Both, the strength of the Magnus force, as well as the strength of the drag force are dependent

on the temperature and are more pronounced on the cold side of the sample. In total, this

results in a net rotational movement of the skyrmion lattice, which can directly be captured

by SANS measurements. The rotation was shown in figure 3.5 (b), where two scattering pat-

terns of inverted current directions are depicted. In their work, Jonietz et al. could connect

this clear rotational effect unambiguously to the rotation of the skyrmion lattice as a result of

spin-transfer torques [15]. In figure 3.7 (b), the relative rotation ∆Φ is shown as a function of

applied current density j, where the critical currents jc are indicated by triangles. Theoretically,

the rotation of the skyrmion lattice may be described by the LLG equations in combination with

additional damping terms and a phenomenological account for pinning forces, as reported by

Everschor et al. [175]. Note that spin torque effects may only be observed when the current is
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applied perpendicular to the skyrmion tubes, i.e. perpendicular to the applied magnetic field.

Recently, a rotation of the skyrmion lattice could also be observed in insulating compounds such

as Cu2OSeO3, where the momentum transfer is mediated by magnon currents [181–183].

The discovery of the low threshold currents in the skyrmion lattice motivated a large num-

ber of follow up studies, trying to explore the nature and potential applications of spin-torque

effects in detail. This includes theoretical and experimental studies trying to create, stabilise,

annihilate and move single skyrmions in thin-films, multi-layers and nano-wires [19, 21, 184–

188]. However, only a few studies recently focused on the origin of the low current threshold

or the detailed nature of the interactions and pinning forces in skyrmion lattices [189–191]. A

theoretical study by Iwasaki [189] recently reported on micromagnetic details of the skyrmion

movement, however focussing on the movement at high current densities, exceeding 108 MAm−2.

One particularly important study in the context of this thesis was performed by

Mühlbauer et al. [192], who investigated the elasticity and the impurity pinning in the skyrmion

lattice phase in MnSi using time-resolved small angle neutron experiments (TISANE). In their

work, a small oscillating magnetic field BAC was applied in addition to the static magnetic

field Bstat, stabilising the skyrmion lattice, as shown in figure 3.8 (a). A schematic depiction

of the measurement configuration is shown in figure 3.8 (b). As their main result they report

an oscillation of the magnetic scattering intensity as a function of time, representing a tilting

motion of the skyrmion lattice, as a result of the applied oscillating field (cf. figure 3.8 (c)).

The oscillatory movement of the skyrmion lattice, however, shows a threshold amplitude of the

oscillating field, below which no motion is visible. This appears closely related to spin torque

effects, where a motion of the skyrmion lattice can only be observed above a critical current jc.

Mühlbauer et al. concluded that this behaviour is characteristic for an unpinning of the skyrmion

lattice from defects at a frequency of f = 325 Hz and for oscillation amplitude exceeding a

threshold of approximately εc ≈ 0.4◦. In the skyrmion lattice phase, where Bstat ≈ 200 mT, this

corresponds to an amplitude BAC ≈ 4 mT.

In this study, the response of the skyrmion lattice to an oscillating magnetic field is studied

over a broad range of excitation frequencies and amplitudes. In agreement with the study of

Mühlbauer, we observe an unpinning of the skyrmion lattice in a certain range of excitation

frequencies and amplitudes. Additionally, the effects of an applied oscillating magnetic field

are investigated in combination with an applied DC current. Consistent with previous stud-

ies [15, 16], we observe spin torque effects as a result of the applied current density and find

that the critical current density jc is reduced by the additional application of a strong oscillating

magnetic field.
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Figure 3.8.: Time resolved small angle neutron experiment (TISANE) in the skyrmion lattice
phase of MnSi. (a) Field direction ε of the total magnetic field Btot as a function
of time. A combination of a static magnetic field Bstat, used to stabilise the
skyrmion lattice, and a small oscillating magnetic field BAC result in an effective
rotation of the field direction. (b) Measurement configuration of the TISANE
experiment. BAC is applied along the x-axis, perpendicular to Bstat. The neutron
beam is applied parallel to Bstat and rotated by an rocking angle ω in the x-y
plane. (c) Scattering intensity of the skyrmion lattice as a function of time at
a temperature Ts = −0.69 K below the critical temperature TcA. The sinusoidal
shape representing the field direction ε is clearly visible for a frequency f = 325 Hz
and an amplitude of Vpp = 0.89 mV. (d) Relative amplitude of the scattering
pattern compared to the absolute oscillation amplitude of the magnetic field as a
function of the field amplitude. It is visible that the magnetic structure starts to
oscillate with an amplitude of up to 0.5◦ above a critical oscillation amplitude of
the magnetic field Vpp ≥ 80 mV ≈̂ 0.6◦.
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3.2. Experimental Methods

In this section, important aspects of the experimental environment are discussed. After a de-

scription of the samples and the sample holder used in this study, properties of the cryogenic

environment and their implications on the measurements reported in this chapter are discussed.

Subsequently possible measurement disturbances are addressed. First, the influence of ohmic

heating as a consequence of the strong applied DC currents is discussed in detail and a generic

temperature correction routine is presented. Then, the additional influence of magnetoresistance

effects on this correction is estimated. Finally, a possible disturbance of the collected data by

Oersted fields, generated by the applied current, is addressed at the end of this section.

3.2.1. Samples

Three different single crystalline samples, prepared by optical float zoning, were studied. De-

tails on the single crystal preparation may be found in reference [81]. X-Ray Laue diffraction

was used to orient the samples and a wire saw was used to cut small oriented cuboids. An

overview over all samples may be found in table 3.1. All samples and their crystallographic

orientations are shown in figure 3.9. Samples A and B are cubic with 2 mm edge length. These

samples have been used to perform longitudinal and transverse susceptibility measurements,

respectively. Sample C was used for the spin-transfer torque measurements. Its dimensions are

0.41 mm x 0.88 mm x 3.15 mm, with a crystallographic 〈001〉 axis normal to the largest surface,

and a 〈110〉 axis parallel to the longest side of the sample. Current contacts have been soldered

to the smallest sides of the sample to generate a current flow along the crystallographic 〈110〉
direction. The contacts are shown in figure 3.10 (c). Sample C exhibits a residual resistivity

ratio of 80, as typical for samples studied in the literature [81].

Sample Growth number Dimensions (mm) Measurement

l x w x h

A OFZ16-L3-44 2 x 2 x 2 LS

B OFZ69-3-2-6-k 2 x 2 x 2 TS

C OFZ69-3-2-7-e3 3.15 x 0.88 x 0.41 TS + STT

Table 3.1.: Overview of the MnSi samples studied in this thesis. Samples A and B are cubic
with 2 mm edge length and used for transverse susceptibility (TS) and longitu-
dinal susceptibility (LS) measurements. Sample C is a thin cuboid used for the
spin-transfer torque experiments (STT) in combination with transverse suscepti-
bility measurements. A photograph of the samples and a schematic drawing of the
crystallographic orientations may be found in figure 3.9.
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Figure 3.9.: Photograph and crystallographic orientations of the MnSi samples used in this
study. (a) Sample A: Cube with 2 mm side length, used for the longitudinal
susceptibility measurements. (b) Sample B: 2 mm cube used for transverse sus-
ceptibility measurements without applied DC current. (c) Sample C: 0.41 mm
thick cuboid, used for the transverse susceptibility measurements with applied
DC current. The soldered contacts of the current wiring are visible at both ends
of the sample, resulting in a current flow along a crystallographic 〈110〉 direction.

3.2.2. Sample Holder

For our measurements, we used the bespoke low-noise susceptometer, described in section 1.2.2.

This susceptometer may be used in combination with the two types of sample holders, shown

in figures 3.10 (a) and (b). The first sample holder (figure 3.10 (a)) is a cylinder made of

polyether ether ketone (PEEK) to which the sample is attached using GE varnish. The holder

was used to measure the longitudinal and transverse AC susceptibility without DC current.

Figure 3.10 (a) shows sample B mounted to the holder. The longitudinal static field B is applied

along the cylinder axis, parallel to the excitation field BAC. The transverse field B is applied

perpendicular to the cylinder axis. The sample holder used for the spin torque experiments is

shown in figure 3.10 (b). Here, the sample was mounted on a 0.2 mm sapphire plate using GE

Varnish and Teflon ribbon. A schematic drawing of the sample holder with a sample mounted

is shown in figure 3.10 (c). Two 250 µm enamelled copper wires provide the electrical contacts

for the DC currents resulting in a current flow along a crystallographic 〈110〉 direction. Next to

the sample a Lake Shore Cernox CX-1030 SD temperature sensor was mounted on the sapphire

plate to track the sample temperature. The sapphire plate provides an excellent thermal contact

between sample and thermometer due to high thermal conductivity of the sapphire plate and

systematic errors are minimized. Furthermore, a 1 mm silver wire connects the sapphire plate

and the sample stick to ensure thermal equilibrium between sample stick and sample holder.
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Figure 3.10.: Overview of sample holders used in this study. (a) Photograph of the sam-
ple holder for longitudinal and transverse susceptibility measurements without
DC current. The sample is mounted to the PEEK holder using GE Varnish.
(b) Photograph of the sample holder for the spin torque experiments. The sam-
ple is wrapped in a thin layer of Teflon ribbon to fix the sample on the holder.
(c) Schematic drawing of the measurement configuration on the spin torque sam-
ple holder. Two 250 µm enamelled copper wires are soldered to the small sides
of the sample as current contacts. The sample and wires are mounted on a sap-
phire plate. A Lake Shore Cernox temperature sensor is mounted onto the same
sapphire plate close to the sample to ensure good thermal contact. The sample
holder is thermally coupled to the sample stick by a 1 mm silver wire, as well as
exchange gas.

3.2.3. Cryogenic Environment

All measurements presented in this chapter were carried out in an Oxford Instruments Vari-

able Temperature Insert (VTI), mounted in a 16 T He4 bath magnet cryostat described in

sections 1.2.5 (a) and (c). A sample stick with a rotatable platform as support of the suscep-

tometer was used, permitting to rotate the cylindrical axis of the susceptometer with respect

to the applied magnetic field. This provided the possibility to switch between longitudinal and

transverse field geometries for the susceptibility measurements. The susceptometer as mounted

for the transverse field geometry is shown in figure 3.11. The temperature of the cryostat was

set by means of the helium gas flow, regulated by a needle valve, and a resistive heater. During

the measurements a PID-controller adjusted the needle valve and heater current to maintain a

constant temperature in the sample chamber. To reduce the helium consumption, the controller

is programmed to gradually reduce the heater power and needle valve percentage continuously to

a predefined minimal value, while keeping the temperature constant. In general, this behaviour

is desired and does not influence the measurement. However, if the gas flow is reduced, the

pressure in the sample chamber decreases and the cooling power of the system changes. In the

case of spin-transfer torque experiments, where the ohmic heat generated in the sample is of

comparable size as the cooling power of the cryostat, this will have an influence on the effec-

tive sample temperature, even if the cryostat temperature may be kept constant. Therefore, to
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achieve a constant cooling power, the needle valve was adjusted to a constant value. However,

even for these conditions, a small thermal gradient of order 1 K between sample and sample

thermometer could not be avoided. To account for this effect, a complex temperature correction

was applied, as described in the following.

sample s�ck

susceptometer

rota�ng plate

BDC

10 mm

Figure 3.11.: Sample stick with the bespoke susceptometer, used for all susceptibility mea-
surements on MnSi. The susceptometer is mounted on a rotating plate capable
to change the orientation from longitudinal to transverse, with the applied field
direction pointing along the sample stick. The photograph shows the configura-
tion for measurement in transverse fields. The sample holder was additionally
connected to the sample stick for better thermal coupling by a 1 mm silver wire.

3.2.4. Temperature Correction

Despite the efforts described above to reduce temperature differences between the sample and the

thermometer during the spin torque experiments, a small remaining gradient made a complicated

temperature correction necessary. Figure 3.12 summarises the temperature definitions used in

the following paragraph. In this set up, the control temperature of the cryostat defines the

temperature of the gas flow in the sample chamber, Tcryo. The temperature, recorded by the

sample thermometer, TST, which is mounted close to the sample on a sapphire plate, usually

represents a reliable value of the actual temperature of sample, TS. However, in spin torque

experiments, ohmic heating, generated by the applied DC current, might locally heat the sample

and result in a thermal gradient between TS and TST. This temperature offset, ∆T = TS− TST,

depends on a number of variables:

a) The cooling power P of the cryostat, which varies as a function of temperature and which

can not be determined easily.

b) The ohmic heating in the sample, which varies as a function of the applied current I.
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c) The applied magnetic field B, which changes the sample resistivity and consequently the

ohmic heating in the sample.

In this paragraph, a procedure is presented which allows to correct for the effects of a) and b).

Section 3.2.5 will address the influence of magnetoresistance effects, c).

G
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 fl
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w

sample
thermometer

TST

j

sample

sapphire plate

TS TcryoVariable

Figure 3.12.: Schematic depiction of important temperature definitions during a spin torque
experiment. TST represents the temperature, detected by the sample thermome-
ter. Ts denotes the actual sample temperature, which might show an offset
compared to TST as a result of internal ohmic heating due to the applied DC
current density j. Tcryo represents the control temperature of the cryostat.

A flow chart of the temperature correction is shown in figure 3.13. Note that the tempera-

ture correction presented here assumes a constant transverse susceptibility in the field-polarised

phase of MnSi as a function of applied DC current I. This assumption appears valid here, as

spin torque effects in the ferromagnetic regime are restricted to current densities exceeding the

currents presented in this study by several orders of magnitude.

In this study, the transverse susceptibility was recorded as a function of an applied magnetic

field between B = 0 and B = 0.7 T at several temperatures between T = 27 K and T = 29 K.

These measurements were repeated at different applied currents between I = 0 and I = 1 A.

Two typical data sets, recorded at the same temperature TST = 28 K, detected by the sample

thermometer, and I = 0 and I = 1 A, respectively, are shown in figure 3.13 (a). The measure-

ment curve at I = 1 A is shifted, compared to the curve recorded at zero current. The main part

of this shift, however, is not attributed to spin torque effects, but to ohmic heating of the sample

at high currents which increases the effective sample temperature Ts. Hence, the temperature

detected by the sample thermometer, TST, is only reliable at zero current, while the sample

temperature during the high current measurements, Ts, is unknown and must be determined.

To correct for this effect, as a first step, all measurements recorded at the same DC current

are interpolated on a fine 2D grid to obtain the transverse susceptibility χ⊥ as a function of
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Figure 3.13.: Flow chart of the temperature correction for ohmic heating effects. (a) Measure-
ments taken at Tcryo = 28 K and I = 0 and I = 1 A DC current are shown as
generic example. Due to ohmic heating, the temperature of the measurements
at non-zero current is unknown. (b) Individual 2D data grids are generated by
interpolation of magnetic field sweeps at different temperatures for each DC cur-
rent. (c) By minimising the difference between the high current measurement
(purple curve) and the zero current data grid (light green curves) in the field
polarised region between 450 mT and 650 mT, the effective sample temperature
can be determined, assuming a current independent susceptibility in this region.
(d) The determined sample temperature is used to extract the high current mea-
surement curve from the corresponding grid which can then be compared to
measurements at the same sample temperature, but different DC current (blue
and green curve).
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magnetic field B and temperature T , as depicted in figure 3.13 (b). This interpolation is re-

peated for each current investigated in this study. Then, the measurement curve at non-zero

current may be compared to the 2D grid of magnetic field sweeps at zero spin torque current.

Figure 3.13 (c) shows the curve at non-zero current (purple) and a set of magnetic field sweeps

at different temperatures, extracted from the 2D grid for I = 0 (light green). Assuming the

absence of spin torque effects in the field polarised state of the sample, i.e. above B ≈ 450 mT,

we expect the susceptibility of magnetic field sweeps taken at zero current and taken at non-zero

current to overlap between B = 0.45 T and B = 0.65 T, if they are recorded at the same sample

temperature. Therefore, the zero current measurement with the best overlap with the non-zero

current measurement in this regime is identified and we can assume that both curves are taken

at the same sample temperature Ts. As Ts is known for the zero current measurement, we can

assume that the non-zero current measurement was taken at the same sample temperature and

the temperature offset ∆T of this measurement may be determined.
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Figure 3.14.: Temperature shift of the sample temperature Ts compared to the temperature,
recorded by the sample thermometer, TST, as a function of applied DC current j.
The dots indicate the temperature shift, determined by the correction procedure
shown in figure 3.13. The black line shows a quadratic fit to the temperature
shifts confirming the expected quadratic behaviour.

Finally, the temperature axis of the 2D grids of sweeps recorded at non-zero current may be

corrected for the previously determined offset. After that, magnetic field sweeps at different

spin torque currents may be extracted from the corrected 2D grids at the desired temperature

(cf. figure 3.13 (d)). The mean temperature shift resulting from the correction is shown in

figure 3.14. As expected, the shifts scale quadratically with the applied current due to ohmic

heating suggesting a constant cooling power of the system in the small temperature regime in-
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vestigated. The temperature correction has been applied to all non-zero current susceptibility

data presented in this thesis.

3.2.5. Correction of Magnetoresistance Effects

The temperature correction presented in the previous section was used to determine a single

temperature offset for one magnetic field sweep of the susceptibility. However, even though the

cryostat temperature and the temperature detected by the sample thermometer may remain

constant during a single magnetic field sweep, the deposited heat in the sample may vary as a

function of the applied magnetic field due to the changing magnetoresistance of the sample. This

effect is not captured by the previously introduced temperature correction. In the following, a

correction for this effect is presented, however, the correction turns out to be negligible, and will

not be used for the evaluation of the data, presented in this thesis.

(a) (b)

Figure 3.15.: Connection between the shift of the sample temperature T and the deposited
heating power P . (a) 2D grid of the change in sample resistivity as a function
of applied magnetic field B and sample temperature T. Data taken from refer-
ence [155] were used to calculate the grid (b) Sample temperature shift ∆ Tsample

as a function of heat, generated by the applied DC current. To calculate the
heating power, the sample resistivity was extracted from (a). The parameters
of the linear fit may be used to quantify the correction of the change of sample
temperature as a result of magnetoresistance effects.

Figures 3.15 and 3.16 summarise the correction for magnetoresistance effects. To estimate the

deposited heat, it is necessary to know the resistivity of the sample as a function of temperature

and magnetic field. We used data taken from reference [155] to generate a fine 2D grid of the

resistivity, shown in figure 3.15 (a). As the major part of the heating effects were corrected in
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the previous section, only the change of the sample temperature with respect to a fixed value, at

which the temperature correction has already been performed, is determined. To estimate the

temperature shift Tshift(P ) as a function of ohmic heating power P , generated in the sample,

the previously introduced temperature correction is performed for a set of magnetic field sweeps

recorded in this thesis. As the sample resistance ρxx(T,B) as a function of magnetic field and

temperature is known, the temperature shift for each curve may be connect to the corresponding

deposited heating power. In this way, we obtain a simple linear relation between temperature

shift Tshift and heating power P . This complicated relation is necessary, as the cooling power

of the system, counteracting the ohmic heating, is unknown. The temperature shifts of selected

measurements as a function of heating power are shown in figure 3.15 (b). By evaluating all

measurement curves the following simple relation is obtained, with specific constants for the

cryogenic environment used in this study.

Tshift(P ) = 0.096
K

mW
· P + 0.005 K (3.12)

Here, P is a function of the applied current I and the sample resistivity ρxx(B):

P (I, ρxx(B)) = I2 · ρxx(B). (3.13)

Next, we determine a corrected temperature offset Tcorr(B) which varies as a function of the

magnetic field during a magnetic field sweep. Figure 3.16 (a) shows a colormap of the transverse

susceptibility as a function of magnetic field and the additional temperature offset Tcorr − T0,

where T0 is the temperature offset, determined by the temperature correction presented in the

previous section. The black line indicates the path along which the susceptibility values are

extracted from the grid for a magnetic field independent temperature correction. The white

dots indicate the alternative path, including the magnetic field dependent offset. We find that

the additional temperature correction is of the order of 20 mK for the highest measured currents.

Figure 3.16 (b) shows both extracted curves, where the turquoise curve only includes the tem-

perature correction independent of the magnetic field, while the purple curve represents the full

temperature correction. No significant differences between the two curves are visible in figure

3.16 (b) and hence, figure 3.16 (c) shows the relative deviation of both curves. We find that the

maximum difference between both curves for the highest measured currents is in the order of

0.1% to 0.3 %, and therefore negligible for our measurements.

3.2.6. Influence of Oersted Fields

According to Oersted’s law, a conductor carrying an electric current generates a magnetic field.

Within the conductor, the magnetic field increases linearly as a function of the distance r to the

centre of the conductor:

B(r) = µ0 · j · r. (3.14)
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Figure 3.16.: Influence of a correction of the sample temperature for magnetoresistive effects
on χ⊥ (a) 2D grid of the real part of the susceptibility,Reχ⊥as a function of the
magnetic field B. The horizontal axis indicates the difference between the sample
temperature determined in this section (complete correction) and the correction
described in section 3.2.4 (simple correction). In only the simple correction is
applied, the susceptibility Reχ⊥is extracted from the grid along the black line.
If the complete correction is applied, Reχ⊥ is extracted along the white dots.
(b) Magnetic field sweeps extracted from grid (a) following the black line (simple
correction, turquoise curve) and the white dots (final correction, purple line). (c)
Difference between the real part of the susceptibility with and without applied
magnetoresistance correction. The size of this correction is negligible.

Figure 3.17 (a) shows a schematic drawing of the experimental configuration, indicating the

Oersted fields (red circles) in the sample, as well as the current flow direction j and the applied

field direction B. With the current flowing in y-direction, Oersted fields are generated in the

x-z-plane. The absolute value of the Oersted fields, generated in our sample, |BOe|, is shown

over the sample cross section. The strongest Oersted fields at the edges of the sample are

BOe < 1.5 mT for the highest current density of j = 2.77 MAm−2 applied. This value is very

small in comparison to characteristic transition fields in MnSi, which are between B = 80 mT

and B = 600 mT. It is important to emphasis that the influence of Oersted fields on the field

direction increases, when the applied field is very small. In that case, the Oersted fields cause

a strong relative variation of the applied field strength and direction. Figure 3.17 (b) shows the

deviation of the effective field Beff = B + BOe from the direction of the applied field B, which

is points parallel to the vertical z-axis, evaluated for the location in the sample, at which the

deviation is largest. This effect is strong in the absence of an applied field, whereas applied fields
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Figure 3.17.: Effects of Oersted fields, BOe, generated by the DC current flow j in the sam-
ple. (a) Cross-sectional depiction of the sample at the maximum current of
j = 2.77MA

m2 . Oersted fields of up to BOe = 1.6 mT are generated at the edges
of the sample. (b) Resulting effective magnetic field angle ϕ with respect to the
DC field axis as a function of the applied field, B. Inset shows a close up view
for small applied fields.

around 50 mT result in a maximum angle of deviation ϕ ≈ 2◦. This effect may have a significant

influence on measurements in zero field. However, the study reported in this thesis focuses on

the magnetic properties of the skyrmion lattice, which is stabilised in magnetic fields between

B = 180 mT and B = 240 mT. In this regime, the influences of Oersted fields are vanishingly

small.
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3.3. Experimental Results

In this section, the transverse susceptibility, χ⊥, of MnSi will be reported as a function of

magnetic field and temperature. In the first part, key features of the transverse susceptibility

are introduced and compared to the conventional longitudinal susceptibility. This is followed by

a discussion of the influence of demagnetisation effects on χ⊥. Next, the excitation amplitude

and frequency dependence of χ⊥ is reported. A strong influence of both quantities may be

observed and two limiting cases are established, which correspond to a collective response of

the magnetic structure, and to a response of single spins, respectively. Following that, the

interaction of strong spin currents with the skyrmion lattice is investigated. It is shown that the

application of a strong DC current results in a translational movement of the skyrmion lattice

which can be captured in the transverse susceptibility. This allows to extract the critical current

density jc from the susceptibility measurements. In the last part, the transverse susceptibility is

investigated both as a function of the oscillation amplitude, as well as a function of applied DC

current. It is shown that an increase of the oscillation amplitude above a threshold amplitude

Bc
AC results in a reduction of the critical current density jc by more than one order of magnitude.

3.3.1. Key Features of the Transverse Susceptibility

In order to identify key features of the transverse susceptibility, typical magnetic field sweeps

between B = 0 and B = 0.7 T are recorded and compared to similar sweeps of the well-known

longitudinal susceptibility. A comprehensive study of the longitudinal susceptibility is reported

in reference [97]. Figures 3.18 (a)-(d) show typical data of the real and imaginary parts of

the longitudinal susceptibility of MnSi, Reχ‖ and Imχ‖, at temperatures of T = 26.5 K and

T = 28 K. For the measurements of the longitudinal susceptibility, the applied static field B

and the oscillating excitation field BAC were aligned along the same axis. A schematic drawing

of the field configuration is shown in figure 3.18 (i). The sample was oriented such that both

fields pointed parallel to the same crystallographic 〈001〉 axes. All data shown in figures 3.18

were recorded at an excitation field BAC = 0.6 mT and an excitation frequency fAC = 120 Hz.

Following initial zero-field cooling, the desired temperature was adjusted, and the magnetic field

sweep was performed from B = 0 to B = 0.7 T at a rate of 20 mT
s , continuously recording data

using a standard lock-in technique (cf. section 1.1.2). Prior to each field sweep, the sample was

heated to above the critical temperature to T ≈ 35 K at zero magnetic field. The data of χ‖

presented in the following are in excellent agreement with the literature (cf. references [81, 97]).

Figure 3.18 (a) depicts Reχ‖ as a function of magnetic field at T = 26.5 K. Reχ‖ starts at

a finite value in zero field and increases monotonically with increasing field, reaching a plateau

of constant susceptibility at the helical to conical transition Bc1 = 87 mT. This plateau re-

mains relatively constant up to the transition into the field-polarised state at Bc2 = 480 mT,

where Reχ‖ decreases sharply. The transition field is associated with the point of inflection
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Figure 3.18.: Longitudinal and transverse susceptibilities of MnSi. (a), (b) Real parts of the
longitudinal susceptibility Reχ‖ at 26.5 K and 28 K as a function of applied mag-
netic field B. (c), (d) Imaginary parts Imχ‖ of the susceptibility as a function
of applied magnetic field at T = 26.5 K and T = 28 K. The following transi-
tions are indicated by coloured triangles: helical (H, green) to conical (C, grey)
transition at Bc1, conical to field polarised (FP, black) transition at Bc2 and con-
ical to skyrmion lattice phase (S, red) at BA1 and at BA2. (e)-(h) Corresponding
measurements of the transverse susceptibility Reχ⊥ and Imχ⊥.(i), (j) Schematic
depiction of the field configuration of the longitudinal and the transverse mea-
surement geometries with the crystallographic orientation of the sample.

of Reχ‖ [97]. At high fields, the susceptibility slowly decreases further. The imaginary part

of the susceptibility, Imχ‖, shown in figure 3.18 (c) is vanishingly small except for the vicinity

of the phase transitions at Bc1 and Bc2, where weak maxima are observed. In figure 3.18 (b),

the magnetic field dependence of Reχ‖ is shown at T = 28 K. Overall, Reχ‖ displays the same

characteristics as data, recorded at T = 26.5 K. However, the conical plateau displays as addi-

tional feature a strongly reduced susceptibility in the field range of the skyrmion lattice phase
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between BA1 ≈ 147 mT and BA2 ≈ 232 mT. The transitions at BA1 and BA2 are additionally

accompanied by a weak maximum of the susceptibility. The transition field Bc2 ≈ 415 mT is

shifted to smaller magnetic fields as compared to 26.5 K. Imχ‖, shown in figure 3.18 (d), exhibits

the same behaviour as for 26.5 K, with additional contributions at BA1 and BA2.

In the transverse geometry, the applied static field, B, is oriented perpendicular to the excitation

field BAC, as depicted in figure 3.18 (j). The sample was mounted such that a crystallographic

〈001〉 axes was parallel to the applied field. The excitation field was oriented along a crystal-

lographic 〈110〉 axes, hence perpendicular to B. Note that the applied magnetic field needs

be aligned parallel to the same crystallographic direction for both, longitudinal and transverse,

susceptibility measurements to reflect the same magnetic state of the sample. As a conse-

quence, in the transverse case the susceptibility is probed along a 〈110〉 direction instead of a

〈001〉 direction. This, however, has no further implications for the results reported in this thesis.

Reχ⊥ and Imχ⊥ are depicted in figures 3.18 (e)-(h). In zero magnetic field Reχ‖ and Reχ⊥

are identical. For non-zero magnetic fields, Reχ⊥ shows a quadratic increase up to the critical

field Bc2, with and additional strong peak at Bc1. Above the broad maximum at Bc2 a linear

decrease of the susceptibility towards high magnetic fields is observed. Imχ⊥, depicted in fig-

ure 3.18 (g), shows a more complex behaviour as compared to the longitudinal susceptibility.

Starting at zero field, Imχ⊥ increases significantly, reaching a maximum value at Bc1 before

decreasing smoothly and reaching zero at the upper critical field Bc2. Imχ⊥ remains zero at

fields larger than Bc2. Figures 3.18 (f) and (h) show the corresponding measurements of Reχ⊥

and Imχ⊥ at T = 28 K. Again, the shape of the susceptibility curve is equivalent to the data

recorded at T = 26.5 K. However, an additional contribution is observed between BA1 and BA2

in the regime of the skyrmion lattice phase. Additionally, the peak around Bc1 increases with

increasing temperatures, while the transition field Bc2 decreases, in agreement with Reχ‖. The

imaginary part mostly reflects the shape of the data recorded at T = 26.5 K, with an additional

drop to zero between BA1 and BA2. Furthermore, the intensity around Bc1 is increased com-

pared to the 26.5 K measurement.

The comparison between longitudinal and transverse susceptibility measurements shows that

both quantities are equally well suited to gain insights into all magnetic phases of MnSi. All

phase transitions may be determined easily in the transverse susceptibility and match perfectly

well with those inferred from the longitudinal susceptibility. Further, each magnetic phase shows

distinct properties in the transverse susceptibility promising complementary information on the

magnetic states when combined with the extensively studied longitudinal susceptibility.

In the following, the full magnetic field and temperature dependence of Reχ⊥ and Imχ⊥ over

the complete magnetic phase diagram of MnSi is presented. While some important aspects of
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the transverse susceptibility have been reported by the author in reference [26], several aspects

have not been noticed and will be presented in the following.

Magnetic field sweeps were conducted after zero field cooling, following the procedure described

in the previous section, at temperatures between T = 25 K and T = 32 K in steps of 100 mK.

Shown in figures 3.19 (a) and (b) are selected sweeps. All data were combined to generate

2D grids of Reχ⊥ and Imχ⊥ as a function of temperature and magnetic field, shown in fig-

ures 3.19 (c) and (d).

Following Reχ⊥ as a function of increasing temperature, shown in figures 3.19 (a) and (c), we

find Bc1 to shift from approximately 90 mT at the lowest measured temperature to Bc1 ≈ 60 mT

when approaching the critical temperature Tc ≈ 29 K, in agreement with previous studies. The

peak shaped contribution at Bc1 is associated with the complex reorientation transition from a

multi-domain helical state into a single domain conical state reported in reference [105]. It is

accompanied by a strong contribution in Imχ⊥. For magnetic fields H ‖ 〈100〉 this involves two

elastic Z2 Ising transitions. Interestingly, in a similar measurement, presented in reference [26],

a more complex behaviour at the helical to conical transition was presented as observed in

the measurements reported here. We believe that this discrepancy may be associated with the

symmetry breaking, yielding two non-equivalent 〈110〉 directions resulting in different trans-

verse susceptibilities. A more detailed investigation of this transition is beyond the scope of

this thesis. Further investigations of the transverse susceptibility, especially investigating two

non-equivalent 〈110〉 directions might lead to a more detailed understanding of this transition

and consistency with reference [105].

The contribution associated with the skyrmion lattice phase appears at a temperature

TA2 = 26.9 K and is seen up to the critical temperature Tc. While the skyrmion lattice

phase ranges from BA1 ≈ 117 mT to BA2 ≈ 232 mT at the highest temperatures, the extent

of the signature shrinks with decreasing temperatures down to a minimum, before vanishing

completely below TA2. Except for its fringes, the contribution of the skyrmion lattice phase is

constant over the whole range of the skyrmion lattice phase both as a function of temperature

and field. The lack of contributions to Imχ⊥, shown in figures 3.19 (b) and (d), as well as to

Imχ‖ indicate the absence of dissipative processes in the skyrmion lattice phase caused by the

excitation field, regardless of measurement configuration.

For T > 28.7 K, the magnetic field dependence of the susceptibility changes and exhibits signa-

tures of the helical transition and the skyrmion lattice phase up to temperatures above T = 29 K.

This region is associated with the fluctuation-disordered regime, extensively discussed in refer-

ence [103], and persists up to T = 32 K, above which paramagnetic behaviour is observed. The

signatures of the skyrmion lattice phase above Tc support the idea of skyrmion-like, topologi-
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B ∥ [001] ⟂ BAC∥ [110]
fAC = 120 HzBAC = 0.6 mT
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Figure 3.19.: Magnetic field and temperature dependence of the transverse susceptibility of
MnSi at a small excitation amplitude and frequency of BAC = 0.6 mT and
fAC = 120 Hz, respectively. (a), (b) Selected magnetic field sweeps of the real and
imaginary parts of the transverse susceptibility at different temperatures. Phase
transitions are indicated by coloured triangles (cf. figure 3.18). The curves are
shifted by a small offset. (c), (d) 2D representation of Reχ⊥ and Imχ⊥ as func-
tion of temperature and field generated from the magnetic field sweeps. The
phase transition lines are very well visible and additionally indicated by coloured
dots, extracted from figures (a) and (b). Curves serve to guide the eye.
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cally non-trivial fluctuations, believed to be present in this regime [105]. The intensity of the

susceptibility along the Bc2 transition line remains constant over the entire phase diagram and

shifts towards lower field values before vanishing above Tc.

The susceptibility in the conical phase shows a quadratic dependence over the entire temper-

ature and magnetic field region investigated, as discussed above. This shape will be discussed

in more detail in the context of frequency and amplitude dependence of the transverse suscep-

tibility in the following section. A weak additional contribution to the parabolic shape of the

susceptibility in the conical phase may be observed at temperatures below T = 26.7 K, indicated

by blue triangles in figures 3.19 (a) and (b). The origin of this contribution is presently unclear

and requires further studies, planned for the future.

3.3.2. Discussion of Demagnetisation Effects

The data presented above were recorded on a cubic sample (cf. sample B, section 3.2.1) with an

edge length of 2 mm. This allows to maximise the filling factor of the susceptometer and thus the

signal of the susceptometer. The sample shape and orientation is shown in figure 3.20 (a). As a

result of the very high current densities of up to 2.5 MA
m2 , required to conduct spin torque experi-

ments, it is necessary to adjust the sample shape to minimise the amount of ohmic heating during

the experiments. Accordingly, a sample with a reduced cross-section of 0.41 mm x 0.88 mm was

prepared. In order to keep a reasonably high signal contribution by the sample, the length of

the sample was chosen such that it matches the length of the pick-up coil. All sample dimen-

sions and the sample orientation are schematically depicted in figure 3.20 (b), whereas general

aspects concerning the sample may be found in section 3.2.1 (cf. sample C). A generic set of

data for each sample is shown in figures 3.20 (c) and (d). Even though both measurements have

been recorded using identical parameters, the different sample dimensions result in a change

of demagnetisation fields. A detailed discussion of the influence of a complete demagnetisation

corrections may be found in reference [80]. Here, a short account for the influence of demagneti-

sation effects is given for the measurement data, presented in this study.

First, overall the susceptibility of sample C is reduced as compared to the cubic sample B,

as the excitation field of the susceptometer is subject to a demagnetization correction, which

is more pronounced for sample shape C and results in a reduced susceptibility. This effect has

been investigated carefully for the longitudinal susceptibility in MnSi. The discussion provided

in reference [80] applies also to the transverse susceptibility. The resulting shift of the absolute

value of χ⊥does not affect the considerations presented in the following. Second, all phase tran-

sitions are shifted towards larger magnetic fields. This effect may be corrected by a straight

forward demagnetisation correction following reference [80]. Additionally to the shift, the phase

boundaries smear out as a result of the inhomogeneous field distribution inside the sample. Fi-
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Figure 3.20.: Transverse susceptibility Reχ⊥ as a function of applied magnetic field B for
two different sample shapes. (a), (b) Schematic depiction of the two different
samples as well as their orientations and dimensions. (c) Data recorded on a
cubic sample of 2 mm edge length. (d) Data recorded on a flat cuboid, which
minimises the ohmic heating during spin torque experiments. The difference of
both measurements in (c) and (d) is a result of demagnetisation effects.

nally, the peak around the transition field Bc1 is enhanced in the flat sample. Following the

considerations of reference [105], this may be the result of domain re-population at the transition

from a multi-domain helical state to a single-domain conical state.

The influence of all effects mentioned above is mostly restricted to the phase boundaries and is

in general well understood. As the aim of the work presented in this thesis is the investigation

of spin torque effects in the skyrmion lattice phase, most of these effects will not affect on our

conclusions. An exception may be the broadening of the phase boundaries of the skyrmion

lattice phase. However, performing the spin torque experiments in the centre of the skyrmion

lattice phase, makes a strong influence of the demagnetisation effects unlikely.
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3.3.3. Excitation Amplitude and Frequency Dependence of χ⊥

To investigate the dependence of the critical current jc on an oscillating magnetic field, a de-

tailed knowledge of the dynamics of the skyrmion lattice, without spin torque currents present,

is essential. Therefore, changes of the transverse susceptibility of MnSi under variations of the

excitation amplitude BAC and the excitation frequency fAC are reported in the following section.

Region A Crossover 
Regime

Region B

1/𝜏
f

Re χ

Limit A

Limit B

Figure 3.21.: Schematic depiction of Reχ⊥ as a function of excitation frequency fAC of an
applied oscillating field. The susceptibility exhibits two limits. Limit A describes
a region, in which the entire magnetic structure can follow the oscillating applied
field and limit B a region, in which the response is generated by the excitation
of single spins within the magnetic structure. Both regimes are connected by a
broad crossover regime, in which a combination of both effects may be observed.
The crossover regime is characterised by a typical relaxation time τ .

In the magnetic phases of MnSi, one may expect two limiting cases of the frequency depen-

dence of the susceptibility. First, for small excitation frequencies, a regime in which the entire

magnetic structure is able to respond to an external field variation. This is, e.g. the conical pitch

direction changes with the oscillating field, while the conical helix itself retains its structure. In

general, this region is expected to exhibit a large response in a susceptibility measurement as

depicted in figure 3.21. Here, region A denotes the limit of low frequencies, in which the entire

magnetic structure is tilted by the applied oscillating field. Region B, in contrast, represents the

limit, in which the frequency of the applied field oscillation is too large for the entire magnetic

structure to follow, resulting in a response of single spins within the magnetic structure. This

leads to a reduced susceptibility as compared to region A. Both regions are connected by a

smooth crossover regime which is characterised by the typical relaxation times of the magnetic
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structure, τ . In the following, this simple phenomenological picture will be investigated by

transverse susceptibility measurements. Additionally, the influence of the excitation amplitude

BAC on the transverse susceptibility in both limits will be determined.

In comparison to the data presented above, the magnetic field sweeps in this paragraph were per-

formed using a field-cooled protocol as follows. First, the desired temperature between T = 27 K

and T = 28.5 K was stabilised and the excitation amplitude and frequency were set. Next, data

were recorded in a magnetic field sweep from B = 0 to B = 0.7 T. Following this, the field was re-

duced to zero without heating the sample above its transition temperature and the temperature

was changed to the value of the next scan. This way, time consuming zero-field measurements

could be avoided speeding the measurements up to allow for the variation of two additional

parameters, the excitation amplitude BAC and frequency fAC. Previous studies and several

dedicated test measurements did not show any discrepancies between the chosen field-cooled

protocol and zero-field cooled measurements in the given configurations.

(a) (b)

Bc1

BA1

BA2
Bc2

fAC = 120 Hz

B ∥ [001] ⟂ BAC∥ [110]

T = 28.15 K

Figure 3.22.: Real part of the transverse susceptibility Reχ⊥ for selected excitation ampli-
tudes. (a) Magnetic field sweeps taken at a temperature of T = 28.15 K for
excitation amplitudes between BAC = 0.06 mT and BAC = 12.59 mT and a fixed
frequency of fAC = 120 Hz. (b) Selected magnetic field sweeps at three selected
excitation fields. Phase transitions are indicated by coloured triangles following
the description of figure 3.18. Curves have been shifted by a constant value for
clarity.
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fAC = 120 Hz

B ∥ [001] ⟂ BAC∥ [110]

T = 28.15 K

Figure 3.23.: Imaginary part of the transverse susceptibility Imχ⊥ for selected excitation am-
plitudes. (a) Magnetic field sweeps taken at a temperature of T = 28.15 K for
excitation amplitudes between BAC = 0.06 mT and BAC = 12.59 mT and a fixed
frequency of fAC = 120 Hz. (b) Selected magnetic field sweeps at three selected
excitation fields. Phase transitions are indicated by coloured triangles following
the description of figure 3.18. Curves have been shifted for a better visualisation.

Figures 3.22 and 3.23 show Reχ⊥ and Imχ⊥ as a function of magnetic field B for different

excitation amplitudes BAC at fAC = 120 Hz. Figure 3.22 (a) shows the magnetic field depen-

dence at a temperature T = 28.15 K for excitation amplitudes between BAC = 0.06 mT and

BAC = 12.9 mT. Three selected curves, taken from figure 3.22 (a), are depicted in figure 3.22

(b). Data are shifted by a small offset for better visibility. At the smallest amplitude, the generic

behaviour that has been discussed throughout the previous paragraphs is reproduced. Beginning

with the transition peak at Bc1, the peak increases strongly as a function of increasing excita-

tion amplitude and reaches a maximum at BAC ≈ 8 mT. This suggests a strong response of the

system at the Bc1 transition. At small magnetic fields and small excitation amplitudes, Reχ⊥

exhibits some additional structure, which might be connected to the complex transition from

the helical to the conical phase. This contribution, however, is only present up to amplitudes

of about BAC = 0.5 mT, above which the contribution at Bc1 dominates. At the same time,

the imaginary part, Imχ⊥, shown in figures 3.23 (a) and (b), is dominated by the peak around

Bc1. The size of the peak follows the functional dependence of the real part, with a maximum
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at BAC ≈ 8 mT. Note that the maximum value of the peak exceeds the corresponding value of

Reχ⊥ by a factor of two. This indicates strong dissipative behaviour, possibly due to domain

re-population or dynamical inelastic properties.

The plateau at intermediate fields, attributed to the skyrmion lattice phase, remains constant for

low excitation amplitudes. Above BAC ≈ 1 mT, it increases gently and transforms from a sym-

metrical contribution between BA1 and BA2 at low amplitudes (cf. figure 3.22 (b), purple and

green curves)), to an asymmetrical shape (cf. figure 3.22 (b), brown curve)), caused by the over-

lap of the strong Bc1 peak. Interestingly, the imaginary part, shown in figures 3.23 (a) and (b),

does not show any significant contribution in the skyrmion lattice phase.

Even though the susceptibility in the skyrmion lattice phase remains constant, the generic

shape of Reχ⊥ changes significantly as a function of the excitation amplitude. This may be

attributed to the contribution of the conical phase, where the observed quadratic dependence

on the external field for low excitation amplitudes evolves into a plateau at high excitation am-

plitudes. Around the transition between both limits, Imχ⊥ increase to a maximum value for

excitations BAC ≈ 3 mT, whereas no contribution is visible for very low excitation amplitudes

and only small contributions for very high excitation amplitudes (cf. figure 3.23 (b), green curve).

As expected, the Bc2 transition as well as the field-polarised region are unaffected by a change

of excitation frequency. This was an important assumption of the temperature correction, pre-

sented in section 3.2.4. Imχ⊥ is vanishingly small at all fields except for Bc1 and the conical

phase, which has already been discussed previously.

Figures 3.24 and 3.25 show typical data of χ⊥ as a function of magnetic field B for differ-

ent excitation frequencies between fAC = 20 Hz and fAC = 2 kHz. Data were recorded at a

temperature T = 28.15 K and an excitation amplitude of BAC = 2.52 mT. The magnetic field

dependence, which was discussed in the previous sections, may be found for curves measured at

high excitation frequencies above 1 kHz (cf. 3.24 (b), purple curve). The amplitude of the peak

at Bc1 decreases strongly as a function of frequency and nearly vanishes at the highest mea-

sured frequency of fAC = 2 kHz. Measurements in the intermediate frequency range between

fAC = 80 Hz and fAC = 250 Hz, show a second maximum close to the Bc1 transition which

may be present down to lowest frequencies, however hidden in the presence of the main peak at

Bc1. This maximum is indicated in figure 3.24 (b) as B∗c1 at fAC = 180 Hz (green curve). The

imaginary part, shown in figure 3.25, exhibits a similar behaviour around Bc1, including the

presence of a second transition at B∗c1 over a wide range of frequencies. Again, the magnitude of

the peak in the imaginary part exceeds the real part quantitatively by over 200%. The strong

increase of the peak at Bc1 for low frequencies in real and imaginary parts of the transverse

susceptibility suggest slow relaxation dynamics at the Bc1 transition and the observation of the
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BAC = 2.52 mT
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T = 28.15 K

Figure 3.24.: Real part of the transverse susceptibility Reχ⊥ for selected excitation frequen-
cies. (a) Magnetic field sweeps taken at a temperature of T = 28.15 K for excita-
tion frequencies between fAC = 20 Hz and fAC = 2000 Hz and a fixed excitation
amplitude of BAC = 2.52 mT. (b) Selected magnetic field sweeps at three selected
excitation frequencies. Phase transitions are indicated by coloured triangles fol-
lowing the description of figure 3.18. Curves have been shifted by a constant
value for clarity.

second maximum is related to the two Ising transitions associated with the helix pitch orienta-

tion at Bc1, as already commented in the previous section and discussed in reference [105].

Similar to the effect of changing the excitation amplitude, the signal strength in the skyrmion

lattice phase appears to be essentially constant over the entire range of frequencies, with a finite

value of about 0.2 in the real part of χ⊥ and a vanishing imaginary contribution (cf. figures 3.24

and 3.25). No influence of the excitation frequency on the Bc2 transition and on the shape of

Reχ⊥ in the field polarised state may be observed. Imχ⊥, however, shows strong indications for

an additional contribution by eddy currents, generated in the sample by the excitation field. As

this contribution may clearly be distinguished from the data of interest, a frequency-dependent

offset was subtracted in the data set shown here. The uncorrected data may be found in ap-

pendix A. In the conical phase, the quadratic field dependence of Reχ⊥ is reproduced in the

high frequency limit consistent with the data shown above. This shape changes gradually to a

plateau of constant susceptibility, when the excitation frequency is reduced, similar to Reχ⊥ at

88



3.3 Experimental Results

(a) (b)

Bc1

BA1

BA2
Bc2

Bc1
*

BAC = 2.52 mT

B ∥ [001] ⟂ BAC∥ [110]

T = 28.15 K

Figure 3.25.: Imaginary part of the transverse susceptibility Imχ⊥ for different excitation
frequencies. (a) Magnetic field sweeps taken at a temperature of T = 28.15 K
for excitation frequencies between fAC = 20 Hz and fAC = 2000 Hz and a fixed
excitation amplitude of BAC = 2.52 mT. (b) Selected magnetic field sweeps at
three selected excitation frequencies. Phase transitions are indicated by coloured
triangles following the description of figure 3.18. Curves have been shifted for a
better visualisation.

high excitation amplitudes.

The data reported above exhibit two distinct limits of the susceptibility as a function of ex-

citation frequency and amplitude. The first limit, region A, may be observed in measurements

at low excitation frequencies, as shown in figure 3.24 (b) (brown curve). Here, the conical phase

is characterised by a plateau of nearly constant susceptibility and the data exhibit a strong peak

at Bc1. In the second limit, region B, the susceptibility shows a quadratic field dependence in the

conical phase and only a vanishingly small contribution at Bc1. In the field polarised region, the

susceptibility remains unchanged under a variation of excitation amplitude and frequency. The

change of the peak intensity at Bc1 may be interpreted as a result of slow domain re-population

at this transition, and is not discussed further in this study. A detailed discussion may be found

in reference [105].

In the conical phase, region A and B may be interpreted, following the considerations at the
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beginning of this chapter, as a response of the entire magnetic structure and as the response of

single spins to the oscillating field, respectively. In region A, the magnetisation vector M follows

the oscillating applied field direction and the transverse susceptibility may be approximated by

Reχ⊥ ≈
M

H
, (3.15)

where M is the magnetisation and H the applied magnetic field. The linear field dependence of

the magnetisation in the conical phase then suggests a constant plateau of Reχ⊥ in region A.

This is may be observed in figure 3.26, where a selected field sweep of Reχ⊥ is shown for

fAC = 20 Hz and BAC = 12.59 mT together with a measurement of M
H , collected in a Quantum

Design PPMS in reference [97]. Note that the magnetisation data had to be scaled by a factor

of 1.13 to fit our data due to different demagnetisation factors of the samples. This shape of the

susceptibility, however, vanishes as the excitation frequency is increased. Then, in region B, the

conical helix is no longer able to follow the oscillating field direction and we suspect that the

susceptibility signal is caused by the response of single spins. As a result, a quadratic depen-

dence of the transverse susceptibility as a function of applied magnetic field is observed in the

conical phase, as may be seen in figures 3.22-3.25.

M

B

this study
__
H

Bc1

BA1

BA2 Bc2

S C FPCH

Figure 3.26.: Comparison between real part of the transverse susceptibility, as inferred in this
study, and the susceptibility, approximated by Reχ⊥≈ M

H . In field-polarised
state, conical phase and skyrmion lattice phase, both curves overlap remarkably
well. At this excitation frequency and amplitude, the entire magnetic structure
is able to follow the applied field oscillation, yielding Reχ ≈ M

H . The strongly
frequency-dependent peak at Bc1 may not be captured by this approximation.

In the skyrmion lattice phase, similar arguments may be used to describe the frequency de-

pendence of the transverse susceptibility. Here, regions A and B are not clearly distinguishable

90



3.3 Experimental Results

by eye in figures 3.22 - 3.25, however, a detailed evaluation shows that the transverse suscep-

tibility in the skyrmion lattice phase decreases slightly as a function of excitation frequency,

similar to the behaviour observed in the conical phase. As shown in figure 3.26, the skyrmion

lattice phase may be equally approximated by Reχ⊥≈ M
H , suggesting that the magnetisation

direction is able to follow the oscillating magnetic field, similar to the considerations for the

conical phase. In region B, the reduced susceptibility in the skyrmion lattice phase at high

excitation frequencies, as observed above, suggests a similar behaviour as presented previously

for region B of the conical phase. Details of the excitation frequency and amplitude dependence

will be discussed further in section 3.3.5 in the context of spin-transfer torques in the skyrmion

lattice phase.
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Figure 3.27.: Influence of excitation amplitude BAC and excitation frequency fAC on Reχ⊥.
(a) Schematic depiction of the frequency dependence of Reχ⊥for different ex-
citation amplitudes. The curve, described in figure 3.21 is shifted along the
horizontal frequency axis for different excitation amplitudes. (b) Measurements
of Reχ⊥as a function of applied magnetic field for different excitation ampli-
tudes. It may be seen that an increase of the excitation frequency from (1) to
(3) results in a change of the generic shape of Reχ⊥, indicating a transition from
limit A to limit B. Curves are shifted by a constant offset for better visibility.

So-far, the considerations were restricted to the influence of the excitation frequency on χ⊥.

The influence of the excitation amplitude on χ⊥in the conical phase and the skyrmion lattice

phase is summarised schematically in figure 3.27. Here, the green curve has already been in-
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troduced at the beginning of this section in figure 3.21. It represents the generic dependence of

Reχ⊥ on the excitation frequency fAC. If the excitation amplitude is increased, this curve is

shifted towards higher frequencies (brown curve), while it is shifted towards lower frequencies for

small excitation amplitudes (purple curve). This leads to an enhancement of region A for large

excitation amplitude and an enhancement of region B for small amplitudes. This behaviour

may be clearly observed in figure 3.22. Here, measurements of the susceptibility are presented

at an excitation frequency fAC = 120 Hz. For better visualisation, figure 3.22 (b) is repeated in

figure 3.27 (b). The measurement frequency of this measurement, fAC = 120 Hz is denoted in

figure 3.27 by a dashed line. For large excitation amplitudes, (1), the system remains in state A

even at a frequency of 120 Hz. When the amplitude is reduced, the response of the system

gradually changes from region A to region B, (2). For the smallest excitation amplitudes, (3),

the system has already changed to region B at fAC = 120 Hz and limit B is observed.

3.3.4. Spin-Transfer Torques in the Skyrmion Lattice Phase of MnSi

The skyrmion lattice phase of MnSi is known to exhibit spin torque effects above a critical

current density of jc ≈ 0.7 MAm−2 [16]. In the following, evidence for jc in the transverse sus-

ceptibility is reported. Therefore, measurements of the transverse susceptibility were conducted

at various current densities between j = 0 and j = 2.5 MAm−2. To take into account the effects

of ohmic heating, a complex temperature correction was performed for all spin torque measure-

ments as presented in section 3.2.4. The corrected results are shown in figures 3.28 (a) and (b)

with a detailed investigation of the skyrmion lattice phase in figures 3.28 (c) and (d).

Figures 3.28 (a) and (b) show the real and the imaginary parts of the transverse susceptibility,

Reχ⊥ and Imχ⊥, as a function of the applied magnetic field B at T = 28.1 K, an excitation

frequency fAC = 120 Hz, and an excitation amplitude BAC = 1.26 mT. The magnetic field de-

pendence was determined between B = 0 and B = 0.7 T as described in section 3.3.3. The

transition fields are denoted by triangles where the green triangle marks the transition from the

helical to the conical phase at Bc1, the red triangles mark the transition fields BA1 and BA2 of

the skyrmion lattice phase, and the grey triangle indicates the onset of the field-polarised state

at Bc2. In agreement with the discussion presented above, a plateau-like contribution to Reχ⊥

my be observed in the data, associated with the skyrmion lattice phase (S), between BA1 and

BA2 for zero applied current (purple curve).

Next, magnetic field sweeps were performed at a set of different current densities, applied along

a crystallographic 〈110〉 direction. With the applied magnetic field B oriented along 〈001〉,
the current density was applied perpendicular to the applied field direction and parallel to the

oscillating probing field BAC. This measurement configuration has already been discussed in

section 1.2.5 and in figures 3.10 (b) and (c) and is depicted schematically in figure 3.28 (a).
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Figure 3.28.: Influence of an applied current on the transverse susceptibility χ⊥. (a) Magnetic
field dependence of the real part of the susceptibility Reχ⊥ at different current
densities between j = 0 and j = 2.77 MAm−2. Phase transitions are marked
by coloured triangles. (b) Imaginary part Imχ⊥ of the transverse susceptibility
and schematic depiction of the sample orientation during the spin torque mea-
surement. (c), (d) Close-up view of the change of the susceptibility ∆χ⊥ in the
skyrmion lattice phase for different current densities. An additional contribution
to χ⊥ is visible above a critical current density of jc = 0.83 MAm−2in both Reχ⊥
and Imχ⊥.
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No influence of the applied current on the transverse susceptibility may be observed in helical

phase, conical phase, and in the field-polarised state. However, in the skyrmion lattice phase,

real and imaginary parts of the susceptibility increase as a function of applied current density j.

A detailed evaluation of this increase is shown in figures 3.28 (c) and (d). Here, the relative

deviation of χ⊥ from its value at zero current,

∆χ⊥ (%) =

∣∣∣∣χ⊥(j 6= 0)− χ⊥(j = 0)

χ⊥(j = 0)

∣∣∣∣ , (3.16)

is depicted as a function of the applied field for the skyrmion lattice. Reχ⊥ exhibits no change

below a threshold current of jc ≈ 0.83 MAm−2 and increases gradually as a function of applied

current density. At the highest current density investigated, j ≈ 2.77 MAm−2, Reχ⊥ increases

by ≈ 1 % as compared to the zero current value, uniformly over the entire field range of the

skyrmion lattice phase. Figures 3.28 (b) and (d) present the corresponding imaginary part,

Imχ⊥, which exhibits a similar additional contribution, exceeding 100 % at the highest current

densities. However, Imχ⊥ displays a broad, peak-like structure with a maximum located in the

centre of the skyrmion lattice phase. Additionally, small contributions to Imχ⊥ may already be

observed at current densities above j ' 0.55 MAm−2.

An evaluation of the transverse susceptibility is presented for the different magnetic phases

of MnSi in figure 3.29. Here, the relative increase of the transverse susceptibility ∆χ⊥, is shown

as a function of the applied current density j. The susceptibility has been evaluated in the

helical phase (H) for B = 10 mT, the skyrmion lattice phase (S) for B = 200 mT, the conical

phase (C) for B = 300 mT and the field polarised state (FP) for B = 500 mT. In the skyrmion

lattice phase (red dots), an additional contribution to Reχ⊥ may be observed above the critical

current density jc. This contribution saturates above current densities of j > 2.5 MAm−2 ex-

ceeding an increase of 1 %. The imaginary part exhibits a qualitatively similar behaviour, with

a significantly higher relative contribution exceeding 100 % at high current densities. The large

values observed in the imaginary part, however, are attributed to the vanishingly small intensity

of Imχ⊥ in the skyrmion lattice phase, without applied current. No significant changes of χ⊥

as a function of applied current may be observed in the other magnetic phases, except for the

Bc1 transition, where χ⊥ exhibits a small additional contribution. This might be related to

topologically non-trivial defects at this transition. A detailed discussion of this effect exceeds

the scope of this thesis and further information may be found in reference [105]. The discussion

presented in the following focuses on spin torque effects in the skyrmion lattice phase only.

Figure 3.28 shows that Reχ⊥ remains unchanged for current densities below jc = 0.83 MAm−2.

In this regime, the pinning forces FPin, generated by defects and surface effects, exceed the drag

forces FDrag, generated by the spin current, and prevent a movement of the skyrmion lattice
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Figure 3.29.: Relative change of the real part of the transverse susceptibility ∆χ⊥ as a function
of applied DC current density j in different magnetic states of MnSi. Mea-
surements have been evaluated at B = 10 mT for the helical phase (H), at
B = 200 mT for the skyrmion lattice phase (S), at B = 300 mT for the coni-
cal phase (C) and at B = 500 mT for the field polarised state (FP). (a) Relative
change of the real part of the susceptibility ∆Reχ⊥. An increase is observed at
the critical current density jc ≈ 0.83 MAm−2 in the skyrmion lattice phase. All
other phases remain unaffected. (b) Relative change of the imaginary part of the
susceptibility ∆Imχ⊥. Similar to ∆Reχ⊥, a strong increase is observed at jc in
the skyrmion lattice phase.

resulting in a constant χ⊥. As discussed in section 3.3.3, the susceptibility signal for the given

excitation frequency fAC = 120 Hz and excitation amplitude BAC = 1.26 mT at zero applied

current is generated by the response of single spins within the skyrmion lattice. In this regime

(region B) the skyrmion lattice is not able to follow the applied field oscillation. However, with

an applied current j > jc, the skyrmion lattice is unpinned from defects. Then, we suspect that

the entire skyrmion lattice may follow the applied field oscillation, resulting in an enhanced con-

tribution to Reχ⊥. This suspicion will be supported further in our discussion in section 3.3.5,

where we include the excitation amplitude as an additional parameter to our measurements.

Tracking the onset of the additional contribution, the critical current density jc may be ex-

tracted from the transverse susceptibility as shown in figure 3.29. It is important to appreciate

that this contribution can only be detected in the present geometry, where the susceptibility

is probed in the plane of the skyrmion lattice and parallel to the applied current, in contrast

to conventional, longitudinal configurations, where the susceptibility is probed perpendicular to

the skyrmion flow direction as described in section 3.3.4 and in reference [15].
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3.3.5. Suppression of the Critical Current by an Oscillating Magnetic Field

In the following, the response of jc to variations of the applied oscillating field BAC are reported.

Therefore, the measurements presented previously were repeated using different excitation am-

plitudes between BAC = 1.26 mT and BAC = 12.59 mT. Following the same procedure as in

section 3.3.4, the relative increase of the susceptibility ∆χ⊥ as defined in equation 3.16 may be

determined as a function of the applied current density j in the skyrmion lattice phase.

Shown in figure 3.30 (a) is the relative increase of the real part of the susceptibility, ∆Reχ⊥,

for different excitation amplitudes evaluated in the skyrmion lattice phase at B = 200 mT. Data

were recorded at T = 28.1 K and an excitation frequency fAC = 120 Hz and are shifted for better

visualisation. The purple curve, depicting the lowest excitation amplitude in figure 3.30 (a), has

already been discussed in the previous section in detail (cf. figure 3.29 (a)). In the following,

the influence of an increasing excitation amplitude BAC on the shape of this curve is investi-

gated, focussing especially on the critical current jc, denoted by red triangles. With increasing

excitation amplitude, onset and curve shape remain essentially unchanged up to excitation am-

plitudes BAC ' 3.15 mT. Further increasing BAC results in a shift of jc towards very low current

densities. For amplitudes exceeding BAC = 3.78 mT, the resolution is not sufficient to establish

a finite value of jc, with an upper limit jc < 0.14 MAm−2. Increasing BAC even further causes

a decrease of the additional contribution, ∆Reχ⊥, which nearly vanishes at BAC = 12.59 mT,

the highest amplitude studied. Shown in figure 3.30 (b) is the critical current density jc as

a function of excitation amplitude BAC. The decrease of jc may be observed above a critical

excitation amplitude Bc
AC ≈ 3.5 mT.

For our discussion, it is instructive to consider first the relative change of the transverse sus-

ceptibility ∆Reχ⊥with respect to its value at BAC = 0.16 mT, the lowest excitation amplitude

measured, as a function of BAC at zero current, as depicted in figure 3.30 (c). It was argued

in section 3.3.3, that the susceptibility in the skyrmion lattice phase increases as a function of

BAC, as the system changes from a single spin response in region B, to a response of the entire

magnetic structure in region A. This increase may be observed in figure 3.30 (c) where both

limits are clearly visible and indicated by black lines. As discussed in the previous section for

the measurement at BAC = 1.25 mT, we suspect that the susceptibility increases as a result

of the unpinning of the skyrmion lattice at jc as a function of applied current density. With

increasing excitation amplitude, this situation remains unchanged up to amplitudes exceeding

BAC ≈ 3.15 mT. In this regime, the system remains in state B at zero current and the influence

of the applied current may only be observed above jc.

However, exceeding the critical amplitude Bc
AC ≈ 3.5 mT, the onset indicating jc is shifted

towards smaller currents. As depicted in figures 3.30 (b) and (c), this coincides with the transi-
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Figure 3.30.: Variation of the critical current density jc as a function of the excitation ampli-
tude BAC. (a) Relative increase of the real part of the susceptibility ∆ Reχ⊥ as
a function of the applied current density j. Red triangles indicate jc, defined at
the onset of the increase of Reχ⊥. This onset is shifted towards lower currents
for increasing excitation amplitudes (red line). (b) Critical current densities jc
extracted from (a) as a function of excitation amplitude BAC. Green trian-
gle marks the critical field Bc

AC, above which jc falls below jc ≤ 0.14 MAm−2.
(c) Relative increase of Reχ⊥ compared to its value at the lowest excitation
amplitude of BAC = 0.16 mT as a function of the excitation amplitude BAC at
zero current. The system transits from limit B at small excitation amplitudes,
to limit A for large amplitudes exceeding BAC ' 12 mT, in agreement with the
schematic depiction presented in figure 3.27.

tion of the system at zero current from state B to state A. Hence, above excitation amplitudes

of Bc
AC, the skyrmion lattice is already able to follow partially the oscillation of the applied

field, even at zero current. We suspect that, in this regime, the skyrmion lattice is unpinned

from defects by the oscillation of the applied magnetic field and spin torque effects may already
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be observed at the smallest current densities, investigated in this study. The fact that the sus-

ceptibility value still increases as a function of applied current density, even at large excitation

amplitudes, as observed in figure 3.30 (a), suggests that the lattice is not yet completely free

to follow the applied field oscillation and the unpinning of the skyrmion lattice by the applied

current still affects the response of the skyrmion lattice.

This situation changes when approaching large excitation amplitudes BAC ' 12 mT. Here, the

influence of the applied current density is reduced as compared to data, collected at smaller

amplitudes. In this regime, the skyrmion lattice may be unpinned completely by the applied

magnetic field and can follow any change of the field direction at excitation frequencies smaller

than fAC ≈ 120 Hz. It may be seen in figure 3.30 (c) that the curve has not yet saturated

completely in limit A at the highest amplitude BAC = 12.59 mT. We suspect that no further

influence of the applied current may be observed as soon as this limit is reached. Then, the

skyrmion lattice is already unpinned completely by the oscillating magnetic field and the addi-

tional spin current does not influence the susceptibility measurement. This may be interpreted

as an extremely reduced critical current density, as compared to measurements without applied

oscillating field. This interpretation agrees qualitatively and quantitatively with the neutron

scattering data, presented in section 3.3.4 and reference [192]. In their study, Mühlbauer et al.

report a critical amplitude for the free oscillation of the skyrmion lattice of Bc
AC ≈ 4 mT at a

frequency of fAC = 325 Hz which agrees with the values, reported in this study.
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3.4. Summary & Outlook

In this chapter, the influence of an oscillating magnetic field on the critical current jc for the

skyrmion movement in MnSi was investigated by means of transverse susceptibility measure-

ments. First, generic properties of the transverse susceptibility were presented and compared

to the well know longitudinal susceptibility, establishing the transverse susceptibility as a com-

plementary probe to conventional susceptibility measurements. A detailed investigation of the

full magnetic field and temperature dependence of the transverse susceptibility of MnSi was

conducted for the first time, revealing an additional contribution to the susceptibility just be-

low Bc2, that has remained unnoticed in previous studies. Subsequently, the dependence of

the transverse susceptibility on excitation amplitude and frequency was determined in detail.

Two limits of the susceptibility in conical and skyrmion lattice phase were established, which

correspond to a collective response of the magnetic structure and a response of individual spins,

respectively. Additionally, a strong variation of the transverse susceptibility at the helical to

conical transition could be observed as a function of excitation frequency and amplitude. This

may be connected to complex domain reorientations and the breaking of the Z2 symmetry at

this transition. In helical as well as field-polarised state, no influence on χ⊥ stemming from

changes of excitation amplitude or frequency could be observed.

In the second part, the response of the transverse susceptibility to an applied DC current was

investigated. First, measurements as a function of applied current were conducted at fixed ex-

citation amplitudes and frequencies, establishing a way to capture spin torque effects in the

skyrmion lattice phase using transverse susceptibility measurements. Subsequently, the critical

current jc for the skyrmion movement could be extracted from our measurements. Additionally,

small spin torque effects could be observed at the helical to conical transition at Bc1, possibly

attributed to topological defects at this transition. No spin torque effects could be observed in

all other phases for the current densities investigated. In a second step, similar measurements

were performed under variation of the excitation amplitude BAC. It could be shown that jc

may be reduced below a threshold value of jc . 0.15 MAm−2 by the application of a transverse

oscillating magnetic field larger than Bc
AC & 3.5 mT. Based on our findings in the first part of

this chapter, we interpret this effect as a combination of the unpinning of the skyrmion lattice

mediated by the oscillating field and the applied current density.

Besides the results discussed in this study, the comprehensive investigation of the transverse

susceptibility revealed a couple of new phenomena, which have not been discussed in detail.

Notably, we suggest a further investigation of the so-far unrecognised feature, identified in the

conical phase, a further investigation of the helical to conical transition by means of transverse

susceptibility measurements as well as the confirmation of our results on the critical current by

complementary methods.
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Conclusions

The focus of this thesis was the investigation of the dynamic properties of complex magnetic

structures and quantum phase transitions as probed by transverse susceptibility measurements.

After a short overview of technical developments in the first chapter, the second chapter focused

on the investigation of the low-temperature properties of the dipolar-coupled Ising ferromagnet

LiHoF4, representing a generic example of a transverse field-tuned quantum phase transition. In

the third chapter, the interaction of spin currents with a topologically non-trivial spin structure,

the skyrmion lattice, in the cubic helimagnet MnSi was investigated.

In the initial technical part of this work, we presented the development of three bespoke low-

temperature AC susceptometers, which were an indispensable prerequisite for a successful in-

vestigation of the transverse susceptibility. The susceptometers have been successfully tested

and calibrated to provide reliable measurement results. Additionally, the existing measurement

automation software was further developed and restructured to facilitate the integration of new

measurement equipment, provide accurate measurement timing, and to optimize on-the-fly data

evaluation.

In the second chapter, the investigation of the low temperature properties of the Ising ferro-

magnet LiHoF4 was divided into two parts. First, the phase boundaries of the ferromagnetic

state, including the quantum phase transition at high transverse magnetic fields, were examined.

Therefore, the influence of small misalignments between the applied magnetic field and the sam-

ple orientation were investigated and it was shown that a second order quantum phase transition

is restricted to angular deviations from the perpendicular orientation below ϕ = 0.25◦. Larger

deviations lead to signatures, typically associated with first-order transitions, obscuring the un-

derlying quantum critical point. Then, the critical exponents were investigated at the thermal

and the quantum phase transition, yielding a value of γ ≈ 1. This indicates a mean-field transi-

tion in both the thermal and in the quantum limit in agreement with the established theoretical

picture and previous studies. Additionally,a mismatch between current theoretical predictions

and experimental observations concerning the phase boundary at small magnetic field was ad-
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dressed and we propose a refinement of the theoretical description based on our observations.

In the second part, three distinct regimes in the ferromagnetic ground state of the system could

be identified. In the first regime, the AC susceptibility saturates on a demagnetisation plateau,

indicating completely free domain wall movement in the ferromagnetic phase just below Tc. In

the second regime, a steep decrease of the susceptibility at low temperatures and magnetic fields

with a distinct frequency dependence suggests a freezing of the domain-walls due to a lack of

thermal energy. This was analogously observed in the doped compound LiY1−xHoxF4 [78], with

x = 0.55, and questions the assumption of Bitko [75], who suggested a quantum glass state at

low temperatures in the pure compound. In the third regime, the free domain-wall movement

can be restored by the application of a transverse magnetic field, even at lowest temperatures,

indicating a purely quantum nature of the phenomenon. In analogy to reference [78], we suspect

that the increased domain-wall mobility is caused by quantum-tunnelling effects of the domain

walls generated by the transverse magnetic field. Finally, we have observed an additional con-

tribution to the transverse susceptibility around the quantum critical point associated with a

strong hyperfine coupling, which is believed to stabilise the magnetic order and to conceal the

quantum critical point.

The third chapter, concerned with the investigation of the interplay of spin currents with the

skyrmion lattice in MnSi comprises four parts. First, the transverse susceptibility was established

as a suitable tool for the investigation of specific properties in systems with complex magnetic

order, complementing the conventionally investigated longitudinal susceptibility. Thereby an ad-

ditional contribution to the susceptibility could be identified near the ferromagnetic transition

at high magnetic fields and low temperatures, which remained unnoticed in literature so-far. In

a second step, a variation of excitation frequency and amplitude revealed two distinct limits of

Reχ⊥ in conical and skyrmion lattice phase, representing collective and isolated spin responses,

respectively. Next, signatures of the skyrmion lattice movement in MnSi were identified in the

transverse susceptibility, providing the possibility to extract the critical current density jc from

our measurements. Besides, a small contribution of the applied current at Bc1 was observed,

which we attributed to a coupling of the spin current to topologically non-trivial defects, which

are believed to exist at this transition [105]. Finally, we showed that the critical current density

in the skyrmion lattice of MnSi can be reduced by more than one order of magnitude by the

application of an oscillating magnetic field. Based on our previous considerations we proposed

that this reduction is a result of the unpinning of the skyrmion lattice from defects as a result

of the applied oscillating field above a critical amplitude Bc
AC = 3.5 mT.
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� meinen langjährigen Bürokollegen Christoph Schnarr, Jonas Kindervater, Georg Benka,
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APPENDIX A

Uncorrected Frequency Dependence

Raw data of the imaginary part of the transverse susceptibility, Imχ⊥, is shown as a function

of magnetic field at different frequencies in figure A.1 (a). The data is subject to a frequency-

dependent offset, generated by eddy currents. The offset was determined by assuming no influ-

ence of the excitation frequency on the susceptibility value in the field polarised state above Bc2

and is shown in figure A.1 (b). For the discussion in this thesis, this offset was subtracted.
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Uncorrected Frequency Dependence

(a) (b)

Figure A.1.: Raw data of Imχ⊥ and corresponding offset due to the generation of eddy cur-
rents by the oscillating field. (a) Uncorrected data of the imaginary part of the
transverse susceptibility Imχ⊥ as a function of excitation frequency taken at
T = 28.15 K and at excitation frequencies between 20 Hz and 2000 Hz and a fixed
excitation amplitude of BAC = 2.52 mT. (b) Offset resulting from the generation
of eddy currents. The offset has been estimated by assuming no influence of the
excitation frequency in the field polarised regime above Bc2. Line serves as guide
to the eye.
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dynamics of half-skyrmions in a chiral liquid-crystal film, Nat. Phys. 13, 1215 (2017).
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