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Abstract

X-ray chest radiography is an inexpensive and broadly available tool for the
assessment of the human lung in daily clinical routine, but it typically lacks
diagnostic sensitivity when it comes to the detection of pulmonary diseases
in their early stages. Recent X-ray dark-field (XDF) imaging studies on dead
and living mice have shown significant potential for improving imaging-based
lung diagnostics, demonstrating that the XDF signal is highly sensitive to the
pulmonary microstructure and its potential disorders. Especially in the case
of early diagnosis of chronic obstructive pulmonary disease (COPD), XDF
imaging clearly demonstrated the potential to outperform conventional ra-
diography. However until now, a translation of this technique from the afore-
mentioned small-animal models towards the investigation of larger mammals
and finally humans has not been achieved.

The scope of this PhD thesis was therefore the development and optimization
of a novel, high-energy large-animal XDF imaging system which overcomes
the limitations of currently established setups; namely achieving a large field-
of-view and allowing for high quality XDF images acquired at clinically com-
patible dose values and scan times. The main scientific results of this work
have been published in Gromann, De Marco, et al., In-vivo X-ray Dark-Field
Chest Radiography of a Pig, Nature Scientific Reports (2017). Here the very
first in-vivo XDF chest radiographs of a pig with a field-of-view of 32◊35 cm2

acquired in 40 sec scan time with an e�ective imaging dose of 80 µSv were
presented. The XDF radiographs yield a su�ciently high image contrast and
quality to enable radiographic evaluation of the lungs. This result is a mile-
stone in the bench-to-bedside translation of XDF imaging, with first human
studies now at reach.

The content of this thesis covers the full development process of the system.
Starting with the evaluation of the boundary conditions for the new system,
the design specifications have been developed and the prototype was built.
This step was followed by an extensive characterization and optimization of
the system, before the first in-vivo images were acquired.

As a result of this work, XDF imaging is expected to become an invaluable
tool in clinical practice both as a general chest X-ray modality and as a
dedicated tool for high-risk patients a�ected by smoking, industrial work
or smog. Additionally, the developed prototype was evaluated for advanced
applications in security screening. Here detection of powder-like drugs hidden
in luggage appears as a promising side application.
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Kurzzusammenfassung

Radiographie des menschlichen Thorax ist eine kostengünstige und weitver-
breitete Methode für die Erstuntersuchung der Lunge in der klinischen
Routine. Leider ist die Sensitivität dieser Untersuchung insbesondere für
Lungenerkrankungen im Frühstadium nicht sehr groß. Kürzlich veröf-
fentlichte Studien an toten und lebenden Mäusen haben gezeigt, dass das
neuartige Verfahren der Röntgen-Dunkelfeld-Bildgebung eine signifikante
Verbesserung der bildbasierten Lungendiagnostik ermöglicht. Es wurde ins-
besondere gezeigt, dass Röntgen-Dunkelfeld-Bildgebung sehr sensitiv auf die
Mikrostruktur der Lunge ist und dass damit insbesondere Lungenkrankheiten
wie COPD im Frühstadium deutlich besser diagnostiziert werden können als
mit konventioneller Thorax-Bildgebung.
Leider war es bis jetzt technisch noch nicht möglich, diese erfolgversprechende
Technologie auch auf größere Tiere oder gar Menschen anzuwenden. Das Ziel
dieser Promotionsarbeit bestand daher darin, einen neuartigen, Hochenergie-
Röntgen-Dunkelfeld-Scanner zu entwickeln, welcher die Limitierungen beste-
hender Systeme überwindet und damit die Bildgebung von Großtieren er-
möglicht. Hauptkriterien waren hier vor allem das große Sichtfeld und
eine ausreichende Bildqualität bei klinisch vertretbarer Strahlendosis und
Scanzeit. Die wichtigsten wissenschaftlichen Resultate dieser Arbeit sind in
Gromann, De Marco, et al., In-vivo X-ray Dark-Field Chest Radiography of
a Pig, Nature Scientific Reports (2017) publiziert. Hier wurden die weltweit
ersten Thorax-Dunkelfeld-Bilder von einem lebenden Schwein präsentiert.
Diese Bilder erreichten ein Sichtfeld von 32◊35 cm2 und wurden in 40 Sekun-
den Scanzeit mit einer e�ektiven Strahlendosis von gerade einmal 80 µSv
aufgenommen. Dabei ist die Qualität der Dunkelfeld Bilder hoch genug um
eine sinnvolle Radiologische Auswertung zu ermöglichen.
Dieses Ergebnis ist ein Meilenstein in der Entwicklung der Röntgen-
Dunkelfeld-Bildgebung vom Labor hin zur klinischen Anwendung. Die ersten
klinischen Humanversuche sind damit nun in Reichweite.
Die Promotionsarbeit umfasst das vollständige Spektrum der Entwicklung
eines neuartigen Bildgebungssystems. Angefangen mit den Designspezifika-
tionen wurde ein Prototyp des neuartigen Bildgebungssystem gebaut, welcher
die gegebenen Rahmenbedingungen erfüllte. In einem zweiten Schritt wurde
dieses System dann ausführlich charakterisiert und optimiert, bevor die En-
twicklung mit den ersten in-vivo Experimenten an Schweinen erfolgreich
abgeschlossen wurde.
Als Resultat dieser Arbeit ist die Technologie der Röntgen-Dunkelfeld-
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Bildgebung nun so weit, um in ersten klinischen Versuchen eingesetzt zu
werden. Auf Grund der Vorstudien an Mäusen ist zu erwarten, dass diese
Methode eine enorme Bereicherung in der klinischen Praxis darstellen wird,
sowohl als generelle Thorax Bildgebung, als auch als dedizierte Methode für
Hochrisikopatienten, welche zum Beispiel durch Rauchen, industrielle Arbeit
oder Smog besonders gefährdet für Lungenkrankheiten sind.
Schlussendlich wurde der neuentwickelte Prototyp noch für erweiterte An-
wendungen im Bereich der Gepäckkontrolle evaluiert. Hier hat sich gezeigt,
dass die Identifizierung von pulverförmigen Drogen in normalen Gepäck-
stücken ebenfalls eine vielversprechende Anwendung des neuen Systems
darstellt.
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Chapter 1

Introduction

In the first part of this chapter, the content of this PhD thesis is introduced.
Further, the research focus of this thesis is motivated and placed in context of
other research in the field. The second part of this chapter gives an outline
of the structure of the thesis. A third part contains general remarks about the
framework this PhD was placed in.

1.1 Motivation
Since it’s discovery in 1895 by W. C. Röntgen[1], the ability of X-rays to
penetrate dense matter has found a huge application in medical diagnostics,
industry and research. In conventional X-ray imaging a sample is illuminated
from one side and the attenuated transmission is measured at the opposite
side. This shadow image shows di�erences in the density and composition of a
sample very well e.g. dense bones are clearly distinguishable from soft-tissue
or a metal gun hidden in a suitcase. But also other non-imaging applications
like crystallography, where the 3D shape of molecules and proteins is decoded
by X-ray defraction or X-ray fluorescence spectroscopy make broad use of X-
rays[2].
However, conventional X-ray imaging can only measure the attenuation dif-
ferences within a sample, but these di�erences can become very small for e.g.
similar soft-tissue types. Di�erentiation of adipose tissue from muscle tissue
by means of X-ray imaging is therefore rather challenging[3, 4]. To overcome
this limitation, phase sensitive X-ray imaging methods were developed in the
recent decades[3]. These approaches rely on the wave nature of X-rays and
allow for a much higher soft-tissue contrast by measuring not only the atten-
uation caused by a sample but also the phase shift introduced to the X-rays.
This is similar to refraction of visible light by a lens. However, the refraction
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2 1.1. Motivation

angles are so small for X-rays that sophisticated methods are required to
measure them. These methods have first been developed for large-scale syn-
chrotron facilities, where high brilliance X-rays are available. In general,
there are free-space propagation-based approaches[5, 6], crystal analyzer-
based methods[7, 8] and grating-based techniques[9, 10]. Only since a few
years, a translation of phase sensitive imaging methods form these large-scale
research facilities towards lab-based systems was achieved[11]. Here grating-
based methods are most promising as they are compatible with conventional
X-ray tubes and detectors. A further benefit of grating-based imaging tech-
niques is the generation of a third imaging contrast besides the phase and the
attenuation images: the X-ray dark-field (XDF) image[12]. This image can
be considered as the amount of ultra-small-angle scattering introduced by a
sample. This scattering signal allows for an assessment of the microstructure
of the sample, without the need to directly resolve it. For example, a sample
with 5 µm structure size can be probed with this technology with imaging
pixels of a few hundred micrometers. This is also the technology used for
this PhD thesis.
In general, grating based imaging allows also for a 3D reconstruction of the
sample volume in all three imaging modalities (attenuation, phase and dark-
field) if applied in a CT mode. Here, either the sample needs to be rotated
or the gratings[13, 14]. However, this thesis is restricted to 2D imaging only.
Radiographic imaging is usually performed with just a very limited number
of viewing angles (e.g. for chest imaging most often two[4]). This type of
imaging requires much less time and radiation dose compared to a full CT
scan (which is basically a projection from every solid angle), and is therefore
most often the initial assessment in clinical practice. In fact, radiographic
chest imaging is one of the most common radiographic examinations[15]. The
drawback of the 2D projection is the superposition of di�erent features in the
sample, which complicate diagnosis.
The potential benefits of grating based imaging for biomedical imaging appli-
cations were extensively studied in recent years in various ex-vivo samples[16–
21] and most recently also in in-vivo mouse models[22–29]. Here especially
lung imaging revealed a significant improvement compared to conventional,
attenuation based imaging. The lung causes a significant XDF signal due
to the large amount of air-tissue interfaces, that allow for the gas exchange.
It was found, that all lung pathologies, which a�ect the microstructure of
the lung, are much better visible in the XDF signal than in conventional,
attenuation-based imaging. This renders XDF imaging a functional imag-
ing tool for the lung. Even other imaging methods like nuclear magnetic
resonance (NMR) imaging or ultrasound imaging, which are known for an
increased soft-tissue contrast do not allow for such a functional assessment of
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the lung. The analyzed pathologies are for example chronic obstructive pul-
monary disease (COPD), lung fibrosis, lung tumors and as well as many more.
As lung diseases are among the five major causes of death worldwide[30], any
improvement in diagnosis such diseases will therefore benefit millions of peo-
ple. However, all the promising results of XDF imaging were so far only
demonstrated on mice. A translation of this technology towards larger mam-
mals or even humans posed major technical and conceptual challenges. The
scope of this thesis was therefore to overcome these limitations and enable
the first in-vivo XDF chest images of pigs, which serve as an excellent model
for the human thorax[31]. This feasibility study can neither be given by sim-
ulations nor by ex-vivo studies. Further, this prove-of-principle with living
pigs can be considered as the last step in the long journey of the bench-to-
bedside translation of XDF imaging. Started in large-scale research facilities
decades ago, XDF imaging is now at the edge for clinical applications.

1.2 Outline
The structure of this PhD thesis is divided into four main parts. Starting
with the theoretical background in Chapter 2, the reader is introduced to
the basic concept of X-rays, their creation and detection, as well as their
general interaction with matter. This includes also a detailed description
of the grating-based imaging method as well as a discussion of the concept
of dosimetry. Finally di�erent simulation approaches are introduced which
are necessary to model X-ray imaging systems numerically with a computer.
These simulations are used in this thesis to optimize the imaging system to
be developed. Although being mostly descriptive, this chapter also extends
current literature and introduces some new features in the modeling of the
gratings. These features are important for the understanding of the results
in the following chapters.
In the next chapter (Chapter 3), the boundary conditions and resulting
design specifications for the prototype are discussed in detail. The approach
to achieve a high visibility at high energies as well as a large field-of-view is
explained and the optimization results for all three gratings are presented.
Finally, the implementation and actual realization of the hard- and software
of the prototype is presented and the image acquisition process is elaborated.
The design chapter is then followed by Chapter 4, which focuses on the
characterization of the developed system. In this chapter the main perfor-
mance indicators of the developed prototype are evaluated. Especially the
achievable visibility is studied and the influence of Compton-scattering and
visibility-hardening for the measured XDF signal is evaluated extensively.
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For both of these e�ects a correction method is presented. Additionally,
the optimal tube voltage for a technical phantom of a thorax is estimated
and a measurement of the applied radiation dose is performed. Finally, the
maximum imaging speed and achievable resolution limits are discussed.
The developed prototype is used in Chapter 5 and Chapter 6 for the very
first imaging experiments. Chapter 5 presents the results of the first in-vivo
imaging experiments with pigs. Additionally, some optimizations regarding
the image quality are given, with a focus on the heart-beat artifacts, as well
as the applied tube voltage. As the scanner is not only able to measure large
animals, its suitability for security-screening applications was additionally
evaluated in Chapter 6.
Chapter 7 concludes this thesis with a brief summary of the main results and
an outlook on further research perspectives and possible follow-up studies.

1.3 Framework of the thesis
Major parts of the work of this PhD thesis were carried out in close collab-
oration with the PhD projects of Konstantin Willer and Fabio De Marco.
Especially the development of the imaging system was a team e�ort. For a
full overview about the project the reader is therefore also referred to the
PhD theses of Mr. Willer and Mr. De Marco. This thesis here focuses on
the contributions to the project made by the author, however without the
team this work would not have been possible to this extent.
Further, the development of this large-animal XDF-scanner involved a rather
large research collaboration between the chair of Biomedical Physics of Prof.
Pfei�er from the Technical University Munich (TUM) and research part-
ners from Koninklijke Philips N.V. (Hamburg), both the University Hospi-
tals in Munich (Klinikum Rechts der Isar (TUM) & Klinikum der Ludwid-
Maximilian Universität (LMU)), as well as the Institute of Molecular Animal
Breeding and Biotechnology (LMU) which provided the expertise on the ac-
tual animal experiments. All animal experiments performed for this thesis
were therefore approved by the corresponding authorities and every single an-
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Chapter 2

Theory & Background

This chapter introduces the required theoretical backgrounds to understand
the theoretical and experimental results which are presented in this thesis. At
first, an introduction to the physics of X-rays and especially their interaction
with matter is given. Thereafter, the basic principles of phase sensitive X-
ray imaging methods are discussed, with a focus on grating based imaging
methods. Next, the generation and detection of X-rays is discussed and the
concept of dosimetry is introduced. Finally, di�erent simulation approaches
are introduced which allow to model X-ray imaging systems with a computer.
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2.1 X-rays and their interaction with matter
For over a hundred years now, X-rays are a substantial part of biomedical
imaging applications. Their triumph is based on their ability to penetrate
dense matter like a human body. This allowed, for the first time in history,
for a noninvasive insight in the human body[1]. However, that this insight
is only quasi noninvasive was found much later, when it was discovered that
X-rays might interact with the cells of a living organism in a fatal way. These
interactions of X-rays with matter are discussed in the following paragraphs
in detail and their consequences to biomedical imaging applications are ex-

5
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plained.
Although primarily considered to be particles, it is known since the work
of Max von Laue in 1912[32] that X-rays also can be described as electro-
magnetic waves, the so called wave-particle dualism. In conventional X-ray
images only the particle nature of X-rays is exploited to obtain basically a
shadow image, highlighting dense structures like bones. Recently new meth-
ods were developed which take advantage of the wave nature of X-rays[3].
These methods are often summarized under the term phase-contrast imaging.
In the wave model, X-rays can be described by a plane wave, propagating
through vacuum[33]

Œ(r, t) = Œ0 · ei(k·r≠Êt), (2.1)

with the amplitude of the wave Œ0 and the positions in space r and time t. Ê
is the angular frequency and k the wave vector with |k| = 2fi

⁄

. Conventional
X-ray detectors however are not sensitive to the phase of the wave and can
only record the intensity

I(r) = |Œ(r)|2 (2.2)

of the wave field.

2.1.1 Interaction e�ects
If the X-ray wave is propagating though matter, di�erent e�ects can oc-
cur with a probability mostly based on their energy and the atomic mass
number of the interacting matter. For the energies considered in the thesis
(1-200 keV), photoelectric absorption, coherent Thomson-scattering and in-
coherent Compton-scattering are the dominating e�ects for interactions of
X-rays with matter. Other e�ects like pair production which occur at much
higher energies (above 1.02 MeV) and photon disintegration are not discussed
here. The interested reader is here referred to one of the various textbooks
[33–36].

2.1.2 Complex refractive index
To describe the interaction of X-ray with matter phenomenologically, the
formalism of the complex refractive index[34]

n = 1 ≠ ” + i— (2.3)
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was developed. The refractive index decrement ” describes the phase shift
and — is the attenuation strength. Far from any absorption edges they can
be written as[34]:

” = r0⁄
2

2fi
n

a

· f 0
1 (2.4)

— = r0⁄
2

2fi
n

a

· f 0
2 (2.5)

with the wavelength ⁄, the number density n
a

(atoms or electron per unit
volume), the Bohr radius r0 and the complex atomic scattering coe�cients
f 0

1 and f 0
2 . The two atomic scattering coe�cients describe the scattering am-

plitude of an incident X-ray wave by an isolated atom. These two parameter
are measured and tabulated for a vast number of elements and energies by
NIST[37].
With the concept of the refractive index the interaction of an X-ray wave
with matter can be formulated for a plane electromagnetic wave as

Œ(r) = Œ0 · eink·r = �0 · eik·r
¸ ˚˙ ˝

vaccum propagation

· e≠i”k·r
¸ ˚˙ ˝

phase-shift

· e≠—k·r
¸ ˚˙ ˝
decay

. (2.6)

Behind a propagation distance L through a material there will be a change in
the intensity due to the decay term. The transmitted intensity can therefore
be expressed as

T (L) = I(L)
I0

= |�(L)|
|�0| = e≠2k—L (2.7)

which is the well-known Lambert-Beer law[38]:

I = I0e
≠µL, (2.8)

with the absorption coe�cient µ = 2k—. Additionally, the wave will experi-
ence a shift in its phase, relative to a wave propagating in free space[34]:

�„ = ”k·r. (2.9)
At an interface between di�erent materials this di�erence in the phase results
in refraction with the refraction angle[34]

– = ⁄

2fi

ˆ„

ˆx
, (2.10)

as indicated in Fig. 2.1.
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Figure 2.1 Sketch to visualize phase shift: Two waves with a distance �x

are traveling trough a wedge shaped sample with the refractive index n1. Behind
the interface to the next material with n2, there is a phase shift �„ between the
two waves as one of the waves was propagating longer through the material n1,
resulting in a refraction angle – of the wave-front (see Eq. (2.10)).

2.1.3 Free space propagation
So far, we discussed the e�ects of a planar X-ray wave interacting with mat-
ter. However, the wave will also change during a propagation through free
space. This is especially important here, as for most imaging methods dis-
cussed in this thesis, there is a rather large propagation distance between the
sample and the X-ray detector. Generally, the propagated wave-front can
be calculated by the Kirchho� di�raction integral[39]. Based on Huygen-
Fresnel’s principle that a wave-front can always be considered as the sum
of spherical wavelets eik·r/r, this integral combines all the contributions of
these wavelets at a later propagation distance z, yielding[39]:

� (x, y, z) = 1
i⁄

⁄ ⁄
� (xÕ, yÕ, 0) eik·r

r
cos (n, r) dxÕdyÕ (2.11)

with (n, r) being the angle between the unit vector n (pointing in the propa-
gation distance) and the vector r (pointing from the origin to the correspond-
ing points in the imaging plane). The cos() accounts here for the intensity
distribution. For the two extreme cases of far-field (Fraunhofer limit) and
near-field (Fresnel limit) propagation, several further approximation can be
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made to solve this complex integral. The Fresnel number[39]

F = a2

⁄ · d
(2.12)

is often used to distinguish these two regimes with the aperture size a, the
propagation distance d and the illuminating wavelength ⁄. For F π 1,
the propagation can be approximated by the far-field and for F ∫ 1, the
propagation can be approximated by simple geometric optics. The case F ¥
1 can be described by the near-field or Fresnel di�raction approximation. As
this approximation is important for the understanding of the wave-optical
simulations (see section 2.5), it is derived in detail in the following:
For X-rays, the deflection angles will be very small. Therefore, one can
assume that cos (n, r) ¥1 and that r ¥ z. This is called the paraxial approx-
imation[39]. However, in eikr, r cannot be set to z and a Taylor expansion
is therefore applied:

r =
Ò

(x ≠ xÕ)2 + (y ≠ yÕ)2 + z2 (2.13)

= z

Û

1 + (x ≠ xÕ)2

z2 + (y ≠ yÕ)2

z2 (2.14)

= z

C

1 + 1
2

(x ≠ xÕ)2

z2 + 1
2

(y ≠ yÕ)2

z2 + O
1
x4, y4, z≠4

2D

(2.15)

r ¥ z + (x ≠ xÕ)2 + (y ≠ yÕ)2

2z
. (2.16)

In the last step from Eq. (2.15) to Eq. (2.16) we used the fact that higher
order terms can be neglected. This is called the Fresnel approximation which
simplifies the Kirchho� integral to:

� (x, y, z) = eikz

i⁄z

⁄ ⁄
� (xÕ, yÕ, 0) e

ik
2z [(x≠x

Õ)2+(y≠y

Õ)2]dxÕdyÕ. (2.17)

From a mathematical point of view, this integral can also be seen as a con-
volution of the incoming wave function �(xÕ, yÕ, z = 0) with a propagator
function P (x, y, z):

P (x, y, z) = eikz

i⁄z
· ei

k
2z (x

2+y

2). (2.18)

The propagated wave-front is then given by:

� (x, y, z) = � (xÕ, yÕ, 0) ¢ P (x, y, z), (2.19)
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with ¢ denoting the convolution operator. For numerical calculations it is
often beneficial to use the convolution theorem[36] to substitute a convolu-
tion by a multiplication of the Fourier transforms (F) of the corresponding
functions:

�(x, y, z) = F≠1 [F� (xÕ.yÕ, 0) · FP (x, y, z)]. (2.20)

This will be used later for the wave-optical simulations.

2.1.4 Talbot e�ect
In 1836, Henry Fox Talbot[40] discovered that behind a periodic structure (in
his case an attenuation grid) which is illuminated by coherent light at certain
propagation distances a self-image of this structure occurs. Self image means
in this case that the image is formed without the help of lenses or other
optical devices. He could further show that these images occur at propagation
distances

d
T

= 2p2

⁄
(2.21)

behind the structure with period p and the wave length ⁄ of the illuminating
light. This distance is often called the full Talbot distance. The theoretical
explanation for this e�ect was given by Lord Rayleigh in 1881[41]. Later, a
more detailed analysis of periodically modified wave-fronts showed that also
at fractions of this distance the interference pattern still has a high correlation
to the initial structure[42–45]. However, only at the full Talbot distance the
image is an exact copy of the initial wave-front. In contrast to the full Talbot
distance which is only dependent on the period of the illuminated structure
and the wave-length, the positions of fractional Talbot distances are also
highly depend on the actual shape of the structure/grating[42–45].

2.2 Phase-contrast and dark-field imaging
2.2.1 Motivation
To allow for an imaging method that uses these phase e�ects and does not
solely rely on the attenuation of a sample, di�erent approaches were de-
veloped over the recent years[3, 10–12, 46–50]. All these methods have in
common that they translate the phase e�ects, introduced by a sample, into
intensity variations which can then be measured by conventional X-ray de-
tectors.
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2.2.2 Grating based imaging
Among these methods, grating-based imaging (GBI) methods (i.e.
interferometric[3, 10–12, 48] and non-interferometric[49–54] methods) are
most promising for clinical applications, as they are compatible with conven-
tional X-ray sources and detectors. A good introduction to these techniques
can also be found in the textbook by Als-Nielson[35].
For the interferometric methods, usually three X-ray gratings (source, refer-
ence and analyzer-grating) are placed in the beam path to create a Talbot-
Lau interferometer[11]. A non-interferometric modification of the three-
grating concept was introduced in [50] and will be studied intensively in this
thesis. Other approaches like the non-interferometric coded apertures[49, 55]
will not be discussed here.
Besides the phase information, GBI has the advantage of acquiring a third
imaging contrast which is based on the ultra-small-angle-scattering happen-
ing in the sample[12, 56–58]. This signal is often referred to as X-ray dark-
field (XDF) signal, in analogy to conventional light microscopy. With GBI
all three imaging modalities (conventional attenuation, phase-contrast and
XDF) are acquired simultaneously. The principles behind the interferometric
and non-interferometric approaches of a three-grating-system are discussed
in more detail in the following sections.

2.2.2.1 Reference grating

In GBI, a reference grating (G1) with a period pG1 in the range of a few mi-
crometers and a duty cycle of usually dc=0.5 (50 % of the surface is covered
by the grating bars) is placed in the X-ray beam to create a very fine fringe
pattern on the detector (see Fig. 2.2). This fringe pattern can either be real-
ized as the Talbot-self-image which occurs at (energy-dependent) propagation
distances T

p

downstream of G1 in Fresnel domain[10, 11, 47] or directly as
the immediate geometric shadow of a binary-attenuation grating[50].
Given a su�cient attenuation e�ciency of G1 with respect to the underly-
ing X-ray energies, the geometric shadow is independent of di�raction and
thereby spectral e�ects. This approach has a significant advantage com-
pared to “conventional” Talbot-Lau interferometers, which typically rely on
a phase-grating1; here the fringe contrast strongly decreases with increas-
ing beam polychromaticity, as T

p

is energy dispersive (if G1 is realized as
a phase grating, the induced phase shift is also energy dispersive). How-
ever, the attenuation-grating approach requires rather compact systems, as

1Please note: Also for three attenuation gratings, a Talbot self-imaging e�ect would
occur, however this would happen at much longer propagation distances[35].
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Figure 2.2 Schematic of a GBI system: Three di�erent types of objects are
illuminated by a plane wave. In case of a purely attenuating object (a), the fringe
pattern created by the reference grating is just attenuated globally. A phase shifting
object, like a wedge (b) will result in a lateral shift of the fringe pattern and a
scattering object (c) will reduce the contrast of the fringe pattern. The analyzer
grating samples the very fine fringe pattern and allows to record the stepping curve
with a lateral shift of the grating over one period. Figure adapted from [59].
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the distance between G1 and the analyzer grating G2 (see below) has to be
much shorter than the first Talbot propagation-distance. As this comes with
a reduced sensitivity (see section 2.2.3) it is the main reason, why almost all
systems were designed as Talbot-Lau interferometers with a phase grating in
the recent years. In addition, an attenuation-grating as G1 requires a factor
of two in flux (and dose if the sample is placed upstream of G1) compared
to systems with a weakly absorbing phase grating for G1.
The sample information is extracted in the following way: A purely atten-
uating sample (Fig. 2.2a) will reduce the mean intensity value of the fringe
pattern. A curved surface of a sample will result in a lateral shift in this fringe
pattern which is caused by a phase shift of the wave-front (see Fig. 2.2b). The
Talbot self-imaging e�ect allows for a larger propagation distance between
the G1 and the actual fringe pattern (compared to an attenuation grating).
Without the Talbot self-imaging e�ect this fringe pattern would be smeared
out due to di�raction e�ects after rather short distances. The large propaga-
tion is beneficial for detecting small refraction angles, as they are measured
indirectly over the lateral shift of the fringe pattern. For larger distances this
lateral shift is magnified for the same refraction angle (see Fig. 2.2b).
The undisturbed contrast of the interference pattern is commonly referred to
as the (fringe) visibility V of the system and the XDF signal is subsequently
given by the reduction in visibility when a scattering specimen is introduced
into the beam path (Fig. 2.2c). For an ideal system this visibility would be
1, meaning that there is a black and white contrast for the fringe pattern.
In reality such values are usually not achieved and visibilities above 30 % are
already considered to be quite high.

2.2.2.2 Source grating

If the reference grating would be illuminated with a conventional X-ray tube,
one would not observe any of the e�ects discussed above. For the interfer-
ometric approach, this is the case, as an X-ray tube (see section 2.3.1) is
absolutely incoherent, which means that the wave-front reaching the grating
does not have a defined phase. In consequence a periodic phase modulation
caused by G1 is not possible. To solve this issue the so called source grating
(G0) was introduced in [11]. The idea of this grating is to virtually slice
the large, incoherent focal spot of the X-ray tube into an array of mutually
coherent slit sources. Additionally, the periodicity of this grating is chosen
as

p
G0 = p

G1·L
d

(2.22)
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Figure 2.3 E�ect of G0 : Without a source grating (a) the fine fringe pattern
would be blurred out by the projected source size. With a source grating of the right
periodicity (b) the contributions of the individual slots add up constructively at the
analyzer grating and a blurring of the fringe pattern is prevented. Figure adapted
from [60].

to guarantee that all individual slit sources sum up constructively at the po-
sition of the image of the G1 (L and d are defined as the distanced between
G0-G1 and G1-G2 respectively). Otherwise, this fringe image would be sim-
ply blurred out. This principle in shown in Fig. 2.3. The blurring is also the
reason, why the G0 is needed for the non-interferometric approach discussed
above. A larger value for the duty cycle of the G0 grating will usually result
in higher visibilities, however comes with a reduction in photon flux[60] and
other problems (see section 3.2.1.2).

2.2.2.3 Analyzer grating

As the very fine fringe pattern of G1 is usually much too fine to be directly
resolved by a conventional X-ray detector, the analyzer grating G2 is intro-
duced. This grating has approximately the same periodicity as the image
of the G1 (especially needs to account for the magnification in cone-beam
systems). With this G2 grating the fringe pattern can be sampled now.
Combined with a phase stepping[48] or fringe scanning[61] approach (see
next sections) the three imaging modalities can be reconstructed.
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2.2.2.4 Phase stepping approach

To acquire the data necessary for a reconstruction of the three imaging modal-
ities, one of the gratings is moved laterally over one period p in a step-and-
shoot manner, with a minimum of three steps. In every pixel, the intensity
I(x), as a function of the grating position x will then follow the so called
stepping curve[48]:

I(x) = a0 + a1 · cos
A

2fi
x

p
≠ Ï

B

(2.23)

with the mean intensity a0, the oscillation amplitude a1 and the phase Ï.
The contrast of this oscillation is again the visibility:

V = a1

a0
(2.24)

An example of such a stepping curve is shown in Fig. 2.4. To reconstruct
the three imaging modalities, two scans need to be performed, one with and
one without the sample. After a fitting of both scans with the model from
Eq. (2.23), the images are given as:

Transmission: T = asam
0

aref
0

(2.25)

Dark-field: D =
a

sam
1

a

sam
0

a

ref
1

a

ref
0

= V sam

V ref (2.26)

Di�. phase: �Ï = Ïref ≠ Ïsam (2.27)

It is important to mention here that the (di�erential) phase image �Ï is
measured from the phase of the stepping curve, and not from the phase of
the wave-front itself.

2.2.2.5 Fringe scanning approach

As the step-and-shoot method does not allow for a continuous scanning of
larger samples, Kottler et al.[61] developed a Moiré fringe scanning procedure.
In this method, a small mismatch between the G2 period and the period
of the fringe pattern is introduced on purpose. This can be achieved for
example by a slight detuning in the distances between the gratings. Due to
the mismatch in the periods of the two patterns, coarse Moiré pattern will
become visible, as shown in Fig. 2.5. The period of the Moiré pattern p

M

is
defined by the two periods of the projected G1 image pÕ

1 and the G2 grating
p2 and the angle – between the two[62]:
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Figure 2.4 Example stepping curve: Two example stepping curves for a flat-
field and sample scan. The mean values a
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0 = 0.8 are marked by
horizontal dashed lines. The two curves have a di�erence in phase �Ï=0.4 which
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p
M

= pÕ
1 · p2Ò

p2
2 + pÕ2

1 ≠ 2 · p2 · pÕ
1 · cos (–)

(2.28)

This Moiré pattern now decodes all possible relative positions of the two grat-
ings. While in the phase stepping approach, the stepping curve is acquired
by a relative shift of one of the gratings, a “quasi stepping curve” is acquired
in the fringe scanning, by a relative movement of the sample with respect
to all (static) gratings. This principle is explained in Fig. 2.6. In Fig. 2.6a
an example Moiré pattern is shown. If a sample is moved from position #1
to #5 during the scanning, it will be measured at di�erent positions of this
Moiré pattern. After a resorting step, these intensity modulations can be
interpreted as the quasi stepping curve shown in Fig. 2.6b. With this step-
ping curve the same mathematical signal extraction as discussed above, can
be performed to obtain the three images (attenuation, XDF and di�erential
phase).
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Figure 2.5 Moiré fringe example: The figure shows the resulting Moiré fringe
pattern of two line patterns with 16 % di�erence in their period (– = 0). For the
X-ray gratings, a similar e�ect occurs.

Figure 2.6 Explanation of the Moiré fringe scanning approach: (a) Ex-
ample Moiré pattern with indicated sampling points for an object being moved from
left to right through the pattern. After a resorting step, these intensity modulations
can be interpreted as a quasi stepping curve presented in (b).
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2.2.3 Phase- and XDF-sensitivity
Two important parameter for a GBI system are the angular sensitivity S,
and the correlation length ›corr. The sensitivity S defines the translation of
an angular deflected X-ray into a measured signal for the di�. phase[63, 64]:

S = 2fi
DG2,S

p2
=̂2fi

DG0,S

p0
(2.29)

DG,S is the distance between the sample and the corresponding grating (either
G0, if the sample is placed between G0-G1 or G2 if the sample is placed
between G1-G2) and p is the period of this grating. The smaller the period
and the larger the distance to the corresponding grating is, the higher is the
measured phase signal.
The correlation length ›corr defines the length-scale the imaging system
probes the autocorrelation function (ACF) of a given sample[57, 58, 63, 64].
This parameter is usually defined as

›corr = ⁄ · DG2,S

p2
=̂⁄ · DG0,S

p0
, (2.30)

which is also dependent on the wavelength ⁄ of the applied X-rays. When
a sample is probed at di�erent correlation lengths (e.g. by varying the
energy, distances or grating periods), it’s autocorrelation function can be
reconstructed[58, 65]. For most typical samples the XDF signal will become
higher, the closer the correlation length of the system is to the feature-size
of the sample.
The positions of the gratings (e.g. a symmetric system with equal distances
between the gratings, or asymmetric geometries with either G0 and G1 or
G1 and G2 being closer together) do not influence the the sensitivity as both
S and ›corr are only dependent on a single grating period. However, the other
two gratings still have to fulfill[11]

p0 = L

d
· p2 (2.31)

and

p1 = L

L + d
· p2 (2.32)

which might result in very small or large periods for extreme asymmetric
geometries.
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Figure 2.7 Origin of the XDF signal of lung tissue: Multiple scattering on
the air-tissue interfaces (as indicated by the histological image) results in a blurring
of the fine fringe pattern which is measured as the XDF signal. Adapted version
of the figure published in [68].

2.2.4 Dark-field imaging of the lung
The very first in-vivo dark-field images of mice[66] revealed a very strong
signal for the lung due to the porous microstructure of the lung tissue. This
microstructure is given by hundreds of millions of alveoli which are basically
air-tissue interfaces to allow for a proper gas exchange. A histological slice of
such a lung tissue is given in Fig. 2.7 together with a schematic explanation
why such a tissue creates a strong XDF signal: at every air-tissue interface a
small deflection of the X-rays occurs which results finally in a large amount
of ultra-small-angle X-ray scattering. Quite soon after the first in-vivo pub-
lication, numerous follow-up studies were performed to quantify the possible
diagnostic benefit of this new imaging technique, especially for lung imaging.
Here the idea was that any lung pathology, which a�ect the microstructure
of the lung, should be much better visible in the XDF images as conventional
radiography cannot resolve these structures. Indeed, these studies could show
a significant improvement in lung diagnostic by XDF imaging[22, 24–29, 67].
These promising preclinical results with mice are the motivation for this PhD
thesis to translate this technology from small animals to animals with thorax
dimensions comparable with humans.
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Figure 2.8 Conventional X-ray tube: (a) Schematic of the X-ray tube with the
electron being decelerated in the anode material. (b) Spectrum of a conventional
X-ray tube with tungsten as an anode material. The Bremstrahlungs spectrum
is very broad with a maximum energy of the full acceleration voltage of 120 kVp.
Additionally, there are the characteristic lines of the tungsten at K

–

= 59 keV and
K

—

= 67 keV visible.

2.3 X-ray generation & Detection
For all X-ray imaging experiments at least two components are necessary
besides the sample to be imaged; an X-ray source and a detector. Although
there are many di�erent (exotic) types of X-ray sources like hot plasmas and
synchrotrons, only (conventional) X-ray tubes are discussed in more detail
here, as all experiments in the thesis were performed using those devices.
For the detection of the X-rays two di�erent types of detectors are discussed
in detail; energy-integrating detectors and energy-dispersive photon-counting
devices, as both were used during this thesis.

2.3.1 X-ray tubes
One of the oldest ways of creating X-rays is by decelerating fast electrons in
a block of material with a high atomic number Z[69]. Usually these electrons
are emitted by a glowing filament (the cathode) and then accelerated in a very
high electric field between the cathode and the stopping material (anode).
This process in sketched in see Fig. 2.8a. This anode is often formed from
tungsten due to the high melting point and high Z of this element. However,
also other materials like molybdenum, rhodium or silver are used frequently.
By the deceleration of the electrons by the atoms of the anode, X-rays are
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emitted with a very broad energy spectrum - the so called Bremsstrahlung[70].
The emitted X-rays have a very broad energy distribution with a maximum
energy of the full kinetic energy E

kin

= e · U of the incident electrons. e is
here the elementary charge of 6.02 · 10≠19C and U is the electric potential
between the cathode and the anode. This voltage is typically in the range
of a few ten to hundred kilovolts. Additionally, there can be characteristic
X-ray peaks in the spectrum (see Fig. 2.8b), caused by fluorescence in the
anode material. Here, an incoming electron excites a bound electron of one
of the inner shells of the atoms in the anode. When the atom now relaxes,
an electron from a higher shell will fill this vacancy and the energy di�erence
will be emitted as an X-ray with a very discrete energy[69].
The major drawback of this approach to create X-rays is the rather poor
e�ciency. The conversion of input electrical power towards the output of
X-rays is below 1 % for conventional X-ray tubes[69]. Most of the energy is
lost here in form of heat in the anode. This renders high power X-ray tubes
technically challenging, especially in terms of cooling of the anode. As an
improvement, rotating anodes were invented to increase the area of the anode,
where heat is dissipated to allow for much higher powers. Additionally, active
cooling can be applied, e.g. by a cooling liquid being pumped through the
anode[69].
The size of the area where the electron beam hits the anode material is
defined as the area of the focal spot. Larger focal spots allow for higher
powers, however will result in an increased blurring in the acquired images.
Medical X-ray tubes have focal spot sizes of around 1 mm2, but there are
also tubes available with spot sizes in the micro or even nanometer range.
These tubes are not used for medical imaging, but rather for investigation of
very small samples in industry and research due to the very limited flux[69].

2.3.2 Energy integrating detectors
Nowadays, the most common class of medical X-ray detectors are energy-
integrating flat-panel detectors (see sketch in Fig. 2.9). The working prin-
ciple of these detectors is explained here in detail, based on the textbook
by Willmott[36]. As these devices cannot convert the X-rays to an elec-
tronic information directly, several intermediate steps are applied in these
detectors. First, the X-rays are converted to visible light in a scintillating
material. After excitation of the atoms in these scintillator crystals with
the incident X-rays, there is a high change that these atoms will send out
visible light during their de-excitation process. This light is then registered
by a pixelized, light sensitive layer directly below the scintillator. This can
either be a CCD-camera, or an array of photo sensitive diodes (TFT). As
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Figure 2.9 Flat-panel detectors: X-rays are first converted to visible light in a
scintillator layer and then recorded by a pixelized, photo sensitive layer.

these detectors sum up all the secondary light during a certain integration
period, they are called integrating detectors. As the amount of secondary
light is ideally proportional to the energy of the primary X-ray photon, also
an intrinsic energy-weighting is applied. Additionally, the detector cannot
distinguish between di�erent X-ray events, as it only “sees” the amount of
secondary light.
Most types of detectors are “blind” for new events during the short time,
where the actual electronic readout is performed. Therefore, it is beneficial
for dose sensitive experiments to not apply X-rays during this read out time.
This can be achieved by digital synchronization of the X-ray detector and
X-ray source, to allow exposure in the X-ray window only, where the detector
is sensitive.

2.3.3 Photon counting detector/ X-ray spectrometer
A completely di�erent class of detectors are single-photon-counting
devices[36]. These detectors apply a direct conversion of the incident X-
ray into a measurable electric charge inside of a semi-conductor layer (see
Fig. 2.10a). Advanced versions of these detectors are further able to discrim-
inate the energy of every incoming X-ray photon by comparing the measured
charge against a reference (see Fig. 2.10b). However, there are only quite a
few examples (e.g. the Philips MicroDose system) where this technology is
already implemented into medical products as these detectors are still quite
expensive, especially for larger sensitive areas. For low dose applications
they provide superior noise properties, as they do not su�er from electronic
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Figure 2.10 Photon counting detectors: (a) Incoming photons are directly
converted into an electric charge Q in a semiconductor layer. This electric charge
is then collected and compared to di�erent thresholds (b). Based on these thresh-
olds the individual events are grouped into di�erent energy bins. To be able to
distinguish individual X-ray photons, this readout needs to be very fast.

read-out-noise like the flat-panels[71]. The multi channel, energy-resolving
feature is mostly used in industrial applications of X-ray spectrometers[72]
with a single pixel, but also for medical applications first test with multiple
energy bins are performed[71]. However, for imaging applications only a very
small number of energy bins is usually used, compared to several thousand
energy bins available for the single pixel X-ray spectrometer. The main rea-
son here is that every energy bin will only get a fraction of the available
photon, resulting in increased noise in these sub-images[71].
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2.4 Dosimetry

As X-rays are ionizing radiation, they are potentially harmful for any living
being[73]. For the developed prototype it was therefore a major task to mini-
mize the radiation exposure as much as possible to meet clinically compatible
values.
The danger of the X-rays for living cells was discovered much later than
the X-rays itself[69]. In the early 20th century there were X-ray devices
available for entertainment at parties or for example at the shoemaker to
check the fitting of shoes[69]. Radiation protection was, at this time, of no
concern. Over the years this was stopped when the ionization e�ects of X-
rays were investigated more and more. Today, X-rays are regulated by law
in Germany[74] and most other parts of the world. Due to their invaluable
contribution to modern medicine and technology it is still legal to apply X-
rays to humans and other living beings, however the benefit of the X-ray
image has to outtake the damage of the exposure.
But how can the damage by X-rays or the risk of damage to a living being
be measured? The answer of this question will be discussed in the following
sections, however is still part of active research. Especially the radiation
protection guidelines for the thresholds have become much stricter in recent
years[75, 76].
The basic idea behind radiation protection is the limitation of the applied
radiation dose to human beings (and animals). However, the measurement
of this radiation dose is not straight forward and often even completely im-
possible. Here we start with a simple example about the energy content of
X-rays adapted from [77]:
100 g chocolate might contain an energy equivalent of about 2300 kJ which
would also be su�cient to power a 80 W light bulb for around 8h. How-
ever, if the same amount of energy would be applied in form of X-rays to a
80 kg person, this would result in 28.750 Gy[=J/kg] of radiation dose which
is around 1000 times the lethal dose.
It is not the pure energy content of the X-ray radiation which renders them
harmful but rather their microscopic interaction with living cells[73]. These
interactions are mostly related to ionization processes that destroy parts of
the DNA in the cells. In the following, a few concepts are introduced on how
to measure and classify the “dose” of X-rays on the various stages of their
interaction levels.
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2.4.1 Air kerma
Most often, the intensity of an X-ray beam is classified by the amount of
ionization events introduced in an unit volume of a reference material. This
measurement unit is called the (air) kerma which stands for the Kinetic
Energy Released per unit MAss and is given in SI units as gray (Gy)[73]:

K [Gy] = Ekin

mass
[J ]
[kg] . (2.33)

This value highly depends on the material used for the interaction and is
therefore most often given for air. It is measured by an ionization chamber
which measures the electric current of ionized electrons in this chamber. The
drawback of this quantity is the non-linear interaction probability of X-rays
with air with respect to typical X-ray energies[73]. Fig. 2.11 shows two tung-
sten spectra, both scaled to 1 Gy air kerma but once for 120 kVp (pre-filtered
with 1.6 mm Al) and once for only 20 kVp (both solid lines). Additionally,
there are both spectra filtered with 2 mm of water. While for the 120 kVp
spectrum almost nothing happens to the flux (and therefore the measured
air kerma), do this 2 mm of water filter about half the flux and almost 90%
of the measured air kerma for the 20 kVp spectrum. The measured air kerma
makes therefore only sense, if the underlying X-ray spectrum is known. This
non-linear behavior renders the air kerma a very un-intuitive measurement
quantity. However it is still broadly used, as it is easily accessible.

2.4.2 Energy dose
Much more intuitive would be a direct measurement of the energy dose,
defined as the stored (radiation) energy per unit mass (also given in Gy), in
a certain sample[73]:

D[Gy] = absorbed energy
mass

[J ]
[kg] . (2.34)

However, most dense sample of interest do not allow for such a direct mea-
surement, as they are not “a measurement device” itself. For most appli-
cations the energy dose can therefore only be calculated or deducted from
other measurements.

2.4.3 Equivalent dose
Besides X-rays, there are many more sources of ionizing radiation, like alpha
or beta radiation, neutron radiation and other particles. All these particles
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Figure 2.11 Air Kerma: Two X-ray spectra with the same amount of air kerma,
however completely di�erent shapes. Therefore, the measured air kerma has always
to be given together with an information about the underlying X-ray spectrum.

have di�erent microscopic ionization properties, mostly related to the number
of ionization events per path length and the number of energy transferred
per event. To account for their di�erent harmfulness to living tissue, an
equivalent dose H was introduced which is given in Sievert (Sv)[73]:

H[Sv] = w
R

· D. (2.35)
The weighting factor w

R

is simply 1 for all kinds of photons and becomes
20 for e.g. alpha particles, to account for their increased damage to living
cells[73]. However, this factor is purely empirical.

2.4.4 E�ective dose
Not all types of tissue react to radiation in the same way. There are very
radiation sensitive tissues like the lens in an eye and glandular breast tissue
and rather robust tissue types like skin. To account for this, the concept of
the e�ective dose was developed[73]:

ED[Sv] =
ÿ

w
T

· H
T

, (2.36)

which is basically a sum of all individual tissue doses, weighted by a factor
w

T

that takes the radiation sensitivity of the tissue into account. As all
the w

T

sum up to one, this e�ective dose ED is used to give the risk for
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examination e�ective dose
time

equivalent
CT-abdomen and pelvis 10 mSv 3 years

CT-chest 7 mSv 2 years
radiography-chest 0.1 mSv 10 days

Table 2.1 Typical e�ective dose values for di�erent radiological exam-
inations. The time equivalent is given with respect to 3 mSv natural background
radiation. The values are taken from the RSNA[78].

radiation induced morbidity, as a large exposure distributed to the full body
might result to the same risk of morbidity as a small exposure to a single
radiation sensitive organ. These weighting factors are e.g. given in ICRP
103[76]. Typical values for di�erent radiological examinations, as well as their
equivalent to the natural background radiation of about 3 mSv are given in
Table 2.1.
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2.5 Wave-optical simulations
Simulations can serve as an essential tool in the development and optimiza-
tion of new imaging methods. They allow for a cheap and easy prediction
of the performance of an imaging system without the uncertainties usually
related with experimental parameters in a lab experiment. However, a sim-
ulation can only model reality up to a certain accuracy; the obtained results
will therefore be limited by the weakest assumption made in this model-
ing process. Accounting for the wave-particle dualism, there are two com-
plementary simulation approaches, when it comes to X-rays. Wave-optical
simulations which are discussed in the following sub-sections and Monte-
Carlo based simulations which account for the stochastic particle nature of
X-rays. These types of simulations are discussed in section 2.6. While the
wave-optical simulations can account for wave e�ects like phase propagation
and interference, they cannot account for Compton-scattering and vice versa.
Therefore, a combination of both simulation approaches is needed to fully
model an X-ray system.
For wave-optical simulations of grating-based imaging systems, di�erent ap-
proaches have been discussed in literature[79–85]. As major results in this
thesis were enabled by wave-optical simulations, their principle and their
specific numerical implementation for this thesis is discussed in detail in the
following.

2.5.1 Parallel vs. cone-beam geometry
Almost all X-ray imaging systems are cone-beam systems as the rather large
detector is illuminated with a point like source (the focal spot). The assump-
tion of a simple plane wave for the X-rays does not hold therefore. However,
a numerical implementation of a propagator which accounts for the magni-
fication in the system (so called angular spectrum propagator[86]) is rather
complex. A much more simple way is to rescale the system geometry from
the cone-beam to an equivalent parallel-beam system by using the Fresnel
scaling theorem[33].
The total length of a grating based imaging system can be defined by the
distance L between G0 and G1 and the distance d between G1 and G2 via

T = L + dcone. (2.37)
The subscript “cone” is used here to indicate that the length is measured
in the real lab system, while the subscript “par” will indicate a rescaled
length for the calculation and simulation in the corresponding parallel beam
geometry.
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The magnification of the cone-beam system is defined as

M = T

L
= 1 + dcone

L
. (2.38)

According to the Fresnel scaling theorem, both the propagation distance as
well as the grating period of the G2 have to be rescaled to

dpar = dcone

M
(2.39)

pG2,par = p2,cone

M
(2.40)

to be able to reuse the simple Fourier propagator defined in Eq. (2.18). This
allows to model the wave-front as a simple array with constant size, without
the need to resample it after every propagation step.

2.5.2 X-ray source & X-ray detector
To model the X-ray source, or more precisely the X-ray spectrum of the
source, the software package Spektr[87] was used in this thesis. It is based
on the work by Boone et. al[88] which models generic tungsten spectra by
polynomial coe�cients. Such a spectrum is shown for example in Fig. 2.11.
The spectrum S is given as the number of photons per energy bin and mm2

S = n(E). (2.41)
The detector is taken into account either as an energy-integrating or photon-
counting device with the absorption e�ciency of the active layer incorporated
into the e�ective X-ray spectrum.

2.5.3 Wave-front propagation
To simulate a grating based imaging system a plane wave is propagated from
the X-ray source to the detector. The simulation is started with a planar
wave front which is set to 1 in every sampling point (usually a few hundred
sampling points per grating period). During the propagation the interaction
of the wave-front with the gratings is taken into account by a multiplication
of the wave-front with the complex transmission functions of the gratings. In
a first step the planar wave-front is multiplied with the complex transmission
function TG1 of the G1. An example for such a transmission function

TG1(x, E) = e≠d(x)·[ µ(E)
2 ≠i·k(E)·”(E)] (2.42)
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Figure 2.12 Transmission function of G1: Real and imaginary part of the
complex transmission function of a G1 gold grating with 170 µm height for 50 keV
photons and (a) rectangular shape and (b) triangular shape.

is given in Fig. 2.12 for di�erent grating shapes d(x) (µ(E) is the energy
dependent attenuation coe�cient, k(E) is the wave vector and ”(E) is the
energy dependent refractive index decrement). Usually d(x) is a periodic
function with either rectangular steps or a trapezoidal shape. However, in
principle, d(x) can have any shape as long as it is periodic.
Using the Fresnel propagator from Eq. (2.18), this wave-front can then be
propagated towards the rescaled position of the G2 by multiplying the Fourier
transformed wave-front with the Fourier transformed propagator. According
to Eq. (2.20) the wave-front is then obtained by the inverse Fourier trans-
form of the result. Such a propagation is visualized in Fig. 2.13. Here a
binary G1 with a period of 8.73 µm and a height of 170 µm gold is applied
to the planar wave front. The red curve shows the propagated wave-front
23 cm downstream of the G1 (for 50 keV). The shape of the wave-front is
rather complex due to propagation e�ects. Especially the intensity behind
the absorbing gold structures is a result of di�raction/propagation e�ects.
The e�ect of G0 (with period pG0 and duty cycle ·G0) is implemented by a
convolution of the propagated wave-front with one period of the projected
slot width wG0,proj (compare Fig. 2.3b) of the G0:

wG0,proj = dpar

L
· ·G0 · pG0. (2.43)

This results in a further smoothing of the intensity of the wave-front (yellow
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Figure 2.13 Wave-front propagation: A planar wave-front with 50 keV is
propagated 23 cm (red curve) downstream of a G1 with 8.73 µm period and 170 µm
gold height (blue curve). The wave front has now a rather complex form due to
propagation e�ects. However, after application of the smoothing e�ect of G0, most
of these fine features are gone (yellow curve).

curve in Fig. 2.13). Finally, the wave front is multiplied with the transmission
function of the G2 for di�erent relative positions of the G2, similar to a real
phase stepping, to obtain the stepping curves. This process is done for all
relevant energies individually and the resulting intensity is then given by the
sum of e�ective X-ray spectrum, weighted with the corresponding wave front
intensities.

2.5.3.1 Grating imperfections

To account for grating imperfections, such as bridges or not perfectly straight
grating lamellas, an additional smoothing of the wave-front can be applied
by a convolution with a Gaussian kernel with standard deviation ‡smooth.
Additionally, the gratings will always have a variation in height, as can be
seen in the REM image of one of the G1 grating tiles in Fig. 2.14. To account
for this variation, the code implemented for this thesis includes a ripple (in
percent of the maximum height) that can be added to the height of the
gratings (see Fig. 2.15a). This is a new feature compared to other published
wave-optical simulation frameworks[79–85]. This ripple has an interesting
e�ect on the simulation of G1 gratings with very high gold structures. If
no ripple is applied, there will be a defined phase shift in addition to the
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attenuating e�ect of the grating bars. This causes an oscillating visibility for
di�erent energies, as shown in the simulated visibility spectrum in Fig. 2.15b
for two fixed heights of 170 µm and 180 µm respectively. With the additional
ripple, these oscillations are gone.

Figure 2.14 REM-images of the G1 grating: (a) Overview and (b) details
of a G1 grating with 8.73 µm period and an average height of 155 µm. The height
of the grating has local distortions of several micrometers. These distortions are
modeled with the additional ripple parameter in the simulation.
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Figure 2.15 G1 ripple: (a) G1 grating with and without an additional ripple of
0.1. (b) Resulting visibility spectrum for a G1 grating with di�erent heights and
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Figure 2.16 Cross sections: The figure shows the di�erent cross sections (= in-
teraction probabilities) for the three main interaction channels of X-rays with water
in the energy range between 10 and 100 keV. For lower energies (<30 keV) photo
e�ect is the dominating interaction. For higher energies incoherent Compton-
scattering becomes more and more important.

2.6 Monte-Carlo simulations

2.6.1 Motivation
The main di�erence between wave-optical simulations discussed above and
Monte-Carlo based simulations is the stochastic process involved in the lat-
ter to account for the particle nature of photons. Monte-Carlo methods
are often used to simulate the interaction of particles with matter in high
energy physics but are also often used to evaluate the influence of Compton-
scattering in X-ray imaging. This is important, as Compton-scattering can-
not be modeled with the wave-optical approach discussed above.

2.6.2 Physical model
Each interaction channel of a particle with matter is associated with a certain
probability. Most often these probabilities are generated from the measured
(or calculated) cross sections for the specific interaction. For X-rays this can
be for example the photoelectric e�ect or Compton-scattering which both
have a defined probability to occur per unit length of the object. For water,
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such cross sections are given as an example in Fig. 2.16. Below 30 keV, the
photoelectric e�ect is the dominant interaction and above it is the incoher-
ent Compton-scattering. Coherent Thomson scattering has a much lower
probability for all relevant energies here.

2.6.3 Simulation framework
The basic concept of the MC-simulation is to shoot a large number of X-ray
photons from the source point towards the detector. Each photon is tracked
individually and at every sampling point (the precision is limited by the voxel
size of the simulated volume), interactions with the atoms of the volume of
interest are calculated on a stochastic base. The interaction probabilities
are given by the energy of the photon and the elemental composition of the
matter at the interaction point. The particles are tracked as long as they
are propagating within the volume. Also, secondary particles created by a
collision can be considered with most MC softwares. Finally, the particles
reaching the defined detector are registered.
A large amount of primary particles (usually 1010) is needed to reduce the
influence of noise and to get stochastic robust results. However, this makes
these simulations expensive. In this thesis, the Monte-Carlo framework
GATE[89] is used. It is basically a wrapper around the famous Geant4[90]
framework with the focus on biomedical imaging applications. This frame-
work takes care of all the geometry parameters, the propagation of the pho-
tons and all the physical interactions.



36 2.6. Monte-Carlo simulations



Chapter 3

Design specifications of the
scanner

In this chapter the design specifications and requirements of the new scan-
ner are discussed in section 3.1. The optimization of the three X-ray grat-
ings under these requirements (based on simulations) is then presented in
section 3.2. Further, the concept to obtain a large field-of-view via a slot-
scanning approach is elaborated in section 3.3 together with the results of the
manufacturing and installation of the large X-ray gratings. Section 3.4 gives
an overview of the implemented hard- and software parts of the prototype.
Finally, the image acquisition process is briefly explained in section 3.5.
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3.1 Requirements for the new scanner
For the translation of XDF imaging towards the clinic, pigs were chosen as
the last step in the process of going from mice to human applications. The
porcine thorax anatomy is considered to closely resemble that of humans
and pigs are therefore a widely accepted model for translational respiratory
medicine[31].
To enable in-vivo chest imaging of pigs, several requirements have to be met:

37
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first, the entire thorax has to be covered which requires a large field-of-view
(FOV) of at least 30 ◊ 30 cm2. Second, to minimize motion artifacts, the
full scan has to be conducted during a single (induced) breath stop, which
should not exceed one minute due to animal care regulations. Third, the
applied radiation dose should be reasonably low, to be compliant with clinical
standards. Finally, the images have to be acquired at clinically relevant
energies (typically 60-150 kVp are required to penetrate a thorax for chest
radiography). While first applications of high-energy XDF imaging have
been carried out as proof-of-principle investigations[21, 91–94], none of the
proposed systems satisfied all the above requirements at once.
For the new scanner, a rather asymmetric system geometry as sketched in
Fig. 3.1 was chosen with the additional constraint of a maximum system
length of about two meters fitting in the experimental hutch. A vertical
beam path was favored, as the animals will be scanned during anesthesia
and therefore need to be recumbent. As the scanner is designed for imaging
of thick lung samples, a rather low XDF sensitivity was chosen to prevent
signal saturation in the strongly scattering lung, especially in the lateral pro-
jections (compare Fig. 5.2d), where the signals of both lungs are combined.
To estimate a useful angular sensitivity S and correlation length ›corr (comp.
section 2.2.3) for the new scanner, the very first XDF measurements of a
porcine lung presented in [94], were used as a reference. For the system used
in the reference experiments a sensitivity of

Sref ¥ 1 · 105 (3.1)

and a correlation length
›corr,ref ¥ 0.4 µm (3.2)

can be calculated (for 50 keV photons) from Eq. (2.29) and (2.30). Therefore,
for the new scanner grating periods of 68.72/8.73/10 µm for G0/G1/G2 were
chosen. This parameter result in a similar angular sensitivity and correlation
length for a system with a length of 1.8 m and inter-grating distances of
157 cm between G0 and G1, 23 cm between G1 and G2 and the sample being
placed on the table 15 cm above G1:

Snew ¥ 1 · 105 (3.3)

and
›corr,new ¥ 0.5 µm (3.4)

for photons with 50 keV.
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Figure 3.1 Image with schematic of the scanner: Schematic (a) and pho-
tograph (b) of the developed scanner with color coded features. The sample (e.g. a
pig) is placed on a table made of 6 mm polycarbonate. The x-ray source is mounted
on the ceiling and the detector is placed on the floor of the experimental hutch.
This limits the maximum system length to about 2 m. The G1 and G2 grating
are placed beneath the table and the G0 is mounted close to the X-ray source. To
prevent unnecessary exposure, a slot collimator limits the exposed area to the size
of the G2 grating.

3.2 Grating optimization
With the grating periods being fixed by the desired geometry and chosen
sensitivity, several grating parameters are still free to define. In the following
sections, the optimization of the three gratings is therefore discussed in detail.

3.2.1 G0
3.2.1.1 G0 height

Due to the relaxed requirements for the G0 period of about 70 µm, a larger
gold height can be expected for this grating. However, higher gold structures
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always come with an increased risk for a failure in the grating fabrication
process. To minimize this risk, an optimization study was performed by using
wave-optical simulations1 where the G0 height was varied and the resulting
visibility was calculated for di�erent tube voltages (G1 and G2 heights set
to 150 µm and G0 duty cycle was set to 0.7, compare next sections). The
results of this optimization are shown in Fig. 3.2.
With this approach, the best trade-o� between the gold height and the fab-
rication risk was estimated, as at some point the G0 gold height will not be
the limiting factor for the visibility anymore (see plateau in Fig. 3.2 for very
high gold structures). Here the other gratings become the bottleneck for the
visibility. However, due to the exponential nature of the Lambert-Beer law,
it becomes unreasonable from an engineering point of view to aim for such
high gold structures, as the gain in visibility is just a few percent, e.g. when
doubling the grating height from 200 µm to 400 µm. Finally, to minimize the
risk at still quite good values for the visibility, a height of 200 µm was chosen
for the G0. If a tube voltage much higher than 70 kVp is anticipated (trans-
mission of 200 µm gold at 70kVp is T70kVp < 3%), a higher gold structure
should be used or a loss in visibility has to be accepted.

3.2.1.2 Duty cycle

The optimal duty cycle of the G0 grating with respect to the visibility was
considered in the literature to be as high as possible[95], as no additional dose
is applied to the sample for a reduced slit size. However, in reality this value
is limited by the available tube power and the measurement time. Extending
the work presented in [95], it is shown in the following that there also might
be an optimal duty cycle for the case of optimizing the visibility for a fixed
sample dose:
If the duty cycle of G0 is chosen too high and if there is a remaining trans-
mission through the grating bars, at some point there will be more “leaked”
radiation through the grating bars than through the actual grating slot, as
indicated in Fig. 3.3. The quality of the grating can be classified by a quality
parameter

Q = intensity behind grating slot
total intensity behind grating (3.5)

However, this quality parameter is not su�cient to describe the performance
of the grating, as a G0 with a very small duty cycle would achieve a high Q
value, but still a poor visibility due to the small duty cycle. The resulting

1please see chapter 2.5 on page 28 for more details about the simulations.
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Figure 3.2 Results of the G0 height optimization: The vertical black line is
the design height of 200 µm. This height was chosen as the best trade o� between
visibility and possible failure in grating fabrication. For tube voltages of around
60-70 kVp, 200 µm are already close to the plateau (T70kVp < 3%) and due to the
exponential nature of the Lambert-Beer law, a significant increase in height would
be necessary to further improve the visibility here.

e�ective visibility Ve� of a grating based imaging system is therefore given
as the visibility of the system with a perfect point source V0 reduced by a
factor Vrel,G0

Ve� = V0 · Vrel,G0 (hG0, ·G0) (3.6)

which takes the height hG0 and the duty cycle ·G0 of G0 into account (com-
pare to equation (2.63) in [60]) and needs to be computed by wave-optical
simulations. This factor might be close to one for a theoretical G0 with in-
finitesimally small gaps and 100 % attenuation e�ciency, but will be much
smaller for a realistic system, depending on the transmission through the
grating bars as shown in Fig. 3.4. These values for Vrel,G0 were obtained
by the wave-optical simulations. For a grating height of 200 µm and a tube
voltage of 70 kVp a remaining transmission of about 3 % of the photon flux
can be assumed. As can be seen in Fig. 3.4b, the optimal duty cycle for such
a grating would be around 0.8. However, for the actual G0 grating a slightly
reduced duty cycle of 0.7 was chosen to improve the flux output a little and
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Figure 3.3 Conceptual explanation of di�erent duty-cycle e�ects: The
blue curves show the resulting intensity profiles behind the grating (white is air,
grating bars are made of gold with insu�cient gold height and 10% remaining
transmission). (a) For a grating with a small duty cycle of dc=0.5, the grating
performance is only Q=0.4. (b) for an increased duty cycle of dc=0.7, the qual-
ity is also increased to Q=0.8. (c) For the extreme case of a very narrow gap
(dc=0.95) and 10% remaining transmission through the gold, the grating perfor-
mance is very poor again with Q=0.3.

to reduce the fabrication constraints slightly.

3.2.1.3 Substrate

For the G0 a graphite substrate was chosen as it is beneficial for fabrication of
very high structures. As graphite is conductive, no further processing of the
substrate is necessary to allow for a galvanization with gold. The application
of a thin conductive metal layer, e.g. to silicon substrates might result in
decreased quality of the grating structures due to fluorescence events in this
metal during the fabrication process. A drawback of graphite as a substrate is
its intrinsic microstructure, which can also cause an XDF signal. Therefore,
graphite is only suitable as a substrate for a G0 or G2 were the system is not
sensitive at all.
The final design parameters of the G0 grating are listed in Table 3.1.

3.2.2 G1
Conventional phase gratings would not work as a G1 in the desired geometry
as the first Talbot propagation distance T

p

would be much too large (e.g.
for 50 keV photons T

p

=1.54 m for a fi/2 phase-grating with 8.73 µm period).
Therefore, in the following paragraph two other approaches are compared
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Figure 3.4 Results of the G0 duty cycle optimization: The figures show
the relative visibility V

rel,G0

(1=no loss, 0= zero visibility left) with respect to the
attenuation e�ciency and duty cycle of the G0. (a) Only for gratings with 100 %
stopping e�ciency, the optimal duty cycle will be close to 1 for arbitrary X-ray
spectra. As soon as there is any leakage through the grating, a smaller duty cycle
is preferred. (b) Line profiles of the two white dashed lines for two realistic example
transmission values: A=0.97 represents the attenuation e�ciency of 200 µm gold
with a 70 kVp tungsten spectrum and A=0.90 for a 120 kVp spectrum.

G0 G1 G2
Substrate 1 mm Graphite 0.525 mm Silicon 0.5 mm Silicon

Period 68.72 µm 8.73 µm 10 µm
Height Æ 200 µm Au >150 µm Au >150 µm Au

Duty-cycle 0.7 0.5 0.5
Active size 50 ◊ 50 mm2 400 ◊ 50 mm2 400 ◊ 50 mm2

Table 3.1 Design specifications for G0, G1 and G2.
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in simulations to figure out the most suitable reference gratings for the new
scanner.

3.2.2.1 Binary attenuation vs. triangular phase gratings

As discussed in section 3.1 on page 37, an XDF imaging-system with
a reduced sensitivity is beneficial for lung imaging. This renders the
non-interferometric approach with an attenuation grating as G1 (see sec-
tion 2.2.2.1) suitable, as this type of system comes with an intrinsic low
sensitivity and compact design. However, for the anticipated grating periods
and distances some minor di�raction e�ects will already occur as the system’s
Fresnel-number F is below 10 for 50 keV photons with a propagating distance
of d = 23 cm after an aperture of a = p1

2 = 4.4 µm. An additional method to
reduce the system length for high energy applications was proposed in [96]:
By using non binary (e.g. trapezoidal) G1 structures it is also possible to
reduce the necessary propagation distance drastically.
To estimate which of these two approaches performs better and which grating
parameters would be most suitable for the new scanner, a simulation study
was performed with the parameters listed in Table 3.2. Fig. 3.5a and 3.5b
show the resulting visibility for binary attenuation gratings and triangular
phase gratings for di�erent tube voltages.
To account for the filtering of a human/porcine thorax sample, all X-ray
spectra were pre-filtered with 15 cm water. From a fabrication point of view,
150-170 µm gold height was the upper limit which can be reached at the de-
sired period of 8.73 µm at the time of manufacturing the gratings. At this
height, the visibility is slightly higher for the attenuation grating approach,
than for the triangular phase grating with an optimized height of 26 µm. A
further benefit of the attenuation grating is the robustness against changes
in the X-ray spectrum. As can be seen in Fig. 3.5c, the performance of
the attenuation grating is mostly limited by the K-edge of the gold around
80 keV. The increased transmission for photon energies below this edge leads
to a drastic reduction in visibility. A further benefit of these gratings is their
robustness against variations in grating height, duty cycle and the overall
shape compared to triangular gratings and their broad optimum in the vis-
ibility spectrum which reduces visibility-hardening e�ects (as explained in
chapter 4.6 on page 85). In contrast, the triangular gratings are very sensi-
tive to deviations from their ideal shape and even small distortions can lead
to a lateral shift of the zero crossing in the visibility curve in Fig. 3.5c. If
these negative visibilities would overlap with a fraction of the X-ray spectrum
that contains a lot of photons, it would drastically reduce the performance
of the system[97]. Preserving the ideal shape of triangular gratings would
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Figure 3.5 Performance of attenuation vs. triangular phase gratings:
Simulation of the resulting visibility for binary attenuation gratings (a) and trian-
gular phase gratings (b) for di�erent tube voltages (pre-filtered with 15 cm water).
The achievable visibility is slightly higher for the attenuation grating approach,
especially for very high G1 heights. (c) Energy-resolved visibility for a realistic
height of 150 µm gold for the attenuation gratings and for trapezoidal grating with
the optimal height of 26 µm. For the photon energies present in a realistically
filtered 70 kVp spectrum (yellow dashed line), these visibilities are very similar.
However, the attenuation approach is much more robust against variations in the
X-ray spectrum and grating distortions.
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Simulation
G0 period 68.72 µm
G0 height 200 µm Au

G0 duty cycle 0.7
G1 period 8.73 µm
G1 height 0-200 µm Au

G1 duty cycle 0.5
G1 shape binary/triangular
G2 period 10 µm
G2 height 170 µm Au

G2 duty cycle 0.5
distance G0-G1 1571.4 mm
distance G1-G2 228.6 mm

G1 ripple 0.1
‡

smooth

0.075
Detector 600 µm CsI

Table 3.2 Simulation parameters for G1 optimization.

require high demands on their fabrication process and would require a bent
implementation into the system. Although they might o�er a similar per-
formance in principle, the manufacturing and bent implementation implies
much more risks. Therefore, the attenuation grating approach was chosen
with the parameters listed in Table 3.1 for the G1.

3.2.3 G2
For the G2 attenuation grating a height of more than 150 µm was specified
to limit the leaked photon fluence through the gold bars to less than 5 %
(for an unfiltered 70 kVp tungsten spectrum). The duty cycle was set to 0.5,
although a higher duty cycle would result in a higher visibility. If only phase-
contrast and dark-field images are considered, the optimal duty cycle of an
analyzer grating G2 can be calculated to be around 0.66[63, 95]. However,
this will result in increased noise in the attenuation channel, for the same
sample/patient dose. As the new scanner should provide both high quality
dark-field as well as attenuation images, a duty cycle of 0.5 was chosen as a
compromise. The final parameters for the manufacturing of the G2 grating
are listed in Table 3.1.
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3.3 Increased FOV by a slot-scanning ap-
proach

For the application in chest imaging, a rather large FOV of more than
30 ◊ 30 cm2 is required to cover the full thorax in a single scan. However,
current GBI systems usually o�er only a maximal FOV of about 10◊10 cm2,
contingent on the fabrication limitations of the gratings. One simple way
to increase the e�ective FOV is to use multiple exposures and subsequently
stitch the obtained images together which results in excessively long scan
times and unfavorable movement of the specimen[17, 21, 98, 99]. To over-
come this restriction and to increase the FOV, scanning approaches[61, 100]
and tiled gratings[101–103] have been suggested. However, no system suitable
for in-vivo chest imaging has been presented yet. In the following chapters a
new method to overcome this shortcoming is therefore proposed.

3.3.1 Grating alignment & Stitching
Note that some of the results of this section have been jointly published in
Schröter, et al., Review of Scientific Instruments (2017)[104]. Figures and
text passages in this section may appear similar or identical as in the publi-
cation. This is covered by the journals reprint permissions that can be found
online under [https://publishing.aip.org/authors/copyright-reuse].
To achieve the necessary FOV, a slot-scanning approach was combined with
linearly tiled gratings of about 40 ◊ 2.5 cm2 for the reference grating G1 and
analyzer grating G2. Both gratings are obtained by tiling 8 smaller sub-tiles
of 5.0 ◊ 2.5 cm2 with the help of a tiling frame[104]. The stitching procedure
is shown in Fig. 3.6. The gold structures are created by LIGA processes[105]
on conventional 4” silicon wafers with an active size of 50◊50 cm2 (Fig. 3.6a).
In the next step, the gratings were cut along two sides and also along the
middle line (Fig. 3.6b). The cutting along the middle line was necessary, as
not enough gratings were available and the total length of 40 cm could only
be achieved by sacrificing half of the slot width (therefore only 2.5 cm rather
than the planned 5 cm). The individual grating tiles were then mounted in
a sub holder (Fig. 3.6c) which were then assembled in the full frame. These
tiles can now be rotated along their z-axis with the help of the adjustment
screws.
The strategy to align the individual grating tiles within the assembling frame
is explained here in detail for the G2 grating, but was similar for the G1: A
single tile of both the G1 grating as well as the G2 were positioned in the
middle of the FOV as a reference (see Fig. 3.7a), with the G1 tile covering
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Figure 3.6 Assembly process of the grating tiles in the tiling frame: (a)
LIGA structured 4” wafer with 50◊50 mm

2 grating area (not to scale), (b) cutting
side edges of the grating, (c) assembly of the grating towards end stops in the
sub-holder with adjustment screws, (d) assembly of the sub-holders and the frame.
Figure and caption adapted from [104].

roughly half of the first G2 tile. Further, the z-distance between the gratings
was slightly detuned to show rather large Moiré fringes which is beneficial for
positioning of the further grating tiles as discussed below. The neighboring
tiles of the G2 were then added successively from the center towards the
outside. Every new grating tile was first pre-aligned under a light microscope,
to reduce the remaining gap to the previous tile as much as possible, while
avoiding direct contact to prevent damage. The fine-tuning of the z-rotation
of the new tile was then performed by trying to match the Moiré pattern of
the new tile to the one of the reference tile. As both these fringe pattern
come from a single G1, the gold lamellas of the two G2 tiles will be parallel
if the Moiré pattern are parallel as well (see Fig. 3.7b). This procedure
was repeated until the Moiré fringes over the full FOV became collinear (see
Fig. 3.8b). Finally, the auxiliary bridges which are used to stabilize the thin
wafer during the alignment process, are removed and the gratings are glued
to a 1 mm thick polyimide plate (Vespel SEK 3000, DuPont), before they
are removed from the assembling frame. A photograph of the final grating
is shown in Fig. 3.8a.
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Figure 3.7 Alignment strategy: (a) One tile of G1 and G2 was defined as a
reference each, with the G1 tile covering about half of the G2 tile. The rotation of
the second G2 tile along the z-axis is now adjusted, to create collinear Moiré fringes
across the intersection. (b) The detector raw image with the inter-tile gap in the
center of the sub-FOV. The remaining angular misalignment of the tile occurs as
a mismatch of the Moiré fringes. Figure and caption adapted from [104].

Figure 3.8 Alignment results: (a) Tiled G2 grating with a total structured
area of 384 mm ◊ 24 mm. (b) Detector raw image of the aligned horizontal Moiré
fringe pattern and the vertical inter-tile gaps. The Moiré fringes are not perfectly
parallel lines, as the gratings and their alignment is not perfect. Figure and caption
adapted from [104].
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G1

Adjustment screws

G2

Figure 3.9 Photograph of the implementation of G1 and G2: G2 is fixed
to the lowest aluminum plate by the blue sticky tape and allows for no further
adjustment. Therefore, G1 can be rotated around the z-axis with the help of four
adjustment screws (two on the front and two at the back which are not visible in
the photograph) and additionally the height in z of the grating, as well as a tilt in
x and y can be controlled by four motorized actuators.

3.3.1.1 Installation of G1 and G2

Fig. 3.9 shows the final installation of G1 and G2 in the system. G2 is
directly fixated to the system with no further degree of freedom. To still
allow for an alignment of the gratings, G1 has several degrees of freedom.
Most importantly G1 can be rotated around the z-axis with four adjustment
screws. Additionally, the z-position, as well as a tilt in x and y can be
adjusted by four motorized actuators pushing against the bottom of the
grating frame. To fixate the frame, strong springs are used.

3.3.1.2 Installation of G0

G0 is mounted on top of two goniometers to allow for a rotation around the
z-axis as well as to adjust the y-axis to reduce shadowing artifacts of the G0.
In addition, it is connected to a stepping motor which allows for a lateral
movement in x-direction. The whole assembly is shown in Fig. 3.10.
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G0

Stepper motor

Goniometer

Figure 3.10 G0 mounting: G0 can be rotated around the z- and y-axis with two
goniometer heads (see Fig. 3.1 for explanation of the axis). In addition, the grating
can be moved by a stepping motor in x direction. The additional lead shielding was
removed for this picture.

3.3.2 Swing movement vs. planar movement
(“parallax-problem”)

For a slot-scanning system di�erent geometrical realizations are possible:

1. Movement of the sample relative to a fixed system of gratings, detector
and source as suggested by Kottler et al.[61].

2. Movement of the gratings and the slit-detector on an arc around the
fixed focal spot as implemented in [100].

3. Movement of the gratings and slot collimators on an arc around the
fixed focal spot, relative to the fixed sample and a fixed full-field de-
tector (new).

The advantages and disadvantages of these three approaches are discussed in
the following: The major issue with approach #1 is the parallax error which
is introduced in systems with a non infinitesimal slot width (so basically
all realistic systems) as shown in Fig. 3.11a. The red and blue rectangles
represent strongly absorbing features, e.g. the ribs in a chest. A system with
a total length of T=2 m and a slot width of 2.5 cm has an opening angle of
– = 0.7° only, however, for a 20 cm thick sample like a thorax, this already
results in a parallax error of above 2 mm (see intensity profile in Fig. 3.11b).
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As the Moiré Fringe scanning approach[61] relies on the assumption that
all intensity modulations are due to the scanning through the Moiré fringe
pattern, this would introduce massive artifacts. Approach No 1 is therefore
only suitable for thin samples and/or for systems with very narrow slot widths
(e.g. [55, 106]).
Approaches #2 and #3 overcome these limitations and allow for an artifact
free imaging, even for an extended slot-width and thick samples. With the
arc motion around the fixed focal spot and sample, every point in the sample
is always illuminated by the same geometric ray (see orange ray in Fig. 3.11b).
This prevents any additional intensity modulation (and therefore artifacts)
during the scanning procedure. The main di�erence between approach #2
and #3 is the detector. In #2 it is realized as a slot detector which is moved
together with the gratings and in #3 it is realized as a fixed full-field detector,
with only a slot collimator being moved together with the gratings. For #2,
an additional resorting procedure is necessary as the data of every point in
the sample is measured by di�erent detector pixels. For #3, this constraint
does not apply.
The motion speed directly defines the resolution in the images for #1 and
#2, while it might a�ect the visibility in #3, as it would lead to a blurring of
the fringes. However, as the fringe period is usually much larger than typical
features in the sample, this might be a further advantage of the 3rd approach.
A drawback of this approach is however the increased detector size which
usually come with increased cost. Further, approaches #2 and #3 limit the
FOV to a certain angular range, while approach #1 allows, in theory, for a
continues scanning with infinite FOV in the scanning direction. Compared
to approach #1, the other two are technically much more challenging, as the
gratings have to be moved with no additional vibrations at all.
For the scanner to be developed, however only approaches #2 and #3 are
suitable, with the favor for approach #3 as the large detector was already
available.
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Figure 3.11 Explanation of the parallax problem. (a) Planar movement of
the sample, relative to the fixed (slot-) detector. If the sample is very thick and the
opening of the slot has a finite width, there will be a parallax-error in the image
(see orange intensity profile in (b)). (c) Swing movement of the gratings on an
arc relative to a fixed full-field detector and fixed sample. Here no parallax-error
occurs, as indicated in the orange intensity profile in (d).
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Figure 3.12 Schematic of the motorization concept: A counter weight shifts
the rest position to the maximum deflection of the swing. The linear motor which is
coupled to the swing via a steel rope, pulls the swing against the gravitation force of
the counter weight without an alternation in the load direction. The soft coupling
via the flexible steel rope is beneficial for vibration suppression and allows for a
conversion of a linear movement to a circular movement without any additional
moving parts.

3.3.3 Motorization
To swing the interferometer on an arc, a motorization concept was developed
which suppresses vibrations and allows for a smooth movement, without an
alternation in the load during the scan motion. The metal frame containing
the three gratings is realized in the form of a gallows, with a counter weight
at the tip of the upper arm (see schematic of the concept in Fig. 3.12). This
counter weight shifts the rest position of the grating frame to the maximum
deflection of the swing. Without the counter weight, an alternation in the
load would happen in the middle of the swing movement. As it is very chal-
lenging and costly to design any backlash free mechanics, this load change
would most likely introduce vibrations and unsteady movements and there-
fore imaging artifacts.
The lower end of the swing is connected to a steel rope which is mounted to
a motorized linear stage, as shown in Fig. 3.13. The steel rope fulfills two
important tasks: First, it allows a translation of the linear motor movement
to an arc motion of the swing, without any further moving parts (a fixed
connection would need to allow for a correction of the height during the arc
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Figure 3.13 Photograph of swing motor: The swing is connected via a steel
rope and two pulleys to a linear stage. The steel rope and the pulleys act as a
damping, to suppress the vibrations coming from the motor. In addition, also the
position of the X123CdTe spectrometer is shown in this picture (see chapter 4.2).

motion). Secondly, the coupling via a rope is very soft compared to a sti�
coupling via a fixed axis. This is beneficial for the suppression of vibrations
induced by the motor. The e�ects of these vibrations, introduced by di�erent
motor speeds are discussed in section 4.9 on page 102.
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3.4 Imaging system

3.4.1 Hardware
3.4.1.1 X-ray tube

For the system, two X-ray tubes were used during the time of this thesis. The
first tube was a passively cooled Philips RO 1750 ROT 360 (Philips Medical
Systems, Hamburg, Germany). Due to the slot collimators and the additional
gratings, most of the X-ray power is “wasted” which resulted in a cooling
time of about 45 min between two consecutive high power scans (with 40 s
scan time each). To allow for more ergonomically measurement procedures
without interruptions due to heat problems, the X-ray source was upgraded
to an actively cooled Philips MRC 0310 ROT GS (Philips Medical Systems,
Hamburg, Germany) which can be operated at tube voltages between 40-
125 kVp with up to 1 A tube current in a pulsed acquisition mode. If not
stated di�erently, all experiments presented in this thesis were performed
with the MRC tube.

3.4.1.2 X-ray detector

The detector is a first-generation Pixium RF 4343 (Trixell, Moirans, France)
flat panel detector, with approximately 600 µm of CsI as an active layer. The
detector achieves a high readout rate of 12 Hz in a fluoroscopy, 3 ◊ 3-binning
mode with a resulting pixel size of 444 µm (approx. 360 µm e�ective pixel
size in the sample plane) and only 4 Hz in an unbinned mode. For the fast
read-out, the X-ray window for the pulsed exposure is usually 20 ms.

3.4.1.3 Motors

For the precise movement of the G0, a linear MFA-CC stage (Newport
Spectra-Physics GmbH, Darmstadt, Germany) is used. Its resolution (ap-
prox. 1 µm) is high enough to directly perform a conventional phase stepping
approach over the grating period of about 70 µm, without the need for fur-
ther reduction gears. For the grating alignment mostly micrometer screws
were used and only the z-position of the G1 grating is controlled by four
TRA12PPD actuators (Newport Spectra-Physics GmbH, Darmstadt, Ger-
many).
The interferometer swing and the large sample table are both moved by LES5
linear stages (isel Germany AG, Eichenzell, Germany).
All the motors are powered by an XPS and ESP motion controller (Newport
Spectra-Physics GmbH, Darmstadt, Germany).
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Figure 3.14 Flowchart of the system: Only the main components are shown
for simplicity. The user interacts with the software “spec” running on the Linux
computer. This software controls all other parts of the system. Most importantly is
the communication of spec via Ethernet with the “IDdyn” software server, running
on a separate windows PC. This IDdyn server controls all the X-ray hardware.
The second important task is the communication between spec and the motion
controllers. By using spec as the control master, a synchronization between the
motor movements and the X-ray generation is enabled.

3.4.2 Control software
The top-level interaction with the scanner is realized by di�erent macros
for the UNIX-based software package for instrument control, spec (Certified
Scientific Software, Cambridge, Massachusetts, USA). These C-like macros
control the movement of all motors, start the X-ray exposures, take care of
the communication between the di�erent hard- and software modules and
interact with the user as described in the flowchart in Fig. 3.14. In the back-
ground, there is an additional windows PC which runs the IDdyn software
server to control the actual X-ray generator. All communications are realized
via the Telnet protocol (Ethernet).

3.4.3 Lead shielding & Collimators
As explained in section 3.3 on page 47, the system is based on a slot-scanning
approach. The slot size is prescribed by the size of the G1 and G2 gratings,
however there are several additional collimator present in the beam path.
These collimators are necessary for two reasons: The collimators before the
actual sample (G0 collimator and the pre-sample slot-collimator shown in
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Fig. 3.1), reduce the exposed area exactly to the size of the gratings, to
prevent unnecessary dose deposition in the sample. Additionally, there are
two to three collimator sets below the sample. One set of collimators around
G1 and G2 each and a third one directly placed on the table, if the sample
is smaller than the actual FOV (compare Fig. 5.2). These collimators block
mostly Compton-scattered photons and are essential to allow for high quality
XDF images as discussed in section 4.4.
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3.5 Image acquisition procedure
Similar to other phase-contrast imaging methods, also for the new scanner,
always two scans (a reference scan and the actual sample scan) are needed
to calculate the images of the sample. However, for the new developed fringe
scanning approach, the procedures for the reference scan and for the sample
scan are quite di�erent. The two scanning methods are therefore briefly
discussed in the following paragraphs. An extended discussion of the image
acquisition scheme and data processing algorithms will be part of the PhD
thesis of Fabio De Marco.

3.5.1 Conventional phase stepping mode
Besides the new fringe scanning approach, the scanner also allows for con-
ventional phase stepping. This is beneficial if smaller samples are scanned
or for the measurement of the visibility (e.g. to calculate the amount of
beam/visibility-hardening). For the phase stepping, the G0 can be moved
over one (or more) periods with the MFA-CC stage.

3.5.2 Slot-scanning
3.5.2.1 Flat-fields

Due to the fringe scanning procedure, every detector pixel i is sampled at
di�erent positions x of the gratings. As the gratings are never 100 % homoge-
neous over the full slot width, there will be variations in the transmission, the
phase and the visibility during the scanning procedure. To account for this,
an additional phase stepping is performed (by moving G0 over one period)
and the fringe scanning is repeated for all positions of the G0. With this
approach, it is possible to calculate an individual reference intensity Aref

i

(x),
phase Ïref

i

(x) and visibility V ref
i

(x) for all relevant relative positions x on the
grating with conventional phase-stepping processing algorithms.

3.5.2.2 Sample-Scans

The sample scans are performed with a single swing motion of the gratings
across the detector. As the sample scans are usually performed with a much
higher tube power, all images are normalized to their individual tube power.
The sample transmission T sam

i

, phase Ïsam
i

and darkfield Dsam
i

can then be
calculated by fitting the measured detector intensities to the function:
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Isam
i

(x) = T sam
i

· Aref
i

(x) ·
1
1 + Dsam

i

· V ref
i

(x) · cos(Ïsam
i

≠ Ïref
i

(x))
2

(3.7)

To allow this kind of processing, a precise synchronization of the motor and
the X-ray exposures for all scans of the flat-field as well as the sample scan
is required.

3.6 Summary: Design
In this chapter, the main design aspects for a novel X-ray dark-field chest
imaging system were discussed and the actual prototype was manufactured
and assembled.

Gratings The optimal gratings were estimated by comparisons with prior
experiments and extensive wave-optical simulations. The simulations showed
that a system based on three attenuation-gratings that does not rely on
interferometric e�ects is superior under the given design constraints. Further,
it was shown that a system based on conventional phase gratings would not
work here and that even advanced grating shapes like trapezoidal gratings
are still less optimal for the anticipated prototype.

Large FOV The large field-of-view was achieved by combining a stitching
procedure with a slot-scanning approach and a motorization concept for the
latter was elaborated. In particular, the e�ects of parallax errors due to
planar movements were discussed and a solution via a swing motion of the
gratings on an arc was introduced. The motion concept was designed to
suppress vibrations and to be without a backlash in the turn-point of the
restoring force acting on the swing.
In the next chapter of this thesis, the performance of the developed prototype
is evaluated.



Chapter 4

Characterization of the
prototype scanner

In this chapter, the main performance indicators of the developed prototype
system are evaluated. First, the basic functionality of the prototype is demon-
strated in section 4.1 for the full FOV on a scan of a fruit ensemble. In the
next step, the achievable visibility is analyzed (section 4.2) and the opti-
mal tube voltage for thorax imaging is estimated (section 4.3). The reduc-
tion of the visibility by Compton-scattering is discussed in section 4.4 and
a correction method for the latter is developed and presented in section 4.5.
Beam/visibility-hardening e�ects are discussed in section 4.6 together with
their correction approaches. Finally, technical measurements of the applied
radiation dose (section 4.7), the achievable image resolution (section 4.8)
and the maximum imaging speed (section 4.9) are discussed.
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parameter value
FOV 32 ◊ 35 cm2

kVp 70
#shots total 460

#shots per pixel 25
X-ray per shot 20 ms
total scan time 40 s

detector binning 3 ◊ 3

Table 4.1 Standard slot-scan parameters: Standard parameters for images
acquired with the slot-scanning method.

4.1 Large field-of-view
One of the very first samples imaged with the new scanner is the fruit en-
semble presented in Fig. 4.1 with the imaging parameters listed in Table 4.1.
These parameters are defined as the standard scan and are used for all other
slot-scanning images in this thesis, unless stated di�erently. This image was
used to analyze the performance of the new scanner over the full FOV. As
the sample is placed on the table level, it will get magnified on the detector
and the width of the FOV will therefore be smaller than the 40 cm of the G1
grating. In total a FOV of 32 ◊ 35 cm2 was achieved and the three imaging
modalities could be retrieved for the full image without major artifacts.
To highlight that the new design concept with three attenuation gratings is
indeed able to measure XDF signals, the tip of the banana was squeezed
a few hours prior to the experiment. This treatment destroys the cellular
structure of the banana which then results in a loss of dark-field activity
(Fig. 4.1b). The attenuation signal (Fig. 4.1a) however remains unaltered
as no material was removed. The di�erential-phase signal (Fig. 4.1c) shows
mainly the edges of the fruits.
This simple experiment validated that the basic concept of the scanner is
working and that artifact free retrieval of the three imaging modalities is
feasible.

4.2 Visibility
4.2.1 Motivation
The (fringe) visibility is one of the most important system parameters as it
is inversely proportional to the image noise in the XDF and phase-contrast
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Figure 4.1 Full-field multi-contrast X-ray radiographs of a fruit ar-
rangement. (a) Full-field X-ray attenuation, (b) XDF, (c) di�erential-phase
radiographs, and (d) photograph of a fruit arrangement used as a test phantom to
visualize the performance of the scanner across the entire FOV (32◊35 cm

2). Note
that the XDF channel provides complementary information not accessible from the
conventional attenuation image: in the lower tip of the banana the fibrous cellular
structure was destroyed by squeezing it prior to imaging, detectable in the XDF
image as a loss in scattering signal (white arrow). The di�erential-phase mainly
shows the edges of the fruit. Attenuation and XDF images are given on a loga-
rithmic color scale. Please note, that this figure is also published as supplementary
material in [68].
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images[107, 108]. The energy-resolved visibility (also often called the “vis-
ibility spectrum”) can be considered the “fingerprint” of any XDF system.
As the finally measured e�ective visibility is the integral over this visibility
spectrum, weighted with the actual X-ray energy spectrum, it is very impor-
tant to know this parameter as precisely as possible to be able to optimize
the system.

4.2.2 Methods
4.2.2.1 Measurement of energy-resolved visibility

To measure the energy-resolved visibility, an X123 CdTe X-ray spectrometer
(AMPTEK Inc., Bedford, USA) is used. This detector has an active layer of
1mm CdTe and is therefore well suited for the high X-ray energies (>40 kVp).
To correct for the internal escape events of the CdTe, the XRS-FP Software,
based on the results presented in [109], was used. By using a conventional
phase stepping, the visibility for every energy bin can be calculated. However,
the measurement can only be performed for a single pixel/position in the
field-of-view. The sensor head was therefore positioned in the middle of the
grating slot as indicated by the black arrow in Fig. 4.2.

4.2.2.2 Measurement of integrated visibility

In contrast, the e�ective visibility is measured with the energy-integrating
Trixell flat panel detector (see section 3.4) for every pixel at once (as shown
in Fig. 4.2b). This measured value is always dependent on the applied X-ray
spectrum (tube voltage, pre-filtering and sample absorption).

4.2.3 Results & Discussion: integrated visibility
Fig. 4.2a shows a raw image of the detector with the Moiré fringe pattern
adjusted for the fringe scanning procedure. With a conventional phase step-
ping, the e�ective visibility can be calculated. Fig. 4.2b visualizes such a
visibility map, acquired at 70 kVp with seven phase steps. Due to the small
gaps between the individual grating tiles, there are 14 lines with reduced
visibility (seven gaps each in G1 and G2). The visibility of the individual
grating tiles is slightly di�erent due to inhomogeneities in the fabrication pro-
cess (mostly due to di�erences in the gold height). Therefore, the gratings
with the lowest visibilities were placed at the outer edges during the stitching
procedure. The overall visibility is very high with V = 31 ± 4 % over the full
slot at 70 kVp. This high visibility will allow for rather low radiation doses
(see chapter 4.7 on page 95).
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Figure 4.2 Images of the slot: (a) Raw detector image with Moiré-fringes and
(b) visibility-map of the slot, acquired at 70 kVp with a conventional phase stepping
approach, by moving G0 in 7 steps over one full grating period. As both G1 and
G2 are tiled there are 14 small gaps with reduced visibility. Due to manufacturing
di�erences in the gold heights, the visibility di�ers slightly over the di�erent sub
tiles, but is generally very high. The black arrow marks the position of the X123
CdTe spectrometer used for the energy-resolved measurements.

4.2.4 Results & Discussion: energy-resolved visibility
Fig. 4.3 shows the measured visibility spectrum (in the central grating tile
of the slot, see black arrow in Fig. 4.2) and compares it to the simulation
based on the parameters given in Table 4.2. As can be seen, there is an
excellent agreement between the simulation and the measurement (consult
chapter 2.5 for more details on the simulation method). The sharp increase
in the visibility at around 80 keV is a result of the gold K-edge, leading to an
increased attenuation e�ciency for energies above this edge. However, this
results in rather poor visibility values between 60-80 keV. A pre-filtering by
adequate K-edge filters would help to reduce the photons in this “valley of no
visibility”. Nevertheless, this will also drastically reduce the photon flux in all
other energy bins. Further simulations showed that it is much more e�cient
to reduce the applied acceleration voltage of the X-ray tube to 60-70kVp,
rather than using a much higher voltage (>80kVp) and additional K-edge
filters to optimize the resulting signal-to-noise ratio. However, if much more
electrical tube power would be available, K-edge filtering might become an
option.
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Figure 4.3 Energy-resolved visibility: The comparison between the simula-
tion and the measurement shows a precise agreement. The sharp increase in the
visibility above 80 keV is a result of the increased attenuation e�ciency above the
K-edge in the gold. However, the decreased attenuation e�ciency below this edge
results in rather poor visibility values between 60-80 keV.

simulation prototype
G0 period 68.72 µm 68.72 µm
G0 height 200 µm Au 240 ± 20 µm Au

G0 duty cycle 0.7 0.7
G1 period 8.73 µm 8.73 µm
G1 height 170 µm Au 170 ± 20 µm Au

G1 duty cycle 0.5 0.5 ± 0.03
G2 period 10 µm 10 µm
G2 height 170 µm Au >150 µm Au

G2 duty cycle 0.5 X
distance G0-G1 1571.4 mm 1570 ± 3 mm
distance G1-G2 228.6 mm 230 ± 3 mm

G1 ripple 0.1 X
‡

smooth

0.075 X

Table 4.2 Simulation parameters for the wave-optical simulations: The
measured values for the gratings are averaged over the di�erent grating tiles. Values
marked with an X could not be measured.
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4.3 Tube voltage optimization
4.3.1 Background & Motivation
For conventional X-ray imaging of the thorax, tube voltages between 60 and
120 kVp are usually used. This range is split into a lower kVp range around
70 kVp for imaging of the ribs and a higher voltages above 100 kVp for imag-
ing of the lung parenchyma. This is done because lower tube voltages yield
images with greater bone contrast which is undesired especially for diagnosis
of (small) lung nodules[110]. However, recent studies reported an increase in
signal-to-noise ratio and overall image quality at identical e�ective dose val-
ues for chest images acquired at lower kVp settings, both in phantom[111–114]
as well as in clinical[113, 115] studies. This is mostly related to the increased
soft-tissue contrast and increased detector e�ciency at these energies.
For XDF no such guidelines are yet formulated. Therefore, in the follow-
ing sections an optimization of the tube voltage for XDF lung imaging is
performed with the developed prototype.
To find the optimal tube voltage for XDF imaging of highly attenuating
samples like a thorax, di�erent parameters have to be taken into account
simultaneously. Most important are the e�ective visibility V, the XDF signal
log(D) and the number of photons N that pass through the sample and are
registered on the detector. With these three parameters a simplified equation
for the resulting SNR can be formulated[107, 108]:

SNRXDF
simple = log(D)

‡log(D)
Ã log(D) · V ·

Ô
N. (4.1)

All three factors are dependent on the applied tube voltage. With lower X-
ray energy the image noise in the XDF images will benefit from the higher
visibility, however will su�er on the reduced transmittance of the sample and
the therefore increased photon noise. Additionally, the XDF signal itself is
also energy-dependent and will in most cases decrease for higher energies[56,
57, 65].

4.3.2 Methods
To analyze these e�ects in detail and to find the optimal operating point in
terms of the X-ray spectrum, an experiment was performed. To mimic the
attenuation of a realistic thorax, a slab of Polyoxymethylene (POM) with
a height of 96 mm was placed on the sample table. To mimic the coherent
scattering caused by the lung, epoxy plates with embedded micro-bubbles
(sub-millimeter hollow glass spheres) were used. On top of the POM stack,
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Figure 4.4 Test phantom: The photograph shows the two pyramids of the
scatter-plates placed in top of 96 mm POM with the indicated ROI of the grat-
ing slot used for the evaluation.

scatter-plates were arranged in a staircase-like manner, resulting in areas with
zero, one and two levels of scatter-plates. These should represent di�erent
thicknesses in the lung. Fig. 4.4 shows a photograph of the phantom and
Fig. 4.5a shows the resulting XDF signal of the indicated region-of-interest
(ROI). To measure the XDF signal, the visibility and the attenuation of
the sample most accurately, a stepping scan with seven phase steps was
performed. To exclude the e�ects of beam-hardening in this experiment,
both the sample as well as the flat-field scan were performed with the POM
in the beam.
Additionally, the tube power was chosen so that an adult human would re-
ceive an e�ective dose of 0.08 mSv at each of the kVp settings. This was
calculated using a conversion procedure described in chapter 4.7. This is
necessary to allow for a fair comparison between the di�erent tube voltages
values.

4.3.3 Results
As can be seen in Fig. 4.5b, there is an opposite trend for the visibility and the
recorded detector counts (given in “LSB”) in the background region (behind
96 mm POM). There are almost 60 times more LSB counts for the 120 kVp
scan, compared to the 40 kVp scan which is mostly due to the increased
transmission of the POM, but also based on the energy-integrating feature
of the detector. A 120 keV photon is weighted three times as much as a
40 keV photon. Nevertheless, if only these two parameters would define the
SNR of the XDF signal, 60 kVp would be optimal as the visibility drops from
almost 36 % for 40 kVp to about 11 % for 120 kVp. However, as the XDF
signal itself is also energy-dependent (see 4.5c), this shifts the optimal SNR
towards lower tube voltages as can be seen in Fig. 4.5d. For the strong signal
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of the two stacked scatter-plates, the kVp optimum is not very narrow but
in the same range as for the weak scattering single plate. The significant
width of the maximum comes from the fact that the scattering of the object
also reduces the visibility significantly and the simplified equation (Eq. 4.1)
might not be su�cient to describe the SNR.

4.3.4 Discussion & Summary
For this test phantom the optimal kVp was found to be in the range of 50-
70 kVp with a broad optimum. However, as the scatter-plates might not
mimic the energy-dependent XDF signal of lung tissue very well, the opti-
mum might be slightly di�erent for real lung samples. In addition, the chosen
thickness of 96 mm POM is only one example for a possible thorax thickness.
For significantly thicker and thinner thoraxes the optimum might again be
shifted. Additionally, there might be a strong gradient in the attenuation
even within the thorax of an individual person/pig. Nevertheless, this ex-
periment already gives a good starting point for an optimal kVp value. In
section 5.2.3 on page 113, this experiment is repeated with a porcine thorax,
as a more realistic case.
A further technical limitation for the tube voltage optimization is the avail-
able tube power. Usually the output power of X-ray tubes increases signifi-
cantly for higher voltages. Especially for the currently installed MRC X-ray
tube, it becomes impossible to apply even the very low dose of 80 µSv in a
single slot-scan of the full FOV for voltages below 60 kVp. Therefore, in this
experiment a conventional stepping approach was used which allows for much
higher tube powers due to the limited FOV. Table 4.3 gives an overview over
the maximum available tube powers and resulting dose levels for a standard
slot-scan.

kVp 40 50 60 70 80 90 100 120
I

max

[mA] 420 560 700 800 890 950 990 800
K

max

[µGy] 206 540 1055 1711 2593 3664 4874 5797
ED

max

[µSv] 6 30 81 162 285 452 660 933

Table 4.3 Maximum tube power: Maximum tube current I

max

and achievable
dose values in air kerma K at the sample position and converted equivalent dose
ED using factors given in section 4.7 for a standard slot-scan of the full FOV
with 20 ms exposure window per shot. Especially tube voltages below 60 kVp do not
allow for tube powers necessary to achieve su�cient dose values for imaging of
thick samples.
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Figure 4.5 Tube voltage optimization with fixed dose: Two sets of scatter-
plates (SP) were placed on a background of 96 mm POM and scanned in the step-
ping mode with di�erent kVp values but with a constant e�ective dose of 80 µSv
for a corresponding PA exposure for a human thorax. Panel (a) shows the XDF
image of the slot with the two scatter plate arrangements (zero, one and two plates
stacked in a staircase-like manner). The resulting visibility of the background re-
gion (with the POM) is shown in (b) together with the raw detector counts (in
LBS). Panel (c) shows the decreasing XDF signal for higher kVp and (d) gives
the resulting signal-to-noise ratios (SNRs) of the XDF signals. The error bars in
(d) represent the uncertainty to the SNR value with respect to the di�erent ROIs
for the two sets of scatter-plates.
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4.4 Visibility reduction by Compton-
scattering

4.4.1 Background & Motivation
Compton-scattering is one of the main mechanisms (besides the photoelectric
e�ect) which is responsible for the attenuation of X-rays in matter at clin-
ically relevant energies. However, Compton-scattered photons are generally
not absorbed in a sample but just redistributed in all directions with slightly
reduced energy. As most of these scattered photons will not reach the detec-
tor anymore, it is reasonable to account Compton-scattering as a significant
contribution to the measured attenuation. However, in every realistic imag-
ing experiment there will be a certain amount of Compton-scattered photons
still reaching the detector, although they will most likely be recorded in a
di�erent pixel than the non-scattered photons with the same initial trajec-
tory. As these scattered photons contain little to no imaging information,
they are often referred to as the “Compton background” in the image. The
detector signal I can therefore be written as

I = a0 + a
C

(4.2)

with a0 standing for all photons reaching the detector directly and a
C

stand-
ing for all photons that are Compton-scattered at least once before reaching
the detector. The ratio between these two is defined as the scatter-fraction

SF = a
C

a0
. (4.3)

As the measured visibility Vmeas is defined as the ratio between the measured
oscillation amplitude a1 divided by the mean intensity I0, it is heavily a�ected
by these additional Compton events which result in an o�set of the stepping
curve:

Vmeas = a1

a0 + a
C

(4.4)

= a1

a0
· 1

1 + aC
a0

(4.5)

= V0 · 1
1 + aC

a0

(4.6)

= V0 · DCS. (4.7)

DCS becomes significant for high values of the scatter-fraction, e.g. for small
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values of a0 behind highly attenuating samples which additionally produce a
lot of Compton-scatter.
In order to reduce this pseudo dark-field signal DCS, di�erent approaches
(and their combinations) are possible:

1. Reducing the X-ray energy will reduce the amount of Compton-scatter,
as the photoelectric e�ect is the dominant e�ect for lower X-ray ener-
gies.

2. Reducing the sample thickness would also reduce the amount of scat-
tering and would additionally increase a0 as the sample would become
more transparent.

3. Using a slot-scanning approach, rather than a full-field approach will
drastically reduce the amount of recorded scatter.

4. Estimating the amount of scattered photons either from simulations or
from dedicated measurements would allow to correct for them.

As points 1 and 2 are impractical approaches for a targeted chest X-ray
system, approaches 3 and 4 are evaluated in the following sections. Here
especially the Compton-scattering reducing e�ects of G1 as an attenuation
grating behind the sample as well as the e�ects of the slot-scanning geometry
are analyzed.

4.4.2 Methods
4.4.2.1 Monte-Carlo simulation framework

To be able to estimate the amount of Compton-scattering in di�erent ge-
ometries, a simulation based on Geant4/Gate[89] was implemented. The
simulation includes the X-ray source, the detector, the X-ray gratings G1
and G2, the sample table and di�erent voxelized phantoms. An image of the
simulation geometry is shown in Fig. 4.6. Either the ICRP-AF phantom[116]
or a pig phantom created from a CT scan of one of the pigs used in chapter 5.1
on page 107 can be imported in the simulation.
The X-ray gratings are explicitly modeled as ensembles of parallel gold lamel-
las from a given grating period, duty cycle and absorber height. This ap-
proach is computationally intensive but the most accurate one. The gratings
can either be implemented as bent, full-field gratings or in a moving slot, to
account for the slot-scanning approach. To achieve a robust photon statis-
tic in the simulation, usually about 1010 photons are started from the source
point towards the detector, resulting in a computation time of a few days even
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on powerful compute servers. To reduce computation time, the 43 ◊ 43cm2

detector is divided into only 120◊120 pixel which is justified as the Compton
signal does not contain any high frequency features. For reference a flat-field
is simulated with the same geometry, except for the sample/phantom, similar
as in a real experiment.
To further save computation time, the photons are only tracked up to the
surface of the detector. Internal conversion in the scintillator of the X-ray
photons to visible light and an electric read out signal is not simulated.
Instead, the conversion e�ciency of the detector layer is included in the
e�ective X-ray spectrum. Nevertheless, the energy-integrating property of
the detector is taken into account in the MC simulation.

4.4.2.2 Di�erent geometries

In this chapter, di�erent system configurations for a hypothetical XDF-
scanner are evaluated for their performance regarding Compton-scattering
suppression. Four cases are of special interest:

1. The “reference” system is the developed XDF slot-scanning prototype
with two attenuation gratings (G1 & G2) behind the sample.

2. A similar slot-scanning system as the prototype, however with G1 not
a�ecting the Compton-scattering (e.g. G1 designed as a phase grating
or placed before the sample).

3. A slot-scanning device with no gratings at all.

4. A full-field approach with both G1 and G2 as attenuation gratings as
a benchmark to identify the Compton-scattering suppression e�ciency
of the slot itself.

All simulations were performed with a pre-filtered 70 kVp tungsten spectrum
in the geometry of the developed XDF-scanner as listed in Table 4.2 on
page 66. The detailed MC simulation parameters for these four configurations
are listed in Table 4.4.

4.4.3 Results
Case #1 provides the best performance regarding Compton-scattering sup-
pression, while the other three are less e�ective as can be seen in the result-
ing Compton-scattering signal of the ICRP-AF phantom in Fig. 4.7. The
removal of the G1 attenuation grating (e.g. G1 realized as a non-absorbing
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Table

Source

Phantom

G1 G2

Figure 4.6 Geometry of the Monte-Carlo simulation: The ICRP-AF phan-
tom is placed on top of the table. The X-ray gratings are shown here as bent full-
field gratings but can also be simulated in a moving slot-scan geometry, depending
on the simulation task. The collimators are not visualized here.
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mode G1 G2 phantom
slot

collimator
side

collimator spectrum
slot-scanning #1 yes yes ICRP-AF yes no 70 kVp
slot-scanning #2 no yes ICRP-AF yes no 70 kVp
slot-scanning #3 no no ICRP-AF yes no 70 kVp

full-field yes yes ICRP-AF no no 70 kVp

Table 4.4 Monte-Carlo simulation parameters: Parameters for the four
di�erent configurations. The side collimators are not used here, as the thorax of
the human phantom was wide enough to cover the full FOV (in contrast to the
pigs). If the slot collimator is used, it is moved across the FOV, similar to the real
experiments.

phase grating, Fig. 4.7b) does not have a significant influence on the scatter-
ing (aC, withG1 = aC, noG1 = 0.9 % intensity of the flat-field, for the red ROI
indicated in Fig. 4.7a).
This can be explained by the similar acceptance angles of the two absorption
gratings with 170 µm gold height and an opening of x = p/2:

–
G1 = arctan

A
p1
2

h1

B

¥ 1.5° (4.8)

and

–
G2 = arctan

A
p2
2

h2

B

¥ 1.7°. (4.9)

This means, that almost every scattered photon that would be blocked by
G1 on the first hand would also be blocked by G2, if G1 is not there1.
Please note: Photons that are scattered less than 1.5° (and which are there-
fore not blocked by G1) still might result in a reduction of the visibility due
to the large distance between the G1 grating and the detector: after a prop-
agation of 23 cm, this angle still allows for a lateral shift of about 600 µm,
which is equivalent to 60 periods of the G2.
For future applications, where the attenuating G1 grating is replaced by a
non-absorbing phase-grating for dose e�ciency, this is a encouraging result.
If both gratings are removed (Fig. 4.7c), the overall scattering is more than
doubled (aC, noGratings ¥ 1.9 %), and most interestingly, any sample features
get completely blurred out. This happens because of the rather asymmet-
ric scattering reduction by the gratings. If the system is changed from a

1This requires G1 & G2 to provide significant stopping power to all relevant photons.



76 4.4. Visibility reduction by Compton-scattering

slot-scanning approach to a full-field approach (Fig. 4.7d), the scattering
background is increased to about a

C, full-field

= 2.4 % of the flat-field inten-
sity.
Fig. 4.8 shows the resulting scatter-fractions SF for these configurations. As
the Compton background is a rather low frequency and smooth image (com-
pare Fig. 4.7), the scatter-fraction is high at regions with rather low transmis-
sion values. Even for case #1, which has the best scattering reduction prop-
erties, there is still up to 50% scatter-fraction behind thick bones and a SF
of about 14 % behind the lung (red ROI in Fig. 4.8a). Behind the relatively
transparent lungs, this e�ect converts to about 10 % of pseudo dark-field sig-
nal (see Fig. 4.9). Additionally, this value would even increase for increased
body fat before or behind the lung. For the two extreme cases, i.e. with-
out additional gratings (Fig. 4.7c) or without the slot-scanning (Fig. 4.7d),
there is above 50 % SF for most parts of the thorax and about 25 % pseudo
dark-field signal DCS behind the lungs (compare Fig. 4.7 and 4.9).

4.4.4 Summary & Outlook
In this chapter, it was shown that Compton-scattering has a significant in-
fluence on the measured dark-field signal. For the developed prototype, the
pseudo XDF signal in the human lung is expected to be in the range of about
10 %. Further it was shown that the G1 grating has only a minor influence
on the Compton-scattering reduction, if realized as an attenuation grating
which is encouraging for future systems with a phase grating for G1. For
full-field gratings this problem becomes severe with up to 25 % of pseudo
XDF signal DCS behind the lung in the analyzed geometry. However, these
results are so far only based on a single human phantom. For much thinner
or thicker samples these results might change. Therefore, a larger simula-
tion with di�erent patient sizes (e.g. with the XCAT phantoms[117]) should
be performed in future, to get a better understanding of the influence of
inter-patient size on the additional pseudo signal.
As shown, the remaining Compton-scattering is still significant and may
a�ect the outcome of an XDF based diagnosis in future clinical applications.
Therefore, a method to correct this via a Monte-Carlo simulation is presented
in the next chapter.
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Figure 4.7 Simulated scattering signal a

C

for ICRP adult female phan-
tom: (a) Slot-scanning geometry (#1) of the developed scanner with G1 and G2
realized as attenuation gratings. (b) Slot-scanning geometry (#2) with only G2
as an attenuation grating. (c) Slot-scanning geometry (#3) without gratings. (d)
Full-field geometry with both G1 and G2 as attenuation gratings. The signal is
given as a fraction of the total intensity in the flat-field to allow for an easy com-
parison between the di�erent configurations. The red rectangle in panel (a) defines
the ROI for the quantitative analysis in all images.
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c d
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Figure 4.8 Simulated scatter-fraction: Subfigures (a)-(d) are defined equal
to Fig. 4.7(a)-(d). The scatter-fraction is given as the ratio between the scattered
and un-scattered photons. A value of 1 would mean that there are as many scattered
photons as un-scattered photons registered in this pixel. Behind thick bones, the
SF is up to 50 % even for the best case with two attenuation gratings and a slot-
scanning approach (see panel (a)). For the full-field approach (d), the scatter-
fraction exceeds the 50 % in most areas of the thorax. The resulting pseudo dark-
field caused by this scattering is shown in Fig. 4.9.
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Figure 4.9 Simulated pseudo dark-field DCS: Subfigures (a)-(d) are defined
equal to Fig. 4.7(a)-(d). DCS is calculated by Eq. (4.4) from the scatter-fraction
shown in Fig. 4.8 and is given with a linear colormap. A value of 1 therefore
stands for “no signal”, while a value smaller than one indicates a loss in visibility
and therefore a DCS signal. In case (a), the pseudo signal behind the lung (red
ROI) is not too high, but still sums up to a visibility loss of around 10 %. For the
worst case of no gratings (c), or no slot (d), this pseudo signal might increase up
to 25 %.
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4.5 Compton-scatter-correction for sample
data

4.5.1 Motivation
In order to make a diagnostic decision based on the XDF signal of the (hu-
man) lung, the additional pseudo signal D

CS

should be corrected as much
as possible. Otherwise, e.g. di�erences in body weight would result in very
di�erent dark-field signals of the lung. Additionally, the contrast of the
dark-field active lung and the non dark-field active parts of the thorax can
be drastically reduced by the pseudo signal behind the heavily attenuating
body parts, up to the point where heavily attenuating parts would show as
much or even more XDF signal than the lung itself.
However, to be able to correct the measured signal Dmeas for the Compton-
scattering via

DnoCS = Dmeas

D
CS

, (4.10)

the value of D
CS

needs to be known precisely. In general there are three
possible approaches on how to estimate this:

1. Monte-Carlo simulations of the Compton-scattering for every individ-
ual sample.

2. Estimation of the samples’ Compton signal by fitting the sample image
to pre-calculated generic MC data.

3. Direct measurement of the Compton signal.

4.5.2 Methods
In this chapter, the first approach from the list above is evaluated in more
detail, as for at least some of the samples acquired at the XDF scanner also
conventional CT data is available. With the CT data, an individual 3D
phantom can be designed for the corresponding sample. This is done by a
material decomposition based on the quantitative Hounsfield-units (HU)[118]
of the CT data. A rendering of this phantom is shown in Fig. 4.10. For this
phantom, a full MC simulation is then performed with the parameters of
the XDF-scanner (gratings, distances, geometry etc. as listed in Table 4.2
and Table 4.5). With the obtained a0 and a

C

images (see Fig. 4.11c and d),
the resulting pseudo signal DCS (see Fig. 4.11e) can be calculated according
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Figure 4.10 Rendering of the pig phantom: Visualization of the segmented
pig phantom with the Amira-Avizo 3D Software (FEI, Hillsboro, Oregon, USA).
The segmented lung and bones are shown here on a transparent background of
soft-tissue.

to equation (4.4). Finally, a scatter-corrected XDF image (Fig. 4.11f) is
obtained by using Eq. (4.10).

4.5.3 Results & Discussion
Fig. 4.11 visualizes this approach for one example dataset of one of the pigs
(compare section 5.1). The pseudo XDF signal behind the lung is not very
dominant in this case (DCS < 5 %), especially compared to the findings of the
human phantom in the previous chapter. This is mostly due to the additional

mode G1 G2 phantom
slot

collimator
side

collimator spectrum
slot-scanning #1 yes yes pig yes yes 70 kVp

Table 4.5 MC simulation parameters for the numerical pig phantom.
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lead shielding at the sides of the animal which reduce the scatting along the
“sensitive” axis (grating lines are parallel to the slot which is scanned from
bottom to top in this case).
A major issue with this approach is the geometric correlation of the CT-
data with the acquired XDF-projections. In the example shown in Fig. 4.11,
this was achieved by manual alignment of the 3D phantom (rotation and
translation), followed by an image registration process performed with the
“imregister” function of MATLAB (2016b, The MathWorks, Natick, USA).
However, both of these corrections can only correct for geometric distortions
up to a certain level. Physiological changes in the two scans, like di�erences
in respiration depths, cannot be corrected at all.
The more generic simulation approach (#2 in the list above) would therefore
be much better. Instead of doing the MC simulation for every individual
sample, it would be beneficial to precompute the Compton-scattering contri-
butions of various di�erent samples (e.g. water spheres of di�erent sizes) and
then fit the measured sample to this database. However, this is not easy to
implement and would exceed the scope of this thesis. An implementation of
such an approach for conventional radiography can be found in commercially
available products (e.g. the Philips Skyflow software[119–122]). Such a soft-
ware package could be extended to also include the X-ray gratings, necessary
for XDF-scanners.

4.5.4 Summary & Outlook
As the Compton-scattering can have a significant influence on the measured
dark-field signal, this might a�ect the outcome of an XDF based diagnosis in
future clinical applications. To prevent this, a method was developed to cor-
rect for this pseudo signal via a Monte-Carlo simulation. For the developed
scanner, the pseudo XDF signal in the lung is only about 5 % for porcine tho-
races compared to about 10 % for human ones. This is based on the reduced
FOV (and therefore reduced Compton-scatter) due to the narrower thorax.
The main uncertainty in this correction method comes from the alignment of
the two datasets. An improvement in the alignment could be achieved, if DCS
is not calculated from both the simulated no-scattering and scattering images
but rather from the measured transmission image and only the simulated
scattering image:

DÕ
CS = 1

1 + aC
Tmeas

. (4.11)

This is beneficial, as the scattering image does not contain any high frequency
features like edges or anatomical details. Therefore a small error in the
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Figure 4.11 Flowchart of the CS correction pipeline: The sample is scanned
in the XDF-scanner and in a CT-Scanner. From the CT data, a 3D phantom is
designed for the MC-simulation. From this simulation a pseudo XDF image can
be calculated and the acquired dark-field image can then be corrected with the simu-
lation. The alignment of the two datasets is a rather large source of uncertainties.



84 4.5. Compton-scatter-correction for sample data

registration of the simulated scattering image will not result in a strong
error in DÕ

CS, as all the anatomical information (especially the position of the
bones) comes from the measured transmission Tmeas. This approach should
be tested in future research.
A completely di�erent approach would be a direct measurement of the
Compton-scattering contribution. So far, this is only a theoretical consider-
ation but with a slot-scanning device, it should in principle be possible to
calculate the amount of Compton-scattering from the signal measured be-
hind the edges of the slot collimators as sketched in Fig. 4.12. In the most
simplified assumption, all counts behind the slot blades can be considered
as Compton background and their mean could simply be subtracted from
the individual slot image. But also more complex interpolation schemes are
conceivable. A implementation of this method should be part of follow-up
research.

Figure 4.12 Direct measurement of the Compton background: (a)
Schematic of the basic idea for the measurement of the Compton background. Com-
pared to the flat-field scan, there should be some additional detector intensity behind
the slot collimator blades, which are proportional to the overall scattering intensity
of this sample. (b) The line-profiles of a measured example slot-image of 10 cm of
POM reveals the additional Compton counts compared to the flat-field behind the
lead blades (black arrows). Both curves are normalized to their mean intensity.
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4.6 Beam/visibility-hardening e�ects
4.6.1 Background & Motivation
As the visibility of the developed scanner is energy-dependent (as shown in
Fig. 4.3) the measured visibility will be dependent on the e�ective X-ray
spectrum reaching the detector. This e�ect is often called beam-hardening
but is more precisely visibility-hardening[123–125]. The main problem is the
change in the X-ray spectrum by heavily attenuating samples, compared to
the unfiltered spectrum in the reference scan. This will result in artifacts in
the measured XDF images, as the reference visibility is no longer valid.
In the following sections, a correction method for these artifacts is intro-
duced, followed by a discussion of suitable calibration materials. Finally, the
experimental acquisition procedure is discussed in detail and the di�culties
in the actual calibration measurements are discussed.

4.6.2 Calibration & Correction method
To account for the visibility change between the flat-field and actual sample
scan, a calibration is performed with di�erent thicknesses of an equivalent
absorber[124, 125]. For all thicknesses of the absorber, both the transmission
T as well as the visibility-hardening DVH(T ) are measured with a conven-
tional phase-stepping measurement. To correct the measured XDF signal
Dsample for a certain pixel in a sample scan, this value is corrected with the
calibration data DVH(T ) at the same transmission value Tsample as the sample
value:

DVH,corrected(Dsample, Tsample) = Dsample

DVH(Tsample)
. (4.12)

As only a finite number of calibration points can be acquired, an interpolation
step is necessary to account for the continuous range of transmission values
present in a sample. Empirically it was found (compare Fig. 4.13) that the
visibility-hardening in the calibration data can be fitted very well by a model
function

DVH(T ) = a · T b + c, (4.13)
with three fitting parameters a, b and c. This method requires therefore at
least three measurement points. However, in practice, as many calibration
points as possible should be used to reduce the e�ect of noise. Please note
that the model function in Eq. (4.13) is basically a result of the applied X-
ray spectrum and the visibility spectrum of the scanner. For a completely
di�erent set of gratings (and therefore a di�erent visibility spectrum), maybe
another model function might fit the data better. However, for the developed
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Figure 4.13 Visibility-hardening curve: The figure shows the fitting of one
measured example visibility-hardening curve (POM, 60 kVp) with the model from
Eq. (4.13). The fit quality is very good.

prototype the introduced model was found to fit well to calibrations with tube
voltages between 50 and 120 kVp.

4.6.3 Choice of calibration material
In principle, the calibration material should be identical to the imaged sam-
ple. As this is impossible for biological samples, a substitution material has
to be found which mimics the sample as well as possible in terms of its in-
teraction with X-rays. However, in contrast to mammography, where the
human breast can be modeled by a single soft-tissue equivalent absorber[98],
this is not possible for thorax imaging. In the thorax, there are at least two
fundamental di�erent materials present: soft-tissue (e.g. fat, muscles and the
inner organs) and bones (e.g. ribcage, backbone and the shoulder blades).
A correction method only for soft-tissue will result in remaining artifacts
for bones and vice versa. To analyze which material suits best as a cali-
bration material for a thorax image, a simulation was performed. The 3D
phantom of the pig (see chapter 4.5) was used to simulate the amount of
visibility-hardening VH with the wave-optical simulation (results are shown
in Fig. 4.14a). In addition, the visibility-hardening calibration curves (as
they would have been measured in a real calibration measurement) were
simulated for four di�erent materials and were used to correct the simulated
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VH-XDF signal of the pig.
Fig. 4.14c-f shows the virtually corrected XDF images for the four di�erent
calibration materials. As expected, a correction with “soft-tissue(ICRU-44)“
leads to the best results for all areas of the thorax except for the bones. If
corrected by a soft-tissue-equivalent absorber, bones will always be under-
corrected and will stay therefore in the image with a remaining VH-XDF
signal. A correction with pure adipose tissue (ICRU-44) will result in an
overall under-correction of the visibility-hardening. As a calibration with
real soft-tissue material is not possible, POM (polyoxymethylene) and water
were also simulated as equivalent absorbers. As can be seen in Fig. 4.14c and
d, water would be a slightly better substitution for soft-tissue than POM.
However, POM was chosen for the following experiments, as a solid calibra-
tion material is much easier to handle. Further, the calibration can only be
an estimation of the visibility-hardening signal. The actual sample compo-
sition will (in contrast to the case here in the simulations) never be known
exactly which results in uncertainties as there is quite a di�erence between
adipose and soft-tissue. Therefore, POM is considered to be a suitable cal-
ibration material for soft-tissue measured in the developed prototype. For
other systems and/or other energy ranges, this might again be di�erent. The
correction of the remaining bone artifacts is discussed in detail in section 4.6.5
on page 89.

4.6.4 Calibration measurements

4.6.4.1 Compton-scattering content

The experimental measurement of the pure visibility-hardening curves of
any equivalent absorber poses substantial challenges for di�erent reasons.
The main issue is the measurement of additional pseudo XDF signal by
inherent Compton-scattering, especially for thick calibration materials. To
analyze this e�ect, Fig. 4.15 compares di�erent sets of measurements. One
set of measurements was performed with the POM slabs placed at the same
position as the actual sample would have been (on the table). Here, a lot
of Compton-scattered photons will reach the detector, resulting in a high
amount of additional pseudo XDF signal, besides the visibility-hardening
signal. For the other set of measurements, the POM slabs were placed close
(30-40 cm) to the focal spot of the X-ray source. This set of measurements is
expected to contain almost no Compton signal. As can be seen in Fig. 4.15,
there is a major di�erence in the curves for “source” and “table” which is
exactly due to the mentioned influence of Compton-scattering.
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Figure 4.14 Simulation of visibility-hardening corrections with di�er-
ent calibration materials: Simulation of (a) VH-XDF signal caused by the
visibility-hardening for the pig phantom and (b) corresponding transmission im-
age for a 70 kVp tungsten spectrum (all other simulation parameter are listed in
Table 4.2). Panel (c)-(f) show the virtually corrected XDF images of the pig for
corrections with POM (c), adipose-tissue (d), water (e) and soft-tissue (f).
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Strip Frequency N Grid Ratio r Focus distance f0

36 l/cm 12 180 cm

Table 4.6 Parameters of the anti-scatter-grid.

4.6.4.2 E�ects of additional anti-scatter-grids

To further study the e�ects of Compton-scattering, an additional anti-
scatter-grid (parameters listed in Table 4.6) was placed on top of the detector
with its lines orthogonal to the gold gratings. As can be seen in Fig. 4.15,
there is almost no e�ect for the measurements with the POM slabs close to
the source, as there is already almost no Compton-scattering in this data.
For the measurement of the POM slabs on the table, there is a small reduc-
tion in the Compton-scattering content by the additional ASG, however it is
not very e�ective, compared to the measurement with the POM slabs close
to the source.
The calibration should therefore be performed with the equivalent absorber
close to the X-ray source and the Compton-scattering should be corrected
separately as discussed in section 4.5. A completely di�erent approach would
be a calibration with the POM slabs on the table with the assumption that
the sample to be calibrated (e.g. a human or porcine thorax) will create a
similar amount of Compton-scattering and that therefore a single calibration
is su�cient to correct for both e�ects. However, this would require rather
strong assumptions and simplifications about the sample which will easily
result in under or over correction.

4.6.5 Correction of bone artifacts
Please note: For the methods explained in the following section, a patent
application is pending.

4.6.5.1 Motivation

After the correction of a thorax solely with POM, there will remain some
bone artifacts, as visible in Fig. 4.14c. These artifacts result from the under-
correction of dense bone tissue with POM. In the following section, a two
fold correction approach is proposed which addresses this issue. The basic
idea here is to segment the measured sample into its two main components,
namely soft-tissue and bones:
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Figure 4.15 Compton content in VH correction curves: The figure shows
the measured VH curves for POM in di�erent configurations. One dataset was
acquired with the POM slabs placed on the table and for the other, the POM slabs
were placed close to the X-ray source. Both measurements were also repeated with
an additional anti-scatter-grid (ASG) placed on the detector, whose parameters
are listed in Table 4.6. The lamellas of the ASG were orthogonal to those of other
gratings.
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Ttotal = TsoftTissue · Tbones (4.14)

which simplifies for the logarithmic transmission signal T’ to

T Õ
total = T Õ

softTissue + T Õ
bones. (4.15)

TsoftTissue and Tbones represent here the individual contribution to the attenu-
ation signal caused by each material. These two material maps should ideally
be proportional to the (projected) thickness of their corresponding materials.
With this segmentation, the visibility-hardening correction is then separated
in a calibration step for the soft-tissue by POM and a calibration step only
for bones by e.g. aluminum2:

Dcorr = Dmeasured

DPOM
VH (TsoftTissue) · Dalu

VH(Tbones)
, (4.16)

or for the logarithmic images

D̄corr = D̄measured ≠ D̄POM
VH (T̄ softTissue) ≠ D̄alu

VH(T̄ bones). (4.17)

However, such a segmentation is not easy to create, especially in the case of
projection imaging. Three di�erent approaches are suggested in the following
which can provide such a segmentation into the two material maps “bone”
and “soft-tissue”:

4.6.5.2 CT data

The first approach is only suitable for samples, where quantitative CT data is
available. Based on the 3D volume, a segmentation of the bones is easily pos-
sible, either by simple thresholding of the HU values or by more sophisticated
segmentation algorithms. With this segmentation, an individual visibility-
hardening correction can then be performed for both bones and soft-tissue
on the forward projected 2D images in the geometry of the XCF scanner3.

4.6.5.3 Dual-energy decomposition

One way to get a material decomposition also for 2D images, is the so called
dual-energy decomposition[127–131]. Here a decomposition of the two ma-
terials is enabled by two conjunct measurements of the same sample with

2Aluminum is often used as a substitute for bones as it is close to calcium (the main
content of bones) in the periodic table[126].

3If the XDF images are acquired also in CT mode (e.g. by a phase-contrast CT ma-
chine), the visibility-hardening correction could also be directly applied to the 3D volume.
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di�erent X-ray spectra (usually a very low kVp and a high kVp scan with
additional low-energy filtering). This method allows in theory for a good
segmentation between soft-tissue and all bones. However, in practice the
segmentation will never be ideal, as on the one hand there will be a signifi-
cant overlap in the X-ray spectra and on the other hand, imaging noise will
complicate the segmentation even further. Additionally, this method requires
some calibration e�ort. Nevertheless, for the scanning geometry implemented
in the actual prototype, such a measurement could easily be implemented by
rapid kVp switching between the individual X-ray pulses.

4.6.5.4 Bone removal algorithms

Another elegant way is the segmentation and removal of the bones directly
from an imaging processing step[132], as this method does not require any
additional measurements or calibrations. This rib removal software can either
be applied directly to the XDF-images to remove all signal of the ribs, or
can be used to estimate the thickness of the ribs (based on the transmission
image), to apply the two fold visibility-hardening correction explained above.
The second approach would preserve any real XDF signal coming from the
microstructure of the ribs, while the direct image processing based removal
would allow for a better assessment of the lung, similar to the purpose of
conventional rib removal software for transmission images. However, there is
no software available yet which also removes the spine and other bones. It is
therefore only suitable to address the VH-XDF signal behind the ribs.

4.6.5.5 Results: proof-of-principle

To verify the feasibility of the two fold correction approach, for the pig phan-
tom the two material maps (“bone” and “soft-tissue”) were calculated using
the projection of the segmented CT data of the pig. In Fig. 4.16 the ap-
plication of this correction approach on the simulated pig data is shown.
Fig. 4.16a presents the VH-XDF image of the pig without any corrections.
The remaining bone artifacts after a simple correction with POM are shown
in Fig. 4.16c. As for the phantom a bone segmentation based on the HU
values was available, the VH-XDF signal solely caused by these bones is vi-
sualized in Fig. 4.16b. To correct for the remaining bone artifacts, Fig. 4.16d
presents the results of two fold correction of the segmented soft-tissue by
POM and the segmented bones by aluminum with Eq. (4.16). Here almost no
artifacts are visible anymore. As can be seen in the line plots (Fig. 4.16e), the
two-fold correction with POM and aluminum corrects the original visibility-
hardening artifacts almost completely, without introducing new artifacts. As
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neither POM nor aluminum mimic soft-tissue or bones perfectly, there are
still some very small artifacts left which will never be corrected to 100 %
unless a correction with an identical calibration material is performed.

4.6.6 Discussion & Summary
In this chapter, the e�ects of visibility-hardening on the XDF images of
heavily attenuating samples like a thorax were discussed. It was shown that
POM is a suitable calibration material for soft-tissue, however not for bones.
To correct for the remaining bone artifacts, the image has to be decomposed
into a “soft-tissue” component and a “bone” component and the visibility-
hardening correction has to be applied separately (soft-tissue corrected by
POM, and the bones corrected by aluminum).
To obtain these bone and soft-tissue maps, di�erent approaches were dis-
cussed. However, the feasibility of such a segmentation and the resulting
correction was only shown on simulation results. For real samples, one has
to either accept the bone artifacts, or would have to apply one of the other
segmentation approaches discussed. These will be most likely the dual-energy
decomposition or image-based approaches, as CT data generally might not
be available for most imaged samples. In addition, the correlation of pro-
jection images with CT data is usually not easy for real measurements (as
already discussed in section 4.4).
Further, the measurement process for such VH-calibration datasets has been
discussed, especially with the focus of additional Compton-scattering contri-
butions in these datasets. It was shown that a positioning of the equivalent
absorber close to the X-ray tube reduces the Compton content significantly.
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Figure 4.16 Correction for the bone artifacts remaining after a POM
calibration: (a) VH-XDF signal caused by the visibility-hardening of the pig as
already shown in Fig. 4.14. (b) VH-XDF signal solely of the bones, (obtained
by a segmentation of the CT data into a bone map and a soft-tissue map). (c)
Remaining bone artifacts after a VH-correction of (a) solely with POM. (d) Two-
fold VH correction with POM and aluminum using Eq. (4.16). (e) Line-profiles
of the three red lines to better compare the di�erent correction methods.
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kVp 50 60 70 80 90 100 120
K[µGy]/mA 0.96 1.51 2.14 2.91 3.86 4.92 7.25

CF[mSv/mGy] 0.056 0.077 0.095 0.110 0.123 0.135 0.161

Table 4.7 Measured dose values: Measured incident air kerma (K) per tube
current (mA) for a standard slot-scan with 25 pulsed exposures per pixel (20 ms
X-ray window). In addition, the interpolated conversion factors CF from Fig. 4.17
are listed for the di�erent tube voltages.

4.7 Radiation dose
Assuming an adequate similarity between porcine and human thoraxes (at
least for PA projections), the conversion factors given in ICRU 103 together
with the organ doses from [133] were used to calculate a rough estimate of the
e�ective radiation dose applied to the pigs and other samples. As explained
in section 2.4 on page 24, this conversion factor CF can be used, to convert
the measured incident air kerma K into an e�ective patient dose ED

ED[mSv]=CF
C

mSv
mGy

D

·K[mGy], (4.18)

under the assumption that the imaging procedure and the sample of interest
are su�ciently similar to the chest imaging procedure defined for a standard
human in ICRU 103. As these conversion factors are only tabulated for a few
kVp values, a cubic interpolation was applied to get conversion factors also
for other kVp values. The results of this interpolation are given in Fig. 4.17.
For the developed prototype, the incident air kerma at the table was mea-
sured by a PTW NOMEX dosimeter (PTW, Freiburg, Germany) for di�erent
kVp values for a standard slot-scan of the full FOV. For such a scan with 25
pulsed exposures with 20 ms X-ray window, the dose values listed in Table 4.7
were recorded. Additionally, the table gives the interpolated conversion fac-
tors CF for the e�ective dose.
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Figure 4.17 Dose conversion factors: Conversion factors calculated from [76]
and [133] and their cubic interpolation to get values for other kVp.
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Figure 4.18 Resolution pattern: Photo of the resolution test pattern with the
two ROIs analyzed in Fig. 4.20 (red) and Fig. 4.21 (white).

4.8 Resolution limits

4.8.1 Motivation

For human X-ray imaging applications the German guideline “Richtlinie für
Sachverständigenprüfungen nach der Röntgenverordnung (SV-RL)”[134] reg-
ulates the resolution limits which have to be achieved for di�erent types of
diagnostic X-ray exposures. The resolution is only defined for attenuation
images and is typically measured with a line-pattern made of lead as shown
in Fig. 4.18. It is given as the highest number of line-pairs per mm (lp/mm)
which still can be resolved by the human eye (of the evaluating expert) in
the X-ray attenuation images. In order to further standardize the procedure,
the guideline requires the measurements to be done with a certain detector
dose (not patient dose).
For example, the guidelines require for a generic radiographic exposure “Un-
tersuchungen mit digitaler Durchleuchtung u. Radiographie allgemein”[134,
point 12, page 142] a resolution of RGr Ø 1.2 lp/mm at a maximum detec-
tor dose of 2 µGy. In general, the guidelines allow more dose for exposures
with higher resolution and vice versa. However, as XDF imaging is not
part of these guidelines, there are no limits for this new method yet defined.
Additionally, in case of lung imaging a strict resolution limit for the XDF
images seems unreasonable, as the increased image noise (compared to the
conventional attenuation images) has to be counterweighted by increased
post-processing smoothing of the XDF images. Therefore, in this paragraph
the resolution limits of the developed XDF-scanner are measured only in the
attenuation images under di�erent conditions to evaluate the compliance of
the developed prototype with the current guidelines. This information might
help in future to register the scanner (or its successor versions) for human
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binning real pixel size
[µm]

e�ective pixel size
[µm]

frame rate
[Hz]

1x1 148 120 4
2x2 296 240 6
3x3 444 360 12

Table 4.8 Available detector modi.

applications.

4.8.2 Methods
As it would be beneficial for the registration process to meet the require-
ments of an existing imaging method as close as possible, the measurements
were done with two di�erent dose levels: a “low dose” version with 2.5 µGy
detector dose per image and a “high dose” version with 5 µGy. The detec-
tor dose was calculated from the detector pixel counts (LSB) in the image
using a factory conversion factor given by the manufacturer which is valid
for the used 70 kVp tungsten spectrum. For the detector, the modi shown in
Table 4.8 were used.
For comparison and classification of the measurements, the theoretical resolu-
tion limits were calculated[135, 136] from the system parameters by using the
post-sample Modulation-Transfer-Function (MTF). The results are shown in
Fig. 4.19. This function quantifies the loss in contrast/resolution due to the
blurring caused by the focus size and most importantly the sampling with
a finite pixel size (therefore called “post-sampling”). Please note, that his
MTF di�ers from the pre-sampling MTF which is usually measured by an
edge and that excludes especially the influence of the pixel size. The theo-
retical resolution limit in line-pairs per mm is given by the zero-crossing of
the post-sampling MTF. However, the realistically achievable resolution will
always be (much) smaller than this theoretical optimum.

4.8.3 Results
Fig. 4.20 and Fig. 4.21 show the attenuation images of the resolution pattern,
imaged at 70 kVp with a conventional phase stepping approach with 5 steps
for di�erent detector binning modes (1 ◊ 1, 2 ◊ 2 and 3 ◊ 3) and di�erent
focal spot sizes (0.3 mm and 1.0 mm). As can be seen in the images, the
dominating factor for the resolution is the detector binning as expected from
the theoretical calculations (compare Fig. 4.19). The focal spot size becomes
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Figure 4.19 Calculated post-sampling modulation-transfer-function: (a)
MTF for the small focus (0.3) and (b) large focus (1.0) with the three binning
modes. The theoretical resolution limit (MTF=0) is only for the 1 ◊ 1 binning
defined by the focus size. For larger binning (2 ◊ 2 and 3 ◊ 3) the pixel size is the
dominant factor.

the bottleneck only for the 1◊1 binning. An overview of the resolution limits
is given in Table 4.9 together with the theoretical values. As can be seen, the
measurements are well compatible with the latter. For the 3 ◊ 3 binning a
maximum resolution of about 1 lp/mm can be expected. The measurements
with double the dose appear a little less noisy, however with the discrete
number of structured fields in the line patterns, the doubling in the dose is
not su�cient to increase the measured resolution limit to the next step. For
line-patterns with finer samplings the slight increases in the resolution might
become measurable.

4.8.4 Discussion & Summary
For a realistic operation mode (3◊3 binning, large focus), the developed pro-
totype does not comply with the current guidelines for medical X-ray devices.
Most likely a new device category needs to be defined for XDF devices with
relaxed constrains on the achievable resolution in the attenuation image.
However, if higher resolutions than the currently achievable 1 lp/mm are still
requested from the authorization agency, a faster detector would be needed
as for the current detector only the 3 ◊ 3 binning allows for a scanning time
of 40 s or less, due to the limited detector readout speed (12 Hz for 3 ◊ 3
binning and only 4 Hz for 1 ◊ 1 binning). With a faster detector, the raw
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Figure 4.20 Resolution measurements - overview: Transmission images of
the resolution pattern with the two di�erent focal sizes (0.3 mm and 1.0 mm), with
the three binning types (1 ◊ 1, 2 ◊ 2 and 3 ◊ 3) and for a “low” detector dose of
2.5 µGy and a “high” detector dose of 5 µGy. The black line for the 2 ◊ 2 binning
results from a broken detector pixel line which is also visible in the 3 ◊ 3 binning.
The achievable resolutions are summarized in Table 4.9.

data could be acquired in a 1 ◊ 1 or 2 ◊ 2 binning mode, allowing for a high-
resolution attenuation image, while the data could still be software binned
when calculating the XDF image (to reduce the noise). Using a smaller focal
spot is generally undesired, as it would reduce the maximum available tube
power drastically, due to heat problems.
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Figure 4.21 Resolution measurements - zoom: Magnification of the high
frequency part of the images shown in Fig. 4.20.

binning low-dose high-dose theory

large focus
1 ◊ 1 2.25 2.25 2.61
2 ◊ 2 1.50 1.50 2.0
3 ◊ 3 1 1 1.33

small focus
1 ◊ 1 2.5 2.5 4.0
2 ◊ 2 1.5 1.5 2.0
3 ◊ 3 1 1 1.33

Table 4.9 Summary resolution limits: The number of line pairs per mm which
can be distinguished by eye, estimated from Fig. 4.20 and 4.21 and the theoretical
limits from Fig. 4.19.
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parameters “standard” “medium” “fast”
motor speed [mm/s] 11 14 22

scan time [s] 40 30 20
detector frame rate [Hz] 11.6 16 16

X-ray window [ms] 20 10 10
#shots per pixel 25 25 17

Table 4.10 Scanning parameters: Additional scanning configurations to allow
for faster scanning.

4.9 Scanning speed optimization

4.9.1 Motivation
The image of a full thorax should be acquired during a single scan with paused
breathing, as otherwise motion artifact would occur. For animal welfare, this
(induced) breath stop should not last longer than one minute for pigs. For
human application, already 20 seconds would be very demanding, especially
for patients with impaired lung functions. In the following, the performance
of the developed XDF-scanner under di�erent scanning speeds is analyzed
with the aim of finding the shortest possible scan time.

4.9.2 Methods
To allow for higher imaging speeds, the X-ray window has to be reduced to
allow for higher read out speeds of the detector, or by reducing the number
of exposures per pixel. With this two handles two more scanning modes were
defined and are listed together with the “standard” one in Table 4.10. The
drawback of both these scanning modes is that they allow only for half or
even less tube power as used for the standard scan.

4.9.3 Results
Fig. 4.22 shows the XDF images of an arrangement of several scatter-plates,
acquired with three di�erent motor speeds for the swing motion. For speed
settings above 12 mm/s, the motor starts to vibrate and these vibrations
couple into the gratings, resulting in the wave like imaging artifacts shown
in Fig. 4.22b and Fig. 4.22c. The same happens for much lower speeds
around 3 mm/s (not shown), as the gear of the motor gets into resonance
here. A scanning speed of 11 mm/s does not show any vibration artifacts
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(Fig. 4.22a), however, limits the scanning time to about 40 s for the full FOV
of 32 ◊ 35 cm2.

4.9.4 Discussion & Summary
Obviously the motor used for the swing is su�cient for animal imaging but
not the optimal choice, due to the vibrations introduced for speeds above
12 mm/s. As this motor allows only for a scan time of around 40 s it is
unsuitable for human applications. A better motor (with fewer vibrations)
would allow for faster scanning. However, the X-ray tube and detector will
become the bottleneck at some point. Faster scanning would therefore also
require faster readout of the detector which is possible using the latest version
of the Pixium RF 4343 that allows for a readout speed of up to 23 Hz. At
some imaging speed, also the X-ray tube will no longer be able to provide the
necessary X-ray power in the desired scan time and will therefore also require
an upgrade. Increasing the slot width would then help to relax the constrains
on the X-ray tube again, as less power would be wasted. For example, if the
slot size would be doubled to 5 cm, and the latest version of the detector
would be implemented, it would easily allow for scan times below 20 s, with
the same applied radiation dose as the current “standard scan”. However,
this would then also require a new, vibration-less motor.
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Figure 4.22 Vibration artifacts. XDF images of some scatter-plates, imaged
with three di�erent speeds ((a) 11 mm/s, (b) 14 mm/s and (c) 22 mm/s) of the
swing motor, resulting in scan times of 40 s, 30 s and 20 s, respectively. Above
11 mm/s motor speed (b), vibration artifacts show up which increase for the highest
speed of 22 mm/s (c).
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4.10 Summary: Characterization of the pro-
totype

In this chapter, the developed prototype was characterized extensively. The
achievable visibility was measured energy-resolved and compared to simula-
tions. Together with further measurements of a test phantom, the optimal
tube voltage was estimated to be around 60-70 kVp for an XDF image of a
thorax. Lower tube voltages might even be better, however are hindered by
the limited output power of the tube at these energies.
In a next step, the influence of Compton-scattering on the expected XDF
images of a thorax were analyzed. It was found that Compton-scattering
creates a pseudo XDF signal especially behind heavily attenuating structures
like bones. Based on the Monte-Carlo simulations, a correction method for
these artifacts was proposed.
Further, the influence of beam/visibility-hardening was analyzed. To correct
for the artifacts introduced by the visibility-hardening, a two-step calibration
method was proposed which corrects bones and soft-tissue separately.
Finally, the measurement protocol was optimized with respect to the achiev-
able imaging speed. With the currently implemented hardware a scanning of
the full FOV of 32 ◊ 35 cm2 is possible in about 40 s. However, this requires
the detector to be operated in a hardware binning of 3 ◊ 3 pixels which lim-
its the resolution to about 1 lp/mm. To further increase the imaging speed
and/or to increase the resolution, improved hardware components would be
needed.
All together the performance of the system is very satisfying and there are no
more concerns to continue with the first in-vivo experiments with real pigs.
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Chapter 5

Applications: Porcine chest
imaging

In the previous two chapters, the technical functionality of the developed scan-
ner was discussed in detail. As the image quality and scan speed were suf-
ficiently high, it was justified to continue with the first in-vivo imaging ex-
periments. The results of these experiments are presented in the following
chapter. Note that parts of the content of this chapter have been published
previously by Gromann, De Marco et al. in Nature Scientific Reports (2017).
Figures and text passages in this section may appear similar or identical as
in the publication.
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5.1 First in-vivo porcine chest images

5.1.1 Motivation
The lung consists of several hundred million air-tissue interfaces (formed by
alveoli walls) that provide su�cient gas exchange for breathing. As clinically
used conventional attenuation-based radiography of the lung cannot resolve
these microstructures, its diagnostic window is mostly restricted to indirect
signs caused by late-stage pathologies. In contrast, XDF radiography[12] is
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sensitive to the pulmonary micro-morphology itself, as the aforementioned
interfaces cause significant ultra-small-angle X-ray scattering and a corre-
sponding XDF signal. Recent small-animal studies demonstrated that XDF
imaging enhances pulmonary diagnosis, e.g. for the early detection and stag-
ing of COPD[18, 22, 24, 26], pulmonary fibrosis[25], pneumothoraces[27] and
neonatal lung injury associated with mechanical ventilation[28]. Further-
more, the assessment of pulmonary carcinoma[29, 67], edema, as well as
pneumonia may significantly benefit from XDF imaging. These pathologies
are characterized by a destruction (as in the case of COPD) or densifica-
tion (by fibrotic or tumorous tissue) of the natural alveolar structure as the
disease progresses. The loss of air-tissue interfaces consequently results in a
reduction of the XDF signal compared to the distinct signal of healthy lung
tissue. Hence, variations in the XDF lung pattern can indicate pathological
changes. The combination of XDF with conventional imaging can further be
used for di�erential diagnosis[137].
However, XDF chest imaging has until now been limited to the investigation
of small animals or ex-vivo samples. In-vivo imaging of larger mammals still
posed substantial technical challenges. Therefore, in this chapter the first
in-vivo XDF chest radiographs with a FOV of 32 ◊ 35 cm2 of living pigs are
presented.

5.1.2 Methods
5.1.2.1 Animal handling

For these experiments German Landrace Hybrid pigs (wild-type, Institute
of Molecular Animal Breeding and Biotechnology, Ludwig Maximilian Uni-
versity Munich breeding facility) were used. All animal procedures were
performed with permission of the local regulatory authority, Regierung von
Oberbayern (ROB), Sachgebiet 54, 80534 Munich, approval number AZ 55.2-
1-54-2532-61-2015. The application was reviewed by the ethics committee
according to §15 TSchG German Animal Welfare Law. All experiments were
performed in accordance with relevant guidelines and regulations.
If not stated di�erently for the individual experiments, all animals were
treated identically: first, the animals were sedated by intramuscular applica-
tion of Ketamine (Ursotamin®, Serumwerk Bernburg, Germany, 20 mg/kg)
and Azaperone (Stresnil®, Elanco Animal Health, Bad Homburg, Germany
2 mg/kg). Anesthesia was then continued by intravenous injection with
Propofol (Propofol 2 %, MCT Fresenius, Fresenius Kabi, Langenhagen, Ger-
many) using a syringe pump (Injectomat® MC Agilia, Fresenius Kabi, Lan-
genhagen, Germany) with the dose adjusted to the animals response. The
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intubated animals were kept under automated ventilation throughout the
full experiment by an anesthesia machine (Dräger Fabius Plus®, Draegerw-
erk AG & Co. KGaA, Lübeck, Germany). For imaging, ventilation was
paused for the duration of the scan (maximal 60 s at a time) with a constant
pressure of about 11 mbar in the airways, simulating an intermediate depth
of respiration. Heart rate and oxygenation were monitored continuously. To
terminate the experiment, the animals were euthanized under anesthesia by
intravenous injection of T61® (Intervet GmbH, Unterschleissheim, Germany)
according to the manufacturer’s instructions.
Fig. 5.1 shows how the intubated, anesthetized and mechanically ventilated
animals were placed on the sample bed/table in the scanner. The schematic
in Fig. 5.1a illustrates how the gratings are moved relative to the body axis
of the animal. The photographs in Fig. 5.1b-c show the additional lead
shielding (“side collimators”) which are visible next to the animal, as well as
the silicon pipes for the automatic breathing control via the intubation tube.

5.1.2.2 Imaging parameters

The proof-of principle images presented in the following were acquired with
the standard scan parameters as listed in Table 4.10 for a 70 kVp spectrum
with 340 mA tube current. The X-ray tube at the time of the experiment was
a Philips RO 1750 ROT 360 (Philips Medical Systems, Hamburg, Germany).
The dose for this experiment was measured and calculated as described in
section 4.7 to be approximately 80 µSv per scan. For the XDF images, a
visibility-hardening correction with solely POM (on-table method which also
tries to correct for Compton-scatter, see section 4.6.4) has been applied.

5.1.3 Results & Discussion
Fig. 5.2 illustrates as an example the results obtained for one animal (ear-
number #4752, 23 kg) in posterior-anterior view with 19.5 cm chest thickness
(PA, Fig. 5.2 top row) and in lateral view (lying on its right side) with 16 cm
lateral chest thickness (LAT, Fig. 5.2 bottom row), respectively. Both expo-
sures (PA and LAT) were conducted with the same dose area product (DAP)
of 0.5 Gy · cm2, resulting in an e�ective dose of approximately 80 µSv for the
PA exposure. This value is compatible with conventional chest radiographs
(20 µSv for PA examinations[138, 139]) and equals around ten days of natural
background radiation[138].
When comparing XDF (Fig. 5.2c-d) with the conventional radiographs
(Fig. 5.2a-b), the diagnostic benefit of scatter-sensitive imaging in lung di-
agnostics becomes apparent: the XDF signal allows functional assessment of
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Figure 5.1 Photographs and sketch of the experimental setup with the
animals: (a) Sketch of the imaging system with the animal placed on the table,
(b) photograph of an animal in posterior-anterior (PA) position and (c) photo-
graph of another animal in lateral (LAT) position. As the image in (c) was taken
after termination of the experiment, there is no heartbeat visible on the pulsoxime-
ter. Next to the animals, the additional lead shielding (“side collimators”) are
visible, as well as the pipes for the automatic breathing control via the intubation
tube. The red laser line is used for positioning of the animals. Please note that an
adapted version of panel (a) is also published in [68].

the porcine lung, since the associated scattering signal is dominant in the tho-
rax region. At the same time, the overlying and surrounding structures (e.g.
fat, muscles and bones) hardly exhibit any scattering and therefore appear
“dark-field transparent”. Thus, they do not compromise the assessment and
delineation of the lung, as it is the case in attenuation radiographs. Note that
the presented radiographs have su�cient quality to guarantee a meaningful
radiographic assessment of the lung: the XDF signal exhibits a homogenous
distribution/pattern throughout the lung, as expected in healthy animals.
In order to demonstrate the potential of the complementarity between XDF
imaging and conventional radiography, Fig. 5.3 shows two regions of inter-
est with similar attenuation but di�erent XDF characteristics: healthy lung
tissue with a large number of alveolar interfaces yielding a strong XDF sig-
nal versus the air-filled stomach with no inherent microstructure and thus
no XDF contrast. Experiments with mice[22, 24–28, 140] proved that the
XDF signal strength is directly correlated to the number of intact alveolar
interfaces.
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Figure 5.2 First in-vivo porcine multi-contrast chest radiographs. At-
tenuation (a, b), X-ray dark-field (c, d) and di�erential phase (e, f) chest
radiographs of a healthy, living pig in posteroanterior (PA) and lateral (LAT) view
(top and bottom row respectively). Both scans were conducted using imaging pa-
rameters compliant with animal care, namely 40 seconds total scan time and a
radiation dose of approximately 80 µSv. In particular the XDF radiographs (c,
d) allow for an easy and unambiguous assessment of the pig lung, since overlying
structures (e.g. fat) present only negligible scattering, and the XDF signal strength
is correlated to the number of alveolar interfaces. Please note: images (a-d) are
displayed as the neg. natural logarithm of relative transmission and visibility loss
respectively. This figure is also published in [68].

Therefore, any pathology associated with their loss will continuously reduce
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the XDF signal up to the point where no interfaces are left at all. This opens
up a new diagnostic window to detect early stages of respiratory diseases
which typically appear radiolucent on the attenuation radiograph. The ex-
treme case, in which lung tissue/alveolar interfaces are completely displaced
by air, would e.g. occur in a pneumothorax or bulla, for which the air-filled
stomach is only considered as an educational and demonstrative model here.
The scatterplot in Fig. 5.3b further demonstrates the feasibility (in the case
of pigs) of discriminating tissues with similar attenuation properties based
on their XDF signal intensities.
Besides the attenuation and XDF images, GBI also provides di�erential-
phase images[10, 11, 47]. These are shown in Fig. 5.2e-f. However, note that
the system was designed to accommodate the strong signal expected for pul-
monary XDF imaging and hence only yields a moderate phase sensitivity[63].
Therefore, the di�erential-phase images of the in-vivo pig in these experi-
ments provide little additional information (compare Fig. 5.2e-f).

attenuation

D
ia

gn
os

tic
 w

in
do

w

 Many alveoli
(Healthy lung) 

No alveoli 
(e.g. pneumothorax)

R
ed

uc
tio

n 
of

 a
lv

eo
la

r 
in

te
rfa

ce
s 

 

Fewer alveoli
 (e.g. COPD)

a b c
Lung
Stomach

attenuation

dark-field

R
ed

uc
tio

n 
of

 X
D

F 
si

gn
al

 

da
rk

-fi
el

d

2.0 2.2 2.4

0.0

0.5

Figure 5.3 Potential of XDF imaging. (a) Two regions of interest with simi-
lar attenuation signals but di�erent XDF behavior showcase the diagnostic potential
of XDF imaging. (b) Scatterplot comparing healthy lung tissue (red) with intact
alveolar interfaces and a strong XDF signal vs. the air-filled stomach (yellow)
with no internal microstructure and thus a small XDF value. As the XDF signal
strength is directly correlated to the number of alveolar interfaces, a loss of the
latter due to respiratory diseases, as indicated in the example of histopathological
slices in (c), can be diagnosed even if the attenuation signal remains unaltered.
The diagnostic window ranges up to the point where no alveoli are left which is
the case e.g. in a pneumothorax. For this extreme case, the air-filled stomach is
considered only as a demonstrative model here. This figure is also published in
[68].
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kVp 60 70 90 120
dose [µSv] 70 142 120 175

Table 5.1 Scan parameter for the kVp series.

5.2 Tube voltage optimization

5.2.1 Motivation
So far, the optimal tube voltage for XDF imaging of a chest was only esti-
mated for a technical phantom in section 4.3. To verify that these results are
also valid for imaging of a real thorax, these experiments are repeated here
for a porcine thorax.

5.2.2 Methods
For this experiments, the much stronger MRC X-ray tube was used (see
chapter 3.4) to allow for consecutive scans with no delay time. A pig (ear-
number #1893, female, 25 kg) was imaged several times in PA position with
di�erent kVp values as listed in Table 5.1. The procedures for the animal
handling are the same as discussed in section 5.1.2.1. As the appropriate
dose-conversion factors were not yet available at the time-point of the exper-
iments, the dose could not be kept completely constant for the di�erent kVp
values and the corresponding values are therefore given in the table as well.
Again, a visibility-hardening correction with solely POM (on-table method)
has been applied and the images are given with a logarithmic colormap.

5.2.3 Results & Discussion
Fig. 5.4 shows in the upper row the attenuation and in the lower row the
XDF images for di�erent kVp values. As can be seen, the thorax becomes
slightly more transparent for the higher kVp values and the contrast of the
bones decreases (Fig. 5.4a-d). From a radiological point of view the XDF
image is best for 60 kVp (Fig. 5.4e) and gets continuously worse for higher
kVp, as anatomical details of the lung are best visible for 60 kVp. This is
correlated with the high XDF signal of the lung at these energies. Besides
the loss in signal strength additional artifacts are introduced for higher tube
voltages. The origin of these artifacts is not yet fully understood but might be
related to problems in the data processing due to the low visibility for higher
kVp values. The quantitative evaluation of the white ROI from Fig. 5.4 is
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Figure 5.4 kVp Series: Pig imaged at di�erent kVp values with the dose values
given in Table 5.1. The XDF images for the lowest energy of 60 kVp yield the best
quality with decreasing performance for higher kVp values.

presented in Fig. 5.5. As already expected from the experiments presented in
section 4.3, the XDF signal decreases for higher energies (compare Fig. 5.5a).
In addition, also the SNR (normalized to the applied dose), decreases for
higher energies (compare Fig. 5.5b), as the increase in the noise by the loss
in visibility cannot be outweighed by the increase in transmission. This is
compatible with the results from section 4.3. A further reduction of the
tube voltage is not possible due to the limited tube output at energies below
60 kVp, as already discussed.

5.3 Motion artifacts

5.3.1 Motivation
In this section, the motion artifacts inherent for in-vivo imaging are studied.
Especially the beating heart, as the major source of motion during a scan, is
expected to introduce artifacts. The inherent motion of a living object was
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Figure 5.5 Quantitative analysis: (a) averaged XDF signal and corresponding
standard deviation of the white ROI inside the lung (see Fig. 5.4). (b) SNR of
this ROI, normalized to the applied dose which was not constant for the di�erent
scans (see Table 5.1). The lowest kVp yields the best results.

often considered as a major threat in the translation of XDF imaging from
bench to bedside.

5.3.2 Methods
To study di�erent types of motion artifacts, a first pig (ear-number #4450,
male, 33 kg) was imaged twice; once without breathing control resulting in a
quite strong movement of the freely breathing thorax during the scan. For
a second scan, the amount of narcotics was increased, and the automatic
breathing control was activated. Here the breathing was paused during the
scan. For a third scan (pig #4456, female, 30 kg), the Moiré fringe pattern
was adjusted to reduce the remaining motion artifacts. All three scans were
performed at 70 kVp with a dose of about 80 µSv per scan with the RO 1750
X-ray tube.

5.3.3 Results & Discussion
For a freely breathing animal, the image information is completely lost (see
Fig. 5.6a). Holding the breath is therefore inevitable for XDF imaging. Fur-
ther, the experiments showed that the shape of the Moiré fringe pattern (see
upper images in Fig. 5.6) determines the strength of the image artifacts in-
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a b c

Figure 5.6 Resulting motion artifacts for di�erent grating alignments.
(a) Artifacts resulting from a continuous breathing motion during the scan. (b)
Motion artifacts due to bad alignment of one grating tile. (c) optimal alignment
of all grating tiles. The upper row shows the raw image of the grating slot with the
actual alignment of the Moiré fringes.

troduced by the beating heart. The fringe scanning procedure assumes that
all intensity modulations during a scan are the result of “scanning” through
the phase of the Moiré fringe. However, the beating heart introduces an addi-
tional intensity fluctuation, especially at the heart-lung boundary, resulting
in data inconsistencies. A high frequency in the Moiré pattern amplifies these
artifacts as shown for the badly align grating tile in Fig. 5.6b. To reduce these
artifacts, a larger fringe period seems to be beneficial (with the upper limit
being determined by the requirement that one full period must still be con-
tained in the grating slot to employ the fringe-scanning algorithm). As the
remaining artifacts (see Fig. 5.6c) are limited to the heart-lung boundary,
they should not degrade the diagnostic quality of the images.

5.4 Visibility-hardening and CS corrections

5.4.1 Motivation
So far, all presented XDF images of pigs (see Fig. 5.2, Fig. 5.4 and Fig. 5.6)
have been corrected for visibility-hardening and Compton-scattering at once
with the method “POM on table” (compare section 4.6.4), due to the lack
of further calibration data. However, this may result in strong image ar-
tifacts and wrong quantitative numbers for the XDF signal as discussed in
sections 4.4 and 4.6. To allow more quantitative analysis of the XFD signal,
the advanced correction methods discussed in the aforementioned sections
are applied to real data of the pig.
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5.4.2 Methods
Using the Monte-Carlo simulation and the acquired CT data of the pig (ear-
number #1893, imaged at 60 kVp in PA with the XDF-scanner), the Compton
background was simulated. Using the approach discussed in section 4.4, the
measured XDF image is corrected for the pseudo XDF signal caused by
Compton-scattering. In a second step, a visibility-hardening correction is
applied with the POM slabs placed close to the focal spot. These corrections
are then compared to the “old” calibration with POM on table which aimed to
correct for visibility-hardening and CS at once. For convenience of visualizing
the di�erences, the images in this section here are color-coded and given with
a linear colorbar.

5.4.3 Results & Discussion
For pig #1893, the uncorrected XDF image of the pig is shown in Fig. 5.7a
and the correction with the old method “POM on table” is shown in Fig. 5.7b.
The profile through the red line is visualized in Fig. 5.8. As can be seen from
these images/line plots, there is a strong over-correction in areas outside of
the lung (e.g. the shoulders) with XDF signals of up to 1.2 (=20 % excess).
This is a result of the overestimated Compton-scattering contribution from
the POM calibration; The porcine thorax exhibits much less scattering for
the same thickness compared to the POM. To correct for this, Fig. 5.7c shows
the measured XDF image corrected for the Compton influence by using the
results of the MC simulation and Eq. (4.10). In a last step (Fig. 5.7d), a
visibility-hardening correction with POM close to the focal spot, is applied.
As can be seen, this correction brings areas outside of the lung close to D=1
which is expected for these regions, as there is no scattering tissue present.
However, there are still bones visible in the image as the two-fold correction
discussed in section 4.6.5 could not be applied here. To allow for such a
correction a segmentation of the bones would be required first.

5.5 Summary & Outlook
5.5.1 First in-vivo porcine XDF chest images
The very first in-vivo XDF chest images represent a breakthrough in the
translation of XDF imaging to clinical applications. As neither simulations
nor ex-vivo studies could prove that a translation of the technique from mice
to humans is feasible, living pigs were used as the last intermediate step.
The results presented address the major challenges of chest XDF imaging,
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Figure 5.7 Di�erent correction methods: (a) Uncorrected XDF image. (b)
“Old” visibility-hardening correction with POM on table. This method results in
overcorrection (D>1) for heavy attenuating regions, as the influence of CS is over-
estimated. (c) Compton-scattering corrected XDF image obtained by the results
from the Monte-Carlo simulation. (d) Additionally visibility-hardening corrected
version of (c), with the POM calibration acquired close to the focal spot. The line
profiles of the red lines are shown in Fig. 5.8. The scan was performed with 60 kVp
and all images are given with a linear color map.
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line profiles

Figure 5.8 Line profiles of Fig. 5.7: (a) Uncorrected XDF image. (b) “Old”
visibility-hardening correction with POM on table. (c) Compton-scattering cor-
rected XDF image, by the results from the Monte-Carlo simulation. (d) Addi-
tionally visibility-hardening corrected version of (c), with the POM calibration
acquired close to the focal spot.

namely: achieving a large FOV, high visibility at clinically compatible X-ray
energies, a short acquisition time and a clinically acceptable radiation dose.
The findings with the study of healthy pigs support the assumption that the
XDF signal seen in the porcine lung originates from the same morphological
structure, namely the air-tissue interfaces of the alveoli, as shown in various
mice models. In the next step, follow-up studies are needed to quantify the
diagnostic sensitivity and specificity of XDF imaging in further large animal
models and/or clinical trials.
XDF chest imaging has the potential to close the diagnostic gap between
microscopic but invasive histopathology and conventional macroscopic X-ray
imaging. I believe that XDF imaging can be established as a functional
imaging tool in clinical practice, soon. As lung diseases like COPD belong
to the leading causes of mortality and morbidity in modern society[30], any
improvements in establishing an early diagnosis for these diseases will benefit
a large number of people.

5.5.2 Tube voltage optimization
Extending the work from chapter 4.3, it was also shown for a porcine thorax
that the optimal tube voltage is around 60 kVp, as here the overall image
quality as well as the quantitative SNR of the lung signal are best. However,
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as all imaged animals had about the same weight and thorax dimensions,
the next study should also include much thicker and thinner thoraxes, to
estimate the optimal kVp also for those samples. Further, if gratings with
smaller periods and higher absorber structures become available, this kVp
maximum will most likely shift to higher energies.

5.5.3 Motion artifacts
First, it was shown that paused breathing is inevitable for XDF imaging.
Second, it was shown that a proper alignment of the Moiré fringe pattern
allows to reduce the heart beat artifacts to a tolerable level. Future im-
provements like cardiac gating and advanced processing might reduce these
artifacts even further and should be evaluated in future projects.

5.5.4 Visibility-hardening and CS correction
In this experiment the advanced Compton-scattering and visibility-hardening
correction methods from sections 4.5 and 4.6 were applied to a real measure-
ment of a porcine thorax to increase the quantitative correctness of the XDF
images. These methods were compared to the “old” approach were both
Compton-scattering and visibility-hardening are corrected with a single cal-
ibration acquired from POM placed on the table.
It could be shown that the prediction of the Compton background via Monte
Carlo simulations provides realistic results and that the overshooting of the
XDF signal in heavily attenuating structures like the shoulders is prevented.
However, as the registration of the CT dataset and the XDF measurement
was not good enough to perform a segmentation of the bones, the two-fold
visibility-hardening correction of the bones could not be applied. The image
was therefore only visibility-hardening corrected for soft-tissue with POM,
which results in remaining bone artifacts. Compared to the old “on table”
method with a correction of solely POM, this approach with numerical CS
simulation is much more trustworthy with respect to the quantitative num-
bers for the DXF signal. For future sample scans, an additional CT scan
should therefore always be considered to allow for a retrospective simulation
of the Compton-scattering contribution. A generic CS model of the scanner
that allows for a fit of any measured sample to a pre-computed database
would be even better.



Chapter 6

Advanced applications: drug
screening in luggage

In the previous chapter the application of the developed XDF-scanner for lung
imaging was presented and extensively discussed. However, this technology
is not limited to biomedical applications. Therefore, another possible applica-
tion of XDF imaging is presented in the following chapter: namely security
screening. As the FOV of the developed scanner is large enough to handle
full peaces of luggage at once, the feasibility of XDF contraband detection is
evaluated next. Please note that the main results of this section are a part
of a manuscript in preparation by Gromann et al. that will be submitted for
publication soon. Figures and text passages in this section may appear similar
or identically in the manuscript.
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6.1 Motivation
X-ray imaging is a frequently used tool in security inspection, e.g. in in-
spection of baggage at airports. It is mostly used in the form of dual-energy
radiography to separate high Z materials (e.g. metals) from low Z materials
(e.g. organics or plastics). Other X-ray techniques like CT imaging or co-
herent backscatter imaging are also possible but are seldom used in practice.
X-ray (dual-energy) radiography is a powerful tool in the detection of suspi-
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cious objects like metal weapons but is weak in the identification of organic
contrabands in unsuspicious containers. These organic contrabands are often
illegal drugs like cocaine and heroin[141]. The main problem in the detection
of these powder-like drugs in conventional X-ray images is their similarity
to harmless organic liquids (e.g. soap, shampoo and skin cream). In this
chapter, it will be shown that XDF imaging may serve as a new tool to solve
this security issue.

6.2 Materials & Methods

6.2.1 Drug phantom samples
Due to the fact that samples of real drugs (e.g. cocaine) were not available
due to legal restrictions, samples of the two major adulterants commonly
found in street-sold cocaine[142, 143] were used:

1. Lidocaine (SigmaAldrich©, Steinheim, Germany), a synthetic local
anesthetic that is very similar to cocaine in its structural appearance
and also numbs the gums when applied. It is therefore used to mimic
the e�ect of cocaine on human mucosa (this “tongue test” is often
used as a simple indicator for the quality of street sold cocaine). This
adulterant might make up to 92% of the total mass of typical cocaine
samples[143].

2. Lactose powder (dm©, Karlsruhe, Germany), a white powder sugar
which is pharmaceutically inactive and only used to extend the volume
of street sold cocaine.

As these two adulterants make up a significant amount of the mass of of
street sold cocaine, they are a valid test phantom for a screening experiment.
Additionally, their grain-size (which is the dominant factor for the strength
of the XDF signal[57]) is structurally similar enough to cocaine to also serve
as a valid phantom for pure cocaine.
For imaging, the two powders were hidden in unsuspicious containers (Falcon
tubes and plastic bottles) which were then stored in typical luggage samples.
Fig. 6.1 on the next page shows an example of an XDF and attenuation
image of the falcon tube containers. As can be seen, only the powder-like
substances are generating a scattering signal, whereas the liquid and the
powders experience a similar attenuation signal and are therefore hardly
di�erentiable in the attenuation image.
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soap lactose lidocaine

a b c

Figure 6.1 Multimodal X-ray radiograph of di�erent substances. (a)
XDF, (b) conventional attenuation and (c) photograph of three sealed falcon tubes
filled with liquid soap, lactose and Lidocaine powder. As all three organic sub-
stances have a similar attenuation behavior, they all appear similar in the conven-
tional attenuation image (b). In particular, it is impossible to di�erentiate between
the harmless liquid soap and the powder-like potential contrabands. However, in
the XDF image (a) only the two powders are visible, as the liquid does not scatter
at all. And here, it is even possible to distinguish di�erently dense areas within the
Lidocaine, which were caused by the tube filling process. The length scale is 3 cm
and the images were acquired at 60 kVp with a 200 mA tube current.

6.2.2 Image fusion algorithm
To combine the scatter-based XDF image (D) with the attenuation-based im-
age (A) into a single, fused image F, di�erent approaches were suggested[144–
147] which focused mostly on highlighting the di�erences in the imaging
channels. Here, another very simple approach:

F = log(D) · log(T ) (6.1)
is used which highlights features of the sample in pseudo color which are at-
tenuating and scattering at the same time. However, also more sophisticated
fusion algorithms may be applied in the future.

6.2.3 Tunable XDF sensitivity
The XDF signal D scales with

log(D(E)) Ã 1
E2 · (G(E) ≠ 1), (6.2)

with the X-ray energy E and G(E) is the autocorrelation function of the
sample[56–58, 65]. The autocorrelation function G(E) can be considered
the “fingerprint” of a sample, incorporating the structural information of a
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substance. This energy dependence (mostly the 1/E2 pre-factor) can further
be used to tune the system to prevent signal saturation caused e.g. by thick
layers of clothing. A higher tube voltage, also combined with pre-filtering to
cancel out the lower energies of the X-ray beam, e�ectively reduces the XDF
signal intensity.

6.3 Results

6.3.1 Real luggage sample
Fig. 6.2 shows the results of a leather backpack being imaged at 60 kVp
with the XDF prototype scanner discussed in the previous chapters. In
the conventional attenuation image (Fig. 6.2a), one can identify several bot-
tles/containers inside the backpack which are slightly attenuating the X-rays
(so most likely some organic content). However, no further evaluation of
their content is possible. In contrast, only one of these containers generates
a significant XDF signal (see Fig. 6.2b) which is further highlighted in the
fused image (Fig. 6.2c). This suspicious container indeed contains the poten-
tial contraband Lidocaine, while the other containers just contain harmless
liquids like skin cream and hand sanitizer. The photograph (Fig. 6.2d) shows
a virtual overlay of the suspicious container over the backpack for illustra-
tion. This example shows that it is easily possible to identify powder-like
contrabands in a real luggage example with this new method.

6.3.2 Adjusting the sensitivity with the X-ray energy
In order to visualize the energy dependency of the XDF signal, the samples
shown in Fig. 6.1 were imaged again with di�erent X-ray energies (kVp).
Fig. 6.3 shows the averaged signal of the two regions of interest indicated by
the blue and green box. As expected, the signal decreases with an increasing
tube voltage. Please note that the curves are di�erent for the two powders
due to their di�erent microstructures, or more precisely, their di�erent auto-
correlation functions. Although this behavior is not utilized here, it might be
used to separate di�erent powder types in the future (see discussion in sec-
tion 6.4). Here, the energy dependence of the XDF signal is used exclusively
to adjust the XDF sensitivity of the imaging system in order to prevent sig-
nal saturation from heavily scattering backgrounds like thick clothing. This
is similar to the approach of increasing the X-ray energy to prevent signal
saturation of heavily attenuating samples in conventional X-ray images.
The application of an adjusted XDF sensitivity is shown in Fig. 6.4 for a
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Figure 6.2 Leather backpack with contraband phantom. (a) Conventional
attenuation, (b) XDF and (c) fused image in pseudo color of a leather backpack
and (d) photograph with a virtual overlay of the suspicious container. In the
conventional attenuation image, it is impossible to discern the di�erent organic
contents of the various bottles. In contrast, in the XDF image, one bottle has a
much higher XDF signal than the others. The fused image highlights this suspicious
item even more which is indeed a plastic bottle filled with Lidocaine powder, a
common cutting agent of cocaine. The other bottles contain harmless liquids like
skin cream and sanitizer. The images were acquired with 60 kVp and the length
scale in the images is 5 cm.
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Figure 6.3 Tunable XDF sensitivity: Like the well-known energy dependency
of attenuation images, the XDF signal is also highly energy dependent. By adjust-
ing the energy of the X-ray spectrum, it is possible to adjust the signal intensity
of scattering specimen to match the dynamic range of a given system. This can
be used to prevent signal saturation of highly scattering samples like clothing. As
an example, the figure shows the mean signal of the two powders - Lidocaine and
lactose - over the green and blue ROI (from Fig. 6.1a). As expected, the signal
declines with increasing X-ray energy, but the e�ect also depends on the microstruc-
tures of the samples (to be precise, on their autocorrelation functions (ACF)) and
is therefore di�erent for the two powders. In the future, the measurement of this
ACF might be used to identify di�erent types of powders.

second piece of sample luggage which is filled by more than 20 cm thick
clothing . The attenuation image nicely shows two falcon tubes with similar
attenuation properties which are hidden in the clothing. The suspicious
container on the right side was filled with lactose powder and the harmless
one on the left with liquid soap. However, in this case, the fibrous structure
of the clothing also generates a significant XDF signal, up to the point where
the scattering sample can no longer be distinguished from the background.
In order to prevent this, the bag was scanned again with adjusted imaging
parameters. The first scan was done with a 60 kVp spectrum while the second
scan was performed at 80 kVp with an additional pre-filter made of 5 mm
aluminum. As can be seen (white marker in Fig. 6.4b), the saturation is
now prevented and the suspicious container can be identified again in the
XDF image with an increase in the contrast-to-noise ratio (CNR) of more
than a factor of 5 (CNRD

60 = 0.2 vs. CNRD

80 = 1.1 for the ROI’s indicated in
Fig. 6.4c). In order to enable a proper comparison, the imaging parameters
were adjusted to keep the CNR in the attenuation image almost constant
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(CNRT

60 = 6.1vs. CNRT

80 = 6.3) with a tube current of I60 = 200 mA and
I80 = 70 mA, respectively.

6.4 Discussion & Summary
In this experiment, it was shown that the technology of X-ray XDF imaging
is now mature enough to be implemented in a realistic luggage screening
system. It was easily possible to detect powder-like contrabands hidden in
commonly used containers that would have been missed with conventional
attenuation imaging. A major concern with X-ray XDF imaging for luggage
inspection was the problem of signal saturation due to large amounts of scat-
tering clothing on top of the suspicious object. Therefore, it was shown that
tuning the XDF sensitivity by adjusting the X-ray spectrum is feasible but
may require a second scan of the sample if the first one experienced signal
saturation. Since the radiation dose is not critical in luggage inspection, this
may only require a little more scan time. In addition, the suspicious object
can (and should) be removed from the luggage and scanned separately from
the clothing. This would be similar to the standard operating procedure cur-
rently used by airport security for liquids in hand luggage. When a suspicious
object is found and separated from the background, a measurement of the
autocorrelation function of the sample would give the unique “fingerprint”
of the material and would allow for a non-destructive identification of the
sample (container does not need to be opened) by comparing the informa-
tion with a previously acquired database. This measurement could either be
performed by a variation of the energy (or energy-resolved measurement), a
variation of the sample-to-grating distance or by measurement with an ad-
ditional set of gratings. The latter in particular would be very suitable for a
slot-scanning device, as the additional gratings could simply be placed next
to the first one (in the scanning direction).
Here, the focus was exclusively on powder-like contrabands such as cocaine
and heroin which occur frequently in smuggling due to their high resale prices.
However, other publications[12, 148] also suggested that more threatening
items like explosives also have a strong XDF signature due to their inherent
microstructure. In the future, this should also be tested with the new scanner.
Currently, the FOV of the scanner is only large enough to scan smaller bags
that are the size of typical hand luggage. However, there is no longer a strict
limitation on the FOV, as the stitching of additional grating tiles would be
no longer a problem. Therefore, scanners for larger samples like suitcases
would also be possible.



128 6.4. Discussion & Summary

Figure 6.4 Adjusting the XDF sensitivity. XDF (a, b) and conventional
attenuation images (c, d) of a bag (e) filled with about 20 cm of clothing (three
t-shirts, a pair of shorts and a hoody). Additionally, two falcon tubes (f), one filled
with lactose powder the other filled with liquid soap, were placed in the bag. Due
to the fact that saturation of the XDF signal by such thick clothing samples may
be a problem, the bag was imaged once with a lower voltage of 60 kVp (top row)
and then with an increased voltage of 80 kVp and an additional pre-filter of 5 mm
Al (bottom row). At the lower energy, the XDF saturates and the powder filled
container cannot be distinguished from the background (CNR

D

60 = 0.2 between
orange and yellow ROI). Please note that the ROIs are identical for all four images.
In contrast, at the higher energy and thus lower XDF sensitivity, the container with
the suspicious powder is visible again (white arrow, with a CNR

D

80 = 1.1). The
imaging parameters were chosen in a way to keep the CNR in the attenuation
image almost constant (CNR

T

60 = 6.1 vs. CNR

T

80 = 6.3) with a tube current of
I60 = 200 mA and I80 = 70 mA.



Chapter 7

Summary, Discussion &
Outlook

In this chapter, the main results of the work performed in the context of this
PhD thesis are briefly summarized with the focus to reveal future research
directions (sections 7.1-7.3). For a detailed discussion of the results, the
reader is referred to the corresponding sections of the main manuscript. In
section 7.4, the achievements of this thesis are discussed in context to other
research in the field.
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7.1 Design of the large-animal XDF-scanner
In chapter 3, the boundary conditions for the development of a large-animal
XDF-scanner were discussed with the focus on solutions for the dominating
challenges that prevented a translation of XDF imaging from small animals
to human-sized animals:

• The large FOV was achieved by combining linear stitched gratings with
a resulting size of about 2.5 ◊ 40 cm2 with a slot-scanning approach.
Further, the gratings are not moved linearly but on an arc to prevent
parallax errors in the images. This enabled a total FOV of 32◊35 cm2.
To allow for a smooth motion of the grating slot, a backlash free mo-
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torization concept was developed, which is coupled via a steel-rope to
the gratings to suppress vibrations.

• To achieve a high visibility at clinically relevant energies of above 60 kVp
all three gratings were optimized by using wave-optical simulations.
The simulations revealed that three attenuation gratings will perform
best in the anticipated geometry. This is a di�erent approach compared
to “classical” Talbot-Lau interferometers, which are based on a phase
grating and interferometric e�ects.

• Acquisition of the imaging data is performed in a Moiré fringe scanning
approach. As both the intensity and visibility di�er across the grating,
an additional phase stepping is performed during the flat field acquisi-
tion to obtain a reference intensity, phase and visibility for all relative
coordinates within the grating slot.

Further research should focus on the optimization of advanced phase grat-
ings with shapes di�erent from a binary mask. As already indicated in the
corresponding section, a triangular shaped grating might perform equally to
a binary attenuation grating with the advantage of saving half of the dose.
Additionally, a larger grating area would allow for even larger FOV and more
importantly for much faster image acquisition. Nevertheless, this would re-
quire bent gratings whose fabrication also needs further investment.

7.2 Characterization of the scanner
In chapter 4of the thesis, the performance of the developed scanner was
evaluated in detail:

• The achievable visibility was measured energy-resolved and showed ex-
cellent agreement with the wave-optical simulations. The resulting vis-
ibility is about 31 % for a tube voltage of 70 kVp which is a very high
value for a grating based imaging system. However, due to the finite
height of the gold gratings, there is still a strong dependence of the visi-
bility on the actual X-ray spectrum. With systematic measurements of
a test phantom, the optimal tube voltage was estimated to be around
60- 70kVp for an XDF image of a realistic thorax. Lower tube volt-
ages might even be better, however are hindered by the limited output
power of the tube at these energies.

• This energy dependence of the visibility results also in strong XDF
artifacts due to visibility-hardening e�ects. A correction of this e�ects
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via calibration measurements with equivalent absorbers made of POM
is therefore presented in the corresponding section. Additionally, a
two-fold correction method is introduced which is able to correct for
the remaining bone artifacts. These artifacts are a result of the under-
correction of the visibility-hardening caused by bones solely with POM.
However, this method requires a pixel-wise segmentation of the image
into at least two materials (e.g. soft-tissue and bones). In this thesis,
only a single prove-of-concept of the method based on simulations could
be presented. Further research is therefore necessary to evaluate the
segmentation in a realistic imaging experiments, e.g. based on a dual-
energy decomposition or digital image processing.

• Another source of pseudo XDF signal is Compton-scattering. This
pseudo signal is especially high behind heavily attenuating features like
bones or thick parts of soft-tissue. Monte Carlo simulations showed that
the current geometry (2.5 cm slot-width and three attenuation grat-
ings) o�ers an optimized scattering suppression. However, even here a
pseudo XDF signal of up to 10 % in the lung is expected for human like
samples and up to 5 % for porcine samples. Other geometries with less
attenuation gratings or without the slot perform even worse. However,
these results are only based on a quantity of n=1 for both the human
and the porcine chest phantoms. Further simulation studies are needed
to evaluate the influence of e.g. di�erences in body weight and shape
more precisely.

• To correct for the Compton pseudo signal, a correction method based
on a Monte Carlo simulation was introduced. Here, a simulation of
the expected Compton background for the individual sample is per-
formed. With this information, the original XDF image can then be
corrected. However, this simulation requires a registered 3D model
of the imaged sample. Such a model can be generated from a corre-
sponding CT of the sample (as done here), but is not available on a
general basis. A better approach would be the fitting of the sample
data to generic, pre-computed scatter-data. Further research should
therefore be applied on the implementation of the X-ray gratings in
currently available Compton-scattering calculation software packages
(e.g. Philips Skyflow).

• The achievable image resolution in the attenuation images was mea-
sured according to the guideline applicable for conventional thorax
imaging. The maximum resolution which could be achieved is about
1 lp/mm. This is a rather low value compared to conventional chest
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X-ray systems however is inevitable due to the high detector binning
necessary for the fast read-out-speed. Higher resolutions would require
a faster detector. With the current hardware, a minimum scan time of
about 40 sec can be realized. Additionally, faster image speeds intro-
duce vibration artifacts and would therefore require a better motor as
well.

7.3 Applications:
7.3.1 Porcine chest imaging
First in-vivo images The results in chapter 5 represent a breakthrough
in the translation of XDF imaging to clinical applications:

• The prove-of-principle results of the very first in-vivo image of a porcine
thorax overcame the major challenges so far related to chest XDF
imaging: achieving a large FOV, high visibility at clinically compat-
ible X-ray energies, a short acquisition time and a clinically acceptable
radiation dose.

• The findings with the study of healthy pigs support the assumption
that the XDF signal seen in the pig lung originates from the same
morphological structure as in the mice, namely: the air-tissue interfaces
of the alveoli. It is therefore justified to predict a similar behavior also
for human lungs.

• Further studies should also include pathology models in pigs, to eval-
uate the improved diagnostic performance of the scanner. However,
lung pathologies are not easily induced in pigs and from an animal
welfare point of view it might be problematic to argue for such painful
experiments (particularly for disease models that include a long incuba-
tion time without narcotics). Especially, as the data are already quite
convincing to directly continue with first human experiments.

Tube voltage optimization Continuing the tube voltage optimization
performed for the technical phantom above, this section evaluated the opti-
mal tube voltage on a real thorax sample:

• Also for a porcine thorax it was shown, that the optimal tube volt-
age is around 60 kVp, as here the overall image quality as well as the
quantitative SNR of the lung region was best. Future research should
include pigs with di�erent body weights and dimensions, as for much
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thicker thoraces this optimum might be shifted to higher energies. The
same might happen, if gratings with smaller periods and/or higher gold
structures become available.

Heart beat motion Heart beat motion was considered as a major chal-
lenge in in-vivo XDF chest imaging. In this section the influence of the shape
of the Moiré pattern on motions artifacts was therefore studied:

• It was found, that a proper alignment of the Moiré fringe pattern allows
for in-vivo imaging, even with a beating heart. The resulting artifacts
are then mostly restricted to the heart-lung boundary and do not a�ect
overall diagnostic quality of the images. Nevertheless, future studies
should invest improved image reconstruction algorithms that might in-
corporate cardiac gating and other advanced processing features, to
further reduce these artifacts.

Visibility-hardening and CS correction As a prove-of-concept, the
visibility-hardening and Compton-scattering correction methods introduced
above, were applied to a real porcine thorax image:

• The application of both the Compton-scattering correction as well as
the visibility-hardening correction to a porcine thorax image revealed a
significant improvement of the quantitative XDF signal. This is espe-
cially the case for thick structures like the abdomen or the shoulders.
However, only the simple correction based on POM could be performed
here as a pixel-wise segmentation of the image in soft-tissue and bones
was not available, resulting in remaining bone artifacts. As already
discussed above, this should be done in future research e.g. based on
a dual energy decomposition. Additionally, further research should be
applied to characterize the amount of “real” XDF scattering of the
bones due to their trabecular micro structure[99, 149, 150].

7.3.2 Drug screening
In this chapter it was shown that the developed scanner is also suitable as a
security scanner with a focus on powder-like contrabands:

• In several realistic luggage examples it was easily possible to detect
powder-like contrabands hidden in commonly used containers which
would have been missed with conventional attenuation imaging. In
conventional imaging it is impossible to distinguish an organic liquid
from an organic powder. Nevertheless, as no real cocaine could be used
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due to legal restrictions, the experiment should be repeated with real
cocaine, as soon as the authorities approve the experiments.

• Saturation of the XDF signal by heavily scattering clothing inside of
the suitcase could be prevented by increasing the X-ray energy and
therefore decreasing the XDF sensitivity of the system.

• Separation of the suspicious container from any scattering background
(as already done for liquid containers in hand luggage screening at
most airports) would also allow for a (rough) measurement of the au-
tocorrelation function of the substance either by an energy-resolving
detector or by a measurement with di�erent grating sets. This might
even enable a di�erentiation of di�erent types of powders.

• The system should in future also be tested for detection of other threat-
ening items like explosives which are reported to have also an XDF
active microstructure.

7.4 Discussion with other research in the
field

Quite recently, also other groups from the field of X-ray dark-field and phase-
contrast imaging published interesting research articles where they try to
increase the field-of-view and X-ray energy of their imaging systems. However
none of them were yet able to increase the performance of their systems
enough to allow for in-vivo imaging of thick samples. As an overview some
of the most important groups in the field and their individual approaches are
discussed in the following and compared to the prototype developed for this
thesis.

Group of Prof. Alessandro Olivo (University College London, UK):
Their approach of using coded apertures is from a physical point of view very
similar to the idea of using three achromatic attenuation gratings for the G1
grating, as done in this thesis. However the data processing is very di�erent
and their method requires the detector mask to be aligned to the detector
pixels as well. Very recently they also published a new, dose e�ective imaging
system based on a slot scanning approach[55] which shows some promising
results. However this system is still inferior to the prototype developed in
this thesis as they can only scan very thin samples for two reasons: First,
they apply a linear sample motion and cannot correct for parallax errors.
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Second, as they do not use a G0 they require a micro-focus tube that does
not allow for the large flux, necessary for imaging of thick samples. Finally,
their scanning movement is still four times slower.

Group of Prof. Gisela Anton (Friedrich-Alexander-University
Erlangen-Nuremberg, Germany): The group of Prof. Anton recently
developed a new concept to use phase-gratings with duty cycles di�erent
from the conventional dc=0.5[151]. With this approach a third possibility
(besides using attenuation gratings or trapezoidal phase gratings for the G1
as already discussed in this thesis) is introduced that allows to reduce the
system length for high-energy applications. They successfully applied this
idea to an imaging experiment of a human knee[99]. Although, this new sys-
tem seems to be quite dose e�ective, it’s FOV is still very small and requires
multiple movements of the sample in a checkerboard-like manner and digital
stitching of the images.

Group of Prof. Atsushi Momose (The University of Tokyo, Japan):
As discussed in section 3.5 on page 59, the fringe scanning approach proposed
by Kottler et al, needs to be modified to account for di�erences in intensity
and visibility across the grating. Bachche et al.[106] recently published an-
other algorithm to solve this problem. Their introduced prototype-system
allows for a nice slot scanning, however is again not suitable for thick samples
due to parallax errors.

CSEM SA (Switzerland): One of the first proof-of-concepts for a imag-
ing system with high-quality large 2D-stitched gratings was presented by a
research-group form CSCM in Switzerland[102]. They were able to fabricate
20 ◊ 20 cm2 large silicon gratings from stitching 2 ◊ 2 grating tiles. This is a
promising result for future applications of systems with full-field gratings.

7.5 Final conclusions
The main goal of this thesis, namely the development of an XDF-scanner for
lung imaging was successfully reached and the whole project was successfully
completed by the acquisition of the very first in-vivo XDF porcine chest
images. Finally, the results of this thesis open the way for other XDF imaging
applications that require large objects to be scanned in a relatively short time.
This could include other medical applications such as foreign body detection,
improved osteoporosis fracture risk assessment and novel XDF micro-bubble
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contrast agents, as well as non-medical fields like airport security and material
or food science.
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