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Abstract

The transportation sector is still heavily dominated by vehicles with an internal combustion engine.
Battery and fuel cell electric vehicles (BEVs/FCEVs) offer a sustainable alternative — provided that
electricity and hydrogen are generated from renewable energy sources (RES). It is expected that the
introduction of BEVs or FCEVs will also help the integration of intermittent RES in the power sector.
The thesis developed a holistic model which covered power, heat and transportation sector on a
local scale. The results show that FCEVs lead to higher overall costs and require more installations
of RES than BEVs for a similar reduction of CO, emissions.

Zusammenfassung

Der Transportsektor wird nach wie vor von verbrennungsmotorisch betriebenen Fahrzeugen do-
miniert. Batterie- und Brennstoffzellenfahrzeuge (BEVs/FCEVs) bieten eine nachhaltige Alternative
— vorausgesetzt, dass Strom bzw. Wasserstoff aus erneuerbaren Energiequellen (RES) gewonnen
werden. Es wird davon ausgegangen, dass die Einfihrung von BEVs und FCEVs auch die Inte-
gration von intermittierenden RES im Stromsektor begiinstigen wird. In dieser Arbeit wurde ein
ganzheitlicher Ansatz entwickelt der den Strom-, Warme- und Transportsektor auf lokaler Ebene
umfasst. Die Ergebnisse zeigen, dass FCEVs im Vergleich zu BEVs zu hdheren Gesamtkosten
fihren und einen starkeren Zubau von erneuerbaren Energiequellen erfordern um vergleichbare
CO, Einsparungen zu realisieren.

Résumeé

Le secteur du transport est toujours fortement dominé par les véhicules avec moteur a combustion
interne. Les véhicules a batterie et pile a combustible (BEVs/FCEVs) offrent une alternative durable
— a condition que I'électricité et 'hydrogéne soient produits a partir de sources d’énergie renouve-
lables (RES). Il est attendu que lintroduction de BEVs ou de FCEVs favoriser aussi 'intégration
de RES intermittentes dans le secteur de I'électricité. Un modéle de simulation holistique est
développé dans la thése, couvrant les secteurs de I'électricité, du chauffage et du transport a une
échelle locale. Les résultats montrent que l'introduction de FCEVs conduit & des co(ts globaux plus
élevés et nécessite un plus grand nombre d’installations de RES que l'introduction des BEVs pour
une réduction similaire d’émissions de CO»-.
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1 Introduction

1.1 Background

In the past century, there has been a dramatic increase in the global emissions of CO» and other
greenhouse gases (GHG) widely recognized for their role in climate change. The extended use of re-
newable energy sources (RES) such as solar and wind and the transition to electric vehicles (EVs)
are two key elements to counteract this development and reduce anthropogenic CO, emissions.
RES on the one hand avoid CO, emissions in the power sector by replacing fossil hydrocarbon
combustion in thermal power plants, but bear the disadvantage of intermittent availability. EVs on
the other hand avoid tailpipe emissions of internal combustion vehicles (ICVs) in the transportation
sector. However, as long as electricity is predominantly generated in thermal power plants, emis-
sions are in fact not avoided but merely relocated “upstream” in the supply chain for electricity. It
is therefore all the more important that EVs and their accompanying infrastructure are also capable
to facilitate the integration of intermittent RES, e.g. in the form of a dispatchable load or as a stor-
age system. It follows that on the one hand, the environmental benefit of electro-mobility depends
largely on the success of the energy transition. On the other hand, EVs could play an important role
in the energy transition resulting in the need of joint consideration of electro-mobility and energy
transition to achieve the overall objective: the reduction of global CO, emissions.

Potential EV drivers have the choice between battery-powered electric vehicles (BEVs) and hydrogen-
powered fuel cell electric vehicles (FCEVs). Apart from their almost identical propulsion system,
their overall properties could not be more different. BEVs for example provide very high efficiency’
(=~ 75%) whereas FCEV efficiency is considerably lower, due to significant losses along the hy-
drogen energy chain. The twofold conversion of energy, first the generation of hydrogen through
electrolytic water splitting (= 58%) in an electrolyzer and the subsequent on-board conversion of
hydrogen to electricity in a fuel cell (= 45 - 50%), results in a considerably lower overall efficiency
(< 30%) of FCEVs.

Secondly, H» refueling possibilities for FCEVs are still very limited, while BEVs can be recharged
in almost any place with electricity, particularly at home, accounting already for more than 80% of
todays charging events. Refueling time as the third differentiator is the undisputed strong point of
FCEVs: Similar to ICVs 500 km of range can be “refueled” within a couple of minutes while BEV
charging takes about an hour at fast charging stations. Given that current FCEV and (some) BEV
models are capable to cover 400 km on a single filling/charge, range has become an increasingly
insignificant distinctive feature than a couple of years ago.

The differences between BEVs and FCEVs (fig. 1.1) also extend to the energy sector: BEVs have

' The 2011 Tesla Roadster® is reported to have a battery-to-wheels efficiency of 88% [1] which means that the efficiency
of the battery must be even higher (due to conversion losses in the electric motor). Multiplication of the battery
efficiency (in this case assumed to be 88%) with a charging efficiency of 85%, yields an electric round-trip efficiency
of 75%.
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Wide-spread availability of electricity is an advantage for BEVs and
more than 80 % of charging occurs at home. Neither public BEV
chargers nor hydrogen (H,) refueling stations (HRS) are profitable in
the near-term, but chargers are easier to realize than HRS.

Recharging / Refueling
infrastructure

FCEV and ICV refueling is the physical transfer of a chemical energy
carrier. Refueling is more than an order of magnitude faster than BEV
charging which depends on chemical reactions within the battery.

Recharging / Refueling
speed

Real world range of FCEVs is about 350 - 450 km. While some upper
class BEV models go beyond 400 km, most BEVs drive less than 200
km per charge. As battery cost declines, more affordable BEVs with a
range exceeding 400 km are set to become available by 2017/18.

Range

BEVs consume between 18 - 25 kWh of electricity per 100 km (incl.
charging losses) whereas FCEVs require more than 60 kWh due to the
twofold conversion of energy (electricity > H, - electricity).

Energy demand

BEVs have to be connected to the power grid in times of high RES
generation. In contrast, H, can be generated during solar and wind
power generation, buffered in storage tanks and refueled at a later
point in time.

Flexibility to follow
intermittent RES

H, generated with surplus energy from intermittent renewables
provides the potential to couple electricity and heat sector and mitigate
carbon emissions from natural gas combustion.

Power2Gas
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BEVs can provide a small but highly efficient storage (> 70 %) when
the vehicles are plugged in. H, could be used to store larger amounts
of energy, but the round-trip efficiency is low (< 40 %).

Grid storage /
Vehicle-to-grid

Fig. 1.1: Differences between BEV and FCEV from the perspective of the driver and the energy
industry.

to be connected to the power grid to receive charge, which limits their capacity to charge during the
day in times of high solar and wind power generation. In comparison, H, can be generated during
high RES generation and buffered in storage tanks for later FCEV refueling, thus providing a greater
potential to integrate intermittent RES generation.

A co-benefit of Hy infrastructure is the possibility to use surplus electricity that would otherwise
be curtailed to generate H, and feed it into the natural gas supply. This process, referred to as
Power2Gas (P2G), provides the opportunity to substitute carbon emissions from the combustion of
natural gas and effectively couples power and heat sector. Moreover, combining electrolyzer and Ho
storage with a stationary fuel cell creates an electric storage system which can be used to balance
the grid or even serve as long-term (seasonal) storage. Using the on-board battery of BEVs for
short-term storage, more commonly referred to as Vehicle2Grid (V2G), requires no infrastructure
but is again limited to times when the vehicles are connected to the grid. Furthermore, the impli-
cations of this co-benefit on the battery lifespan due to increased cycling are still uncertain. In the
light of these differences, it is difficult for both potential drivers and energy industry to determine
which vehicle will eventually provide the best alternative to reduce overall CO, emissions. Well-to-
Wheel assessments of the energy chain [2] as well as life-cycle analyses [3] have contributed to
a thorough understanding of the energy demand and CO- reduction potential compared to ICVs.
Yet, their static nature does not allow to consider the RES integration potential and respective co-
benefits (i.e. V2G, P2G or Hy grid storage) for the energy transition. Likewise many studies have
evaluated the individual co-benefits P2G [4-7], V2G [8—11] or Ha grid storage [12,13].

However, to the best of the authors knowledge, no study has yet analyzed the overall implications
on cost, energy demand and CO, emissions of BEV and FCEV deployment while taking their co-
benefits for RES integration into consideration. This thesis fills this gap by evaluating this topic with
an integrated analysis of the power, heat and transportation sector using a modeling framework.
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1.2 Thesis objective

The aim of this work is to evaluate whether BEVs or FCEVs are better suited to reduce overall CO»
emissions in respect to their energy demand, the CO, emissions avoided in the transportation sector
and their co-benefits for the power and heat sector. Using community energy systems in Germany
and California as a reference, the following questions are investigated to answer the overarching
question:

Q1 How does the deployment of BEVs and FCEVs affect the energy system?

[Answer in section 5.1, p.89]

Q2 Will electric vehicles enable CO. reductions beyond the transportation sector?
[Answer in section 5.2, p.130]

Q3 Can the lower energy efficiency of FCEVs be compensated by the co-benefits P2G and Hy

grid storage?
[Answer in chapter 6, p.151]

Q4 What are the CO» abatement costs when BEVs or FCEVs are used instead of ICVs?
[Answer in section 5.3.2, p.136]

Both BEVs and FCEVs require further investments in the development of the vehicles and the rollout
of the accompanying infrastructure. The findings of this work will help to gain a better understanding
of the economic and environmental implications of a battery- or fuel cell-powered future of mobility
and will contribute to the decision-making basis for executives in the automotive and energy industry,
policy makers and future EV drivers.

1.3 Methodology and Outline

A modeling framework with the linear programming model VICUS? at its center is used to investi-
gate these questions on the basis of four communities, two in California and Germany respectively.
The input data consists of time series for RES generation and energy demands and a comprehen-
sive data set on energy transformation and storage technologies. The objective of VICUS is to
determine the cost-optimal way to meet the energy demands when BEVs (B case) or FCEVs (F
case) are deployed in the communities. In addition to overall costs, the result include overall CO»
emissions and the hourly dispatch profiles of the technologies used to meet the energy demands.
Subsequent comparison of the results for the different cases provides the answers to the questions
raised above.

At current EV penetration rates below one percent both in Germany and California, BEVs and
FCEVs have a relatively small influence on the energy system, which leads to similarly small differ-
ences between BEV and FCEV deployment. To get a clear picture and draw robust conclusions,
higher EV penetration rates are necessary. For this reason, a scenario is developed until 2035
which not only considers future EV penetration rates but also takes further advancements of the
energy transformation and storage technologies into consideration.

2 Latin for village.
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The general structure of this thesis is divided in six chapters: This introduction is followed by the
methods chapter 2 explaining the modeling framework, scenario, as well as scope, underlying as-
sumptions and limitations of this analysis.

The third chapter provides an overview on the reference communities in Germany and California.
As such, it highlights differences between the four locations regarding the energy demands, the
availability of wind and solar power, as well as the price of commodities like gasoline and diesel,
grid electricity and heating fuels.

The broad variety of technologies considered in this analysis is described in the technology chapter
4 alongside with the input parameters used in the modeling framework. The first section 4.1 explains
the differences between ICVs, BEVs and FCEVs. Furthermore, this section contains an excursus
on life-cycle emissions and the availability of important raw materials for EV manufacturing. The
second section 4.2 describes the energy transformation technologies such as solar panels, wind
turbines, heating systems or electrolysis. Complementary storage technologies are characterized
in the third and last section 4.3 of the chapter.

The results are summarized in the fifth chapter which is structured as follows: In the first two sections
5.1 and 5.2, the impact of BEVs and FCEVs on the energy demand and the resulting CO» emissions
are investigated. In the process, the value added to the energy system by the respective co-benefits
V2G, P2G and H grid storage is analyzed. Subsequently, the third section 5.3 lies its emphasis
on the costs of the deployment of BEVs or FCEVs and uses the results from the previous section
to determine CO, abatement costs. The fourth section 5.4 examines a LH. import scenario in
which inexpensive hydrogen, generated with solar power in the Middle East and delivered by ship
to Europe/California, can be imported by the communities. The transferability of the results to an
entity of larger scale like California or Germany as a whole, is discussed in the fifth and last section
5.5 of this chapter.

The sixth and final chapter summarizes the results and provides an outlook on further research
questions.



2 Method

Base scenario (2015 — 2035)

Community

EV penetration case

ATC VICUS

t=1year Linear programming / t = 1 year; 1...8760 h

Vehicle cost
enicie cos Building electricity / BEV charging / Solar and wind

BEV charging infrastructure cost heating demand FCEV refueling profiles generation profiles

e t=1...8760 t=1...8760 t=1...8760
FCEV refueling infrastructure cost

ICV fuel cost Technology options — Energy transformation and storage

ICV CO, emissions Optimize technology mix and dispatch to meet energy demands at minimum cost

Cost of vehicles,
EV infrastructure &
ICV fuel

Corresponding CO,
emissions from electricity and
heat generation

ICV CO, Annualized cost to meet
emissions building and EV demands

Overall annualized cost Overall CO, emissions

Fig. 2.1: Overview of the modeling framework used in this thesis. Parameters such as vehicle costs,
ICV fuel costs and tailpipe emissions, that are exogenous to the simulation were calcu-
lated with a separate set of calculations summarized as “Additional Transportation-related
Calculations” (ATC).

Technology mix & dispatch
profiles t = 1...8760

2.1 The modeling framework

VICUS, a single-node variation of the simulation model URBS' has been used to assess the re-
search questions raised in the introduction. URBS is “a linear programming optimization model for
capacity expansion planning and unit commitment for distributed energy systems.” —[14]. It was
first developed by Stephan Richter and Thomas Hamacher [15] and has been improved ever since
by various PhD students at the Technical University of Munich (TUM).

URBS and VICUS are usually used to evaluate different technology options regarding their (com-
bined) potential to meet one or multiple energy demands. As such, URBS has for example been
applied to evaluate the “Integration of Variable Renewable Energies in the European power system”
[16] or the “Electricity system optimization in the EUMENAZ region” [17].

T Latin for city; URBS can take the energy transfer between multiple nodes (e.g. cities, states or countries) into account

whereas VICUS focuses on a single geographic entity. URBS is available on GitHub® [14].
2 Europe, the Middle East and North Africa.



2. Method

In this work, VICUS (sec. 2.1.1) is the main part of a modeling framework (fig. 2.1) employed
to compare BEVs and FCEVs together with their respective co-benefits for the energy system. It
provides a comparison platform for EVs and their accompanying infrastructure that takes stationary
building heat and electricity demands as well as intermittent solar and wind power generation into
account.

The simulation model is complemented by a set of “Additional Transportation-related Calculations”
(ATC), described in section 2.1.2. The ATC include all calculations on parameters such as vehicle
costs, ICV fuel costs and tailpipe emissions, that are exogenous to the simulation.

The analysis is based on the entity “community” with 7,000 to 44,000 residents for two main reasons.
Firstly, it provides a scope large enough to evaluate co-benefits like P2G and H» grid storage while
still allowing a high level of detail to analyze the impact of electric vehicles. Second, the low spatial
extension results in a high probability of surplus electricity when renewable energy sources are
used. The resulting inexpensive surplus energy in turn facilitates the use of P2G or H, storage,
thus providing a favorable situation for the investigation of H, co-benefits. The transferability of the
results from the community to larger scale like Germany or California is discussed in section 5.5.

For the comparison of BEVs and FCEVs, three cases x € {B,F,I} (further described in sec. 2.3)
are modelled and examined, which differ from each other only in the composition of the vehicle fleet:
In the B case, all EVs are battery-powered, whereas the F case uses hydrogen-powered FCEVs
instead. The additional all-ICV [ case, is simulated to represent the “status quo”, which assumes
that EVs will play no significant role in future transportation. For each of these cases, VICUS
determines the configuration of the energy system with lowest costs. Through the comparison of
the simulation results, the impact of the different energy demands of BEVs and FCEVs as well as
the value of their co-benefits V2G, Power2Gas and Hs grid storage can be quantified. Eventually,
the comparison of overall costs, energy demand and CO, emissions makes it possible to answer to
the question raised above.

Nowadays EVs play only a subordinate role in road transportation and the energy system. For
this reason, the base scenario (sec. 2.2) was developed which extrapolates the EV penetration
to the years 2025 and 2035. Therein included are projections on further advancements in the
development of the vehicles as well as the energy transformation and storage technologies covered
in this analysis. The underlying tool chain of the model framework consists of three applications:

1) Microsoft Excel®
The purpose of this program is twofold: (1) Perform the ATC and (2) prepare the input param-
eters for the simulation run in VICUS.

2) MathWorks MATLAB®
The second program reads the input parameters from the Excel® spreadsheet and writes
them into a GAMS Data Exchange file (GDX) alongside with the variable declarations and set
of equations.

3) General Algebraic Modeling System (GAMS)
The third program compiles the data provided in the GDX file to a linear programming (LP)
problem which is then solved by the GAMS/CPLEX solver. Once the solution is found, GAMS
returns the result to MATLAB® which merges the data with the ATC result from the Excel®
input file. Subsequently all results are exported to an Excel® spreadsheet for further analysis.
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Input parameters Variables

Time series Technology - Process & .
t=1...8760 ‘ options CTERNiEs storage I?:Iasgggi:t?egf

Processes | Storage capacities

PV panels . .
Wind turbine il Batteries VZ::?:;&’:SL?:;S When are these
Electrolyzer |l GH, 350 bar iti 2
Power2éas GHz 800 bar them are used? capacities useds

H, fuel cell LH,
Gas furnace Hot water
Heat pumps Va2G

of solar

EVs
Electricity
Hydrogen

wind power

Demand
Buildings
Electricity
Heating Availability

Equations

Linear optimization using CPLEX/GAMS to meet energy demands at minimum cost.

Annualized cost to meet Corresponding CO, emissions from Technology mix & dispatch profiles
building and EV demands electricity and heat generation t=1...8760

Fig. 2.2: Overview of the components of the VICUS simulation model.

2.1.1 VICUS simulation model

VICUS is a linear optimization model developed by Johannes Dorfner at the TUMS. In this work, it
is used to determine the cost-optimal set of technologies to meet the existing energy demands in
the communities (building electricity & heat) in conjunction with the electricity demand of BEVs or
the hydrogen demand of FCEVs.

The following description of the model components begins with the definition of commodities, pro-
cesses and storage systems (sec. 2.1.1.1). Subsequently, the input data (sec. 2.1.1.2), variables
(sec. 2.1.1.3), constraints (sec. 2.1.1.4) and objective function (sec. 2.1.1.5) are explained.

VICUS was kindly placed at the disposal for this analysis by Johannes Dorfner in 2013. Two modi-
fications, described in section A.3.1 of the appendix, were made to his model to meet the specific
needs of this work.

2.1.1.1 Commodities, processes and storage systems

VICUS relies on three core elements: Firstly, commodities (subindex ¢, tab. 2.1) which are es-
sentially different forms of energy (e.g. natural gas, electricity or hydrogen). Secondly, processes
(subindex p, tab. 2.2), which are defined as operations with efficiency n, which convert one in-
put commodity ¢" into an output commodity ¢®“!. Thirdly, storage systems (subindex s, tab. 2.3)
which are defined in a similar way as processes with the additional condition that input and output
commodity are identical (¢ = ¢ = ¢).

3 It should be noted, that a Python-based open-source version of the URBS simulation model has been made available
without charge on GitHub® [14].
4 This allows to feed hydrogen into the gas grid for later use in a gas furnace. Without this storage, the furnace would

have to be operating simultaneously to the Power2Gas process, thereby limiting its flexibility.
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commodity c comment

solar energy renewable resource

wind energy wind renewable resource

grid electricity gelec electricity bought from the power grid
electricity

natural gas ngas natural gas (NG) bought from the NG supply
heating oil oil heating oil (only in Germany)

heat heat used for building heating

hydrogen at 20 bar electrolyzer generates H, at 20 bar
compressed hydrogen at 350 bar h350 stationary storage

compressed hydrogen at 880 bar h880 stationary storage and FCEV refueling pressure
liquid hydrogen [h2 stationary storage

Tab. 2.1: Commodities considered in the VICUS simulation model.

2.1.1.2 Input data

The model input consists of two data sets: firstly, time series in an hourly resolution (defined over the
time steps t € [1;8760])° for RES availability and energy demands, and secondly, input parameters
for the commodities ¢ and technology options p,s that can be used to meet the energy demands.

Time series for RES availability and energy demands

Five normalized time series for the commodities ¢ € { , wind, , heat, h880} can be used in
the simulation (tab. 2.4). The RES profiles R(t,c) with ¢ € { , wind} for solar and wind power
generation, the electricity demand D(t, ) consisting of building demand and BEV charging (B
case only), building heat demand D(t,heat) and an additional hydrogen demand D(t,h880) when
FCEVs (F case) are used in the community. The absolute demand profiles are determined based on
the corresponding peak loads Y(c) with ¢ € { , heat, h880}. Solar and wind generation profiles
have no complementary “peak generation” as the absolute output power depends on the capacity
of solar panels or wind turbines (sec. 2.1.1.3) which are variables in the simulation model. Further
details on the preparation of the time series is available in the appendix (sec. A.1) while a more
tangible overview on the differences between the four communities is provided in the community
chapter 3.

Commodities and technology options

The second set of input parameters includes the prices of commodities and the technology options
to meet the energy demands (tab. 2.5). The numerical input values for the commaodities are sum-
marized in section 3.3 of the subsequent community chapter 3 whereas the data on the energy
transformation and storage technologies is provided in the technology chapter 4.

® One year with 365 days equals 8,760 hours.
8
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process p chn G
solar panels pv —
wind turbines turb wind —
power grid grid gelec —
gas furnace boilg ngas — heat
oil furnace boilo oil — heat
resistive heating resi — heat
heatpump hpump — heat
electrolyzer ely —
compl1
compressor 350 bar Sl = h350
decompression valve* 350 — 20 bar valvel h350 —
comph1
compressor 880 bar e ha50 = h880
decompression valve* 880 — 350 bar valveh h880 — h350
liqut
liquefier liqu2 = Ih2
vaporizer vapo [h2 —
Ho fuel cell fcell —
cpump
cryo-pump ——— ho => h880
power2gas p2g — ngas

Tab. 2.2: Processes implemented in the VICUS simulation model. All processes are described in
more detail in the technology chapter 4 with the exception of the decompression valves
(indicated with an asterisk *). Due to their simple nature, these valves were implemented
as perfect processes with negligible cost (np, = 1 and C},”" =1 $/kW).

storage s c comment

lithium-lon batteries batt stationary storage

vehicle-to-grid v2g BEV on-board battery storage

hot water storage hot heat sensible hot water storage

350 bar hydrogen vessel ghydl h350 stationary storage pressure
stationary storage and FCEV refuelin

880 bar hydrogen vessel ghydh h880 y g g
pressure

cryo-tank for liquid hydrogen  |hyd [h2 stationary storage

storage capacity for Power2Gas (sec.

gas grid gasg ngas 423.3)*

Tab. 2.3: Storage systems implemented in the VICUS simulation model.
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parameter unit description

D(t,c) - Normalized demand time series with ¢ € {elec, heat, h880}
Y(c) kW Corresponding demand peak loads ¢ € {elec, heat, h880}
R(t,c) - Normalized RES time series with ¢ € { , wind}

Tab. 2.4: VICUS parameters — time series for the energy demands and renewable energy sources.

2.1.1.3 Variables

Capacity and dispatch of each technology option are variables in the model (tab. 2.6) which are
determined by the solver in such a way that overall costs z,ys is minimal. In other words, the
simulation model determines both the optimal capacity for each process/storage and when best to
use it (dispatch) in order to minimize overall costs zycys.

2.1.1.4 Equations / Restrictions

The following five definitions and eight restrictions are necessary to put the input parameters and
variables into context to each other.

Definition | The output energy Eg“t(t,ci”,COUt) for all dispatchable processes (p ¢ {pv,turb},
compare eqg. 2.2) is determined by the product of input energy E})”(t,ci”,c"“t)
and process efficiency np.

Egut(t,cin,cout) =np - Eli)n(t,Cin,COUt)
e.9. Eppimp(t.elec,neat) = nnpump - Enpump(t.elec,heat)
Definition Il The electricity generation Eg“t(t,c‘”, ) of non-dispatchable processes (p €

{pv,turb}) is determined by the product of process capacity C, and the respec-
tive time series R(t,c).

ESU(t,c" elec) = Cp - R(t,C)

(2.2)
e.g. Eu(t,wind,elec) = Cum - R(t,wind)
Definition 11l CO> emissions @, released per process p.
Dp = dp - EP(1,C", ) (2.3)

10
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parameter

e
Cpx
inv
p
.
B
Bxar
Tp
dp
LP

Processes p

ex
Cs

inv
Bs

fix

Ps

Bvar
s

var-disc
Bs

Storage s

Ns
Ls
,Yif

var
Be

w

unit  description
kW  Already installed/existing process output capacity
$/kW  Investment cost to add process output capacity
$/kW  Fixed cost for process output capacity
$/kWh  Variable cost per output unit
% Process efficiency
g/kWh  COs intensity per input unit
a Process lifetime/depreciation period
kWh Already installed/existing storage capacity
$/kWh Investment cost to add storage capacity
$/kWh  Fixed cost for storage capacity

$/kWh  Variable cost per input/output unit

Variable cost for the self-discharge of a storage system,

$/kWh ) . .
explained at the end of section 2.4, p. 24 (item 12)

% Storage efficiency
a Storage lifetime/depreciation period

% Initial and final storage level y'' = 20%, further details in eq. 2.10

Variable cost, i.e. price of the commodities grid electricity,

$/kWh ) . .
heating oil and natural gas ¢ € {gelec, oil, ngas}

% Cost of capital, w = 4%

Tab. 2.5: VICUS parameters — Commodities and technology options. The sub-indexes p and s
indicate a process or storage respectively.

Definition IV

Definition V

_ EgU(t,c"heat) + EZ*(t,heat) — EN(t,heat) — EN(t,heat,waste)

The storage content Ts(t,c) for any storage s at time step t is determined by
the storage content of the preceding time step I's(t — 1,¢) and the difference
between the energy stored (,/Ms - E(t,c)) or retrieved (E"(t,c)//Ns)- More
details are provided in the appendix, section A.3.3.

Ts(t,c) = Ts(t — 1,6) + yMs - EN(t,C) — E{mﬁgc) (2.4)

A time-independent variable k, was defined for each of the four heating pro-
cesses p € {boilg,boilo,resi,hpump}. k, represents the share of the heat de-
mand met by the respective process and (if applicable) the accompanying hot
water storage. More details are provided in sec. A.3.1.2 of the appendix.

As overgeneration

Kp—

D(t,heat) - Y (heat) v te[1,8760] (2.5

heat demand

11
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variable

C

Co

Processes p

EN(t,c",cout)
Egut(t,cin ’ Cout)
¢

Cs

EN(t,c)

Storage s

E2UY(t,c)
Is(t,c)
2Zyicus

Kp

unit = description equation

kW  New process output capacity

kW  Overall process output capacity Co=C+C,
kWh  Process input energy per time step
kWh  Process output energy per time step  eq. 2.1
kWh New storage capacity
kWh  Overall storage capacity Cs=C+CJ
kWh Energy stored per time step

kWh Energy released per time step

kWh Storage content eq. 2.4
$ Overall costs eq. 2.15
% Share of heat-demand eq. 2.5

Tab. 2.6: VICUS variables — Capacity and dispatch profiles of the technology options.

Restriction |

Restriction Il

Restriction 11l

Restriction IV

12

The energy generated per process EB“t(t,ci”,c"“t) must not exceed the overall
process capacity Cp. This restriction does not apply to non-dispatchable pro-
cesses (p € {pv, turb}) because their energy output is defined by equation 2.2.

ESU(t,c",c®") < Cp (2.6)

The amount of energy stored E(t,c) or retrieved ESU(t,c) from a storage sys-
tem s must not exceed the total storage capacity. Combined with the hourly
resolution of the simulation model, this equation also implies that all storage
systems are able to completely (dis-)charge within an hour.

ESU(t,c) + E{(t,c) < Cs (2.7)

The amount of energy stored I's(f,c) must not exceed the overall storage capac-
ity Cs.

Is(t,c) < Cs (2.8)

Lower and upper limits C™"/C™3 for the process C, and storage Cs capacity.
These limits were only applied to prevent highly unlikely solutions in the sensi-
tivity analyses and have no immediate impact on the base scenario. Further
details are provided in the appendix, section A.3.4.

min max
crmin < G, < CF

Cmin < Cs < gmax (2'9)
s = = VYg
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Restriction V

Restriction VI

Restriction VII

Z Egut(t,cln
o

Restriction VIII

Initial T'5(1,¢) and final storage content '3(8760,c) are assumed to be identical
as all considerations are restricted to a time frame of one year. Energy could
otherwise be generated or annihilated in the storage system.

Is(1,c) = I's(8760,¢) = Cs - y" (2.10)

Specific coupling of two sub-processes p1 and p2 allows the abstraction of a
process with two input and one output commodity. The equation only affects
the processes p € {compl, comph, liqu, cpump}, which are defined with one
sub processes for each of their input commodities ¢™', ¢™? (compare tab. 2.2).
Further details are provided in section A.3.1.

Eout(t Cin’Cout) — Eggt(t,cin,cout)
(2.11)

eg. Efi(telec,n2) = Bl (t,h20,1h2)

Cp1 = Cp2
(2.12)
e.9. Giqut = Giquz

The energy demand for the commodities ¢ € { ,heat,h880} is defined as
the product of peak load Y'(c) and normalized demand time series D(t,c). Each
energy demand has to be met by the combined output of all processes p and
storage systems s for any given time step t.

Z EgU(t,c",c) — Ep\(t,c,c®) + ES™(t,c) — E\(t,c) > Y(c) - D(t,0)
) — Ep(t,elec,c®™) + EQM(t,elec) — EJ(telec) > Y(elec) - D(t,elec)
(2.13)

The sum over all k, (Definition V) has to equal one to ensure that the heat
demand is met. More details are provided in section A.3.1.2 of the appendix.

!
Z Kp = Kpoilg + Kboilo + Kresi + Khpump = 1 (2.14)
p

13
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2.1.1.5 Objective function & Model output

The equation system of the linear programming problem is solved using the CPLEX/GAMS solver.
The solver thereby determines the cost-optimal way to meet all energy demands in the community.
Hence, the objective function is the cost function z,cys presented in equation 2.15. It consists of
three sub-terms: The process term, storage term and the commodity term.

Zuous = Z {CE . Bgv . Qp + Cp . ng:| + Z Z EBUt(t,Cin,COUt) . Bgal’
P p ot
# D0 [C0 B Qg Co - B+ D0 DT (B (t,0) + EN(L,0)) - BE + T(t,0) - B
S S t

+ Z Z ELn(t’Cin’Cout) . B\éar
p ot
(2.15)
The term Q describes the “annuity factor”® used to annualize the capital cost of an investment in

new process (()p) or storage (()s) capacity over the expected lifetime L of the respective process
(Lp) or storage system (Ls):

(1 +w)LS o)

and Q¢g=—-"——
s (1+w)LS—1

(2.16)

The rationale to choose an economic variable rather than a combined economic/environmental
measure like CO, abatement costs is as follows. Notwithstanding the high public attention on en-
vironmental aspects, most investment decisions are still predominantly based on economic criteria.
In other words, from a range of technical solutions with similar specifications, the option with lowest
costs and not lowest CO» emissions is most likely to be realized.

In the example of Germany, there exists only a slight incentive to avoid CO2 emissions as prices for
CO: certificates are at a low of 6 $MWh (May 2016) which makes up only 2% of consumer retail
prices of about 320 $ per MWh of electricity [19]. Nonetheless, a comparatively low CO» penalty
of 1 $/toncp, was implemented to prevent unreasonable solutions where a small cost advantage
results in a high amount of additional CO» emissions.

This assumption leads to additional cost of 0.54 $ per MWh of grid electricity assuming a carbon
intensity of ¢grig = 540 g/kWh (Germany 2015). In California, this additional cost is about 0.31 $ per
MWh based on the lower carbon intensity of ¢pgrig = 307 g/kWh.

The CO, emissions released by the processes p (eq. 2.3) in the cost-optimal solution can be

determined with equation 2.17:
Dyicys = qu)p (2.17)
p ot

In addition to costs z,cus(eq. 2.15) and CO» emissions ®y,cys (€9. 2.17), the result of the simulation
model includes the values for all remaining variables (sec. 2.1.1.3) such as process and storage

capacities Cp/s and the dispatch time series EL”//‘S’“‘(t) for each time step t.

6 Further reference: [18], ch. 3, p.40 (German).
14
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2.1.2 Additional Transportation-related Calculations

The costs of the vehicles, BEV charging and FCEV refueling (H> dispenser) infrastructure as well
as the fuel demand and corresponding CO» emissions of conventional vehicles are treated as ex-
ogenous to the VICUS simulation model. All calculations associated with these parameters are
summarized as “Additional Transportation-related Calculations” (ATC).

The first step of the ATC is to define the number of ICVs nyy, BEVs nge, and FCEVs ngey for each
case x € {B,F, I} based on the EV penetration rate a and the total number of vehicles n; in the
community .

Mecv(X) Neev(X)  Mecev(X)
all-FIiCVcase x=/ a=0 n; 0 0
(2.18)
BEV case x=B a>0 (1—a-n a-ng 0
FCEVcase x=F a>0 (1—a) n; 0 a-ng

2.1.2.1 Fuel consumption of conventional vehicles (ICVs)

Based on the number of conventional vehicles ngy, the fuel consumption and corresponding CO»
emissions can be determined. The assessment of these variables can again be divided into two
categories for gasoline-powered ICVs ny = dj - ncy (—) and diesel-powered ICVs ng = dy - Niey (—)
based on their shares dy (%) and dy (%) of the ICV vehicle fleet (ng - dy + Ny - dy = nicv). The energy
demand Fgy,4 (kWh) for either fuel is the product (eq. 2.19) of the number of vehicles ng, 4, the fuel
consumption f, ¢ (I/km), energy density of the fuel e;/d (kWh/I) and the annual driving distance s
(km) per vehicle.

v

gasoline demand  Fg(X) = ncy(X) - dg-fg-€5-S =ng(X)-fg-€g-S

2.19
diesel demand  Fy(X) = Ney(X) - dg - fy-€f-S =ng(x)-fg-€q-s ( )

The overall fuel costs for all conventional vehicles, z...($), can be calculated with prices of gaso-
line and diesel B‘éa}rd($/l) using equation 2.20:

Fg(x)
€g

Fa(x)
€g

Zioviual(X) = : Béar + By (2.20)

2.1.2.2 Transportation sector CO, emissions

The transportation sector CO, emissions can be clustered into two sub-categories: (1) well-to-
tank (WTT) emissions dwrr (8co,/kWh) from the provision of the energy carrier/electricity, i.e. oil
extraction, refining and delivery/electricity generation and hydrogen production. (2) tank-to-wheels
(TTW) emissions ¢y resulting from the on-board conversion to kinetic energy.

Due to the nature of the electric power train, neither BEVs nor FCEVs emit CO» during operation,
hence TTW emissions are nil. The CO, emissions caused by the electricity generation (WTT) are
determined in the course of the simulation model and comprised in ®y,cys (€q. 2.17).

15
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Symbol Value  Unit Description Source
(34 9.87 KkWh /I Volumetric energy density of diesel tab. 4.3
OF 2.67 kgco,/! CO, emissions from ideal by diesel combustion tab. 4.3
2 8.70 kWhu/l Volumetric energy density of gasoline tab. 4.3
CO, emissions from ideal gasoline combustion
dg 212 kggo,/! 2 9 tab. 4.3
2 2 (E10)
% WTT CO-» emissions per energy unit
g  bwmrg/d 50 g/kWh gasoline/diesel caused released during oil [20,21]

extraction, refining and delivery

L, 12 a Vehicle lifetime/depreciation period tab. 4.1
L 15 a EV infrastructure lifetime/depreciation period tab. 4.7
Fuel consumption of gasoline- or diesel-powered
fo/d Vkm P 9 P tab. 4.2
ICVs
frcev kg/km Hydrogen consumption of FCEVs tab. 4.6
o ICV fleet share between gasoline and diesel
dg/d Yo .
vehicles
a Y% EV penetration rate sec. 2.3
ny - Total number of vehicles tab. 3.1
Nicv(X) - Number of ICVs gy (X) = ng(x) + ng(x) eq. 2.18
Number of gasoline or diesel vehicles
ng/d(x) -
E ng'dg+nd'dd=n|cv
5 2.18
2 Neev(X) - Number of BEVs eq. 2.
5 2.18
S Mecev(X) - Number of FCEVs eq. 2.
i)
S By $/1 Gasoline price tab. 3.2
(0]
g pur $/ Diesel price tab. 3.2
o
g e $ ICV vehicle cost tab. 4.1
2 e $ BEV vehicle cost tab. 4.1
c
3 .
E  BRu $ FCEV vehicle cost tab. 4.1
O .
=N RR $ Cost per wall box tab. 4.7
bt $ Cost per DC fast charging station tab. 4.7
ﬁg};’p $/(kgy,/d)  Cost per Hp dispensing capacity tab. 4.7
s km Annual driving distance (DE 13,000 km, CA 20,600 tab. 3.1
km)

Tab. 2.7: Input parameters and variables of the ATC. The sub indexes g and d are used to denote
gasoline and diesel.
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In contrast to EVs, ICVs release both WTT and TTW emissions which are calculated with the follow-
ing three equations: Firstly, the upstream WTT emissions associated with oil extraction, refining and
distribution of the fuels are determined using equation 2.21. It is assumed that the WTT emissions
$uwrr,g/q for gasoline and diesel are identical’.

Dcvwrr(X) = (bWTT,g/d ’ (Fg(x) + Fd(x)) (2.21)

Second, the TTW emissions released during the combustion of the fuels are calculated in eq.
2.22.

Do) = Fy(x) - 22 1 Fyt) - &2 (2.22)
€g €d

In the third and final step, equations 2.21 and 2.22 are combined to determine the well-to-wheels
(WTW = WTT + TTW) emissions in equation 2.23:

D cvwrw(X) = Diovwrr(X) + Picvrrw(X)

(2.23)
= Fglx) - (d)WTT’g/d + i)f) + Fa(x) - <¢WTT,g/d + ((1-:)5)
d

g

2.1.2.3 Vehicle costs & EV infrastructure

The annualized costs of vehicles z,,(x)($) and EV infrastructure zey....(X)($) is determined with
equations 2.24 and 2.25. Both equations use the annuity factor Q (eq. 2.16) to annualize the
costs based on the operating life of the vehicles (L, = 12 a) and BEV charging/FCEV refueling
infrastructure (L; = 15 a).

Zyen(Xx) = [nICV(X) : :23 + Ngev(X) - iBnEvv + Necev(X) - ::nc\év} -Q
eg. Zwn(B) = [Neu(B) - Bidy + Meeu(B) - By - O (2.24)
=n-[(1—a)- By +a- By - Q

The costs of EV infrastructure is determined based on the number of EVs in the respective simula-
tion cases (x € {B,F}). The B case thereby assumes that one wallbox with Bi"($) is installed
for every second BEV and a public DC fast charger with BI"V($) for every thirtieth BEV. In the
F case, the cost of Hy dispensers is estimated based on the average daily hydrogen demand
freev = frcev - $/365 d (kgy,/d) multiplied with the cost of Hy dispensers B ($/(kgy,/d)). The
assumptions on the necessary EV infrastructure is described in more detail in section 4.1.4.

inv inv )
Zevintra(X) = |:nBEV (x) - ( éNB + 3[60) + Necev (X) - g::p:| -Q
inv inv
X = B :> ZEV—infra(B) = nt * a * < é\/B + 3D(§> N Q (225)
xX=F= Zzy (F)=n-a-fFCEV'S- nv
EV-infra t 365 d Disp

The overall costs calculated within the ATC is summarized in equation 2.26 and consists of the

7
bwrrg/d = Pwrtg = dwrTa
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previously described costs of vehicles (eq. 2.24), ICV fuels (eq. 2.20) and EV infrastructure (eq.
2.25):
Zyro(X) = Zven(X) + Zicviuel(X) + Zevinira(X) (2.26)

2.1.3 Final result

The combination of ATC and VICUS results leads to the overall costs Z(x) and CO» emissions ®(x)
in the communities for a given year which are used for the comparison of BEV and FCEV electro-
mobility in the results chapter 5. The overall costs are calculated with equation 2.27 for each case
x through the addition of the cost components z,cus(X) (9. 2.15) and zxc(x) (eq. 2.26).

Z(X) = Zycus(X) + Zarc(X) (2.27)

The overall CO, emissions are calculated likewise with equation 2.28 based on equations 2.23
(ATC) and 2.17 (VICUS):
O(x) = Dyicus(X) + Dicvwrw(X) (2.28)

In a subsequent step, both values can be used to calculate CO, abatement costs Y (x)($/tongo,) in
the EV cases (x € {B,F}) compared to the all-ICV (x = /) reference case. The CO, abatement cost
(eq. 2.29) is defined as the fraction of added cost in the EV cases and the CO. reduction against
the I case.

Added cost EV case vs. all-ICV case Z(x)—Z(I)
Y B,F}) = =
(x€{B.Fh COs reduction EV case vs. all-ICV case O(l) — d(x)
Z(B)—Z(l
= Y(B) = <D§I))—<D((B)) B case: all EVs are BEVs (2.29)
Z(F) - Z()
Y(F) = ————— F : IEV FCEV
= Y(F) () — O(F) case a s are FCEVs

The evaluation of BEV and FCEV in the result chapter 5 based on the three metrics Z, ® and X
is complemented by the capacities and corresponding dispatch profiles for the technology options
(sec. 2.6) determined during the VICUS simulation (sec. 2.1.1.3).

2.2 Base scenario

At the end of 2015, only one of the four communities (ch. 3), Los Altos Hills, had an EV penetration
rate close to one percent (equal to ~ 50 BEVs). With only a couple of EVs on the roads, their
impact on the electricity demand and the potential value of their co-benefits are fairly limited. It
follows, that the differences between B and F case will also be small and not conclusive enough
to answer the research questions with reasonable certainty. The reliability of the results used for
the EV comparison correlates with the total number of electric vehicles. For this reason, the years
2025 and 2035 are investigated in this study to allow a deeper penetration of electric vehicles in the
vehicle fleet. The base scenario is developed for this period, which not only contains the projection
of the EV penetration rate, but extends to advancements in technology as well as developments
regarding the commodities and stationary use of energy in buildings. The data used for these
projections are based on an extensive literature review and interviews with experts from both the
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2.2. Base scenario

Base scenario (2015 — 2035)

EV penetration rate Commodities

Calculated for one community (LAH) and applied to Cost of grid electricity, natural gas, heating oil
other communities to make results comparable

Cost of ICV fuels gasoline/diesel

Advancements |n tech nology CO, intensity of grid electricity

Cost and efficiency improvements in energy
transformation and storage technologies Stationary developments
Cost of ICVs, BEVs and FCEVs
and the EV charging / refueling infrastructure Building energy efficiency

Energy efficiency of BEV and FCEV

ICV fuel efficiency & related carbon emissions Renovation of heating systems

Fig. 2.3: Base scenario — Overview of the four areas of the scenario.

industrial and academic field. In addition to that, a study on the state-of-the-art of commercially
available MW-scale electrolyzers was performed to fill a knowledge gap in the field of study [22]. In
summary, the base scenario covers four areas which are highlighted in figure 2.3 and discussed in
more detail in the following paragraphs.

Advancements in technology

This category lists cost and efficiency projections on ICVs, BEVs and FCEVs as well as the available
technology options to meet the demand for electricity, heating and hydrogen. As such it contains
for instance cost projections for solar panels, wind turbines, stationary battery storage and esti-
mates on further efficiency improvements of BEV charging, fuel cells, electrolyzers or heat pumps
(tab. 2.8). The data is presented alongside a detailed description in the technology chapter 4.

Vehicle fleet composition
Commodities

The projections on the (community-specific) prices of grid electric-
ity, natural gas, heating oil, gasoline/diesel, as well as the carbon
intensity of grid electricity (tab. 2.9) are summarized in section 3.3.

EV penetration rate

The EV penetration rate a in 2025 and 2035 is the result of future
EV sales over the next two decades. Future EV sales, however,
depend on a variety of different factors (vehicle development, in- 2015 2025 2035
frastructure coverage, ICV fuel prices, government incentives or Fig. 2.4: Estimated EV penetra-
regulatory requirements to name a few) increasing the complexity tion rate based on the
and difficulty of a long-term projection for the years to 2035. Con- approach described in
sequently, the projections in this work are an “educated guessti- table A.12.

mate” rather than an exact representation of future developments.
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2. Method

ICV, BEV and FCEV price tab. 4.1

ICV fleet mix, fuel consumption and COy intensity tab. 4.2

BEV electricity consumption & charging efficiency tab. 4.4

FCEV hydrogen consumption tab. 4.6

Solar panels tab. 4.9

Wind turbines tab. 4.10
Fossil fuel heating tab. 4.11
Electric Heating / Power2Heat tab. 4.12
Electrolysis tab. 4.13
Ho compressors tab. 4.19
Liquefier tab. 4.20
Ambient-air vaporizer tab. 4.20
H>-powered stationary fuel cell tab. 4.14
Cryo-Pump tab. 4.20
Power2Gas tab. 4.15
Thermal storage tab. 4.16
Vehicle2Grid tab. 4.17
Home battery storage tab. 4.18
Gaseous hydrogen tab. 4.19
Liquid hydrogen tab. 4.20

Tab. 2.8: Base scenario — Overview of the technology options. The tables reference to the input
parameters used in the model.

Commodity prices & Grid COs» intensity

Grid electricity price tab. 3.2
Grid electricity CO» intensity tab. 3.2
Natural gas price tab. 3.2
Heating oil price tab. 3.2
Gasoline & Diesel price tab. 3.2

Tab. 2.9: Base scenario — Overview of the commodities. The tables reference to the input parame-
ters used in the model.
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2.3. Case-by-case analysis (B, F and / case)

For all communities, a renovation rate of 3% p.a. (German average, [28]) for the heating

Projection i . X .
) SySteI’.nS. is assumed. It foII.ows that only 70% of the systems that eX|stedI|n 2015 (fig. 3.5)
are still in use by 2025 which further decreases to 40% by 2035 respectively.
Projl:leztion Identical weather data for 2015/2025/2035 (provided in the appendix, tab. A.2). This
(NP) assumes that the RES availability is identical over the time period 2015 — 2035.
NP The population in the communities (tab. 3.1), size of the vehicle fleets (fig. 3.7a) or
distances traveled per vehicle (fig. 3.7b) are assumed to remain at 2015 level.
Identical load profile (NP) for stationary electricity and heating demands while the energy
demand (P) is adjusted for 2025 and 2035. For the latter, the energy efficiency targets
NP/P of the energy transition [29] are applied in Germany whereas the projections provided in
the Annual Energy Outlook 2014 [30] are used for California (compare appendix, tab. A.6
and A.7).

Tab. 2.10: Base scenario — Projections and assumptions made on community developments.

The approach used to determine these values is based on a literature review of various reports
[23—27] and explained in detail in the appendix (tab. A.12). From this follows an EV penetration rate
of a = 0% (2015), a = 13% (2025) and a = 38% which is illustrated in figure 2.4. For the sake of
comparison, identical penetration rates are assumed for all communities.

The absolute values of a do not impair the overall result, as the case comparison between BEV
and FCEV case (sec. 2.3) is always based on the same number of electric vehicles. A sensitivity
analysis to support this statement is provided in the appendix, section A.3.2.

Community developments

This category includes projections for the building heat and electricity demands as well as the
renovation rate of heat systems. Due to the extensive list of input parameters, not every single
parameter is modified in the base scenario. The most relevant projections and assumptions are
listed in table 2.10.

2.3 Case-by-case analysis (B, F and / case)

The evaluation of the deployment of BEVs and FCEVs is performed on the basis of a case-by-case
comparison. Three different cases are investigated: The all-ICV reference case / where no EVs are
used (a = 0 = ngy = n;, compare eqg. 2.18) and the two EV cases B and F. The B case assumes
that BEVs are prevalent in the EV market and no FCEVs are used whereas the F case is based
on the opposite assumptions. Hence all electric vehicles in the F case are FCEVS (Nrcey = @ - ny;
ngey = 0) while all electric vehicles in the B case are battery-powered (ngey = @- n¢; Necey = 0). This
case-based approach provides the opportunity to determine and analyze the (cost-)optimal energy
system for each EV technology and to compare it against the entirely ICV-based “status quo”. While

8 These are artifical conditions for the purpose of this study. In reality, a mix between B and F cases is most likely. This
has been investigated in an earlier version of this work [31] but did not improve the meaningfulness of the results in
the comparison of BEVs and FCEVs.
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2015 2025 2035

F F
| | | | | | | | |

0%

25% 50% 75% 100% 0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
Fleet composition: ICVs BEvVs [ FCEVs

Fig. 2.5: Composition of the vehicle fleets in the simulation cases.

the composition of the vehicle fleet is obviously independent of the year in the / case, it is altered
by the EV penetration rate a (fig 2.4) in the B and F cases between 2025 and 2035. As illustrated
in figure 2.5, the vehicle fleet in the B and F cases, consist of (1 — a) = 87% ICVs and a = 13%
BEVs (B) or FCEVs (F). A decade later, BEVs or FCEVs are expected to make up for a = 38% of
the vehicle fleet resulting in an remaining ICV share of 62%.

2.4

Scope & limitations

As for every complex problem, a simulation model can only cover a certain section of reality which
is defined by assumptions that are made to maintain a feasible scope. Subsequently, the central
assumptions and limitations of the model and their potential effects on the results are discussed®.

1.

First of all, this study makes no attempt to forecast future developments in the transportation
or energy sector nor the development of technologies (ch. 4), but to evaluate the ramifications
of a battery- or fuel cell-powered “third age of electric vehicles” [33] in the context of the energy
transition. In case the parameters in the base scenario are intended to be used in another
context, it is recommended to read the cited literature to obtain a better understanding of the
technical background and nature of these figures.

. VICUS allows to evaluate more general developments in the energy system within the time

frame of this analysis (2015 - 2035), such as the extended use of solar and wind power or
the retrofitting of heating systems. This is invaluable for a thorough analysis of the matter, as
these developments affect the carbon intensity of the electricity generation and thus the CO»
emissions of EVs or the value added by co-benefits like Power2Gas. Yet, the focus lies on
the relative comparison of BEVs and FCEVs regarding their promise to provide a more sus-
tainable form of transportation than ICVs. The statements made regarding the more general
developments in the energy system primarily serve the purpose to support this comparison
and are not intended to be used on a stand-alone basis without reference to the context of
this work.

Solar and wind surplus generation is possible, but cannot be sold back to the grid. This con-
straint is introduced to take into consideration how a future with a high share of distributed
renewable power generation will affect the energy transfer between neighbouring communi-
ties. In times of solar overgeneration in the reference community, the nearby communities
are likely to have excess energy as well, hence no (paying) demand exists to receive excess

® Some of this information was previously published by this author in [31,32].
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2.4. Scope & limitations

supply. This will likely result in a disadvantage for BEVs in the B case, as their lower trans-
portation energy demand would allow to sell more electricity to the grid than in the F case.

4. Hydrogen can be fed into the natural gas supply (Power2Gas) to substitute natural gas as
a heating fuel. In reality, the hydrogen share in the pipelines is restricted for the reasons
explained in section 4.2.3.3. However, no constraint is implemented in the simulation model.
This is a slight disadvantage for BEVs in this comparison, inasmuch as Power2Gas is pre-
dominantly used in the F case.

5. An alternative form of H, generation other than electrolysis, e.g. Steam Methane Reforming
(SMR), was not included as the focus of this work is on low/zero emission electric vehicles.
The use of SMR for FCEV supply would moreover extend the dependency of fossil resources
(natural gas) and provide no co-benefit for the electricity sector.

6. The heat generated by the electrolyzer during Ho generation as well as the heat generated
by the stationary fuel cell are not used for the reasons described in the paragraph “Combined
heat-and-hydrogen generation” in section 4.2.3.1. This is a disadvantageous assumption for
FCEVs in the comparison against BEVs.

7. In order to limit the scope of this analysis, all charging and refueling events are assumed to
take place in the community. Although the cost of local charging and refueling infrastructure is
included in the calculations (sec. 4.1.4), the necessary nation-wide network of charging and
refueling possibilities is beyond the scope of this analysis.

8. This simulation model determines the macro-economic cost-minimum for a single entity “the
community” assuming that residents and local industry would share a single budget to cover
their demands for electricity, heat and mobility.

9. BEVs and FCEVs are assumed to be of equal value to the customer regarding range and per-
formance to ICVs as of 2025. Every vehicle in the community covers the same annual driving
distance s, there is no differentiation in the respective range driven by multi-car households.

10. All storage systems (sec. 4.3) are able to store and release energy with a C rate'® of less or
equal than 1 h~" which is ensured by equation 2.7.

11. The normalized BEV charging and FCEV refueling time series (fig. 3.8) are identical for 2015,

2025 and 2035. It is important to point out that this results in a considerable disadvantage
for BEVs regarding their potential to integrate solar power as at present most vehicles are
charged in the evening or overnight. Overnight charging is particularly common in California
as a result of Time-of-Use tariffs.
Moreover, “smart charging”, i.e. the possibility to schedule charging to times of high RES
generation or lower total load, is not considered in the modeling framework. The reasons for
this are elaborated in section 4.1.2. This limitation results in a considerable disadvantage of
BEVs regarding their potential to integrate intermittent RES generation (solar in particular)
and thus avoid CO, emissions from the use of grid electricity.

12. Most references only provide cost data on capital and fixed costs but no variable costs. With-

® The C rate of a storage system represents the ratio of power/capacity. A storage with a capacity of Cs = 10 kWh
and C = 0.5 h™' stores/releases energy with a power of Ps = 5 kW. The same storage with a C rate of 3 h~' could
store/release energy with Ps = 30 kW.
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2. Method

out this information, there is no difference to the objective (cost) function how frequently an
installed process or storage capacity is used. This can lead to counter-intuitive results, when
electricity surplus from renewable energy sources are available. For example, hydrogen could
be compressed using surplus electricity while being decompressed at the same time because
neither operation has an effect on the objective function. In reality, this kind of operating
scheme results in increased wear of the compressor parts which translates to higher mainte-
nance costs. To prevent these situations, a very low variable cost of 3¥@¥ea" = 0.001 $/kWh
was added to each process and storage system in the simulation model.

Furthermore, an additional variable cost for the amount of energy stored in a storage system
was implemented to reflect self discharging (batteries), diffusion/venting losses (H» storage)
or heat loss through thermal radiation (hot water storage). This variable cost is BV ds¢ =
pYarear /5 = 0.0002 $/kWh for all storage systems apart from hot water storage which was
considered to have a higher discharge rate of pyajdisc = gvarwear,

In the cost function zyqs, the first parameter V8% is part of the variable cost of a process
(Bp) or storage system (3*). The second parameter pvardisc is treated separately in the
storage term of the cost function.

A final remark: Despite the large number of sensitivity analyses used to evaluate and challenge
the results, not all eventualities can be taken into account in this analysis. Simulation models
rely on the quality of the input data which in turn is based on predictions. As Niels Bohr already
mentioned several decades ago: “Prediction is very difficult, especially if it's about the future” [34].
Single, unpredictable events bear the potential to completely alter the course of the energy system.
However, while future developments until 2035 are highly uncertain, "It is far better to foresee even
without certainty than not to foresee at all.” — Henri Poincaré [34].
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Fig. 3.1: Locations of the four communities in California and Germany

Two communities of different sizes, municipalities (6,000 - 8,000 residents) and small cities (38,000
- 42,000 residents) were investigated for each region to minimize a potential impact of the location
on the conclusions drawn for BEVs and FCEVs. The German communities Putzbrunn (PUT) and
Neumarkt i.d.Opf. (NEU) are located in the state of Bavaria, Southern Germany (fig. 3.1). In
California, Los Altos Hills (LAH, Santa Clara county, San Francisco Bay Area) and Lincoln (LIN,
Placer county) were investigated. The differences between the communities can be divided into
three groups which are analyzed in further detail in the following sections:

1. Energy demands & prevailing mix of technologies — section 3.1.
2. Availability of renewable energy sources & installed capacities — section 3.2.

3. Cost of commodities — section 3.3.

The overall cost to meet the energy demands in 2015 and the resulting CO, emissions is provided in
section 3.4. Table 3.1 provides a summary on the key differences between the four communities.
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3. Communities

General distinctions between Bavaria/Germany (DE) and California (CA)

1. Twofold higher energy demand for road transportation in California (CA).
Significantly lower cost of energy both for stationary and mobile use in CA.
Grid electricity has a considerably lower CO5 intensity in CA compared to DE.
Heating is less carbon-intense in CA per unit heat generated.

70% higher energy yield for solar power in CA.

o o A w N

In DE, solar and wind generation complement each other (to some extent) over the
course of the year.

DE — Putzbrunn DE — Neumarkt i.d.Opf.

6,300 residents / n; = 3,900 vehicles 41,300 residents / n; = 25,200 vehicles

— Lowest output per installed RES capacity — Highest output per wind power installed.

of all four communities. i " i
— Coldest climate of all communities, highest

— Lowest overall costs and CO» emissions in heat demand of DE communities.

2015. , ) . i
— Highest RES share in the electricity mix by

2015.

CA — Los Altos Hills CA — Lincoln

7,900 residents / n; = 5,100 vehicles 45,100 residents / n; = 32,500 vehicles

— Residential area, no locations for wind Highest RES potential (solar and wind
power. combined), lowest RES share as of 2015.

— Despite mild climate, highest heat demand
due to luxury homes.

Hottest climate, lowest heating demand.

Highest transportation demand.
— No industry, highest share of residential en-
ergy demands.

Electric load peaks during the summer as
a result of air conditioning.

Tab. 3.1: Summary on the key differences between the four communities.
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Industrial electricity demand I Industrial heat demand
Residential electricity demand Il Residential heat demand ICV fuel demand
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. 3.2: Overall energy demands in the four communities in 2015 (electric heating is comprised
within the heating demands).
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3.1 Energy demands

The overall energy consumption in the four communities is shown in figure 3.2. The data shows,
that despite the different shares in residential and industrial demand' the variation in the overall
electricity demand (sec. 3.1.1) with 6 to 7 MWh/person is comparably small. The heat demand (sec.
3.1.2) on the other hand provides distinct differences. As a consequence of the warmer climate in
California, one would expect a lower energy consumption in LAH and LIN as less energy is required
for space heating. This holds only true for LIN, while LAH provides the highest heating demand
of all communities, which can be explained by the fact that the homes are significantly larger than
the average®. Moreover, LAH has the lowest share of industrial energy consumption of all four
communities.

However the most significant difference between the German and Californian communities lies
within the transportation sector. German drivers travel 13,000 km on average per year, Ameri-
can drivers cover a 60% higher distance (20,600 km). Combined with an about 30% higher fuel
consumption of the vehicle fleet (tab. 4.2), more than twice the amount of energy is required (sec.
3.1.3)%.

3.1.1 Electricity

As shown in figure 3.2, the overall electricity demand per person (incl. industry) is fairly similar
across the communities. An important differentiator between the communities represents, however,
the time when the energy is being consumed. The load duration curves in figure 3.3 present the
load for each hour of the year in relation to the peak load in descending order. Thus, they enable a
detailed analysis of the dynamics of the load profile (i.e. average load, frequency and magnitude of
load peaks). Two main observations can be made for the communities in focus:

Firstly, the higher level for the German communities indicates that compared to California, load

' Local businesses, industry and the public sector are aggregated to industrial demand.

2 The area provides one of the most valuable locations for real estate across the United States and was ranked the 11th
most expensive ZIP code across the United States in 2015 [35].

8 With focus on light-duty passenger vehicles; heavy-duty vehicles, trucks and trailers are not considered.
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Fig. 3.3: Load duration curves for the electricity demand.

peaks are less distinct. This is further supported by the ratio of peak-to-average-load which is 1.5x
in PUT, 1.7x for NEU, 2.0x in LAH and highest in LIN with a ration of 3.2x. Secondly, peak loads are
less frequent (fewer hours of the year) in LIN than in LAH or the German communities.

This can be explained by the different climate conditions (fig. 3.4): Air conditioning is not necessary
in Germany and the mild climate around LAH*, whereas the hot summer temperatures (fig. 3.4) in
LIN result in the need for air conditioning which causes distinct load peaks that occur only during
certain hours during the summer.

3.1.2 Heating

The heat demands were obtained through the natural gas or heating oil demands in the commu-
nities®. A detailed overview on the sources and methods used is provided in section A.1.1 of the
appendix. Due to the colder climate, higher heat demands in the German communities compared
to California were initially anticipated. This belief holds true for Lincoln, though the difference is
comparatively small, due to three factors: (1) slight above-average heat demand in LIN®, (2) better
insulation in stone-built homes in Germany than wooden-built homes in California and (3) higher
efficiency of heating systems in Germany as they are operated at higher average loads (with higher
efficiencies [39]) than systems in California (compare fig. 3.6).

The exceptionally high residential energy demand in LAH can again be traced back to the extent
of large luxury homes’ and corresponding outside facilities (e.g. heated swimming pools) in a mild
climate zone.

According to the OPENEI profiles [36] that were used for this analysis; compare tab. A.6.

Apart from PUT where the annual heat demand had to be calculated due to the lack of measured data.
Which depending on the source is between 4 - 5 MWh/person in California [37, 38].

Most housing units have more than 9 rooms compared to CA average of 5 rooms [40].
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Fig. 3.4: Monthly average temperature in the communities
Sources: Based on TMY data apart from NEU where the 2014 profile is shown. Detailed sources are provided in the
appendix, table A.2.

The lower average temperatures in Germany (fig. 3.4) re- 100
sult in longer heating periods with a higher average load
than in the “Golden state” as indicated by the heat load
duration curves in figure 3.6. The influence of lower tem-
peratures can also be observed on the national level: The
lower average temperatures in NEU result in an overall
longer heating season than in PUT. However, as tempera-
tures in the winter are also milder, the heating systems in
NEU are also less frequently operated at peak load than
in PUT. The relationship between LIN (hot summer, colder
winter) and LAH (warm summer, mild winter) is similar.

B (o)) (@]
o o o
T T T

2015 heating systems (%)

N
o
T

: : 0
The step that .can be opserved in the load profiles of PUT PUT NEU LAH LIN
and NEU in figure 3.6 is a result of the method used to B Natural
. . L8 atural gas
obtain the heat load profiles for these communities®. B Heating oil

. Il Resistive electric
The profiles were calculated based on measured tem-

perature profiles using the concept of degree heating Fig. 3.5: Existing heating systems in
hours (appendix, sec. A.1.1). During the hours rlght. of gg;gir;i%itgglc)sxsgs/omvievrvg?101
the step, the outdoor temperature surpasses the heating considered.

limit®, which means space heating is not necessary and Source: References are listed in tab. A.5.
only the hot water base load has to be met by the heating

systems. The step occurs due to the assumption that all heating systems act simultaneously, result-
ing in a synchronous drop of the heating load to hot water base load. In reality this is obviously not
the case as heating systems in different buildings operate independent from each other and some
systems would stop heating earlier than others resulting in a smoother transition. For this analysis

on electro-mobility, however, this circumstance is considered of negligible impact on the results.

8 In contrast to the electric load profiles which were provided by local utilities, were no heat load profiles available for the
German communities.

® Also called base temperature. Heating is only necessary when the outdoor temperature falls below this heating limit
of 15 °C.
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Fig. 3.6: Heat load duration curves.

Another distinct difference among the communities is the technology mix in use to cover the heat
demands (fig. 3.5). While the majority of the heating systems in Germany is powered by natural
gas, most households in Bavaria still rely on heating oil [41]. In California, most heating systems
are powered by natural gas followed by direct electric heating systems, whereas heating oil is not
used at all.

3.1.3 Transportation

The biggest differentiator in the energy demands (fig. 3.2) is transportation. As the modal split'® in
the US is much more car-driven than in Germany, more vehicles per capita (fig. 3.7a) and longer
driving distances (fig. 3.7b) are the result. The resulting difference in the energy consumption is
further increased by the lower fuel efficiency of existing vehicles (sec. 4.1.1) in the United States
in comparison to Germany. As a result, more than twice the energy is consumed in the Californian
communities compared to the Barvarian ones PUT and NEU.

Apart from LAH where already one percent of the vehicles are battery-powered [43], none of the
communities provides a substantial quantity of electric vehicles as of 2015. Due to the comparatively
young age of road-based electro-mobility (in its current form) it has also proven difficult to obtain
comprehensive data sets on BEV charging profiles. The profiles are nevertheless of significant
importance inasmuch as they determine whether BEVs are charged in times of high RES power
generation'! or rather when most of the electricity is provided by conventional power plants over
the power grid. Thus, this immediately affects the RES integration potential and thereby the overall
CO, emissions. For FCEVs this is not so much of importance as H, can be generated during RES
generation, buffered in storage tanks and refueled at a later time.

1 Around the turn of the millenium more than 86% of the trips were covered by car in the United States, while it was only
61% in Germany. Furthermore, due to the longer average trip distances, Americans have been traveling more than
twice the road distance per year than Germans over the past four decades [42].

" |.e. during the day in the case of solar power.
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Fig. 3.7: Vehicles per capita and annual driving distance per vehicle in Germany and California.

Unfortunately, detailed charging profiles for the communities were not available. Due to this, the BEV
charging profiles shown in figure 3.8 were obtained from “proxy cities”'2 where detailed analyses
on the impact of BEV charging had already been made.

Figure 3.8 illustrates, that current charging behavior differs significantly among both sides of the
Atlantic. While BEVs in California charge predominantly after midnight due to lower electricity prices
in time-of-use tariffs, charging in the European counterparts starts early in the day upon arrival
at the workplace and reaches peak load prior to midnight. It follows that based on the current
charging profiles, BEVs in California are not charged preponderantly in times of high solar power
generation.

Refueling patterns from conventional gas stations would have been a suitable source for the FCEV
refueling profiles, given that refueling process and duration are similar for FCEV and ICV [56]. How-
ever as these could not be obtained from the gas stations within the communities'®, another ap-
proach based on the traffic patterns in the community was used, thereby assuming a direct corre-
lation between traffic and refueling pattern (appendix, sec. A.1.1.3). From the data in figure 3.9, it
is apparent that the traffic patterns/refueling profiles are fairly similar in the communities with one
subtle difference: Evening peaks are more distinct in Germany, whereas peak load occurs during
morning hours in California.

2 3an Francisco/USA (Los Altos Hills), San Diego/USA (Lincoln), Vienna/Austria (Neumarkt) and Salzburg/Austria
(Putzbrunn).
'® The only data that could be retrieved covered a single week-day for a gas station in Cologne, Germany in 1998 [57].
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Fig. 3.8: Load profiles of BEV charging in California and Southern Germany. The profiles were
obtained from “proxy cities” (footnote 12, p.31) because no detailed charging profiles for the
communities were available. More details are provided in section A.1.1.3 of the appendix.
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Fig. 3.9: FCEV refueling profiles for California and Southern Germany. The profiles were derived
from traffic volumes, appendix A.1.1.3.

3.2 Availability of renewable energy sources

The focus of this work lies on the impact of electric vehicles in energy systems with an increasing
share of intermittent renewable energy sources such as wind and solar power. For that reason,
so-called “dispatchable renewables” like hydro-power and biomass plants are not considered. The
method used to determine the solar and wind output power is described in sections 4.2.1.1 and
4.2.1.2. The required data sources are referenced in section A.1.2 of the appendix.

The potential for renewable energy sources (fig. 3.10) differs significantly across the four commu-
nities: While a solar panel in the German communities provides between 1,150 - 1,170 kWh of
electric energy per year and kilowatt installed, the same panel would generate an additional 70%

32



3.2. Availability of renewable energy sources

(1,880 - 2,090 kWh) of electricity in California. Additionally to the total annual energy output, the
locations also differ in their generation profile: solar panels in CA provide more than 40% of the
summer power output during the winter months whereas output decreases below 15% in Germany
(fig. 3.11).

Large amounts of wind power have already been installed in the vicinity of NEU (fig. 3.13), providing
good weather conditions for land-based wind power in Southern Germany. On the contrary, PUT
and LIN are comparatively poor locations for wind energy. The potential of wind energy was not
further investigated in LAH due the assumption that the likelihood of wind turbines is very low
because of the high value of real estate.

From the profiles in figures 3.11 and 3.12, it is apparent that solar and wind power complement
each other to a higher degree in the German communities (especially NEU) than in LIN. In the latter
case, both solar and wind power generation decrease during the winter. The wind power output
increases in the German communities, allowing a partial compensation of the seasonal decrease
of solar power output.

Figure 3.13 provides an overview on already existing RES capacities per person in the communities.
While the large amount of local RES capacities supplies more than 20 % of the electricity demand
in NEU, only one percent of the electricity demand in LIN is met with local solar power.
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Fig. 3.13: Existing capacities of local solar or wind power and the resulting RES share in the elec-
tricity mix. Further details are provided in the appendix, table A.3.

33



3. Communities

Solar power Wind power

2,000 1,880 2,000 2,000
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(a) Annual electricity generation of a 1 kWp (b) Annual electricity generation per kW of 2,050
rooftop solar panel. kW wind turbine with a hub height of 108m
[58].

Fig. 3.10: Annual electricity generation of solar and wind power.
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Fig. 3.12: Mean energy output per day per kW of a wind power installed in the communities. (Based
on an Enercon® E82 wind turbine with an output power of 2.05 MW at a hub height of
108 m [58]).
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3.3 Commodities

Table 3.2 provides an overview on the commodity input parameters used in the modeling framework.

3.3.1 Cost of commodities

In addition to energy demands, load profiles and the availability of renewable energy sources, cost
of energy is another key differentiator among the communities. For each community, the average
cost of grid electricity and fossil heating fuels was determined based on the distribution between
residential and industrial energy consumption. Hence, as PUT and NEU have a similar split between
residential/industrial demand (R/l), they are characterized by the same cost of commodities. The
Californian communities however differ in their R/l demand split (fig. 3.2) which leads to a slight
difference in their cost of energy: As a result of higher prices for residential use of energy, energy
is more expensive in LAH compared to LIN which has a lower share of residential energy demand.
Figure 3.14 shows the current and projected values that were used in the simulations for the years
2025 and 2035. Moreover, petroleum fuels for transportation are less expensive in California than
Germany as illustrated in figure 3.14.

To increase the comparability of the results between the German and Californian communities, the
same sources for the cost projections (Annual Energy Outlooks 2014 and 2015 by the U.S. Energy
Information Administration [30, 60]) were utilized. It is apparent from figure 3.14 that the cost of
energy is significantly higher in Germany than in California. LIN provides the overall lowest cost of
energy.
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Fig. 3.14: Projections (2015 — 2035) on the commodity prices in the communities. a) Price of grid
electricity, natural gas and heating oil. b) Gasoline prices in Germany and California.
Sources: : a) appendix A.1.1, table A.9 and A.8. b) table 3.2.
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Grid

. DE — PUT/NEU LAH LIN
electricity
prlce \égriec ($Ct/kWh) 5213() ($Ct/kWh) éggec ($Ct/kWh)
2015 22.3 16.5 15.5
2025 25.6 17.9 16.8
2035 24.7 16.9 16.4
Grid

. DE — PUT/NEU CA — LAH/LIN
electricity
CO; intensity dgria (g/kWh) dgria (g/KWh)
2015 540 307
2025 380 244
2035 273 181
Natural gas DE — PUT/NEU LAH LIN
price ngas (Sct/kWh) B (Bce/kWh)  Brias (Sct/kWh)
2015 6.6 3.8 3.6
2025 7.8 4.4 4.3
2035 9.7 5.5 5.3
Heating oil DE — PUT/NEU
price il (St /kWh)
2015 5.7 -
2025 6.9 -
2035 8.5 -
Gasoline DE — PUT/NEU CA — LAH/LIN
price By ($/1) By (8/1)
2015 1.55 0.92
2025 1.88 1.12
2035 2.33 1.39
Diesel DE — PUT/NEU CA — LAH/LIN
price Y ($/1) BE ($/1)
2015 1.30 0.92
2025 1.57 1.12
2035 1.95 1.39

Sources: The references for the prices of grid electricity, natural gas and heating oil are provided in the appendix, section A.1,
tables A.9 and A.8. Details on the approach used to determine the grid CO5 intensity are provided in section 3.3.2. The 2015
gasoline and diesel price in Germany (DE) are based on [59]. The cost of gasoline in California (CA) is derived from the reference
case in the Annual Energy Outlook 2015 [60]. Diesel fuel was estimated to be equally expensive since the difference between the
two fuel prices was on average only about 1% since 2000 both in California [61] and along the entire West Coast region [62]. The
projections for both DE and CA are based on the reference scenario for the crude oil/gasoline forecast [60].

Tab. 3.2: Input parameters for the commodities grid electricity, natural gas, heating oil, gasoline and

diesel.
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3.3.2 CO; intensity of grid electricity

The largest part of the electricity demand in Germany is met by thermal power stations which
generate electricity from the thermal energy released during the combustion of fossil fuels such as
(carbon-intense) coal and lignite (=~ 900 and 1,150 g/kWhg [63,64]) as well as natural gas (= 450
9/kWhg [63, 64]). The thermal power stations in California are predominantly powered with natural
gas [65], which (in combination with various hydroelectric power plants) explains the considerably
lower CO» intensity compared to Germany in figure 3.15.

German California
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Fig. 3.15: RES share based on the renewable portfolio standards (RPS) and corresponding CO,
emissions in Germany and California.
Sources: California CO, emission estimates assume a linear correlation between RES share (represented by the RPS
targets [66,67]) and the CO, emissions. CO, emissions 2010 - 2015 [68,69]. Germany RES share: 2010 - 2015 [70,71],
2015 - 2035 targets [29]. CO» emissions are based on [64] (2010 - 2012) and [72] (2015 - 2035, average between both
scenarios).

Both governments pursue similar plans for an energy transition, which — among other goals — aims
to transition from electricity generation with fossil fueled thermal power plants to renewable energy
sources. A common goal is to meet 50% of the electricity demand with renewable energy sources
by 2030 (CA [66,67] / DE [29]). The anticipated share of renewable energy sources in the electricity
mix is illustrated in figure 3.15 alongside the corresponding CO- intensity of the electricity generation
as a whole.

As a side note, electricity can be obtained from the power grid through the process “grid” (the equiv-
alent to a transformer station, compare tab. 2.2) in the simulation model. The process “converts”
grid electricity (gelec) into electricity ( ) which can then be used to power appliances or meet
other electric demands in the communities. This approach offers a way to trace CO, emissions
associated with the generation of electricity from large thermal power plants in the power grid.

The process “grid” was equipped with a capacity of 150% of the peak electricity demand (incl.
existing electric heating systems) Y ( ) in the respective community. The capacity of this process
can furthermore be increased similar to any other process if this leads to the cost-minimal solution.
The underlying investment cost, Bg‘r‘i’d = 70 $/kW for both 2025 and 2035 are a rough estimate
based on [73]. However, given that solar and wind power provide a cost-competitive alternative for
the supply of electricity, this could not be observed in any of the base scenario simulations.
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3.4 Overall CO, emissions & cost

Figure 3.16 presents the overall costs and CO, emissions in the four communities for 2015. The
data was obtained with the simulation model which was constrained to meet the energy demands
with the currently installed RES capacities (fig. 3.13) and heating systems (fig. 3.5).
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Fig. 3.16: Overalls cost and CO, emissions in the communities in 2015 (determined through the
simulation model).

Firstly, despite the differences presented in the preceding sections overall costs are fairly similar
across the communities. Secondly, transportation makes up for the largest cost proportion. Overall
expenses for vehicles are similar in Germany and California'* whereas the twofold higher energy
demand in transportation results in higher variable costs for California. The second largest propor-
tion of the overall cost in Germany is grid electricity (due to the high cost of energy fig. 3.14). The
high heating demand in LAH results in overproportionate cost for heating compared to LIN where
heating and electricity demands are evenly expensive to cover.

The CO. emissions are in good accordance with official sources for the energy-related CO» emis-
sions: The values for the German communities are slightly above official sources (6 to 7 tons per
person [74]) as the CO» intensity of the German power grid was used for the calculations which is
higher than Bavarian average due to a higher share of lignite and coal fired power plants instead
of nuclear power. LAH and LIN on the other hand have lower calculated CO, emissions than the
officially reported levels for energy-related CO, emissions in California (9.2 tons per person in CA,
[75]) as only light-duty vehicles'® are considered within this work.

In the German communities, the major share of the CO» emissions is related to the consumption of
grid electricity, followed by heating whereas transportation provides the smallest share of CO, emis-
sions. In contrast to that, fuel combustion in the transportation sector causes the largest proportion
of CO, emissions in the Californian communities.

4 Because the number of vehicles is overcompensated by 15% higher vehicle prices in Germany (compare, sec. 4.1).
'® Which according to [76] make up for about 60% of the transportation-related CO, emissions.
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Fig. 4.1: Overview on the technology options and interactions considered in this work. (*) The
import of Hy into the community through the delivery of LH» is deactivated by default and
only considered in the LH» import scenario, section 5.4.

This chapter provides a detailed overview on the technologies considered within this work and lists
the input parameters that were used in the modeling framework to obtain the results in chapter 5.
A summary of all technology options and their possible interactions is shown in figure 4.1. The
first section 4.1 of this chapter highlights the differences between battery-electric, fuel cell electric
and internal combustion vehicles (BEV, FCEV and ICV) in the transportation sector. The focus of
the subsequent section 4.2 lies on energy transformation technologies such as solar panels, wind
turbines, water electrolyzers and heating systems that are available to meet the energy demands in
the communities. The last section 4.3 describes complementary storage technologies. Each tech-
nology is described in a separate subsection which also contains a table with the input parameters
used in the modeling framework (ch. 2).
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Fig. 4.2: Powertrain and energy storage of ICV, BEV and FCEV.

4.1 Light-duty road transportation

Two centuries after the hydrogen-powered ICV was invented in 1807 and the first BEVs hit the road
in 1835 [77], hydrogen and batteries make another attempt to become the predominant form of
energy storage in light-duty road transportation. The differences in the propulsion system arising
from the use of electric motors compared to combustion engines are illustrated in figure 4.2. The
environmental benefits of electro-mobility, through zero driving emissions and a reduction in the
demand for (limited) fossil fuels, are self-evident. For the individual however, the transition from
an ICV to a BEV or FCEV is still accompanied with a considerable change of habits primarily due
to the differences in driving range (BEV/FCEV), recharging time (BEV) and refueling/recharging
infrastructure (BEV/FCEV).

Range

Drivers are used to a range of up to 1,000 km with a single tank filling, electric range remains
the dominating concern regarding the purchase of an EV [78]. Due to the lower energy density of
batteries compared to hydrogen, BEVs are more prone to this “range anxiety” than FCEVs, [79]:
While current FCEV models are already able to cover real-world distances of 400 - 450 km, most
current BEV models only provide a range of less than 200 km. However, given that the battery pack
is a major cost factor [80,81] and some high-end models already cover distances above 400 km
(real-world), range is more an economic than a technical challenge. As the cost of Li-ion batteries
is expected to continue its recent decline [82], BEV models with longer ranges will soon become
available in more price-sensitive segments [83, 84].

Recharging time

BEVs demand consiederably more patience from the driver when it comes to recharging compared
to the refueling process of ICVs and FCEVs. Between 4 - 9 kilometers can be charged per minute
at fast charging stations with a power output of 50 - 120 kW whereas ICVs refuel several hundred
kilometers in the same time (300 - 700 km/min). FCEVs are in the same order of magnitude (140 -
170 km/min, compare fig. 4.5).
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Gasoline and hydrogen refueling is the physical transfer of a previously conditioned energy carrier
and is hence not limited by electrochemical reactions as it is the case for rechargeable Li-lon batter-
ies [85—-88]. “Turbo-charging” batteries at a power rating of 300 kW will enable BEVs to gain some
ground (up to 25 km/min) but is not going to become available before 2019/2020 when the first ve-
hicles are expected to be equipped with this technology [89]. To conclude, FCEVs already provide
“ICV-like” refueling times while the recharging time will likely remain a considerable disadvantage of
BEVs for the foreseeable future.

Recharging/Refueling infrastructure
In early August 1888, Bertha Benz had to stop at a pharmacy to “refuel” the first ICV [90, 91],
nowadays ICVs can be refueled at more than 10,000 gas stations in both California and Germany.

In contrast, hydrogen distribution is still fairly limited with about 20 locations each [92,93]. Refueling
infrastructure remains one (probably the) major challenge for the success of FCEVs as substantial
investments are necessary for the installation of hundreds of additional hydrogen refueling stations
long before the vehicle penetration is high enough to allow their profitable operation. In Germany
alone, the estimated investment for the setup of 400 hydrogen refueling stations is 400 Mio. € (=
460 Mio. $) [94].

BEV charging infrastructure faces a similar outlook: On the one hand, a public (fast-)charging
infrastructure remains a basic requirement to cover long distances and to convince more buyers
in order to reach a significant market penetration [95,96]. On the other hand, charging stations
will not generate a profit for the foreseeable future [95], making it difficult to convince electric utility
providers and investors to install these, urgently needed, chargers. Yet, an important advantage of
BEVs is their capacity to (slow-)charge in almost any place providing electricity. Home charging for
example accounts for 80 percent of the charging events and eliminates the way to the gas station
[97,98].

BEVs and FCEVs are both more expensive than comparable conventional vehicles (tab. 4.1). The
financial gap is expected to close as ever tighter fuel economy and emission standards increase
the cost of ICVs while BEVs and FCEVs are going to become less expensive due to economies
of scale, as worldwide sales figures increase from currently 150,000 BEVs/a (2015) [99] to several
millions a year.

Vehicle inv-cost inv-cost inv-cost inv-cost inv-cost inv-cost lifetime
costs ICV DE BEV DE FCEV DE ICV CA BEV CA FCEV CA

() B (8) Foev(8) () B (9) ne(® L0
2015 28,800 49,500 61,000 25,000 43,000 53,000
2025 31,600 44,900 56,400 27,500 39,000 49,000 12
2035 31,600 42,600 51,800 27,500 37,000 45,000

Sources: 2015 - 2035 prices for ICV and BEV for CA are based on the projections made by the EIA in the Annual Energy Outlook
2015 [60], page 11. The 2015 FCEV price is based on the MSRP of 57,500 $ for the Toyota Mirai® [100, 101]. It was assumed
that FCEV prices would follow the cost projections for BEVs with a 5 year delay due to the later market entry of FCEVs. For the
sake of comparison, vehicle prices in Germany were calculated by multiplying the CA prices with the ratio Z = B"V(DE)/B™ (CA)
of the new car prices in DE 3i"V(DE) and CA B"V(CA). Z ~ 115 % was calculated based on [102, 103]. It should be noted that this
approach is in favor of FCEVs in Germany as current prices are not 15 % but more than 50 % higher than U.S. prices with 85,000 -
90,000 $ for the Toyota Mirai® and Hyundai ix35 Fuel Cell® [104,105].

Tab. 4.1: Input parameters for the cost of ICV, BEV and FCEV.
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4.1.1 Internal combustion vehicles (ICVs)

DE con- DETTW CO CA con- CATTW CO
DE fleet , s CA fleet eon W
sumptlon emissions sumptlon emissions
dy/da fo/fa bg™/bg™ dy/ dy fo/fa bg" /g™
% /100km 8co,/km % 1/100km gco,/km
66 / 34 8.0/7.2 192 / 170 10.2/9.2 272 /195
2015
n— 55 / 45 6.4 /5.8 155 / 136 82/7.4 219 /157
90 / 10

45 / 55 51/46 123 / 108 6.9 /6.2 184 /131

e / / / /

Sources: The fleet mix in California was estimated based on the gasoline/diesel mix in the United States [106] and assumed
to remain constant between 2015 and 2035. Fleet mix projections for Germany are based on data published by Exxon® [107].
Gasoline consumption estimates for California are based on the linear intrapolation of “the average fuel economy of LDV [Light-
Duty Vehicle] stock” between 2013 and 2040 in the Annual Energy Outlook 2015 [60]. Gasoline consumption for Germany are
based on [53]. Diesel consumption was calculated based on the assumption that diesel powered vehicles consume about 10 %
less fuel based on the difference in the volumetric energy density (tab. 4.3). CO, emissions are calculated with the approach
described in this section.

Tab. 4.2: Input parameters for ICVs.

The combustion of petroleum fuels has shaped the history of road transportation since the Benz
Motorwagen was invented in 1886 [91,108]. Interestingly, Francois Isaac de Rivaz had invented a
hydrogen-fueled internal combustion vehicle (ICV) almost 80 years (1807) before Benz’ discovery
[109-111]. One of the main reasons why (liquid) petrol fuels still gained wider acceptance than
(gaseous) hydrogen was without a doubt the easier handling of a liquid fuel.

Today, 130 years after the Benz Motorwagen, the emissions released during the combustion pro-
cess (i.e. carbon dioxide COo, nitrogen oxides NOy, particulate matter) are very much at the fore-
front of public attention and have led governments around the world to issue increasingly strin-
gent environmental standards. Due to the nature of combustion, emissions can not be completely
avoided, but merely mitigated in their effects by improving the fuel efficiency of ICVs. The contin-
uous efforts to achieve this goal are expected to reduce the average fuel consumption of the ICV
vehicle fleet in 2035 by about a third compared to today (fig. 4.3). This will result in the same reduc-
tion of transportation CO, emissions as these are simply the product of the hydrocarbons burned
during the combustion process. The correlation between fuel consumption and CO» emissions with
respect to the fuel type will be briefly explained based on an article of Oliver-Hoyo and Pinto [112].

The (ideal) combustion process of a hydrocarbon fuel CxH, is described in equation 4.1.
CxH, + (x+%) Oz —+ xCOy+ %H,0 (4.1)

For the purpose of the calculation, gasoline and diesel are approximated as octane CgHig and
dodecane C12Hog, respectively, resulting in the following reactions.

gasoline 1 CgHig+1250, — 8C0O5+9H-O
(4.2)
diesel 1 C12H26 +18.5 02 — 12 CO2 +13 H20

It follows from equation 4.2, that the mole ratio! rimole (—) between CO, and CxH, for these reactions

' Ratio between the amount of product formed (COz) and the amount of reactant (CH,) consumed.
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is equivalent to the number of carbon atoms x in the respective hydrocarbon fuel:
Imole = X mol CO2/1 mol CxH, = x (4.3)

Combined with the mass density of gasoline py (kg/l) and diesel fuel py (kg/l) (tab. 4.3), this
relationship allows to determine the amount of CO, released per liter of fuel burned ¢, (kg/I) and
$g/q (kg/l) in equation 4.4.

M,
bg (kg/1) = pg (kg/1) - Fmole - MC°2
CgH1g
Meo (4.4)
$a (kg/1) = P (k8/1) - Fmole - 3 H2

The equation can be resolved with the molar masses of the relevant substances, Mggh,, = 114 g/mol,
Mgt = 170 g/mol and Mg, = 44 g/mol:

750 g CgH1s 8 mol CO» 44 g CO» 114 g

asoline = X = 231k I

9 d)g 11 1 mol CgH18 X 1 mol C02 1 mol CgH1g gCOz/

. 820 g C12H26 12 mol COg 44 g C02 170 g

diesel = = 254k I

d)d 1| % 1 mol C12H26 % 1 mol COg 1 mol C12H26 gCOz/
(4.5)

These values are in very good agreement
with official values released by the EIA (¢g = energy mass CO»
2.35 kgeo,/l and ¢g = 2.68 kgeo,/! [113]) density  density  released
and the European Automobile Manufacturers’ €;/d p bg/a
Association (ACEA, (bg = 2.30 kg002/| and kWh/l kg/l kg/l
by = 2.65 kggp,/l [114]) . The simulation :
model assumes that E10 gasoline (90% gaso- e S e =0
line, 10% ethanol) with lower CO, emissions  gasoline 9.10 0.75 2.33
bg = 212 kegco,/I (EIA [113]) is used in- . qijine E10 8.70 0.76 2.12

stead of regular gasoline. This is based on
the circumstance, that most of the retail gaso- Tab. 4.3: Input parameters on ICV fuels. E10 gaso-

line sold in the United States is E10 gasoline line and diesel are used in the ATC. A de-
[115] which is also used in Germany (though tailed literature review is provided in tab.
to a smaller extent). Diesel is assumed to A.11 of the appendix.

be sourced from fossil deposits only ¢y =
2.67 kgco, /| (based on EIA and ACEA) in the
simulation model.

In the last step, the vehicle-specific tank-to-wheels (TTW) emissions ¢ 4" for a 2016 model BMW
340i with a fuel consumption of f; = 7.7 1/100km [116] are determined with equation 4.6. The
calculated value of 179 g¢o,/km is in excellent agreement with the value provided in the technical
specifications (179 ggo,/km) [116].

(2016 BMW 3400) = £, - by =
bg (2016 340) =15 b9 = 355 1m 11 km

g

When the well-to-tank emissions associated with oil extraction, refining and distribution of gasoline

and diesel ( ;% = 50 ggo,/kWh) are taken into consideration to determine the well-to-wheels
g

emissions, the CO> emissions increase by 20% to 214 522, compare equation 4.7.
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With more than 800 million cars on roads around the globe [99, 117], transportation sector emis-
sions contribute a major share to worldwide greenhouse gas (GHG) emissions. In 2012, 27%
(1,450 Mtgp,) of the CO, emissions in the U.S. [118,119] and 18% (146 Mtcp,) of German CO»
emissions [120,121] were caused by road transportation. Not included in these figures are other
emissions like nitrogen oxides and particulate matter which pose threat to public health and the
environment [122,123].

4.1.2 Battery electric vehicles (BEVs)

Driving electricity Charging efficiency
faev(KWh /100km) %
2015 24 85.0
2025 22 87.5
2035 20 90.0

Sources: The 2015 energy demand of 23 kWh/100km is an estimate for the real world energy consumption of the 2015 Tesla
Model S AWD - 90D © based on its EPA rating of 21 kWh/100km [124]. This provides a conservative estimate on the energy
consumption of BEVs to ensure a fair comparison to FCEVs. (Urban electric cars such as the BMW i3® have a considerably lower
consumption/EPA rating of 17 kWh/100km.) The driving electricity demand is assumed to decrease by 10% per decade. Charging
efficiency is estimated to improve by 2.5% per decade.

Tab. 4.4: Input parameters for BEVs.
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Battery electric vehicles (BEVs) use a rechargeable battery storage system to power an electric
motor which turns electricity into (mechanical) propulsion work. Both battery and electric motor are
highly efficient systems, which allowed BEVs (Tesla Roadster®, 2011) already five years ago to
reach a battery-to-wheels efficiency of 88 % [1] which is more than threefold the ICV and almost
twice the FCEV tank-to-wheels efficiency.

Lithium-ion batteries (LiB) are the most commonly used batteries in current BEV models. Like all
batteries, LiB consist of two different electrodes which are connected by an ion-conducting elec-
trolyte. In the case of LiB, a Li-ion-permeable membrane separates both electrodes, which assures
that any internal current is carried by Li-ions only. In a charged battery, Li is intercalated within the
graphite or alloyed with the silicon structure of the negative electrode A. During the discharge, these
Li atoms are oxidized to Li* ions at the negative electrode A (anode?). The ions then flow through
the electrolyte inside the battery to the positive electrode B (cathode) made of lithium metal oxides.
The electrons at electrode A cannot pass electrolyte and membrane and flow outside of the battery
from electrode A to B, thereby powering external loads (e.g. the electric motor). At electrode B, the
Li* ion is reduced by the incoming electron to return to its uncharged state. The battery is depleted
when all Li* ions that were initially stored in electrode A have reached electrode B.

Applying an external potential between positive and negative electrode to charge the battery re-
verses the reaction: Liis oxidized to Li* at the positive lithium metal oxide electrode B, which makes
it the anode during the charging process®. The Li* ions flow through the electrolyte back to the
negative electrode A (cathode), where they are reduced to Li and intercalate in graphite or alloy
with silicon.

Li-metal oxide membrane electrolyte graphite/silicon

Fig. 4.4: Lithium-ion battery during discharging.
Sources: lllustration is inspired by [126—-129]

In current vehicles, the negative electrode is usually made of graphite (C), silicon (Si), or a compos-
ite of the two materials. According to Kurzweil and Dietimeier [130], electrolytes are lithium salts
(e.g. LiPFg, LiBF4) which are dissolved in a mixture of ethylene carbonate ((CH20)>CO), propylene

2 “Electrons are consumed by the reduction process at one electrode and generated by the oxidation process at the
other (fig. 4.4). The electrode at which oxidation occurs is termed the anode. The electrode at which reduction occurs
is termed the cathode.” — [125]

3 Depending on the process, the positive electrode B is either the anode (charging) or the cathode (discharging). Yet, it
is unfortunately common in the field of battery research to refer to the positive electrode B as the cathode and to the
negative electrode A as the anode, using the discharge process as a reference.
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Vehicle Capacity Supplier ~ Technology Positive Capacity
kWh electrode  Wh/kg (cell)

2013 BMW
2 22 Samsung NMC* LiNis ;sMn; ;3C04 305 130

2017 BMW
- 33  Samsung NMC LiNis ;sMn+ /G0 /302 200°

2011-15
24 AESC®  LMO/NMC LiMn,O4 160
Leaf®

2016 Leaf® 30 AESC NMC LiNis ;sMny ;3C04 305 N/A

2015 Model
g® 70-90 Panasonic NCA LiNig.8C0g.15Alp.050> 240

Sources: All vehicles [130,132—138] Nissan Leaf® [139—141] BMW i3® [131,142, 143] Tesla Model S® [133, 144, 145]. * Mixed,
mostly NMC.

Tab. 4.5: Battery chemistry (positive electrode) in current BEV models.

carbonate (CH3C2oH30,CO) or dimethyl carbonate (OC(OCHs3)2). The positive electrode consists
of different lithium metal oxides (tab. 4.5) such as lithium nickel manganese cobalt oxide (NMC),
lithium manganese oxide (LMO), or lithium nickel cobalt aluminum oxide (NCA). As mentioned
at the beginning of this section, BEVs face two main challenges: range and recharging time. The
former appears to be primarily of economic rather than technical concern since Tesla Motors, Inc.®
already demonstrated a few years ago, that BEVs are capable to cover (real-world) distances of
more than 400 km on one charge. In fact, Elon Musk, the company’s CEO, claims that the technol-
ogy to build a BEV with a range of up to 1,000 km will be ready by 2017 [146]. Yet, the wide-spread
adoption of long range BEVs is limited by their price of 70,000 to 100,000 $, a large part of which
is related to the battery pack. As battery prices are expected to considerably decline over the next
years [82, 147], long range BEVs will become available in a price range more accessible to the
general public. This development is already reflected by the 2017 Chevrolet Bolt EV® and the 2018
Tesla model 3%, with a range beyond 300 km and a sales price below 40,000 $ [83, 84].

However, recharging time of BEVs is likely to remain a considerable disadvantage of BEVs com-
pared to ICVs and FCEVs for the foreseeable future. With an (estimated) energy consumption of
21 kWh/100km, a BEV is capable to “recharge” a range of 9.5 km per minute using a 120 kW fast
charging station, while ICVs “refuel” more than an order of magnitude more distance per minute
(350 - 700 km/min)®, a value closely matched by current FCEVs (140 - 170 km/min). This difference
stems from the different nature of the recharging/refueling processes: ICV and FCEV rely on the
physical transfer of an energy carrier (gasoline/diesel or hydrogen) into the vehicle tank whereas
BEV charging is a chemical reaction and as such limited by the reaction rate.

Increasing the charging power to 300 kW as suggested by Porsche® [89] would increase the “range
charging rate” to almost 25 km/min, but it has to be considered that with an estimated charging
efficiency of 90%, 30 kW of thermal power have to be dissipated during the charging process.

4 Assumes similar weight of the 2017 94 Ah cells compared to the 2013 60 Ah cells - compare [131].
5 Automotive Energy Supply Corporation®, Joint Venture between Nissan®, NEC® and NEC/TOKIN®.
& Assumes a nozzle throughput of 35 I/min and a fuel consumption of 5 - 10 1/100km.
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Fig. 4.5: Range and refueling rate for ICVs (grey), BEVs (orange) and FCEVs (blue). max-FCEV
represents “an ultimate FCEV” with a capacity of 8 kg/h and a refueling speed at fuel
capacity of the SAE J2601 standard.

Sources: BMW 3%, Tesla Model S®, Nissan Leaf®, Toyota Mirai®, Hyundai Tucson Fuel Cell® [124], Porsche Mission e®
(start of production until 2020) [89], BMW 3 series® [116] and a FCEV refueling duration of 3 min of H,. The calculations for
ICVs are based on a nozzle throughput of 35 I/min for diesel/gasoline.

Smart charging

The extent to which BEVs are able to use electricity generated by wind and solar power depends on
various factors. First of all, BEVs have to be connected to the power grid when renewable generation
occurs. For example, a considerable number of charging stations will be needed, particularly at the
workplace, to benefit from solar power generation during the day. Secondly, to maximize the use
of renewable energy in BEVs, drivers will have to forgo starting a drive with a completely charged
battery or accommodate for it in their charging behavior. As of today, due to comparatively small
battery capacities, most BEVs begin charging immediately after plug-in to provide as much of the
range as soon as possible. In contrast to that, “smart charging” or “responsive charging” requires
a controlled charging process depending on the availability of RES power generation (or other
constraints in the power grid). In case a sudden departure is required by the driver, this could likely
result in a lower state-of-charge of the battery upon departure compared to immediate charging
upon arrival. This limitation will of course become of lesser importance as the average capacity of
the vehicles batteries is set to increase in the future.

To assess the impact of smart charging in detail, data on plug-in and -out patterns as well as the
state-of-charge (SOC) of the vehicles’ batteries would have been necessary to determine the time
frame when the vehicles are connected to the power grid. However, as reliable data sets could not
be obtained in the course of this work and because of limitations in the simulation model, “smart
charging” is not considered within the modeling framework. As a result, the simulation model has
no possibility to schedule the electric load of the BEV charging process as fixed charging profiles
(compare fig. 3.8) are used. It follows that the potential of BEVs to integrate intermittent RES
generation through scheduled charging in times of high solar and wind power generation cannot
be assessed. The simulation results (ch. 5) do not reflect cost and CO» reductions that could
be realized if BEVs charged in a “smart” manner which places BEVs are at a disadvantage in the
comparison against FCEVs.
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4.1.3 Fuel cell electric vehicles (FCEVs)

FCEVs H> demand

fFoEv(kg/lookm) fFCEv(kWhLHv/lookm)
2015 1.2 40.0
2025 1.1 36.7
2035 1.0 33.3

Sources: 2015 consumption data are optimistic real-world estimates based on expert interviews in the automotive industry and
the EPA ratings of 1.3 kg/100km for the 2016 Hyundai Tucson Fuel Cell® and 1.0 kg/100km for the 2016 Toyota Mirai® [124, 148].
Future projections are based on expert interviews and represent a decrease of 0.1 kg/100km per decade.

Tab. 4.6: Input parameters for FCEVs.

Apart from the type of energy storage used, FCEV and BEV share almost identical powertrains’
based on an electric motor to convert electricity into propulsion work. Instead of batteries, FCEVs
use hydrogen as primary energy storage. Among the vast possibilities to store hydrogen (compare
sec. 4.3.3), compressed gaseous hydrogen (cGHy) with a pressure of 700 bar has established itself
in current models such as the Toyota Mirai®, Hyundai ix35® or Honda Clarity®. A fuel cell converts
the chemical energy stored in hydrogen to electricity which is then used to power the electric motor.
The first FCEV, the 1966 GM® Electrovan, used an alkaline fuel cell [149], a technology which has
been replaced by Proton Exchange Membrane Fuel Cells (PEMFC) in today’s vehicles. In most
FCEVs, the PEMFC is complemented by a small battery to support the fuel cell during peak loads
(e.g. acceleration) and to allow for kinetic energy recovery.

As highlighted in the previous section, FCEVs have a distinct advantage compared to BEVs when
it comes to refueling speed as the physical transfer of hydrogen can be completed much faster
than the chemical reactions related to battery charging (fig. 4.5). Another advantage of refueling
over charging is that Hp can be generated in times of high RES generation and buffered in storage
tanks for later FCEV refueling whereas BEVs have to be physically connected to the power grid
during RES generation. This high degree of flexibility associated with Ho generation provides great
possibilities for RES load following.

At the same time, FCEVs have a distinct disadvantage to BEVs regarding energy efficiency. The
efficiency® of hydrogen generation in a state-of-the-art electrolyzer (sec. 4.2.3.1) is between 52 -
64%.4v [22]; 36 - 48% of the input electricity are dissipated in thermal losses. Based on expert inter-
views, the fuel cell efficiency in current FCEVs can be estimated to about 45 - 50%,,y resulting in a
electric round-trip efficiency of 23 - 32%, without even considering the energy demand associated
with hydrogen compression for FCEV refueling. It follows, that hydrogen storage results in a three-
to fourfold higher input energy demand compared to LiB with an efficiency of 80 - 95% [150-152].
Even with a considerable increase in the efficiency of the technologies involved in the hydrogen
energy chain, FCEVs are likely to remain 2.5 times more energy-intensive than BEVs by 2035 as
illustrated in figure 4.6.

Moreover, the lack of Hy refueling stations remains a considerable challenge with the need of sub-
stantial investments in a Ho refueling station network long before sufficient FCEVs are on the road
to make its operation profitable. Even though public BEV infrastructure shares a similar fate in terms

7 Some auxiliary components like the air compressor for the fuel cell or the cooling system are different.
8 Upon installation. Because of system degradation, efficiency decreases by about 0.25 - 2.5% per year [22].
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of profitability, the introduction of BEVs proves to be less difficult due to the circumstance that elec-
tricity is available in most places. The extent of the EV infrastructure challenge is large enough to
justify an additional analysis and considered beyond the scope of this thesis, for that reason the cost
associated with infrastructure roll-out will only be shortly discussed in the subsequent section.

Fuel supply chain 85%

Combustion 30%

= Crude Oil [kWh]

== Gasoline [kWh]

= Thermal losses [kWh]

= Mechanical energy [kWh]

== Drivetrain [kWh]

== Accessory loads [kKWh]

== Propulsion energy [kWh]
Electricity [kWh]

= Motor & Drivetrain [kWh]

= Hydrogen [kWh]

14 kWh
64
75 kWh e 6.5 | diesel
ICV
Charging 90% Discharging 95%
22 kWh 22 20 19 14 kih
2 1 4 1 BEV
Compression 89% [Fuel Cell system 57%
4 19 14 kWh
54 kWh 50
Electrolysis 66%
17 41 14 4 1 FCEV

Fig. 4.6: Sankey diagram on the well-to-wheels energy demand of an ICV in comparison to EVs
sourced from renewable electricity. The illustration is based 2035 efficiencies and assumes
identical propulsion energy demands for all vehicles.
Sources: Charging losses [153], Battery efficiency [150—152], estimate on accessory loads [154,155] and drivetrain losses

[150].
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4.1.4 Cost estimate on BEV charging stations and H, dispensers for FCEV refueling

BEV DC fast

BEV Wallbox charger > 50 kW H» dispensers lifetime
s (%) 5¢ (5) B (3/ (ken, /d)) L@)
2015 2,000 25,000 1,000
2025 1,500 18,800 500 15
2035 1,000 12,500 350

Sources: 2015 cost of wall boxes and DC chargers are based on [156—158], whereas the projections for 2025/2035 are estimates
based on numerous discussions with experts in the automotive industry. The cost of a Ha refueling station/dispenser unit are based
on [159] and discussions with two experts in the automotive industry.

Tab. 4.7: Input parameters for BEV charging stations/H» dispensers.

The widespread availability of electricity is a distinct advantage for the introduction of BEVs com-
pared to FCEVs. Moreover, investments in single charging stations (2,000 - 30,000 $ depending
on the power output) are easier to bear than a Hy refueling station (1 - 2 millions). That said, the
major downside of BEVs, the previously mentioned recharging time also has a negative effect on
the amount of charging stations required for wide-spread BEV penetration. As it takes about an
order of magnitude more time to “charge” the same range into BEVs compared to FCEVs (fig. 4.5),
each charging station is occupied over a longer period of time than a Ho dispenser during FCEV
refueling. Therefore, more charging points are required than dispensers at H, refueling stations.

This circumstance can be further illustrated by reference to the current ICV refueling infrastructure:
Assuming that each of the 14,500 gas stations in Germany (DE) [160] has 6 dispensers, around
520 ICVs “share” one dispenser®. Current plans for charging infrastructure in DE suggest around
180,000 public chargers to supply around 1 - 2 million BEVs [157], totalling to about 10 BEVs per
charging stations. Concerning this matter an analysis published by the consulting firm McKinsey
& Co. in collaboration with various car manufacturers in 2010 [163] came to the conclusion, that
“Owing to their modular nature, electrical infrastructures are easier to build up, but after 2020, in-
frastructure costs for FCEVs are less than those for BEVs as the number of public charging stations
remains commensurate with the number of cars, due to the lengthy recharging time. In contrast,
once the territory is covered, no further investment is needed in hydrogen infrastructure — regard-
less of the number of cars — due to the fast refueling time.”

While the exact amount of required charging stations depends on the possibility to charge at home'°
and the battery size, it is widely recognized [163, 164] that BEV charging infrastructure will be more
expensive than the rollout of H, dispensers. A cost estimate on the necessary recharging/refueling
infrastructure is included in this analysis to take this cost advantage for FCEVs into account.

For this cost estimate, two assumptions are made for BEV charging infrastructure: Firstly, 50% of
the BEVs use a wall box for home charging. The other 50% of the BEVs either use the existing
electric installations for home charging or charge elsewhere. Secondly, one public fast charging
station is added for every 30 BEVs on the road. For FCEV refueling infrastructure, discussions with
experts in this field'" showed that the largest part of the expenses associated with a H, refueling
station are related to H, compression and storage which are already comprised within the simulation

® Notincluding trucks. There are about 45 million passenger vehicles in Germany [161]. In California (CA), about 10,000
gas stations and 26 million ICVs are in use [162] which results in about 430 ICVs/dispenser.

1® Recent surveys showed that more about 81 - 84% of the charging events take place at home [97,98].

" Among others, Marcus Freitag and Markus Kampitsch at the BMW Group.
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Fig. 4.7: Estimated investment cost for BEV charging/FCEV refueling infrastructure in 2035. (*) H»
refueling infrastructure refers only to H, dispensers which are included in the ATC (sec.
2.1.2). Electrolyzers, compressors or storage systems are not included as their size and
corresponding investment is determined within the VICUS simulation model (sec. 2.1.1).

model. The remaining Ho dispensers are included on a capacity basis (cost per refueling capacity
per day, compare tab. 4.7). To give an example, the investment for H dispensers capable to supply
1,000 kg/day would total to 500,000 $ (2025) and 350,000 $ (2035) respectively.

Based on these assumptions, the charging infrastructure is about a factor 5 (CA) and 7 (DE) more
expensive than the Hy dispensing infrastructure (fig. 4.7). The longer driving distances in CA lead
to a higher H» demand compared to DE and hence result in the need of additional Hao refueling
capacities. For BEVs, it is assumed that the additional electricity would predominantly be charged
at home (currently > 81% [97,98] home charging) thus eliminating the need for additional charging
stations.
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4.1.5 Excursus: Life-Cycle Emissions & Material availability

The simulation model determines the CO» emissions of transportation on a well-to-wheels (WTW)
basis which can be separated into two elements: (1) well-to-tank (WTT) emissions from the provi-
sion of the energy carrier/electricity, i.e. oil extraction, refining and delivery/electricity generation and
hydrogen production. (2) tank-to-wheels (TTW) emissions resulting from the on-board conversion
to kinetic energy. A third part, related to production and disposal of the vehicles, is not considered
in these calculations and will for this reason be investigated in a bit more detail based on a recent
Life-cycle assessment (LCA) by Notter et al. [3] in section 4.1.5.1.

In summary, both BEV and FCEV cause a considerable amount (2 - 4 tons) of additional CO»
emissions during production and disposal of the vehicle compared to an ICV. Nevertheless this is a
small amount compared to the avoided use-phase WTW CO. emissions from gasoline and diesel
combustion over the entire life-cycle (fig. 4.9). A prerequisite is however, that the generation of
electricity becomes less carbon-intense (especially in Germany).

While not the focus of this work, the availability of raw materials is pivotal for an (affordable) mass
production of electric vehicles and will be briefly discussed for lithium-ion batteries, fuel cells and
electric motors in section 4.1.5.2.

Sufficient resources of lithium, cobalt, nickel, manganese, platinum and rare-earth elements (REE)
are available to substitute the entire vehicle fleet of 2015 (830 million) with both battery and fuel
cell vehicles. Short- to mid-term extraction rates could however become a (temporary) bottleneck
for some of these elements. Furthermore, uncertainty prevails whether all countries will gain equal
access to these resources as some of these elements (lithium, platinum and REE in particular) are
concentrated in very few countries.

4.1.5.1 Life-Cycle Assessment

The CO, emissions @' during the entire life-cycle of a vehicle can be divided into fixed and variable
emissions.
oot = VW . fix (4.8)

The first term of equation 4.8, variable emissions or well-to-wheels (WTW) emissions ®"™ (kgco,),
depends on the lifetime driving distance S (km), the specific energy demand A (kWh/km) of the
vehicle and two sub-terms: well-to-tank (WTT) emissions ¢"™ (kgco,/kWh) for the provision of
the respective energy carrier (e.g. oil extraction, refining and delivery or electricity generation for
BEV/FCEV respectively) and tank-to-wheels (TTW) emissions ¢™ (kgco,/kWh) resulting from the
on-board conversion into kinetic energy.

OYW - S. . (d)WTT + d)TTW) (4.9)

The second term of equation 4.8, @™ (kgco,), quantifies the emissions released during manufac-
turing, maintenance and disposal (M&D) of the vehicle and independent of the distance traveled S
(eq. 4.10).

q)fix — q)glider + (Ddrivetrain + q)motor + q)battery/fuel cell + (DM&D (4.10)

According to Notter et al. [3] these vary across the three vehicle types ICV, BEV and FCEV primarily
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Fig. 4.8: CO, emissions related to the manufacturing, maintenance and disposal of the different
vehicles.
Sources: Data on glider (chassis), drivetrain and maintenance & disposal, Li-ion and PEM fuel cell are based on [3].

due to the additional EV components (batteries / fuel cells). The resulting “ecological backpack” of
electric vehicles A = @™ (Ev) — ®fix (ICV) = batery/iuelcell compared to ICVs is illustrated in figure
4.8. In this simplified representation, the battery size determines whether a BEV or FCEV has
the “lighter backpack” at km = 0. While a BEV with a 35 kWh battery would start with lower fixed
emissions ®™ compared to a FCEV, the opposite would be true if the battery had a capacity of 80
kWh. In any case, these fixed emissions for both EVs are higher than for ICVs. Subsequently, a
BEV with a 80 kWh battery will be investigated to provide a conservative assessment for BEVs.

The CO. reduction Regy of EVs compared to ICVs is therefore defined by their capacity to cut the
variable CO, emissions during the use of the vehicle (eq. 4.11).

Rey = @ (ICV) — O (EV)
= @™ (1cV) + @™ (IcV) — [O™ (EV) + O™ (EV) (4.11)
= @™ (ICV) — O™ (EV) — Ay

The WTW emissions for a diesel-powered ICV with a fuel consumption of fy = 6 1/100km and
corresponding’ Aicy = fy - €4 = 0.59 kWh/km can be calculated with equation 4.12. The WTT
emissions from oil extraction, refining and delivery to the gas station amount to approximately
dUT = 50 gco,/kWhgiesel [20, 21] while the TTW emissions of ideal diesel combustion'® are
di" = ba/el = 271 g/kWh. Both values combined result in WTW emissions @™ (ICV) of about
190 gco,/km:

Q"™ (ICV) = S-fy- €4+ (dg + dy™)
= S-61/100km - 9.87 kWh/I - (50 gco,/kWh + 271 gco,/kWh) (4.12)

Due to the nature of the electric powertrain, EVs emit no CO, during driving (O™ (EV) = 0 g/km),
which means that the variable CO> intensity (eq. 4.13) is entirely defined by the WTT emissions
(CO; intensity of the electricity generation ¢grig (P"" = dgrig) and the specific energy demand A
per km.

'2 Volumetric energy density of diesel: €} = 9.87 kWh/I, compare tab. 4.3.
g™ = da/ey with the CO, released per liter diesel o = 2.67 kggo, /I and the volumetric energy density e =
9.87 kWh/ — compare tab. 4.3 and eq. 4.6.
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Q"™ (EV) = S Agy - | dgria (EV) + @V (EV)
~——

- (4.13)

=S Aev - dgrid (EV)

With the assumption, that 20 kWh of on-board electricity are required per 100 km for both BEV and
FCEV, the specific energy demand Agy can be calculated with the following equations:

0.2 kWhg/km 0.2 kWhg/km kWhg
)\BEV = = ~ 0.22
Tcharging * Tdischarging 0.9 km
(4.14)
0.2 kWh 0.2 kWhgi/km kWh
Arcev = o = ¢! ~ 0.58 el
TNelectrolyzer * Ticompression * Niuelcell 0.6 - 0.95 - 0.6 km

Together with the “ecological backpack” A™* from figure 4.8, the insertion of equations 4.12 and 4.14
into equation 4.11 yields a linear equation for the CO. emission reduction Rg,. It follows, that the
overall CO; reduction R increases with decreasing CO. intensity of the electricity generation ¢dgyig
(eq. 4.15).

kWh
R(BEV8OkWH) = S- (190—9— — 0.20" el ) — 4,100 kg
Whe, km 9
. Wh (4.15)
R(FCEV) = S - <190kWh - 0.58 kme' '(bgrid> — 2,900 kg
e

This correlation is illustrated in figure 4.9 for different ¢grig of 0, 250 and 500 g/kWhel. The calcula-
tions show, that the de-carbonisation of the transportation sector depends directly on the success
of the energy transition in the power sector. This effect is even stronger for FCEVs than for BEVs,
because of the FCEVs’ higher energy demand per km traveled (eq. 4.14).

It can also be said, that the manufacturing and disposal phase impact of EVs plays a subordinate
role with decreasing carbon intensity of the power grid. To draw near the maximal CO, reduction
potential of about 20 tons in Germany and up to 35 tons in California over a 12 year timeframe'*,
power generation has to become significantly less carbon intense than it is today (Germany ~
540 g/kWh,,, California ~ 310 g/kWh,,), compare figure 3.15 in the introduction.

el

4.1.5.2 Material availability

The transition to electro-mobility will lead to a considerable change in the raw material demand for
the automotive industry. The following paragraphs provide a brief overview on the availability of the
materials such as lithium, cobalt, manganese and nickel for lithium batteries (BEV'®), platinum for
PEM fuel cells (FCEV) and rare earth elements (REE) for electric motors (both BEV and FCEV).

Lithium batteries

Quite a lot of research has been done on the question whether the available raw materials will be
sufficient in the short- and long-term to build the batteries required for BEVs [165—169]. For current
battery technology, the metals lithium, cobalt, nickel and manganese (Li, Co, Ni, Mn) used in the

% An average vehicle covers about 13,000 km and 20,600 km per year in DE and CA respectively. With an estimated
vehicle lifetime of 12 years, approximately 150,000 km (DE) and 250,000 km (CA) are traveled within this time frame.

'® FCEVs use only comparably small batteries to back the fuel cell during peak load (e.g. acceleration and during high-
speed travel).
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Fig. 4.9: CO, reduction of a BEV-80kWh and a FCEV compared to an ICV with a fuel consumption
of 6 liters diesel per 100 km for different CO; intensities ¢gig Of the power grid.

positive electrode (PE), are of particular concern. Subsequently, an updated analysis for State-
of-the-Art (SoA) and Near-term (Nt) technology (Ni-rich NMC622 and NMC811)'6 is presented to
assess the likelihood of “Peak Battery”!” as termed by Butcher [167]. Two assumptions on material
demand and available supply are central to the following assessment:

1. Material demand is calculated for BEV with a 80 kWh battery (400 km real-world range with
20 kWh/100 km) to provide a conservative estimate.

2. One third of current global production and identified resources are assumed to be available
for EV battery production. For comparison: Today’s batteries already account for more than a
third of the lithium [171—173] and cobalt consumption [174,175] and 3 - 5% of nickel demand'®
[176,178].

The demand for the cell material in one 80 kWh battery pack is provided in table 4.8. The weight
of the current SoA technology (NMC111, NCA and LMO) amounts to about mg = 320 - 500
kg'® primarily depending on the energy density (tab. 4.5) of the respective technology. With the
conservative assumption, that the PE accounts for about 30%,, of the battery cell (20 - 30% [180,
181]), its mass mpg can be estimated to about 94 - 150 kg (tab. 4.8).

Oxygen, aluminum and carbon account for 46%, 8% and 0.06% of the crust of the earth [182, 183].
For this reason, these materials are considered highly abundant in the scope of this analysis and
will not be further investigated.

On the supply side, annual production (short-term) and identified world resources®° (long-term) are
used as short- and long-term indicators of material availability. Figure 4.10 illustrates the number
of BEVs that could be manufactured using these metrics. The data shows, that all four metals are

'® LiNio6Mno.2C00.202, = 235 Wh/kge) and LiNigsMng 1 C0o.102 [170] = 255 Whikgeey- Energy densities were calculated
based on [137,138] and the assumption that the share of cell weight would remain at NMC111 level.

7 Production shortages and/or resource depletion of important raw materials needed for battery production.

'8 More than two thirds are used for production of stainless steel [176,177].

'® For comparison: The weight of the entire NCA battery for the 85kWh version of the Tesla model S is about 544 kg
[179].

20 “A concentration of naturally occurring solid, liquid, or gaseous material in or on the Earth’s crust in such form and
amount that economic extraction of a commodity from the concentration is currently or potentially feasible” —[173]
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Li Ni Mn Co .\ (@)
Atomic mass (u) 6.94 58.69 54.94 58.93 26.98 16.00
PE material Li Ni Mn Co .\ (@)
SoA —NMC111 wt-% 7 20 19 20 33
SoA — NCA wt-% 7 49 9 1 33
SoA - LMO wt-% 4 61 35
Nt — NMC622 wt-% 7 36 11 12 33
Nt — NMC811 wt-% 7 48 6 6 33
PE weight mpg Li Ni Mn Co .\ (@) >
SoA —NMC111 kg 9 24 23 24 40 120
SoA — NCA kg 7 47 9 1 32 96
SoA - LMO kg 6 91 53 150
Nt — NMC622 kg 7 37 12 12 34 102
Nt — NMC811 kg 7 46 5 6 31 94

Sources: Atomic masses of the elements [184]; Energy density of cell and cathode material [130, 137,138, 185], compare tab. 4.5

Tab. 4.8: Material composition of the positive electrode (PE) and resulting material demand in a 80
kWh battery pack.

available in sufficient quantities to replace the entire 2015 passenger vehicle fleet of 830 million
vehicles [99] with BEVs. This finding is roughly in line with findings of Wadia et al. [186] who
conclude that “On the order of 1 billion 40 kWh Li-based EV batteries can be built with the currently
estimated reserve base of Li.

Ni and Li provide the lowest resources whereas Mn is almost of no concern. Especially considering
that current reserves (620 mio. tons) were used for the assessment instead of resources due to
lack of specific data?".

However, short-term supply could become a more pressing issue when BEV production increases
and Li, Co and Ni extraction rates were to remain at their current level. Mn is again of least concern
even if all vehicles produced today were BEVs. Ni supply will also not be limiting unless more than
20 - 30 million BEVs were to be manufactured annually with current extraction rates. In contrast
to that, only a couple million long-range BEVs could be produced per year with current Li and Co
extraction rates. The latter element will be of decreasing importance for future BEVs with Ni-rich
NMC622 and NMC811 chemistry or — in the long-term — lithium-sulfur (LioS) or lithium-air (LioO5)
batteries??.

Li production capacity, however, will have to be increased as long as Li-based batteries remain the
technology of choice for BEVs. The current limitation on Li supply is not entirely surprising: In 2000,
the metal was predominantly used to produce ceramics, greases, chemicals or pharmaceuticals
while batteries made up less than ten percent of the demand (fig. 4.11) [191]. Nowadays, battery
production has become the largest single proportion (= 1/3) and is expected to further increase to
65 percent of Li demand by 2025 [192]. The demand increase has also led to rising market prices
as shown in figure 4.11.

Because the preceding calculations are based on current production volumes, they provide an
estimate on the amount of batteries that could be produced with current production output. This

2! Land-based world resources are considered “large” in the U.S. Geological Survey 2016 [173]. Furthermore can Mn
nodules be found in the seabed of most oceans [188].
22 Further reference on Li»S and Li,O; batteries: [130,132] and [189, 190] respectively
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traction is not increased from its current level (x-axis). At current Li extraction rates, only
a few million BEVs could be built with SoA and Nt technology.

Sources: lllustration inspired by [165]. Input data for the calculations and definitions are provided in table A.10. Annual
car sales are expected to reach 72.4 million [187] in 2015 with a total of 830 million passenger vehicles on the planet [99].

does not take into account the capacity utilization of existing extraction plants and thus ignores
potential over-capacities in the market. Between 2012 and 2014 a couple of new extraction plants
were suspended as Li demand fell short of expectations [193]. Thus, in the event that BEV demand
leads to tightening Li supplies, higher sale prices would be the result which in turn will expedite
profitable extraction of suspended extraction plants.

Regarding near-term Li availability, Forster [168] states in his 2011 review, that “the most likely
scenario predicts a lithium oversupply (supply will triple during this decade) for the next 7 to 8 years,
which will lead to falling prices. Hence, claims of impending lithium shortages are overdrawn”.
Another short analysis conducted by Butcher in 2012 [167] led to a similar result, that “If Tesla, or
any one else, wants to make 10 million long-range performance EVs per year in eight years’ time
[2020], neither the raw material reserves nor the market production capacity will stop them.” A
similar perspective was also shared by Goldie-Scot in 2015 in [194] “our [Bloomberg New Energy
Finance] view is that there really isn’t a near- to medium-term lithium scarcity”.
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Fig. 4.11: Share of batteries in the global lithium demand and development of the lithium carbonate
LioCO3 price since 2000. The demand values marked with an asterisk are estimates by
[191].
Source: Lithium carbonate price: 2000 - 2012 historical price [192] and 2008 - 2015 spot price for 99%-pure Li>CO3 [195],
Citigroup. Demand [191].
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In addition to this quantitative assessment, a
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tration. As illustrated in figure 4.12 more than Source: [173]

half of the identified resources (41 million tons)

are located in Bolivia, Argentina and Chile with another 16% and 12% in the U.S. and China re-
spectively. As a result, Séderman et al. [165] conclude that “A worldwide push for lithium batteries
risks building up a large, capital intensive stock of cars and associated production systems that
are vulnerable to resources more concentrated to a few producers and countries than that of the
oil supply system existing today; more than two thirds of the terrestrial resources considered here
are concentrated in a small area shared by the three countries Chile, Bolivia and Argentina and
possibly to be exported via a single Chilean port” [165]. This opinion is also shared by Abell and
Oppenheimer [166].

In summary it can be said that, based on a this quantitative assessment, “Peak Battery” seems
unlikely for the foreseeable future. The geographic concentration however bears a similar potential
for geopolitical challenges as oil, with the distinct difference that Li is not dissipated but can be
re-supplied to the process through recycling.

PEM fuel cells

Platinum (Pt) is considered to be the most critical material for FCEV mass production [197] and will
be analyzed with the same approach used the materials in lithium batteries. The silvery white metal
plays a major role as catalyst®® for both the oxygen reduction reaction (ORR) and the hydrogen
oxidation reaction (HOR) in proton exchange membrane fuel cells (PEMFC) [198]. Current state-
of-the-art FCEVs such as the Toyota Mirai® require approximately 22 — 38 gp, per vehicle [185]
(0.2 — 0.3 gp;/kWp)2* which reflects already a significant reduction in the Pt loading of 60 — 80%
over the last decade [199, 200].

The number of FCEVs that could be manufactured with one third of current platinum production
output and resources for Pt loadings of 30 (SoA), 20 and 10 gpi/vehicle is shown in figure 4.10.
Global resources seem uncritical for decreased Pt loadings (20 and 10 gpi/vehicle) while current
production output bears similar challenges as Li and Co for BEVs if production output were to
remain at today’s levels. However, in contrast to the battery materials, an expansion of the Pt
supply base is considered to be “rather unlikely” [197].

Geographic concentration further contributes to this rather gloomy outlook: “Most of PGE [platinum
group elements] resources identified by mineral exploration occur primarily in two igneous intrusions,
the Bushveld Complex, in South Africa and the Great Dyke, in Zimbabwe, and in the Noril'sk-Talnakh

23 Holton and Stevenson [198] provide a detailed article on the exact purpose of platinum in PEM fuel cells.
24 The fuel cell stack of the Toyota Mirai® has a peak power of 114 kW [148].
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Fig. 4.13: World mine production of platinum from 2006 to 2015.
Source: [203]

mining district in Russia [201]” — U.S. Geological Survey [202]. The resulting vulnerability of the
supply chain was demonstrated in 2014, when a strike in South Africa led to a significant drop in the
global mining production (fig. 4.13). A silver lining is however the high degree of Pt recycling which
has increased to approximately 35 tons in 2015 — equivalent to 20% of the mining production.2®

In 2014, consulting firm Roland Berger argued that Pt was the “central problem of the fuel cell story”
[197]. The authors state that “[fuel cell] costs and Platinum-based technology will limit mass market
penetration” for FCEVs. One of the central statements in their analysis is that mass production
of FCEVs will result in a considerable increase of Pt demand and thus increasing prices. For the
Toyota Mirai, Pt costs add up to 990 - 1,700 $ per vehicle®® based on the 10-year average price of
about 1,400 $ per Troy ounce®’ (~ 45 $/gram) [207].

In another review article, Groger et al. [185] come to a similar conclusion: “Lowering the amount
of platinum through more active platinum-based catalysts and/or via increased MEA [membrane
exchange assembly] power density is a prerequisite for large-scale FCEV commercialization.” The
authors also describe two complementary alternatives to the continuous efforts to decrease the Pt
content per vehicle: “i) the replacement of platinum-based catalysts in PEM fuel cells by non-PGM
[Platinum Group Metals]?® catalysts; or, ii) a transition to alkaline membrane fuel cells, for which
sufficiently active non-PGM ORR catalysts are available, but for which there currently are no non-
PGM hydrogen oxidation catalysts. [208] However, at the current time, the maturity level of these
two technologies, particularly of the latter, is still far from sufficient for use in hydrogen-powered
FCEVs.

Electric motors

The efficiency of the electric motor is very important for electric vehicles as it has a linear impact
on the driving range of both BEVs and FCEVs. Permanent-magnet (PM) motors?® containing com-
posites of rare earth elements (REE) such as neodymium Nd, praseodymium Pr and dysprosium

% Total PGM recycling was estimated to 125 tons for 2015. [203] Pt content was estimated to 28% of PGM for 2010
[204].

2 For comparison: Consulting firm McKinsey & Co. estimated that the total cost of components for a standard midsize
passenger vehicle in North America was around 13,400 dollars per vehicle in 2012 [205]

27 Troy ounce, 31.1035 g [206]

2 Platinum, palladium, rhodium, ruthenium, iridium, osmium. Also called PGE for platinum group elements.

2 For further reference: Chan and Chau [209], ch. 5.4 Permanent-magnet motor drives
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Dy provide not only high efficiency but also high power/torque density [210-212] and are used
in the 2016 Toyota Prius [213], 2013 Chevy Spark [214] and 2012 Nissan Leaf [215-217]. Brad-
shaw et al. [218] state that “On account of its high remanence and high coercivity neodymium iron
boride (Nd>Fe14B), developed by Sagawa in 1983 [219], is at present the material of choice for
synchronous motors [...] The material also contains normally praseodymium and dysprosium (and
perhaps a little terbium). Dysprosium is very important, as it increases the coercivity and extends
the temperature range.”

In their review article, the authors conclude “that the long term supply situation is not a serious
constraint. Recycling is also expected to eventually play an important role, although the small
amount of present in-use stock implies that this would probably not start in earnest for several years.
A pressing problem is, however, the Chinese monopoly!®!, which despite attempts by developed
countries to diversify supply is expected by observers to last for at least two decades!” — [218].

Hoenderdaal et al. [221] came to a similar conclusion in 2013: “It was found that in the short
term (up to 2020) a deficit of dysprosium can be expected as demand is likely to outgrow supply.
[...] In the long term however, it can be expected that there is sufficient dysprosium available in
the earth’s crust to fulfill the cumulative dysprosium demand up to 2050, even without assuming
possible recycling opportunities. Therefore, in the period of time considered in this analysis the
problem is not one of absolute geological scarcity but of production capacity.” The authors expect
that “China’s dominance in dysprosium supply is likely to change in the coming years as new mining
projects outside China are being developed. Based on planned projects, China will supply only 62%
of dysprosium in 2020 in comparison with as much as 99.8% now, as mines in Canada, Australia
and USA are (re)opened. However, China will likely keep playing a big role in dysprosium production
as 70% of dysprosium reserves are located in China.”

The increase of REE production capacity and recycling®! are two parts of the solution, the third
being the development of REE-free or “hybrid motor” designs. A very recent review by Riba et al.
[211] claims, that REE-free propulsion motors “can achieve similar performance in terms of torque
density, efficiency or machine constant of mechanical power as compared to the state-of-the-art
rare-earth based electric motors. In addition, some of them have other interesting features including
lower cost, better ruggedness, higher temperature operation, impossibility of being demagnetized,
wider CPSR [constant power speed range] or improved efficiency [...] Therefore, when considering
other aspects like efficiency, material costs and supply risk among others, rare-earth-free motors
can be competitive with respect to the reference rare-earth based motors.” Two out of the three
best-selling EVs in the U.S. [223] already use alternatives to PM motors: The BMW i3 relies on a
hybrid motor design with significantly reduced proportions of REE, while the Tesla model S relies
on copper rotor induction machines, thus entirely eliminating the use of REE [224].

Based on this literature review, it can be said, that REE are likely to remain a challenging (and
cost-decisive) element of the EV supply chain. This circumstance can, however, be much more
attributed to the geographic concentration and resulting bargaining power than a physical limitation
of the available resources. That said, are REE not expected to be a show-stopper for EV mass
production as alternative motor designs with little or no REE proportions have already reached the
market.

%0 “China is currently the world’s largest producer of rare earth elements providing more than 95% of the world’s total
[REE] supply” [220].
31 Less than one percent of the REEs were recycled by 2011 [222].
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4.2 Energy transformation

In addition to the electricity provided by the power grid (secs. 3.3.1 and 3.3.2), solar and wind power
can be installed within the communities to meet the demand for electricity. These two processes
are described in the first subsection 4.2.1 of this section on energy transformation processes. Sub-
sequently, the second section 4.2.2 provides an overview on the technologies that are available
to meet the heat demand in the communities. Finally, the third section 4.2.3 explains the basic
principles of the Hy processes electrolysis, fuel cells and Power2Gas.

4.2.1 Renewable energy sources

This section provides a brief overview on solar and wind power in Germany and California as well
as the input parameters used for the simulation. Dispatchable renewable energy sources (e.g.
biomass) were not considered.

4.2.1.1 Solar Power

solar inv-cost DE inv-cost CA fixed cost lifetime
panels BInY($/kWp) BInv($/kWp) BIX (oiny) Lpv(a)
2015 1,900 4,700
2025 1,400 2,000 2 20
2035 1,000 1,000

Sources: 2015 estimates for the installed cost of rooftop solar panels in Germany are based on [225—-228] while [229, 230] were
used for California. 2025 and 2035 estimates for Germany are based on [228] (1,900 $/kWp in 2015 combined with a projected
cost reduction between 2015 - 2035 of about 45% [228]). 2025 cost estimate for California is based on [229]. It was assumed that
by 2035, costs in California will have reached the same level as in Germany. Fixed costs are based on [226].

Tab. 4.9: Input parameters for residential PV panels.

A total capacity of 39 GWp solar power was installed in Germany by the end of 2015 [231], which
is about threefold the generation capacity in California, where — despite better weather conditions
(fig. 3.10a) — only 13 GW were installed [69]. Moreover, the cost for rooftop solar panels was
considerably lower in Germany with about 1,900 $/kWp in 2015 (average of [225-228]) than in
California with approximately 4,700 $/kWp (average of [230,232]). The high cost difference is all
the more surprising when one considers that PV module prices have dropped below 700 $/kWp
[227,228,232,233] and are somewhat similar in Europe and the U.S. since most solar panels are
imported from Asia®2. One key element to lower costs in California is a significant reduction of
installation cost®® which amount to 3,300 $/kWp.

The power output of photovoltaic panels depends primarily on the incident radiation £ (W /m?) and
the (radiation-dependent) temperature T., (°C) of the solar cells. The input time series for the
simulation model were calculated based on hourly profiles for the global horizontal irradiance Eg. ()
(W/m?; GHI) in a three-step process:

32 7 out of the 10 largest manufacturers are located in China, two in Japan and one in Canada [234].
% |nstallation cost amount to a 70% share of installed cost; U.S. average [232].

61



4. Technology chapter

P_IP
1,200 .m st
NTE‘1,000 o 120%
g 800 +100%
E - 80%
S 600 1
® - 60%
© i
@®
g 400 1405,

200 20%

0%

-10 0 10 20 30 40
Ambient-air temperature T (°C)

Fig. 4.14: Normalized (by Psrc) electric power output of the reference solar panel depending on
irradiance E and ambient air temperature T based on equations 4.16 and 4.17. The
illustration shows, that the STC barely reflect the real conditions for a rooftop installation.
An ambient-air temperature T = -5°C would be necessary to reach the nominal power
(100%) at E = 1,000 W/m?.

1) Plane-of-array radiation time series E({)

Solar panels are mounted under a horizontal orientation angle ¢ and vertical tilt angle « to max-
imize®* the incident radiation E compared to Eg, for a flat horizontal surface. E(t) is called the
plane-of-array (POA) radiation time series for a tilted rooftop solar panel and was calculated us-
ing the approach described in chapter two of the book “Regenerative Energiesysteme” by Volker
Quaschning [235] with the input data provided in section A.1.2 of the appendix. .

2) PV panel temperature time series Ty (f)

The second step involves the calculation of the (panel) temperature Ty, of the solar panels based
on equation 5.54 of the same book. Ty, can be calculated with the POA radiation E(t), the ambient
air temperature T(t) and the proportionality constant ¢ (°C). The latter depends on the nature of the
mounting system and was set to ¢ = 30.5 °C for a rooftop system with average rear-ventilation.

CE(t)
ESTC

Tey(t) = T(t) +C (4.16)
The subscript STC in equation 4.16 thereby describes the “Standard Testing Conditions” defined in
DIN EN 60904-3 [236] which include: Irradiance Estc = 1,000 W/m? with a spectral distribution
corresponding to an air mass (AM) of 1.5 and module temperature Tg7c = 25 °C.

3) Electric output power time series P (1)

Based on the previously calculated time series for E(t) and Ty (t), the electric power output Py (f) W
can be determined in the third step using the “Improved power temperature coefficient model with
an irradiance non-linearity correction” developed by B. Marion [237]. The dependence of P, on the

34 The optimum values for ¢ and o are defined by the “sun’s trajectory” in the sky which depends on the geographic
location.
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radiation E and the ambient-air temperature T is illustrated in figure 4.14.
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(4.17)
The parameter y (1/°C) is the temperature coefficient for the maximum power Py, while k (—) de-
scribes the irradiance correction factor for low irradiance corresponding to DIN EN 60904-1 [238].
These values are usually provided by the manufacturer within the specification sheets of the respec-
tive solar panel. The values for the reference system used during this work, the “YGE 60 Cell 40mm
SERIES” produced by Yingli Green Energy [239], are y = -0.0045/°C and k = 0.05. The normalized
input time series R(t, ) for the simulation model was obtained by dividing P (t) by m?x Pm(t) for

each community.

4.2.1.2 Wind Power

Wind inv-cost fixed cost lifetime
turbine Bioro(8/kW) BiurpYeinv) Lurb (3)

2015 1,600

2025 1,450 2 20

2035 1,300

Sources: Cost estimates and projections are based on [240—244]. Annual O&M cost is in the range of 1.5 - 3% according to [245].

Tab. 4.10: Input parameters for wind turbines.

Solar panels can harvest solar energy almost everywhere on the planet but generation is limited
to daytime hours. In contrast, wind turbines also generate electricity throughout the night, but the
choice of wind-rich locations is more limited, especially near population centers. By the end of 2015,
a total capacity of 42 GW (39 GW Onshore and 3 GW Offshore) contributed to the power generation
in Germany [231], with 6 GW installed wind power in California [246].

For the calculations in this work, an Enercon E82 wind turbine was used as a reference (Rated
power Pmax = 2,050 kW, hub height h = 108 m, rotor radius r = 41 m [58]). The E82 was the best
selling wind turbine of the German onshore wind market leader Enercon in 2014 [247,248].

The wind power generation time series Py (f) of the reference turbine was calculated for each
community®® using Betz’ law (eq. 4.18, [249] p.69) . The power output thereby depends on the
kinetic energy of the wind at hub height A, = 108 m, which can be calculated from the wind speed
Vhub(t) (m/s) and the air density phub(t) (kg/m?) in the rotor area A = 7t - r? (m?).

A - Ohub(Phubs Thub) * Vi, * ColViub)
2

Pgetz = (4.18)

The time series (sec. A.1.2) for wind speed v»(t), air pressure pa(t) (kg/(m - s?)) and air temperature
T(t) (K) that were obtained from the weather stations, were recorded slightly above ground at a

3 Apart from Los Altos Hills, where wind power was not investigated, compare sec. 3.2.
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height hy of about 2.0 — 2.5 m. Because of that, these values were converted to their equivalents
at hub height hnyp in a three-step process:

1) Air density at hub height pnyp(1)

In the first step, the air density at ho was approximated for each time step t using the ideal gas law
(eq. 4.19) and the measured time series for air pressure px(t) and ambient-air temperature®® T (t).
Additional parameters include the molar mass of air My, = 28.97 g/mol [251], the universal gas
constant R (J/(mol - K)) and standard gravity g (m/s?):

,Og(t) : Mair

p2(t) = p2 (p2(t), T(1)) = R T(0)

(4.19)

Subsequently, the air density phub(t) (kg/m?3) at hub height was calculated using the barometric
formula 4.20 [252], p.369:

(Phub — 2 M) - My - g) (4.20)

Phub(t) = p2(t) - exp (- R T()

2) Wind speed at hub height v, (1)
Independent of the first calculation for pnyp, the wind speed at hub height v,p(t) was calculated with
the Hellmann equation 4.21 ([253], p.523 / [235] p.278/279).

b\ ©
Vhuo (1) = va(t) - (2 ) (4.21)
m
The Hellmann exponent « (—) is a measure for the stability of the air flow and the topology of the
terrain®’. Common literature values for the Hellmann exponent in inhabited areas, « = 0.27 - 0.60
led to considerably higher wind speeds and resulting power output for Lincoln and Putzbrunn than
one would otherwise expect based on government-issued wind maps. A possible explanation could
be that the measuring probes are located in rather “wind-rich” spots resulting in a systematic error
in equation 4.21. To ensure realistic wind conditions, « was adjusted to the extent, that the full load
hours H (h) (eq. 4.22) correspond to official wind maps®8.

H = Z;‘D'Del(t) (4.22)

3) Power output Pyp(1)

With the previously calculated time series pz(f) and vhu(t) and the power coefficient Cp(vhup) (—) of
the reference wind turbine (fig. 4.15) it is possible to determine Py(t) (W) based on Betz’ law (eq.
4.18):

A Phub ,T~V3 -C Vhub
Poo(t) = - PmelPT) o Colthue) o 1) < P,

Pmax = 2,050 kVV fOI’ PBetZ(t) > Pmax

P (t) = (4.23)

% Assumption: Ta(t) = Thup(t) = T(t) (isothermal) based on [250], ch. 12 who states, that T(h) changes with ~ 0.01 K/m
in the atmospheric boundary layer.

57 Example for neutral stability of the air: « = 0.1 on the open sea whereas « = 0.34 in inhabited areas [249], p.81.

% Putzbrunn o = 0.1332 for H = 1,200 h [254], Neumarkt i.d.Opf. « = 0.3445 for H = 2,000 h [254], Lincoln & = 0.0874
for H = 1,500 h [255-258].
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Fig. 4.15: Power output Py for the reference turbine as a function of the wind speed vy, and
power coefficient Cp(vhup) and air density of p = 1.225 kg/m3. The power coefficient
Cp(vhupo) Was provided in the technical specifications of the reference turbine [58].

Similar to solar power, the last step of the data preparation for the simulation model is to calculate
the normalized time series R(t,wind) by dividing Py (t) by m?x Purp ().

4.2.2 Heat generation

Following the electricity generation technologies in the previous section, this section will highlight
the heat generation technologies used in the simulation model. Based on the current technology
mix used to cover the heat demand in the communities, four processes (resistive heating, heat
pumps, oil and gas heating) were implemented in the simulations model.

4.2.2.1 Fossil fuel heating

RES inv-cost fixed cost  efficiency lifetime CO; intensity

heating E’Ec\,/i|g($/kw) Bg)é”g(%inv) Tboilg (%) Lpoilg(a) Pboilg (g/kWhep)
2015/25/35 900 2 85 20 190

oil inv-cost fixed cost  efficiency lifetime COz

heating ng”o(ffi/kW) Bg)éno(%inv) TNhboilo(70) Lpoilo(a) Dboilo(8/kWhep)
2015/25/35 1,100 2 85 20 270

Sources: Cost estimates are based on multiple literature sources [259-263] and were assumed not to improve over the next two
decades, given that these technologies have already been used for a couple of decades and are produced in large quantities. The
efficiency was determined based on [264—266] considering that operation at partial loads results in overall lower efficiencies over
the course of the year. CO, emissions are based on the average for the combustion of NG and heating oil provided in [39, 267]
which are 190 g/kWhy, .. and 270 g/kWh,,_; respectively. This results in 224 g/kWhy, (ngas) and 318 g/kWhy, (ail).

Tab. 4.11: Input parameters for fossil-fueled heating systems.
The combustion of hydrocarbons like heating oil and natural gas covers the largest proportion of the
heat demand in Germany and California (sec. 3.1.2). While heating oil is usually stored in tanks
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close to the furnace, most gas furnaces are connected to the natural gas grid. Bottled propane
(C3Hg), butane (C4H1g) or Liquefied Petroleum Gas (LPG®°) tanks provide alternatives for more
remote locations without access to the NG grid.

The efficiency of the combustion process varies considerably throughout the year depending on
weather conditions and capacity utilization of the furnace: During the winter months, efficiency
can be as high as 95%, whereas efficiency can drop below 60% in the summer months when the
furnace is predominantly used for hot water supply [39]. As more energy is provided during winter
than summer, a mean efficiency of 85 % was used for the calculations based on [264—266].

4.2.2.2 Electric Heating & Power2Heat

Resistive inv-cost fixed cost efficiency lifetime
heating L’;‘é.($/kW) Bfrigsi(%inv) Nresi(70) Lresi(a)
2015/25/35 450 2 100 20
Air-source inv-cost fixed cost efficiency lifetime
heat pump ﬁ:%’ump@/kW) Bﬂéump(%inv) nhpump/SPF thump(a)
2015 1,700 2.80
2025 1,600 2 3.25 20
2035 1,500 3.50

Sources: Because no suitable data for resistive heating systems could be found, the investment cost for resistive heating was
estimated to 50% of the cost of a gas heating system based on [268,269]. Cost and efficiency values for heat pumps are estimates
based projections for air-source heat pumps [270] (primary source) in combination with [271,272]. Fixed costs were estimated
based to be similar to other heating systems.

Tab. 4.12: Input parameters for electric heating systems.

Electric heating systems either convert electric energy into thermal energy based on Joule heating
(resistive heating) or power electric appliances within a thermodynamic cycle to transfers thermal
energy from one object to another (heat pumps)*°. In resistive heating systems, a voltage U (V) is
applied to conduct an electric current / (A) through a conductor with the resistance R (Q). For an
ohmic conductor (U = R - /), the resulting thermal power Py, (W) or “Joule’s heat” can be calculated
using the power equation P = U/I [275].

Phn=U-1=R-P (4.24)

Resistive room heating systems located within the building are 100% efficient as the dissipated
electric energy is entirely converted to heat [276].

In contrast, heat pumps withdraw thermal energy from the environment and transfer it to the space
intended to be heated. The underlying thermodynamic cycle is illustrated in figure 4.16. In the first
step, a working fluid is evaporated and heated outside the building, thereby extracting the energy
Qout (J) from the environment. The resulting gas is then compressed (Work W (J)) to increase the
boiling point Tyej. In the indoor heat exchanger, the gas partly condenses at the increased boiling
point, thereby transferring the heat Qi = Quut + W (assuming adiabatic conditions, where the waste

3% The primary constituents of LPG are propane and butane.
40 Heating via the Peltier effect/Thermoelectric heating is an another possible process, which to date is not used on a
large scale for building heating systems.
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Fig. 4.17: CO, emissions of the different heating systems considered in the simulation model de-
pending on the grid emissions ¢griq. DE2015 and CA2015 reflect the CO; intensity of the
power generation in DE and CA in 2015 (tab. 3.2).

heat of the compressor is also transferred into the building) to the indoor space. In the fourth step,
the fluid is relaxed in an expansion valve, leading back to the start of the cycle process. A more
detailed description of the underlying processes is provided in [277].

The efficiency of a heat pump is described by its “co-

efficient of performance” (COP (—)) which is defined o
as the ratio between the energy transferred into the
indoor space @, and the input work W of the com-
pressor.

Qin Qout + W
COP = W T w (4.25)
The thermal energy Qo that can be withdrawn from
the environment depends on the outside tempera-
ture Tout, which means that the COP varies over the

course of the year (1 a £ t € [1;8760] h). The an-

nual average of the COP (eq. 4.26), the “seasonal
performance factor” SPF (—) is used within the sim- H
out

ulation model.

8760
SPF = " COP(t) (4.26)
t=1

e

With todays emissions in the German and Califor-
nian power generation, resistive heating results in Fig. 4.16: Cycle operation of a heat pump.
higher overall CO, emissions than a gas powered Sources: lllustration inspired by [272-274).
furnace both in Germany and California (fig. 4.17). Heat pumps on the other hand already provide
lower CO» emissions than the counterparts based on fossil fuels.
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Power2Heat (P2H)

Combustion of fossil fuels for heating contributes to a significant share of overall CO, emissions
(compare fig. 3.16). The CO, emissions thereby result from the carbon content in the hydrocarbon
fuel which is oxidized during the combustion process [278,279]. Because of this, CO, emission
reductions with heating systems based on a combustion process are limited to the transition to
fuels with a low carbon content per energy unit released, i.e. NG compared to heating oil.

Additional CO. reductions can be realized by the electrification of the heat generation (fig. 4.17).
The CO. emissions of electric heating systems are thereby determined by the carbon intensity of the
electricity supply. The resulting correlation between the CO» reduction of electric heating systems
compared to combustion heating and the carbon intensity of the electricity supply from the power
grid dgriq is illustrated in figure 4.17.

With increasing shares of intermittent electricity generation through solar and wind power, electric
heating systems also provide a promising demand-side flexibility. For example, resistive electric
heaters can be switched on and off in the fraction of a second because no moving parts are involved.
Heat pumps also provide a high degree of operational flexibility but are somewhat more limited than
resistive heating because of the compression unit. The flexibility of electric heating can be even
further increased when these systems are combined with a thermal storage system (sec. 4.3).

The use of electric heating systems for the integration of intermittent RES generation is more com-
monly known as “Power2Heat” (P2H). While different interpretations of the term exist [280], it most
commonly describes the use of RES overgeneration in electric heating systems that would other-
wise be curtailed*'. In this work, P2H is used in terms of its literal meaning — the conversion of
electric power to heat without restriction to overgeneration.

Electrode boilers in district heating grids [282] are probably the most advanced P2H application. The
concept is similar to “large scale immersion heaters” that are switched on during RES generation
thus replacing fossil fueled heat generation. To date, more than 450 MW of electric heating power
have been installed in district heating grids across Germany [283].

In contrast to the centralized approach in district heating grids, P2H can also be provided by heat
pumps*? [285] and resistive heating on a decentralized level. The scope of this work was limited to
the decentralized approach as the availability of district heating grids is limited*® and none of the
four communities uses district heating.

In summary, P2H provides an interesting demand-side flexibility option for the integration of inter-
mittent generation of solar and wind power. Since heat demand surpasses electricity demand both
in Germany and California, it can further be said that the stronger coupling of electricity and heat
sector provides a great potential to prevent curtailment of RES while at the same time reducing car-
bon emissions in the heat sector. For further reference, a focussed analysis of the benefits resulting
from a stronger sector coupling between heat and power sector in Germany is provided by Christian
Heilek in [281].

41 A detailed analysis of the benefits resulting from the stronger coupling between heat and power sector in Germany
was conducted by Heilek [281] in 2015.

2 Since 2013 heat pumps sold in Germany are labeled “Smart Grid ready” if they can be remotely controlled by the
utilities to respond to low electricity prices or RES overgeneration [284].

43 13.5% of households use district heating in Germany [286].
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4.2.3 Hydrogen

4.2.3.1 Electrolysis

inv-cost fixed-cost efficiency lifetime
av(3/kWy0) B (%oiny) Nty (%ourv) Lely (a)
2015 2,000 58
2025 1,400 4 63 15
2035 1,000 66

Sources: inv-cost: 2015 [22]. Projections assume 30% cost reduction by 2025 and 50% by 2035 based on [287] who estimates
a cost drop of 50% already by 2025. System lifetime was estimated to 15 years based on [288] (20a) and expert interviews
conducted during the creation of [22]. In addition to that, it was assumed that no stack replacement would be necessary (Current
systems require a stack replacement every 7 - 12 years [22]). Fix-cost: 4% based on [22,289]. Efficiency: 58% (2015) [22], 2025
efficiency is based on a 5% increase [287] and an estimated increase of 3% by 2035. System degradation was not considered.

Tab. 4.13: Input parameters for alkaline and PEM electrolyzers.

Water electrolysis dates back to the year 1800, when Nicholson and Carlisle built the first water
electrolyzer in London [290-292]. Over the course of the next 150 years, electrolysis provided
the primary means of choice to generate hydrogen. This changed by the mid of the 20th century,
when fossil-fueled processes i.e. coal gasification and steam reforming of natural gas (SMR) made
it possible to generate hydrogen on a larger scale and lower cost [293,294]. Today, only about
4% of the global hydrogen demand of 26 - 54 Mtons (290 - 600 billion m?®) [295-298] are met by
electrolysis. The following paragraphs will provide an overview on electrolysis technologies, the
basic principles of alkaline and PEM electrolysis and economic parameters before addressing the
potential of combined heat-and-hydrogen generation .

Electrolysis technologies

Electrolyzer technology is divided into three categories: Alkaline electrolyzers (AEL), Proton Ex-
change Membrane Electrolyzer (PEMEL) and High-Temperature Solid Oxide Electrolyzers (HT-
SOE). AEL and PEMEL operate at temperatures Top in the range of 50 — 120 °C whereas HTSOEs
operate at Top > 700 °C [289,299]. The higher To, allows HTSOEs to reach higher electric ef-
ficiencies than AEL and PEMEL: Water splits into its constituents when a temperature of about
Tspiit = 2,000 °C is reached [298]. The smaller the difference between Ty, and Tgpjit, the lower is the
electric energy required to overcome the binding forces in the water molecule [289, 300].

As a result, HTSOEs can be of particular interest when a heat source is in the vicinity of the elec-
trolyzer. However, the high T, also decreases the HTSOEs’ capacity to operate dynamically [300]
which is necessary when sourced by intermittent RES. Moreover, HTSOEs are still at research level
[299-301], while PEMEL and AEL are available with electric powers exceeding 3 MW for a single
system [22]. For these two reasons, the scope of this work was limited to AEL and PEMEL.

1
H20(|) — Hg(g) + EO(Q) ; AHR =285.9 kJ/moI at 1 bar, 25 °C (4.27)

The theoretical energy required to split liquid water (eq. 4.27) is equivalent to the energy released
during the formation of water which equals the reaction enthalpy AHg = 285.9 kd/mol (1 bar, 25 °C)
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(a) Alkaline electrolyzer by Next Hydrogen. (b) Electrolyzer stack inside one container.

Fig. 4.18: State-of-the-art alkaline electrolyzer. One container houses the electrolyzer which is ca-
pable to generate 5.4 kg-H» per hour with an electric power rating of 360 kW. The second
container houses compressor and high pressure storage.

Source: Photography supplied courtesy of Next Hydrogen Corporation, www.nexthydrogen.com

[302].44 The thermodynamic efficiency limit of this reaction is Nerm = 83% (LHV*®) [289,298]. In
practice however, imperfect conversion (auxiliary devices such as pumps, Hx drying and purification)
and conversion losses in power electronics result in lower system efficiencies*® to 52 - 62% (AEL)
and 57 - 64% (PEMEL) [22].

Since AEL has been developed over the course of the last 200 years and PEMEL since the early
seventies [307], only minor efficiency increases are expected over the course of the next years [301].
However, a recent study by the DOE [287] expects a 5%y increase in the PEMEL efficiency from
2014 - 2025 and was used for the simulation.

Basic principles of Alkaline and PEM electrolysis based on Sterner and Stadler [289]
Alkaline electrolyzers consist of two electrodes that are immersed in a liquid electrolyte, usually an
alkaline solution comprised of 20 - 40% potassium hydroxide (KOH [289, 300]), and are separated
from each other through a diaphragm. When a voltage is applied between the two electrodes, water
is split into hydrogen and hydroxide (OH™) at the cathode (fig. 4.19a). Hydrogen is not able to pass
through the semi-permeable diaphragm and escapes the alkaline solution in gaseous form as Ha.
The hydroxide on the other hand is able to pass through the semi-permeable diaphragm to form
water and oxygen at the anode®”.

As the name proton exchange membrane electrolyzer already implies, the charge transfer is han-
dled by protons (H*) rather than hydroxide in the case of PEMELs (fig. 4.19b). Applying a voltage
in a PEM cell results in the separation of water into protons and oxygen at the anode. The protons
pass through the membrane to form gaseous hydrogen at the cathode. Another fundamental dif-
ference compared to AELs is the use of a solid polymer electrolyte membrane instead of a liquid

4 Several detailed books and articles have been published on the principles of electrolysis [289] (ch. 8), [294,302-304],
for which reason this section will be limited to a brief overview.

4 “Energy efficiency is defined as the energy of the hydrogen out of the production process (lower heating value [LHV])
divided by the sum of the energy into the process from the feedstock (LHV) and all other energy needed for production.”
—[305]

6 Some sources in the literature present considerably higher efficiencies AEL (62 - 67% [300], 67 - 73% [288] ), PEMEL
(65 - 67% [300]). These values could not be confirmed in an own analysis based on 16 offers from manufacturers [22].
The results of the own analysis [22] are in line with [306].

47 “Electrons are consumed by the reduction process at one electrode and generated by the oxidation process at the
other. The electrode at which oxidation occurs is termed the anode. The electrode at which reduction occurs is termed
the cathode.” —[125]
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Fig. 4.19: Schematic overview of cells within an alkaline (a) or PEM (b) electrolyzer. Chemical
reactions based on [289], charge carriers are highlighted in orange.

electrolyte. Furthermore cathode, membrane and anode are combined to form a single unit, the
Membrane Exchange Assembly (MEA), which makes up for about a third of the cell stack*® cost
[308].

Economic parameters

In the course of this work, an analysis on the current (2014) state-of-the-art of MW-scale elec-
trolyzers was conducted. One particularly interesting result was the comparison of investment and
operations & maintenance (O&M) cost for alkaline and PEM electrolyzers. The data in figure 4.20
illustrates that the most cost-competitive electrolyzers have investment costs of about 1,800 - 2,000
$/kW-Hz which is equivalent to 1,000 - 1,100 $/kW per input power (nely ~ 58%). Annual fix cost
for O&M turned out to be between 2 - 6%. Both AEL and PEMEL are expected to decrease in cost
when higher production volumes are realized [301].

Combined heat-and-hydrogen generation

An alternative use of the “waste heat” generated during alkaline and PEM electrolysis, i.e. com-
bined heat-and-hydrogen (CHH), was not considered for three main reasons: Firstly, the available
temperature level is relatively low (=~ 50 - 80°C) which makes it difficult to use the thermal energy
both from a technical*® and economic perspective. HTSOEs could provide heat at a much higher
temperature level, thus making CHH more attractive. The downside is however, that the flexibility of
HTSOEs to follow intermittent RES generation is much more limited than AEL or PEMEL. Secondly,
a district heating grid and/or a heat sink in vicinity of the electrolyzer would be required that has
a high thermal load throughout the year. This is not the case in either of the communities. More-
over, a brief analysis at the BMW Spartanburg plant showed that despite the continuously high heat

48 Assembly of cells.
4% Additional processes may be required to increase the temperature level.
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Fig. 4.20: Investment and annual O&M cost for MW-scale electrolyzers. The number after the letter
(A/P - for AEL/PEMEL) indicates the Hz production capacity in kg/h, e.g. P21 is a PEMEL
with a capacity of 21 kg-Ha/h. AEL25+ (') are electrolyzers from different manufacturers
which proved to be particularily cost-efficient. Previously published by this author in [22].

demand (for example in the paint shop), venting the heat from electrolysis is the most favorable
solution in terms of process stability and cost. Under these circumstances, it seems all the more
unlikely that a profitable use of this thermal energy will be possible in the communities. Thirdly, upon
inquiry manufacturers stated that they would first have to develop a technical solution for CHH as

all existing systems are designed to work with cooling circuits.

4.2.3.2 Hy-powered PEM fuel cell

lifetime

Licenr (a)

inv-cost fixed-cost efficiency

B}Z‘é”(gﬁ/kweﬂ nge”(%inv) Nicell (YoLnv)

2015 4,000 55
2025 3,000 4 60
2035 2,000 65

15

Sources: 2015 cost estimate is based on Ammermann et al. [309] for a 1 MW fuel cell. The authors also provides estimates on
further cost reductions and divides them into three stages: initial roll-out, standardization and industrialization. They state that for
the first stage: “On average, industry players expect total system cost to drop by more than 25% (excluding manufacturer and trade
margin, but installation cost)”. Further cost reductions of 23% and 20% are expected for the second and third stage respectively.
Based on this source, cost reductions were estimated to 25% and 50% (2025/2035) compared to 2015. Lifetime was estimated to
15 years based on [309] (11 - 19a). Stack degradation and replacements were not considered. 2015 efficiency is based on: [309]
(=~ 55%), [310] system efficiency for hydrogen/air fuel cells 44 - 57%; ny; [311] 40 - 60% yy. Further developments were estimated

to 5% per decade based on [309].

Tab. 4.14: Input parameters for the Ho-powered PEM fuel cell.

Ho-powered fuel cells use hydrogen and oxygen/air to generate electricity from the formation energy
of water. The most common fuel cells are Proton Exchange Membrane Fuel Cells (PEMFC) [289]
which have a very similar structure to PEMEL (compare figs. 4.21 and 4.19b). For the sake of brevity,
the following remarks will be limited to the basic principle of a PEMFC and its implementation in the
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Fig. 4.21: Schematic overview of a PEM fuel cell.
Sources: lllustration based on [289,312-316]

simulation model. A more detailed technical understanding can be gained from a wide selection of
books and articles: [277,289,312-314].

Basic principle of a PEMFC

Figure 4.21 illustrates the basic principle of a PEMFC which is essentially the inverse reaction of
water splitting in a PEM electrolyzer (described in the previous section 4.2.3.1) [277]. At the anode,
hydrogen (Hy) is oxidized to two protons (2 H*). These travel through the MEA to the cathode where
they react with oxygen (O) to form water (H2O).

The combination of electrolyzer (Electricity — H»), H» storage system and fuel cell (Ho — Elec-
tricity) is essentially an electricity storage similar to a battery. However, compared to the latter, the
high energy density of Hy offers distinct advantages concerning the feasibility of large scale electric
storage: One tank trailer filled with 4 tons of liquid hydrogen contains about 133 MWhHZ»LHV which
can be converted to 73 MWhg in a fuel cell with an efficiency of Npemrc = 55%. The same storage
capacity would require roughly 290 tons of Li-ion batteries (0.25 kWh/kg [185]).

Implementation in the simulation model

The simulation assumes a central, H>-powered PEM fuel cell in the vicinity of the electrolyzer and
the Hy storage. During the creation of this work, natural gas powered fuel cells with combined-heat-
and-power generation had also been investigated [31] but turned out to primarily be a substitute
for grid electricity and did not contribute to a better understanding of the impact of electro-mobility
in an energy system with an increasing share of intermittent RES. For this reason, the scope was
limited to Ho-powered fuel cells. CHP was not considered for similar reasons as combined-heat-
and-hydrogen generation. However, to account for this disadvantage, electric efficiencies of the
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PEM fuel cells were set to optimistic values (average efficiency > 55%)%°.

4.2.3.3 Power2Gas (P2G)

inv-cost fixed cost efficiency lifetime
o5 (8/kW) B g (Yiny) Mp2g(%) Lpzg ()
2015 260
2025 130 4 99 15
2035 80

Sources: 2015 cost estimate is based on an analysis by Regett et al. [6] who themselves use input data from Urban [318]. 2025
and 2035 cost estimates are based on the anticipated cost reductions in [319, 320] resulting from the roll-out of the technology.

Tab. 4.15: Input parameters for the process Power2Gas.

More generally, “Power2Gas”’(P2G) describes the idea to use surplus energy from intermittent re-
newables to generate some form of gaseous energy carrier like hydrogen or methane and feed it
into the natural gas supply.

P2G can be a one- or two-step process depending if hydrogen or methane is the final product
which is injected into the gas grid. In any case, the first step is hydrogen generation. In the optional
second step, hydrogen can then be used together with CO. to form methane (CH4). The upside of
the two-step version is full compatibility with the natural gas infrastructure as natural gas consists
primarily of methane while the additional reaction has the downside of a decrease in the process
efficiency and the necessity of a nearby high density CO» source.

In this work, P2G describes the one-step version of direct hydrogen infeed without ensuing metha-
nation. Therefore, the impact of hydrogen infeed on (1) existing appliances such as the gas heating
systems and (2) the existing natural gas distribution network were investigated based on a literature
review.

Impact of H, infeed on existing appliances

The lower volumetric energy density of hydrogen (HHVy, = 3.5 kWh/m?) compared to natural
gas (HHV,s = 11.2 kWh/m3 for L-Gas) results in a change of the gas quality and combustion
behavior [321]. This effect is quantified with the Wobbe-Index (Wi, or W), which indicates the
inter-changeability of gases and can be calculated with equation 4.28 based on the higher heating
value (HHV), the density of the gas and the density of dry air pair. A gas burning system can switch
between two gases of identical Wobbe-Index without technical adjustments [322].

HHY

Injection of 20% hydrogen into the natural gas grid would decrease the volumetric mass density
by about 15% compared to natural gas, but the significantly lower energy density of hydrogen
(pH2 = 0.09 kg/m? > pngL = 0.79 kg/m?) alleviates the change in the Wobbe Index to only 5

Wiy = (4.28)

%0 NG-powered fuel cells in a CHP configuration have considerably lower electric efficiencies (30 - 40% [317], 27 - 44%
[310]).
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% [321]. This would nevertheless result in the need of adaptations in industrial applications like gas
turbines, glass melting as well as metallurgic or chemical processes. Common gas heating systems
however are not impaired from P2G albeit the lower volumetric energy density of the gas mix would
result in a reduction in the power output. [322-325]

Impact of H, infeed on the natural gas distribution network

The energy density also influences the transport efficiency of the natural gas grid, as the lower
energy density results in an increase of the compression energy per amount of energy delivered®'.
While this is primarily an economic matter, hydrogen could also cause embrittlement in pipelines and
storage tanks which might eventually result in cracks and leakages [327]. In general, concentrations
of up to 10% - 15% are considered uncritical, while certain applications such as storage tanks in
CNG vehicles and gas stations only allow H» concentrations of up to 2% (Germany, DIN 51624)
[323,324].

In summary, P2G provides an interesting approach to store excess energy from intermittent renew-
ables in the natural gas supply. Hydrogen infeed was found to be uncritical for common gas heating
applications. Further details on the P2G are provided in the literature: [323,327,328] (German) and
[325] (English).

For the purpose of the simulation, the efficiency of P2G was estimated to 99 % to account for the
infeed compression energy and lower transport efficiency. In addition to the P2G process, the gas
grid in the communities was implemented in the simulation model as an existing storage capacity
“gas grid” (compare tab. 2.3). This effectively allows to operate P2G, i.e. feed hydrogen into the
gas grid, at any point in time. Without this measure, P2G could only operate in times of natural gas
demand, i.e. when gas furnaces are in use, thus impeding the flexibility of P2G. The capacity of the
gas grid is estimated to 100 MWh (= 9,000 m?) in the small communities PUT/LAH and 400 MWh
(=~ 36,000 m?) in the larger communities NEU/LIN. A final remark: The amount of Hy in the natural
gas grid or gas pipelines is not monitored during the simulation. For this reason, the hydrogen
infeed is not limited and conditions for P2G are better than in reality.

%" Pipeline and distribution energy consumption accounts for 3% of the total natural gas demand in the U.S. [326]. The au-
thors in [323] estimate, that the higher pressure gradient required to deliver the same amount of energy with hydrogen-
enriched (10%) natural gas would result in a decrease in the transport efficiency by 1% over a distance of 500 km.
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4.3 Energy storage

There are two basic options to meet a demand D(f) with a load peak DP® = max D(t): The first
option is to install more or equal process power P, with respect to the load peak (P, > ppeak),
which results in the relationship P, > D(t) V¥ t. This is the common solution for uniform load profiles
with little variation between DP®3 and the average load D9 = 1/ t> - D(t).

A more irregular load profile would result in a low capacity utilization of the assets acquired to meet
peak load, which is why the second option — a combination of process and power delivered from
storage — is usually used. The power delivered from storage Pg thereby allows installation of less
process power P, < DPe3k a5 the combined system power Psys = Pp + Ps can be used to meet the
load peaks Psys > D(t). Thus, storage systems effectively ease the relationship between required
process power P, and demand D(t) as energy can be generated and stored in times of low demand
and retrieved from the storage when demand is high.

Three different forms of storage systems are implemented in the simulations model: Thermal stor-
age (sec. 4.3.1), Electricity storage (sec. 4.3.2) and H» storage (sec. 4.3.3). The latter can serve
a dual purpose: Firstly, as a H» buffer storage for FCEV refueling, which provides the possibility
to generate Hy during intermittent RES generation and refuel it a later point in time. Second —
when combined with a fuel cell (sec. 4.2.3.2) — as electricity storage, which turns the entire Hy
energy chain consisting of electrolyzer (electricity — Hz), Ho storage and fuel cell (H, — electricity)
effectively into a “H» battery”.

4.3.1 Thermal storage

hot water inv-cost fixed cost efficiency lifetime

storage I ($/kWh) BiX (Yoinv) Nhot(%) Lhot (a)
2015/25/35 150 2 85 20

Sources: 2015 cost is based on [329-331]. These types of hot water storage systems have been used for decades, therefore no
further cost improvements are expected within the scenario.

Tab. 4.16: Input parameters for distributed hot water storage systems.

Thermal storage is used to complement the distributed heat generation systems (sec. 4.2.2) in
the communities. The most common systems for this application are hot water storage systems.
These so called “sensible”? storage systems store energy by increasing the water temperature
and release it again by decreasing it.

No input data could be found that provided a detailed overview on the cost of residential hot water
storage systems. Therefore, the necessary input data was determined based on an online cost
analysis of currently available systems (e.g. Vaillant Unistor® (150 1), Buderus SU-200® (200 1),
Buderus Logalux® (160 1) and specific storage systems suitable for use with heat pumps [329-331]).
On that basis, the cost per volume of installed volumetric storage capacity B}:‘c‘,’t""" was estimated to

6 $/1.

The cost per energy storage capacity B}?c‘,’t was then calculated using equations 4.29 and 4.30.
The necessary input parameters are the density p ~ 1 kg/I and specific heat capacity ¢, =

%2 Sensible energy storage can be perceived with the senses, e.g. the temperature difference.
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4.18 kJ/(kg - K) =~ 1.16 Wh/(l - K) of water and an estimated operating range of AT = 35 °C —
70 °C =35 K.

Wh
Eot(1)=11-p-cp- AT ~1.16 — - 35K = 40.6 Wh/I (4.29)
P |- K
inv,vol
pinv — Prot ~ ___68/1 ~ 150 $/kWh (4.30)

ot ™ “Eot  40.6 Wh/I

4.3.2 Electrical energy storage

Two types of electrical energy storage are implemented in the simulation model: Vehicle2Grid (V2G),
which is only available in the B cases and Li-ion home battery storage which can be installed in any
of the three calculated cases (B, F and [ case, compare sec. 2.3).

4.3.2.1 Vehicle2Grid (V2G)

vehicle- var-cost availability efficiency
storage var ($/kWh) Pottoet Tlvag(%)
2015 0.43 72
2025 0.13 15 77
2035 0.09 81

Sources: The variable cost to compensate the additional wear of the batteries was estimated based on discussions with experts
both in the academic field and at the BMW group. The V2G efficiency is calculated using the square of the charging efficiency (tab.
4.4). Available capacity was calculated based on the battery size of 20, 45 and 60 kWh per vehicle (2015/25/35) and an average
availability of 15%. This means, that a fleet of 1,000 BEVs in 2035 would provide electricity storage of 9 MWh to the community, at
variable costs of 9 $-ct per kWh (+ energy losses due to V2G efficiency).

Tab. 4.17: Input parameters for Vehicle2Grid

Cars currently spend 95% of their time in parking position [332,333]. While ICVs had to sit idle,
BEVs could escape this fate. As the battery makes up for a major proportion in the manufacturing
costs of BEVs, its utilization could be increased by offering storage capacity to the power grid (Ve-
hicle2Grid, V2G). However, because the batteries’ are designed to provide transportation, further
charge cycles from V2G could result in increased ageing and thus decreased lifetime.

As of today no consensus has been reached if and to which extent V2G is going to impede with the
batteries primary purpose as the wear resulting from V2G depends on various factors such as cell
chemistry, ambient temperature and (dis-)charging currents.

Marongiu et al. [334] note that “the limitation of the SOH [battery state-of-health] was found to be up
to 14.63% [due to V2G] for the weakest battery in some tough condition after 1 year.” The authors
also claim that in places with high ambient temperatures, the increased calendaric ageing could be
larger than the impact of additional charge cycles from V2G. Millner [335] claims that for Plug-In
Hybrid Electric Vehicles (PHEV), “Vehicle to grid operation of a few cycles per month has negliglible
effect compared to driving” if “very deep cycles (<60% DOD [depth-of-discharge]) are avoided, if
temperatures are kept low (< 35 °C), and if average state of charge is kept low (<60%).”

Peterson et al. [336] state that “using a PHEV battery for V2G energy incurs approximately half
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the capacity loss per unit energy processed compared to that associated with more rapid cycling
encountered while driving, and DOD was not important in either case except as a reflection of
energy processed.”

A clear picture will be available as soon as more experimental data becomes available. To account
for the potential risk of decreased battery lifetime, variable costs per energy stored were introduced
in the simulation model. The total amount of storage capacity was estimated based on the antici-
pated average storage capacity of the vehicles (2015/25/35: 20, 45 and 60 kWh) and an average
availability®® of 15% of the vehicles based on results from the project “Gesteuertes Laden 3.0” in
Germany [337,338].

4.3.2.2 Home battery storage

li-ion inv-cost fixed cost efficiency lifetime
storage Bl ($/kWh) Bt (%oinv) Nbatt(%) Lpatt (a)
2015 1,200

2025 750 2 89 15
2035 450

Sources: 2015 cost is based on [339] for the Tesla Powerwall® (1,200 $/kWh 2014) and [340] (1,400 $/kWh 2014). Cost projections
were calculated based on the anticipated decline in Li-lon battery cost [82] and assumptions on the reduction of installing costs
based on [340] (2025 -30%, 2035 -60%,). Lifetime is an estimate based on [341] (20a). Fix cost of 2% is based on [342,343]. The
efficiency was estimated to be about 89% based on [344] (89%), [339] (85 - 96%) and [343] (89 - 92%).

Tab. 4.18: Input parameters for stationary lithium-ion battery storage.

The number of available home battery storage systems has continuously increased over the past
couple of years. This can primarily be attributed to the forward integration of battery manufacturers
like Samsung® [345], Panasonic® [346] or Saft® [347] but also by the market entry of car manufac-
turers (e.g. Daimler® [348], Tesla Motors® [339], BMW® [349]) who are trying to leverage synergies
with the production of electric vehicles.

Most systems provide capacities in the range of one- to (low) two-digit kilowatt-hours [350] and are
therefore considered short-term storage systems. These are typically used for load leveling, backup
power or to increase the self consumption of solar power. In Germany, more than 12,000 systems
were installed between summer 2013 and 2015 [351].

The most common battery technologies are Lead-Acid (PbA) and Lithium-lon Batteries (LiB). PbA
is the oldest technology for rechargeable batteries and offers low cost and good efficiency (70 -
90%), but also short cycle life (500 - 2,000) and only 50 - 70% DOD [343, 352—-354]. In contrast to
that, are LiB characterized by 85 - 90% efficiency, 80% DOD and between 1,000 - 5,000 cycle life
[339,343,353,354].

PbA technology has already reached a high level of maturity and is, among other things, used
in hundreds of millions of low-voltage batteries in conventional vehicles. Therefore, further cost
reductions are expected to be small [343]. Contrary to that, installed cost for LiB (currently about

% Which again depends on the availability of chargers (compare sec. 4.1.2) and in particular the state-of-charge upon
arrival of the vehicles
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1,200 $/kWh) is expected to decrease significantly over the course of the next years [82,343] as a
result of higher production volumes for EVs and stationary storage.

The batteries implemented in the simulation model are based on current LiB home storage systems

(tab. 4.18). PbA batteries were not further investigated given that LiB provide superior technical
properties and a higher cost reduction potential.

4.3.3 Hydrogen storage
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(a) Hydrogen storage technologies

Fig. 4.22: (a) Overview on hydrogen storage technologies (not comprehensive). (b) lonized hydro-
gen gas in a glass vial.
Sources: (a) Based on [355-358]. (b) Photo courtesy of www.images-of-elements.com [359].

Hydrogen can be stored either in pure form (Hy) in physical storage systems or within a chemical
storage system. For vehicles, only physical storage has been validated so far [360] as these sys-
tems provide the highest (gravimetric) energy densities as illustrated in figure 4.22a. These storage
systems have not only proven to be a reliable technology in transportation®* but also in stationary ap-
plications such as the provision of fuel-cell powered fork-lifts at the BMW® plants Leipzig, Germany
[362] and Spartanburg, USA [363]. While various other technologies (e.g. hydrides [364, 365], sor-
bents [366—368]) provide interesting potential for stationary hydrogen storage, none has reached a
similar level of technical and/or economic maturity as compressed gaseous (cGHy) and liquid (LH>)
storage systems yet. For this reason, the scope of this study was limited to these (commercially
available) technologies. An overview on the entire H> energy chain is provided at the beginning of
this chapter in figure 4.1.

The choice between cGH, and LH, storage is determined by the requirements regarding energy
density and efficiency of the respective application: When high energy density is essential, e.g. for

% Gaseous storage is probably the oldest storage technology for “vehicles” since Jacques Charles and the Robert broth-
ers developed the hydrogen balloon [361] in 1783.
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long-distance transport of large amounts of energy®®, LH, provides the means of choice. However,
as H. liquefaction consumes about a third of the stored energy, cGH» can offer a more energy-
efficient alternative when smaller amounts of hydrogen have to be stored (e.g. short-term energy
storage).

The following two sections provide an overview on cGH, (storage tanks and compressors) and LH»
technology (liquefier, storage tank, vaporizer and cryo-pump) used for current H, storage projects,
i.e. refueling stations.

4.3.3.1 Compressed gaseous H, storage

350 bar cGH» inv-cost fixed cost efficiency lifetime
storage Bg]ﬁlym('qﬁ/kgHz) nghym(%inv) T]ghyd|(%) Lghydl (a)
2015 1,000

2025 900 4 100 15
2035 800

880 bar cGH, inv-cost fixed cost efficiency lifetime
storage ohyan(8/kep,) Bhyan (%oiny) Nghyoh(%) Lghyan (a)
2015 1,800

2025 1,620 4 100 15
2035 1,440

Sources: 2015 cost estimate is based on [370-372]. [372] estimates a price drop of 0% (pessimistic) — 25% (optimistic) in a
high-volume market for storage vessels between 2014 and 2020. As no further projections could be found, a conservative cost
reduction of 10% (2025) and 20% (2035) was assumed for both pressure levels compared to 2015.

350 bar inv-cost fixed cost efficiency lifetime

compressor compl (8/KWyy,) B esmpi(Zeiny) Neompi (%) Leompi ()
2015 280 88.8
2025 210 4 89.3 15
2035 140 89.8
880 bar inv-cost fixed cost efficiency lifetime
compressor tomph (8/KWyy,) B mpn (%einy) Neomph (%) Leomph (a)
2015 280 94.9
2025 210 4 95.1 15
2035 140 95.4

Sources: 2015 costs are based on [372] for a compressor system (20 - 950 bar). Cost was evenly attibributed to the lower
and higher pressure level. Reference [372] further assumes a cost reduction between 25% (base) and 50% in an optimistic case
which were used as basis for the 2025 and 2035 projections. Fix cost based on experience at the BMW plants and [373]. The
energy consumption was estimated to decrease by 5% per decade from 6 kWh/kg-H, in 2015 to 5.7 kWh/kg-Hz and 5.4 kWh/kg-H»
respectively.

Tab. 4.19: Input parameters for cGH, storage tanks and compressors

For FCEVs with on-board storage at 700 bar, a refueling pressure of up to 880 bar®® [374] is
necessary to maintain a continuous flow of hydrogen and complete refueling within 2 - 5 minutes.

% According to Schwartz [369] a LH, trailer is capable to transport 4,500 kg of liquid hydrogen compared to 300 kg of
cGHy: in a tube trailer of similar weight.
% For comparison: The pressure at the Mariana Trench at about 11 km below sea level is & 1070 bar.
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The two basic configurations of gaseous storage systems to reach these high pressures [375] are
described in the next paragraph. Subsequently, the required compression energy is investigated
prior to a brief explanation on the need for pre-cooling during the refueling process. The final
paragraph describes the slightly varied two-stage storage system used in the simulation model.

Configurations of gaseous storage systems

The first configuration consists of a low pressure cGH, tank and a “booster” compressor unit®’
which compresses hydrogen “on-the-fly” into the vehicle. This makes it possible to use cheaper low-
pressure storage but limits the mass flow rate to the capacity of the compressor unit. The system is
furthermore non-redundant in case of a storage or compressor malfunction®8.

The alternative is a smaller compressor which fills high-pressure cGH» storage banks prior to the
actual vehicle refueling. This bears the potential to uncouple compressor capacity and mass flow
and gain a higher redundancy but comes at the expense of more expensive storage vessels.

The most common system configuration®® for a refueling station is a variation of the second version:
Several storage tanks with different pressure levels are combined to form a “cascade storage” which
makes it possible to benefit from lower storage cost and high mass flow rates. A typical cascade
storage consist of storage banks® at three pressure levels of about 200, 500 and 800 - 900 bar
[372]. The FCEV refueling starts with the storage bank with the lowest pressure. The system
switches to banks of higher pressure as soon as the mass flow falls below a predefined limit. This
mechanism increases the fueling pressure until the vehicle tank is completely filled [377].

Compression energy

The energy efficiency of H, compression depends on the underlying thermodynamic process. For
ideal isothermal compression, only 2.1 kWh would be required to compress 1 kg of hydrogen from
ambient pressure to 350 bar, which is equivalent to 6% of the energy content (lower heating value,
LHV) [374]. The compression energy does not depend on the final pressure pr as such, but its ratio
to the initial pressure p; (eq. 4.31).

W=p-Vi-in <pf> with Vi (Hp) = 11.1 m3; p; (Hz) = 1.01 bar (4.31)

Pi

Thus, only little more energy (2.5 kWh/kg or 7.5%Hyv) would be necessary for further compression
to 880 bar [374,378,379]. A detailed explanation of the underlying thermodynamics is provided in
[380,381] (EN) and [288] (DE, p. 177) while a vivid explanation of the compression and refueling
process can be found in a video [382] provided by the Linde AG.

A more accurate approximation of the real energy demand for H, compression can be achieved
using equation 4.32 for isentropic®! compression [288]. Thereby, k describes the heat capacity ratio
K = ¢/ cy of the specific heat capacities ¢, (at constant pressure) and cy (at constant volume).

%7 Required output power to enable 3 - 5 min refueling (2 kg-Hz/min) for one vehicle: ~ 120 kg-Ha/h.

%8 “Among hydrogen-specific equipment issues, hydrogen compressors remain the largest single cause of unplanned
maintenance by both event count and repair labor hours.” [376]

% Rothuizen [375] provides further detail on various configurations of refueling stations.

60 A storage bank is a composite of storage vessels with the same pressure.

&1 Adiabatic & reversible process.
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Fig. 4.23: Work required to compress 1 kg of hydrogen based on equation 4.32 [288].

W= > with  k (Hz) = 1.41 @ 20°C (4.32)

K—1
In addition to the compression energy, the technical efficiency n of the compressor has to be taken
into account to determine the overall efficiency as eq. 4.31 and 4.32 assume frictionless com-
pression. Thus, actual values for the energy demand of Ho compression are considerably higher
than 2.5 kWh for isothermal compression. Current data®? is furthermore subject to strong varia-
tion: 1.7 - 6.4 kWh/kg [374]. First-hand data from compressors at the BMW plant in Spartanburg,
USA, showed that with current technology about 5.5 kWh of electricity (17%1v) are necessary to
compress 1 kg-H» to about 400 bar.

Pre-cooling

When a vehicle arrives at the refueling station, it always has a lower tank pressure than the H, at
the gas station. Thus, the Hx flow will experience a pressure drop at the orifice of the vehicle tank
during refueling. This results in a temperature increase due to the Joule-Thomson-Effect?® [381].
Furthermore, H» is compressed within the vehicle tank until the final pressure of 700 bar is reached
which leads to an even more significant increase in the temperature [381].

During fast-refueling of FCEVs, 85°C must not be exceeded within the vehicle tank [383]. This
means, that in order to refuel FCEVs within 2 - 5 minutes from a cGH»-based storage system,
pre-cooling of Ho to —40°C is necessary which consumes about 0.5 kWh/kg [384].

Two-stage storage system used in the simulation model
A simplified cascade system with two pressures levels (350 and 880 bar) was implemented in the
simulation model. After the H is generated by the electrolyzer at a pressure of approximately 20 bar

62 “Compressor energy consumption data from the DOE [U.S. Department of Energy ...] Demonstration vary by a factor
of 10 or more.” —[372,376]

8 H, temperature increases with decreasing pressure due to its negative Joule-Thomson coefficient in the relevant
temperature range [381].
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64 it enters the first compressor which compresses it to the 350 bar pressure of the first storage bank
(the alternative being of course to use it for Power2Gas, sec. 4.2.3.3). A second compressor is used
to reach the second storage (and FCEV refueling) pressure of 880 bar. The overall compression
energy (20 - 880 bar) was estimated to 6 kWh/kg (18%yny) for the entire process based on the
measured data quoted above. 70 percent of the compression energy were allocated to the first (20
- 350 bar) and 30 percent to the second (350 - 880 bar) stage of the compression on the basis of
the curve for isentropic compression (fig. 4.23).

4.3.3.2 Liquid H, storage

Hydrogen was first liquefied by James Dewar in 1898 [381,385], just three years after Carl von Linde
invented his “Gasverfliissigungs-Maschine”® [386]. It took about half a century, until H, liquefaction
became relevant on a larger scale [385], when large volumes of hydrogen were necessary for the
development of nuclear weapons during the Second World War. Ensuing, LH»> was used as rocket
fuel during the space race in the Cold War®®.

For the transition to the liquid phase, H> has to be cooled below its boiling temperature of —252.87°C
or 20.28 K (at 1 bar) [288,388]. This can be achieved by exploitation of the Joule-Thomson effect.
The underlying principle is to adiabatically expand the gas, thereby decreasing the attractive forces
among the gas molecules [389]. This is tantamount to an increase of the potential energy Epot of
the gas at the expense of the kinetic energy Eyin o< T [273].

Fig. 4.24: Hydrogen liquefaction in the Linde cycle. Based on [273,390].

8 Current electrolyzers have output pressures between 1 and 35 bar.[22]
® German for “gas liquefaction machine”.
% A comprehensive overview on the history of cryogenics is provided by Timmerhaus in [387].
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Liquefier inv-cost fixed cost efficiency lifetime
Bl (8/KkWy,) Bixu(%in) Miigu(%) Liiqu (a)

2015 3,000 70.4

2025 2,700 4 71.5 15

2035 2,400 72.6

Sources: 2015 cost is an estimate based on cost and economies of scale provided in [369, 373]. The efficiency depends very
much on the scale [369, 391, 392] as larger plants can benefit from integration in other processes, e.g. air separation [369], to
decrease the energy consumption of Hp liquefaction. As these synergies are unlikely for small plants in a community, a moderate
assumption of a 5% decrease of the electricity demand per decade was made. Based on an energy consumption of 14 kWh/kg-Hz
in 2015 this results in 13.3 kWh/kg-H> in 2025 and 12.6 kWh/kg-H> in 2035.

inv-cost fixed cost efficiency lifetime
ﬁiﬂ;d(fg/ key,) Bfﬁxyd((’binv) Mihyd (%) Lihyg (a)
2015 200
2025 180 2 99 20
2035 160

Sources: [373] provides a cost estimate on a LH, tank (180 $/kg in 2007) for a cryogenic LH, truck as well as a large central LH,
storage (20-40 $/kg in 2007). This source was used for the 2015 cost estimate on the installed cost of 200 $/kg. Cryogenic tanks
are a mature technology, cost developments were estimated to be similar to gaseous tanks. The efficiency of LH, storage was
estimated to be 99% to account for machinery losses and boil-off [370, 385, 392].

Ambient-air inv-cost fixed cost efficiency lifetime
i fix (o 0
vaporizer : %i % L
p {?é'o($/kWH2) Bvapo( Oinv) Tvapo (70) vapo (@)
2015
2025 33 2 N/A 15
2035

Sources: Ambient-air vaporizers consist of finned tubes made of aluminum or steel [393-395] and are rather simple constructions
which have been used for decades [396]. The cost was estimated to 1 $/(kg-Ho/h) as no cost data could be obtained.

Cryo-pump inv-cost fixed cost efficiency lifetime
inv ($/kWH ) Bgéump(%inv) ﬂcpump(%) chump (a)

2015 480 91.7

2025 360 4 92.1 15

2035 240 92.5

Sources: 400 $/kW uninstalled cost [397] + 20% installation cost. The source furthermore anticipates significant cost reductions
(> 80%). A more conservative estimate was chosen with reductions of 25% and 50% over the next two decades. Due to the lack
of detailed efficiency data (of compression up to 880 bar) an approach similar to the projection of the liquefier efficiency was used:
The energy demand was assumed to decrease by 5% per decade from the 2015 estimate of 3 kWh/kg-H, to 2.85 kWh/kg-H> and
2.7 kWh/kg-H, respectively.

Tab. 4.20: Input parameters for liquefaction, cryogenic LH, storage, ambient-air vaporization and
the cryo-pump.
Sources: Whenever data on the installed cost was not provided, the available data on system cost was multiplied by 1.2
to account for these additional expenses. This can be considered to be a rather conservative estimate, as some other
sources use 1.2 - 1.3 [392] or 1.2 - 1.5 [372] for this kind of technology.
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The Linde cycle (fig. 4.24) is still considered one of the most simple approaches for H liquefaction
[389,398] and can be summarized in three stages:

1. Compression “By compressing the [H2] feed to a higher pressure, part of the cooling demand
can be supplied at a higher temperature, which reduces the necessary refrigeration work.
[...] Since one in general is able to compress at a higher efficiency than cooling the gas, one
should compress to as high [a] pressure as possible.” — Walnum et. al [399]

2. Cooling The compressed warm gas is then passed through a heat exchanger where it is
cooled using cold or liquid nitrogen (LN2) [389, 400] until it cools to about 80 K [381]. This
temperature is well below the highest inversion temperature of hydrogen (205 K at 1 bar
pressure [369,389], or ~ 100 K at 160 bar, as a pressure gradient is necessary for expansion
in the next step.).

3. Expansion Hence it is now possible to expand H» in a Joule-Thomson valve to further de-
crease the temperature. When the cold Ho gas now passes the valve, some of it turns to
liquid. The remainder of the cold gas is returned via the heat exchanger to the beginning of
the cycle.

In theory, H» liquefaction could be achieved with about 3.9 kWh/kg [374] (12%nv). Compared
to that, the energy demand of current liquefiers®” is on average about threefold higher (12.5 - 15
kWh/kg [398], 10 - 18 kWh/kg [392], 7 - 16 kWh/kg [391], 13.4 kWh/kg [374] for a small plant). Thus,
about a third of the energy stored is used during liquefaction.

After liquefaction, LH» is stored in insulated cryogenic storage tanks to restrain heat input and
prevent Hy boil-off. However, as the latter can not be completely omitted, depending on size and
insulation of the tank, between 0.03 and 2% LH, evaporate per day [370, 385, 392].

When a LH; tank is used to source vehicle refueling, two pathways are possible: First, vaporization
of LH» in an ambient-air (or heated) vaporizer and subsequent compression as described in section
4.3.3.1 for cGH». This results in an overall energy demand of about 20 kWh (14 kWh liquefaction,
6 kWh compression) or 60% 4y. The second and more efficient way is to use a “cryogenic pump”
(cryo-pump) which compresses hydrogen in its liquid phase to 900 bar prior to evaporation [402].
The low temperature of LH, does furthermore render pre-cooling during fast-refueling obsolete.

As only a few of these systems have been installed to this point, very little data on the actual
energy consumption is available. The compression to 880 bar for FCEV refueling was estimated
to 2 kWh/kg based on Aceves et al. [397] who present an energy consumption of 1.5 kWh/kg for
cryo-compression to 350 bar.

67 1401] provides a recent (2012) overview on the state-of-the-art of operating liquefiers.
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5 Results — Implications of electric vehicles in
the energy system

As previously described in the introduction, the aim of this work is to evaluate whether BEVs or
FCEVs are better suited to reduce overall CO, emissions when considering their energy demand,
the CO, emissions avoided in the transportation sector and their co-benefits for the power and heat
sector.

For this purpose, the impact of BEV and FCEV deployment in four reference communities is ana-
lyzed for the years 2025 and 2035. The differences between the use of BEVs, FCEVs and ICVs
(status quo), are highlighted using a case-by-case comparison of BEV deployment (B case), FCEV
deployment (F case) and an all-ICV reference I case. More details on these cases are provided in
section 2.3.

For each of these cases, the configuration of the energy system with minimal cost is determined with
the modeling framework described in chapter 2. By comparing the simulation results, the impact
of the different energy demands of BEVs and FCEVs as well as the value of their co-benefits
Vehicle2Grid (V2G), Power2Gas and Hs grid storage can be quantified.

With the exception of the excursus in section 5.4, all calculations are based on the “base scenario”
(described in section 2.2) which contains projections for the future cost and efficiency of the vehicles,
energy transformation and storage technologies (chapter 4) as well as the cost of energy, and other
relevant development in the communities (chapter 3).

The results chapter provides a step-by-step analysis of the effects of BEVs and FCEVs deployment
in the power, heat and transportation sector and thereby investigates each of the co-benefits in
detail.

In the first section 5.1 the differences on energy demand and supply are investigated. The first
subsection 5.1.1 contains an assessment of supply and demand in the power sector when EVs are
used, followed by an analysis of their impact on the electric load profiles in the communities. Sub-
sequently, the first two co-benefits, V2G and H» grid storage are evaluated. The second subsection
5.1.2 analyzes the impact of BEVs and FCEVs on the heat supply and assesses the added value
of Power2Gas (P2G) and compares it to another alternative of sector coupling, Power2Heat (P2H).
The third subsection 5.1.3 investigates the change in the fuel demand and corresponding tailpipe
CO, emissions when ICVs are replaced by electric vehicles. The fourth subsection 5.1.4 gives an
overview on all energy flows across power, heat and transportation sector. The second section
5.2 builds on the results of the previous section to determine the overall change in CO, emissions
arising from the use of BEVs and FCEVs.

The third section 5.3 highlights the differences in overall cost when BEVs or FCEVs are used and
puts these results in perspective with the all-ICV reference case to calculate CO, abatement cost.
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The fourth section 5.4 investigates a different scenario by making the assumption that LH, becomes
available at a price of 4 $/kg (12 $-ct’/kWh,,,y) in 2035.

In the fifth and final section 5.5, the transferability of the results from the communities to an entity of
larger scale, i.e. a state or country, are discussed.

At the end of each section, the key findings are highlighted in a similar way as the remark on the
robustness of the results below. For quick reference, the following table provides a categorized
overview on the key findings.

Summary of the key findings (listed in the order of their appearance)

Impact of BEVs and FCEVs on electricity demand and supply Findings | p. 92
Impact of BEVs and FCEVs on the electric load profiles Findings Il p. 104
Vehicle2Grid (V2G) E::g::gz :” p: ?58
Findings | p. 92
H> grid storage Findings Il p. 104
Findings IV p. 114
Findings | p. 92
Findings VIII p. 124
Power2Gias (P2G) Findings VI p. 119
Findings VII p. 122
Findings V p. 116
Impact of BEVs and FCEVs on CO, emissions Findings IX p. 126
Findings X p. 131
Impact of BEVs and FCEVs on costs Findings XI p. 92
LH, import scenario (H, available at 4 $/kg) Findings XII p. 143

Tab. 5.1: Summary on the key findings in the results chapter. The main finding for the respective

topic is underlined.

Important remark on the robustness of the results

As for every complex problem, a simulation model is only able to cover a certain section
of reality which is defined by assumptions that are necessary to maintain a feasible scope.
Furthermore, no matter how sophisticated the simulation model, the quality of the results
is inextricably linked to the quality of the input parameters which in turn are also subject to
simplifications and estimates.

Both the modeling framework and the underlying data base (referred to as “base scenario”)
were prepared to the best of the authors knowledge and challenged in countless discussions
with peers and experts in the respective fields. The results and findings in this chapter reflect
the most probable outcome from a current standpoint and have been thoroughly challenged
and confirmed through a vast number of sensitivity analyses.

However, despite these efforts, when interpreting the results it should be considered that
future developments can only be estimated or anticipated but simply not be foreseen. The
future is uncertain and until 2035 some events or developments may result in disrupting
change to the input parameters of the “base scenario” and lead to different findings.
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Fig. 5.1: Overall electricity consumption per person in the communities in 2025 and 2035. The
labels I, B and F indicate the cases described in section 2.3: The all-ICV [ case, where
only ICVs are used, and the B and F cases where 13% (2025) or 38% (2035) of the vehicle
fleet are either BEVs or FCEVs.

5.1 Energy demand and supply

This section provides an overview on how the energy demands evolve in the communities when
BEVs, FCEVs or ICVs are used and which technologies are used to meet the demands. Moreover,
the load following potential of Ho generation and the added value of the co-benefits V2G, H» grid
storage and Power2Gas are evaluated.

5.1.1 Power sector
5.1.1.1 Demand

Despite continuous efforts to decrease the electricity demand by increasing energy efficiency in
buildings and appliances, the electricity demand (fig. 5.1) is set to increase over the next decades
for two main reasons. The first reason for this development are electric vehicles (EVs), which result
in the redistribution of an energy demand formerly covered by fossil fuels (gasoline/diesel) to elec-
tricity. In this regard, it is of great importance whether BEVs (i, fig. 5.1) or FCEVs (M) are used.
As illustrated in figure 5.1, FCEVs lead to a considerably higher demand increase, which is not sur-
prising considering that the hydrogen energy chain results in a 2.5 - 2.6 (2035/2025) times higher
electricity demand per distance traveled compared to BEVs (compare fig. 4.6). The comparison
of EV demands to the demand in building electricity (M) and electric heating (M) further demon-
strates, that EVs make up for a greater proportion of the overall electricity demand in California
(CA - LAH/LIN) than in Germany (DE - PUT/NEU). This finding reflects the difference in the annual
driving distance (and corresponding energy demand), which is almost 60% longer in CA (compare
fig. 3.7b).
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The second reason for the increasing electricity demand is the substitution of fossil fueled heating
systems with electric heating systems (M). This development is closely related to the increasing
amount of renewable energy sources (RES) and will be referred to in more detail in the following
paragraph.

The intermittent and non-dispatchable nature of RES inevitably leads to situations with low energy
generation in times of high energy demand and vice versa. The extent to which these situations
occur, is even more pronounced when single locations (communities) are investigated, a circum-
stance which will be further elaborated in section 5.5. This is where electric heating systems come
in place, as in times of low demand and high RES generation, electricity can either be stored for
later dispatch in times of high demand, curtailed or be used to meet the heat demand through elec-
tric heating systems (Power2Heat/P2H, sec. 4.2.2.2) or Power2Gas (P2G, sec. 4.2.3.3). The latter
is referred to as “sector coupling” and describes the idea to use easily dispatchable electric loads
(resistive heating, heat pumps, electrolyzer, etc.) to increase the capacity utilization of intermittent
RES and reduce the need to curtail “surplus electricity”. As a consequence, sector coupling can
reduce the combined cost of energy. This development can be observed in figure 5.1, which shows
that across all communities and regardless of the case (B,F,/), increasing shares of electricity are
used by electric heating systems. P2G as the second sector coupling process, is limited to the F
cases where an electrolyzer is already in use for the supply of FCEVs and only small additional
investments are necessary to feed hydrogen into the natural gas supply. Yet, even in the F cases,
the extent to which P2G is used, is considerably smaller compared to P2H. This is a first indication
that, compared to other developments in the energy sector - namely the transition to electric heat-
ing systems - P2G as one of two co-benefits of the H, infrastructure of FCEVs provides only little
economic value to the energy system. This development will be discussed in more detail in one of
the following sections (sec. 5.1.2).

5.1.1.2 Supply

The supply of electricity is presented in figure 5.2. The data shows that the use of grid electricity’
(M, fig. 5.2) remains fairly constant in all communities between 2025 and 2035. Consequentially, the
increasing demand is met by additional installations of RES, i.e. wind (M) and solar (") power. There
are only slight (DE) or small (CA) differences across the three cases: a decrease can be observed
in the F cases whereas the opposite is true in B cases. This finding is related to the different load
following capacities of BEVs and FCEVs, which will be investigated in more detail in the following
section 5.1.1.3: on the one hand, H, can easily be generated in times of high RES generation and
buffered in Hy storage tanks for later FCEV refueling. BEVs, on the other hand, are assumed to
have inflexible charging profiles (fig. 3.8), which prevents them from charging specifically when
generation from solar panels or wind turbines is plentiful. The results further indicate that despite
the sector coupling through P2H, considerable amounts of RES generation are curtailed (surplus,
). This leads to the following two conclusions.

Firstly, a profitable implementation of P2G appears unlikely. The abundance of (inexpensive) sur-
plus electricity is considered an important prerequisite for profitable operation of P2G in recent
publications [6,403]. As shown in figure 5.2, surplus electricity is available in the communities, yet
only small shares of the electricity in the community are actually used for P2G (fig. 5.1). P2G will
be investigated in more detail in section 5.1.2.2.

' Grid electricity is generated by a mix of large conventional power plants but also an increasing share of renewable
energy sources. The estimated RES share in the power grid as well as the corresponding CO, emissions in 2025 and
2035 are shown in figure 3.15.
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Fig. 5.2: Electricity supply per person in the communities in 2025 and 2035.

Secondly, storage systems provide little economic value as long as electricity can still be obtained
from the power grid. The combination of large RES capacities, small storage systems and curtail-
ment appears to be more economic than smaller RES capacities and larger storage systems. The
role of Hy grid storage and V2G in this context will be analyzed in-depth in sections 5.1.1.4 and
5.1.1.5. For now, figure 5.2 demonstrates, that only very small amounts of electricity are generated
from Hy by stationary fuel cells () which implies that H» grid storage is barely used. In DE, small
amounts of hydrogen are converted to electricity in 2035 when FCEVs are used (F case), whereas
the lower grid electricity prices prevent an economically viable operation of Hs grid storage in CA.

The RES and storage capacity for each case is provided in figure 5.3. Compared to the all-ICV
reference case I/, FCEV deployment leads to a considerable increase in the use of both solar and
wind power. BEVs on the other hand require significantly smaller amounts of RES installations for
two main reasons:

Firstly, much less energy is required to meet the same energy demand for transportation. Sec-
ondly, because of the previously described inflexible charging profiles, the ability of BEVs to use
intermittent RES is much more limited than in the F case, and leads to a slightly higher use of grid
electricity. The impact of BEV charging and H, generation for FCEVs on the electric load profile of
the communities will be analyzed in the following section.
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Fig. 5.3: Overall wind and solar power installed per person in the communities in 2025 and 2035.
The numbers above the columns represent the share of the electricity demand met by
these local installations. They do not include curtailed electricity nor the electricity genera-
tion from RES in the power grid.

Findings | — Electricity demand and supply

1. Electricity demand
The use of FCEVs instead of BEVs will result in a 2.5 - 2.6 times higher electricity
consumption to meet the same transportation demand.

2. FCEV co-benefit Power2Gas
Power2Gas and Power2Heat offer the possibility to increase the capacity utilization of
intermittent RES and reduce the combined cost of heat and power. The results show
that Power2Heat is used to a much larger extent than Power2Gas. Surprisingly this is
also true for the F case, where the electrolyzer supplying FCEVs could in idle times be
used for Power2Gas. This will be further examined in section 5.1.2.

3. Electric storage / FCEV co-benefit H, grid storage
Only very small capacities of electric storage systems are installed. While a combi-
nation of smaller RES capacities and larger electric storage systems would avoid the
need to curtail, it also proves to be less economic than large RES capacities, small
storage systems and curtailment. This holds true for both Li-lon battery storage and
the second co-benefit of FCEV deployment, H, storage.
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5.1. Energy demand and supply

5.1.1.3 Load profiles and RES integration potential

The previous section focused on the electricity consumption and supply structure and as such
highlighted the differences on how much additional electricity will be required by BEVs or FCEVs.
In the present section, the electric load profiles will be investigated to determine when BEVs are
charged or Hy is generated for FCEVs and how it affects the total load profile. On that basis, the
degree to which BEVs and FCEVs use electricity from intermittent renewable energy sources (RES)
will be determined. For the sake of brevity, the analysis is limited to the two larger communities
Neumarkt i.d.Opf. (NEU) and Lincoln (LIN) and the year 2035. Within this section, circled numbers
(e.g. (1), (2), ...) are used to reference statements in the text to the data provided in the figures.

Battery electric vehicles — B case (38% BEVs, 62% ICVs), Neumarkt i.d.Opf., Germany

As previously mentioned during the description of the limitations of this work (sec. 2.4), the scenario
assumes that BEV charging and FCEV refueling patterns in 2025 and 2035 will be similar to 2015.
Moreover, “smart charging” (active load management of BEVs, sec. 4.1.2) is not considered, which
would otherwise allow to shift BEV charging to times when RES generation is plentiful. This effec-
tively means, that the following results regarding the RES share of electricity used by BEVs can be
seen as a “worst case assessment” which is likely to be surpassed as soon as BEVs are charged
in a “smart” manner. In contrast, FCEVs are widely unaffected by these assumptions given that the
H> system (through electrolyzer & buffer storage) provides a high degree of flexibility.

Yet, even with these limitations, the load profiles in figures 5.4 (summer) and 5.5 (winter) suggest
that BEVs fit quite seamlessly into the energy system of NEU. Regardless of the season, BEV
charging (—) has only a small impact on total load (—). This can be explained by fairly smooth
charging profiles which already incorporate a certain degree of workplace charging (sec. 3.1.3).
With a peak load of 5 MW, BEVs make up for less than 10% of the total peak load of 55 MW ((1),
figs. 5.4 and 5.5).

BEVs account for about 7% (27 GWh) of the total electricity demand (397 GWh). The remaining
electricity demand relates to lighting and appliances in buildings with 62% (247 GWh, compare
fig. 5.1) and electric heat pumps with 31% (122 GWh). During the summer, the greater share
of electricity is generated by local RES such as solar (') and wind power (M) whereas the winter
months are characterized by a significantly higher share of grid electricity (") due to decreased
solar power output ((2), fig. 5.5). Yet, wind power generation alone can still be sufficient to meet
the total electricity demand on certain days ((3), fig. 5.4). Over the year, 44% (175 GWh) of the
electricity demand is met by grid electricity, with another 56% (227 GWh) generated by local RES
(68% wind/32% solar). With current BEV charging profiles, 47% of the electricity would be imported
through the power grid in addition to another 53% generated by local RES.

In this context, Vehicle2Grid (V2G, ), a co-benefit of BEV deployment, proves to be a promising
addition to the power sector by storing electricity generated by RES to times of higher electricity
demand ((), fig. 5.4). The 86 MWh of available V2G capacity? meet 3.8% (15 GWh) of the electricity
demand with electricity stored in times of high RES generation. It follows that even without the
consideration of smart charging, BEVs demonstrate their potential to facilitate the integration of
intermittent RES.

2 V2G capacity = number of BEVs x BEV capacity x availability. For NEU: 38% BEVs of 25,150 vehicles = 9,500
BEVs with an average capacity of 60 kWh which are assumed to be available 15% of the time = V2G capacity
= 9,500 x 60 kWh x 15 % = 86 MWh.
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Fig. 5.4: Electricity generation, demand and storage profile for two summer weeks in Neumarkt
i.d.Opf. in 2035 and a penetration rate of 38% (62% ICVs).

Over the course of the year, each BEV would contribute with roughly 26 full battery charging cycles®
to the energy system, which is an increase by 62% compared to the 43 cycles from driving. Another
2.4% (10 GWh) of RES generation is stored by stationary batteries (M) with a capacity of 28 MWh.
Despite these efforts to store electricity, RES generation exceeds demand by about 16%, resulting
in curtailed surplus electricity of 65 GWh.

Interestingly, stationary batteries are charged prior to the BEVs’ batteries ((5), figs. 5.4 and 5.5),
because of an effect that is commonly described as “merit order”. There are two reasons for this,
the first being the type of costs associated with these storage systems: The use of stationary bat-
teries is associated with additional investment and fixed cost, but no variable cost. In contrast, V2G
increases the utilization of already invested capital (cost of the BEV) at a premium per unit of elec-
tricity stored (to compensate for potentially higher battery aging due to V2G). Hence, once batteries
are installed in the communities, they are used prior to V2G until their capacity is exhausted, lead-
ing to the observed merit order effect. The second reason which contributes to this merit order
is the efficiency of the storage systems themselves (compare sec. 4.3.2). A stationary battery is
“specialized” on energy storage and expected to provide a higher round-trip efficiency (npatt = 89 %,
tab. 4.18) than a BEV for which V2G (nv2g = 81 %, tab. 4.17) is more of a byproduct considering
that its primary purpose is to provide transportation. Thus, in an attempt to limit the loss of energy,
stationary batteries are used prior to V2G.

3 Assumes an even distribution over all BEVs. # V2G cycles = Energy stored through V2G/(# BEVs x BEV capacity)
= # V2G cycles = 15 GWh/(9500 x 60 kWh) = 26.3
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Fig. 5.5: Electricity generation, demand and storage profile for two winter weeks in Neumarkt i.d.Opf.
in 2035 and a BEV penetration rate of 38% (62% ICVs).
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Fig. 5.6: Electricity generation, demand and storage profile for two summer weeks in Lincoln in 2035
and a penetration rate of 38% (62% ICVs).

Battery electric vehicles — B case (38% BEVs, 62% ICVs), Lincoln, California

In Lincoln (LIN), California, the situation is quite different from NEU as the underlying BEV charging
patterns are characterized by a distinct load peak around midnight ((6), figs. 5.6 and 5.7) due
to current Time-of-Use (TOU) tariffs (compare fig. 3.8). Combined with the higher overall energy
demand for transportation and the lack of smart charging, BEV charging leads to a far bigger impact
on total electric load as compared to NEU. The load profiles for Lincoln are provided in figures 5.6
(summer) and 5.7 (winter). With 39 MW, BEV charging has a considerably larger impact on the load
profile (total peak 88 MW).

BEVs account for about 16% (56 GWHh) of the total electricity demand (348 GWh) in LIN. The
remaining electricity demand relates to lighting and appliances in buildings with 70% (243 GWh,
compare fig. 5.1) and electric heat pumps with 14% (49 GWh). During the summer, the greater
share of electricity is generated by local RES, primarily solar power which is still sufficient to meet
the electricity demand on most days during the winter. Over the year, 40% (142 GWh) of the
electricity demand is met by grid electricity, with another 60% (211 GWh) generated by local RES
(31% wind/69% solar). With current BEV charging profiles, 71% of the electricity would be imported
through the power grid in addition to another 29% generated by local RES.

V2G is used in a similar way as compared to the German community NEU. With 111 GWh of
V2G capacity*, about 6.7% of the total electricity demand would be covered through V2G. On a per-
vehicle-basis, V2G would result in 32 battery charging cycles which is an increase of 47% compared
to the 68 driving cycles.

4 V2G capacity = number of BEVs x BEV capacity x availability. For LIN: 38% BEVs of 32,500 vehicles = 12,300
BEVs with an average capacity of 60 kWh which are assumed to be available 15% of the time = V2G capacity
=12,300 x 60 kWh x 15 % = 111 MWh.
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Fig. 5.7: Electricity generation, demand and storage profile for two winter weeks in Lincoln in 2035
and a penetration rate of 38% (62% ICVs).

Because the grid electricity price is relatively low in LIN (compared tab. 3.2), there is a smaller
incentive to invest in additional battery storage compared to curtailment. As a result, only 0.3% (1.2
GWh) of the RES generation is stored by stationary batteries (M) with a capacity of 2.8 MWh ((7),
fig. 5.6). RES generation exceeds demand by 5.8%, resulting in curtailed surplus electricity of 20
GWh.

Fuel cell electric vehicles — F case (38% FCEVs, 62% ICVs), Neumarkt i.d.Opf., Germany
Figures 5.8 (summer) and 5.12 (winter) illustrate the load profiles in NEU when FCEVs are used
instead of BEVs. Hydrogen (H») is predominantly generated in times of high RES generation (91%)
and stored for later FCEV refueling, in order to avoid the use of more expensive grid electricity (9%).
As a consequence, the electrolyzer is operated intermittently and with a low capacity utilization of
30% (2,600 full load hours over the course of the year). Moreover, about 70% most of its operating
time, the electrolyzer operates at or above 90% of its peak power of 32 MW.

H> generation for FCEVs accounts for about 15% (69 GWh) of the total electricity demand (452
GWh) in NEU. An additional 4% (16 GWh) and 1% (4.7 GWh) are used in the H» generation for
Power2Gas (P2G) and H. grid storage. The remaining shares relate to lighting and appliances
in buildings with 55% (247 GWh, compare fig. 5.1) and electric heat pumps with 25% (115 GWh).
Conditions for RES generation are obviously identical to the BEV case, which means that during the
summer most of the demand is met by solar and wind power ("'/M), whereas the winter months are
characterized by an extended use of grid electricity ("' / (8), fig. 5.12). Throughout the year, 37%
(167 GWh) of the total electricity demand is met by grid electricity, with another 63% (284 GWh)
generated by local RES (33% wind/67% solar). An additional 12% (56 GWh) of RES generation is
curtailed.
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i.d.Opf. and a FCEV penetration rate of 38% (62% ICVs).

cGH, 350 bar storage
—— FCEV refueling demand

cGH, 880 bar storage
Total H, demand

I Electrolyzer

I i I i I i I i I i I i INEU2035-F
40 -
E AN
)
§ 20Ff / .
T = ]
52
= 0
(2]
IN
220 + -
| 1 | 1 | 1 | 1 | 1 | 1 |
MON TUE WED THU FRI SAT SUN MON TUE WED THU FRI SAT  SUN
| 1 | 1 | 1 | 1 | 1 | 1 |
o 400 | .
5 S
@]
» S 200 -
IN ~ i E
1 \ | L | L 1 L 1 L 1 L |
4368 4416 4464 4512 4560 4608 4656

Time (hours) - First two weeks of July

12

(tons)
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penetration rate of 38% (62% ICVs).
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5.1. Energy demand and supply

36 MWh of battery storage capacity (M) are used to meet 2.6% (12 GWh) of the electricity demand.
Another 0.4% (1.9 GWh) are met by H» grid storage using a stationary fuel cell () with a power
output of 0.8 MW ((9), fig. 5.8). Figure 5.10 shows that the fuel cell is primarily operated during the
late spring and summer months.

Furthermore, comparison of fuel cell operating scheme and the need for curtailment (fig. 5.11)
shows good correlation. This indicates that, in most cases, the fuel cell is put to use when H,
can be generated during the day from electricity that would otherwise have been curtailed. The
stored energy is then used to offset grid electricity consumption when RES generation is lower in
the evening or during the night (compared inset in fig. 5.8).

In addition to the electric load profiles (figs. 5.8 and 5.12), the Ho demand and supply structure
is shown in figures 5.9 (summer) and 5.13 (winter). The graphs clearly illustrate the intermittent
operation of the electrolyzer (M). H, is generated, compressed and stored when solar and wind
power generation is high (, figs. 5.8 and 5.12), and released from storage to supply FCEVs (—),
P2G or the Ha fuel cell at a later point in time (total Ho demand, —).

With 313 MWh, the storage capacity (cGH2 350 bar = /880 bar ) is just below 10 tons of Hy, and
would - when fully charged - be sufficient to meet the FCEVs’ Hy demand for 2.7 days without the
need to generate additional Ho through the electrolyzer. As such, the hydrogen storage is operated
as an intra-day (daytime-nighttime) or inter-day (between a few days) short-term storage and not
for long-term, i.e. seasonal, storage. Combined with the circumstance that only very little Hs is
converted back to electricity, the economic value of FCEVs’ co-benefit, H, grid storage, can be
considered low. A sensitivity analysis on the use of H» grid storage depending on the cost of H»
system components and the grid electricity price is provided in section 5.1.1.5.

Capacity utilization of the H, fuel cell (100% = full load @ 830 kW)
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Fig. 5.10: Capacity utilization of the stationary H fuel cell in NEU (F case) for each hour of the year.
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Fig. 5.12: Electricity generation, demand and storage profile for two winter weeks in Neumarkt
i.d.Opf. and a FCEV penetration rate of 38% (62% ICVs).
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Fig. 5.13: H> generation and demand profile for two winter weeks in Neumarkt i.d.Opf. and a FCEV
penetration rate of 38% (62% ICVs).
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5.1. Energy demand and supply

Fuel cell electric vehicles — F case (38% FCEVs, 62% ICVs), Lincoln, California

Figures 5.14 (summer) and 5.16 (winter) illustrate the hydrogen (Hz) generation in Lincoln (LIN).
Similar to NEU, Hy is predominantly generated in times of high RES generation (89%) and stored
for later FCEV refueling (@, figs. 5.14 and 5.16), in order to avoid the use of more expensive
grid electricity (11%). The electrolyzer is operated with a slightly higher capacity utilization of 33%
(2,850 full load hours). During 62% of the system uptime, it operates at or above 90% of its peak
power of 50 MW.

H> generation for FCEVs accounts for about 32% (141 GWh) of the total electricity demand (447
GWh) in LIN. An additional 3.2% (14 GWh) of electricity are used to supply Power2Gas (P2G),
whereas Hy grid storage is not used at all due to lower grid electricity prices compared to Neumarkt
i.d.Opf.. The remaining shares relate to lighting and appliances in buildings with 54% (243 GWh,
compare fig. 5.1) and electric heat pumps with 11% (48 GWh). During the summer, the greater
share of electricity is generated by local RES (@, figs. 5.14 and 5.16), particularily solar power
which is still sufficient to meet the electricity demand on most days during the winter. Throughout
the year, 29% (128 GWh) of the total electricity demand is met by grid electricity, with another 71%
(318 GWh) generated by local RES (23% wind/77% solar). Due to the lower grid electricity prices,
storage of RES generation is less attractive. Hence, only 3.8 MWh of battery storage capacity are
used which meet 0.3% (1.5 GWh) of the electricity demand. An additional 6.3% (28 GWh) of RES
generation is curtailed.

The comparison of the electric load profiles in figures 5.14 and 5.16 with the corresponding Hz
demand and supply profiles in figures 5.15 (summer) and 5.17 (winter) clearly illustrates the cor-
relation between solar power generation and H, generation (M). Similar to Neumarkt i.d.Opf., Ha
is generated, compressed and stored when RES generation is high, and released from storage to
supply FCEVs (—) or P2G at a later point in time (total H> demand, —). Interestingly, the total load
is congruent with the FCEV refueling profile (— equals —) during the winter (@, fig. 5.17) which
suggests, that the limited availability of solar power prevents a profitable operation of P2G.

With a smaller storage system (202 MWh or 6 tons of hydrogen) but higher FCEV Hy demand, the
fully charged storage would only be capable to meet FCEVs’ H, demand for 21 hours without the
need to generate additional Hao through the electrolyzer. The hydrogen storage is operated as an
intra-day (daytime-nighttime) or inter-day (between a few days) short-term storage and not as
long-term seasonal storage.
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Fig. 5.14: Electricity generation, demand and storage profile for two summer weeks in Lincoln and
a FCEV penetration rate of 38% (62% ICVs).
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Fig. 5.16: Electricity generation, demand and storage profile for two winter weeks in Lincoln and a
FCEV penetration rate of 38% (62% ICVs).
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5. Results

Findings Il — RES integration potential and impact of EVs on total electric load

. Impact on the load profile

Even without smart charging, BEVs have little impact on the total electric load in the
German communities (DE). The situation is quite different in California (CA), where
BEVs have a considerable impact on total load based on the underlying TOU charging
profiles. As a result, smart BEV charging schemes and additional (workplace) charg-
ing infrastructure are of central importance to benefit from solar power. When FCEVs
are used, the Ho system demonstrates its great potential to use intermittent RES gen-
eration. Yet, the intermittent operation scheme results in a capacity utilization of the
electrolyzer of only 30% and also leads to a considerable impact on the load profile in
the communities.

. RES share (EVs only)

With current BEV charging profiles and without smart charging, BEVs capacity to use
local RES is limited to 12 to 53%°, whereas FCEV reach a much higher share of 82 to
91%?® due to the flexibility provided by the H, generation and storage system.

. RES share (total)

The overall difference in the communities is less distinct: In the B cases’, 43 to 60% of

the overall electricity demand are met by local RES while 54 to 71% are used in the F
8

cases®.

. BEV co-benefit Vehicle2Grid (V2G)

V2G meets between 3.8 to 6.7% of the electricity demand with RES generation stored
in BEVs'’ batteries. This operating scheme would increase BEVs’ battery utilization rate
by about 50% in 2035.

. FCEV co-benefit H, storage

Despite the occurrence of large amounts of electricity surplus in DE and CA, H» grid
storage plays no significant role as an electric storage system. Between 0.2 and 0.4%
of the electricity in the German communities would be generated by a stationary fuel
cell in 2035 whereas no conversion of Hy to electricity takes place in CA. Moreover, Ha
is only stored in the short-term and not used for seasonal storage.

5 PUT 45%, NEU 53%, LAH 12%, LIN 29%
6 PUT 82%, NEU 91%, LAH 87%, LIN 89%
7 PUT 48%, NEU 56%, LAH 43%, LIN 60%
8 PUT 54%, NEU 63%, LAH 58%, LIN 71%
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5.1. Energy demand and supply

5.1.1.4 Vehicle2Grid (V2G)

Succeeding the discussion on electricity supply, demand and load profiles, some more light will be
shed on the different co-benefits of BEVs and FCEVs using two-way sensitivity analyses.

In this section, V2G will be examined by analyzing the amount of electricity provided by the vehicles’
on-board batteries when the values for the input parameters grid electricity price and variable cost of
V2G are varied in the simulation model. The first parameter, grid electricity price (Tab. 3.2) is part
of this analysis, as it determines whether storage of intermittent RES generation is economically
viable or if grid electricity consumption is less expensive. The second variable is the cost of V2G
per kilowatt-hour stored. This variable cost accounts for the possibility, that additional charging
cycles due to V2G could have a negative impact on the battery life. In the base scenario, variable
cost of 13 $-ct (2025) and 9 $-ct (2035) are charged per kWh stored (compare sec. 4.3.2.1). Both
grid electricity price and the cost of V2G are subject to considerable uncertainty, for which reason
they are varied on a wide spectrum from 50% (100% = base value = half the base value) to 200%
(twice the base value) in the B case calculations for all four communities. The resulting share of
electricity demand met by V2G is presented in figures 5.18 and 5.19 for the years 2025 and 2035.
A negative correlation between the variable cost of V2G and the extent to which V2G is used, can be
observed across all communities and time frames. As V2G becomes more expensive, the lesser it
is used. Likewise, one might expect a positive correlation between increasing grid electricity prices
and the use of V2G.

On the one hand, this would mean that V2G is used to a larger extent in the German (DE) communi-
ties Putzbrunn (PUT) and Neumarkt i.d.Opf. (NEU) compared to Los Altos Hills (LAH) and Lincoln
(LIN) given that grid electricity is considerably more expensive in DE. In 2025, this holds true for the
base scenario (100%/100%), where 1.6 to 1.7% of the electricity demand are met by V2G in PUT
and NEU, while V2G provides 1.3% of the electricity in LAH, but no V2G is used in LIN. However, in
most other scenarios both in 2025 and 2035, V2G is actually used to a larger extent in CA. On the
other hand, a positive correlation between grid electricity price and the use of V2G would lead to an
increase of the electricity stored using V2G with increasing grid electricity price. Interestingly, the
opposite can be observed in fig. 5.18 when the grid electricity price is further increased from 150%
to 200% of its 2025 base value. The same holds true for 2035, where less V2G is used as the grid
electricity price increases to 150% or 200% of its base value.

Both observations are the result of the competition between the two electricity storage technologies
V2G and stationary batteries. As this was only briefly discussed at the beginning of the preceding
section, when a merit order effect occurred among these two technologies in the load profiles, a
more detailed description is provided as follows.

Based on the results in section 5.1.1.2, an investment in stationary batteries does not appear to be
economically viable with the grid electricity price at its base value. Hence, under these conditions,
V2G provides the primary means to store electricity from intermittent RES generation as long as
the cost of V2G (adjusted for energy losses) is lower than the purchase of grid electricity. With
increasing grid electricity prices, the investment in stationary batteries is offset by the savings that
are realized when more RES electricity is stored to reduce the demand for grid electricity. To
support this statement, the share of electricity demand met by stationary batteries is provided in
section A.4.1 of the appendix (2025, fig. A.14 / 2035, fig. A.15). Given that the primary purpose
of stationary batteries is to shift electricity generation from RES®, any wear associated with the use

® In contrast to BEVs, whose primary purpose is to provide transportation.
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Fig. 5.18: Two-way sensitivity analysis (Variable cost of V2G / Grid electricity price) on the share of
electricity demand met by V2G in the B case in 2025. The results at 100%/100% were
determined with the base scenario values for the two parameters (sec. 2.2).

of this asset over its lifetime is assumed to be part of their initial investment cost'?. Under these
conditions, once batteries are installed, they are used prior to V2G to avoid the variable cost of

V2G. The resulting (merit) order is further promoted by the circumstance that stationary batteries
are more efficient than V2G.

In summary, increasing grid electricity prices demonstrate the expected positive correlation with the
use of V2G in the range of 50% to 100%. A further increase of the grid electricity price to 150% or
200% shows a positive correlation with the use of stationary batteries which results in a decreasing
use of V2G.

Nevertheless, V2G provides a distinct advantage to the communities in most scenarios. In 2025, a
total share of 1 - 2% (DE/CA) of the electricity demand in the communities are met with electricity
generated by RES that was stored in the BEVs’ on-board batteries. This further increases to 1 - 5%

1% Hence, stationary batteries cause investment and fixed cost, but no variable cost; compare sec. 4.3.2.2
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Fig. 5.19: Two-way sensitivity analysis (Variable cost of V2G / Grid electricity price) on the share of
electricity demand met by V2G in the B case in 2035. The results at 100%/100% were
determined with the base scenario values for the two parameters (sec. 2.2).

(DE) and 2 - 8% of the electricity demand in 2035. Shares are obviously higher in 2035 as variable
cost decreases compared to 2025 and more BEVs with larger battery capacities and thus more
V2G capacity is available.
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5. Results

Findings Il — BEV co-benefit Vehicle2Grid (V2G)

1. BEVS’ co-benefit Vehicle2Grid (V2G)

In the vast majority of the scenarios, V2G provides an economic benefit to the commu-
nities. In 2025, about 1 - 2% of the electricity demand in the communities is met by
V2G. A decade later, due to larger V2G capacity and decreasing variable cost, 1 - 5%
(DE) and 2 - 8% (CA) of the electricity demand are met by V2G.

. Dependencies

The sensitivity analyses reveal a negative correlation between the extent to which V2G
is used and the variable cost of V2G. Likewise one could expect that increasing grid
electricity prices result in the extended use of V2G. However, given that stationary bat-
teries provide a substitute for V2G, increasing electricity prices were found to rather
increase the use of stationary batteries at the expense of V2G.

This relationship also explains the higher V2G shares in CA compared to DE: The
higher grid electricity prices in DE provide a bigger incentive to install additional sta-
tionary batteries compared to CA. Due to this, a larger share of the electricity demand
is met by stationary batteries in DE thereby decreasing the overall use of V2G com-
pared to CA.
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5.1.1.5 H, grid storage
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Fig. 5.20: Two-way sensitivity analysis (Cost of H, system / Grid electricity price) on the share of
electricity demand met by H» fuel cells (Hz grid storage) in the F case in 2025. The results
at 100%/100% were determined with the base scenario values for the two parameters
(sec. 2.2).

From the previous sections emerged that Ho grid storage, as one of two potential co-benefits of
the Ha infrastructure for FCEV supply, faces rather gloomy prospects (detailed in Findings | and
Findings ). Despite the circumstance, that a stationary fuel cell is the only missing part'' in the F
case to provide H» grid storage, i.e. generate H, in times of high RES generation and convert it back
to electricity at a later point in time, it turned out that H, grid storage is barely used in the German
communities (DE) and not used at all in California (CA). Similar to the section on V2G (sec. 5.1.1.4),
a two-way sensitivity analysis is conducted to challenge this result and discuss possible outcomes
when conditions are different from the base scenario. In this analysis, the first parameter is again
the price of grid electricity, while the second parameter is the cost of Hy system components’2.

The impact of the co-benefit Ho grid storage in 2025 is illustrated in figure 5.20, which shows the

" As electrolyzer and a certain amount of storage are already in place to supply FCEVs.
'2 Includes all available Hy technologies, i.e. electrolyzers, compressors, liquefier, cryo-pump, gaseous and liquid storage
as well as P2G and the stationary fuel cell.
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Fig. 5.21: H, storage level and cumulative electricity generation of the stationary fuel cell in the
Neumarkt i.d.Opf. when H» system cost is cut in half (50%) and grid electricity price is
increased to 200% of their base scenario values in 2025.

share of the electricity demand met by a H» fuel cell. In neither of the four communities, H, is
converted back to electricity in the base scenario. Only if conditions change in favor of Hy grid
storage, i.e. by reducing the cost of Hy system components and/or through increasing grid electricity
prices, increasing amounts of Hy are used to offset grid electricity consumption. For example, if the
cost of the Ho system components were to be reduced by 50% and grid electricity prices doubled
at the same time, about 7% (DE) or 2 - 4% (CA) of the electricity demand in the communities in
DE would be met by stationary fuel cells. However, under these conditions, the alternative to Hx
grid storage, stationary batteries, would be used to meet about 7 - 9% (DE) or 3 - 5% (CA) of the
electricity demand (compare appendix, fig. A.16).

Figure 5.21, which shows the use of the H» fuel cell (—) and the total H, storage level (cGH. M /
LH, M) for NEU (50% H» system cost / 200% grid electricity price), reveals another finding: most of
the electricity generation of the Hs fuel cell occurs during the spring and summer months and not in
the winter months (This operating scheme could also be observed in figure 5.10 in section 5.1.1.3.).
In combination with the way the storage is operated over the course of the year, it can be concluded
that the Hy system is not used for seasonal grid storage but rather as a supplement to stationary
batteries for short-term storage.

The “short-term rather than long-term” reasoning for the operating strategy of a storage system is
further explained in the following (simplified) example:

The annualized cost for adding 1 kilowatt-hour of a certain storage system that can be used as
either short- or long-term storage is BV ($). Annual fixed costs for operation and maintenance are
Bﬁx ($). The storage can be completely filled at a price p ($) and the energy is later sold at a price
price s ($) (s > p). The annual return r ($) of this storage is then defined by equation 5.1 where the
variable ¢ (-) represents the number of full charging cycles over the course of the year.

r=(s—p)-c— (B +pY) (5.1)

Under these simplified assumptions, the economic return r that can be realized with this storage
system depends only on the number of cycles ¢ over the course of the year. Because of this, a long-
term operating scheme with fewer cycles will always lead to a lower return compared to an operating
strategy where the storage is instead used on a short-term basis. Without an additional incentive,
which makes long-term storage more economically attractive, a short-term operating strategy will
always be more favorable from an economic standpoint.
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Fig. 5.22: Two-way sensitivity analysis (Cost of Hy system / Grid electricity price) on the share of
electricity demand met by H» fuel cells (Hz grid storage) in the F case in 2035. The results
at 100%/100% were determined with the base scenario values for the two parameters
(sec. 2.2).

In 2035, conditions for the use of Hy grid storage improve due to the extended use of renewable
electricity generation (compare figs. 5.2 and 5.3) and the decreasing cost of H, system components
(ch. 4). Yet, in the base scenario, Hso grid storage is still barely (DE) or not (CA) used. The data in
figure 5.22 shows, that further cost reductions of the H, system components offer the greatest po-
tential to increase the share of H, grid storage. However, even if the cost of Ho system components
were cut in half, stationary batteries would be used to a larger extent than Hy grid storage. While 2
- 6% (DE) or 1 - 6% (CA) are met by electricity generated from H, in a fuel cell, 2 - 9% (DE) or 3 -
15% (CA) of the electricity demand are supplied by batteries (compare appendix, fig. A.17).

So far, the data has shown that Ho grid storage plays almost no role in the base scenario, but
if conditions were to change, it would — in addition to stationary batteries — be used to meet a
considerable share of the electricity demand. This leads to the question how F case and B case
compare under these conditions. In other words, if these conditions occur, can Hs grid storage
provide a considerable advantage for FCEVs compared to BEVs?

To answer the question, both B and F case are investigated in Neumarkt i.d.Opf.(NEU) in 2035,
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when the cost of the H, system components is cut in half (50%) and grid electricity price is twofold
(200%) its base value. This configuration is chosen as it results in the most extensive use of Ha grid
storage among all considered possibilities in 2035 (compare fig. 5.22).

The Sankey diagrams in figures 5.23a and 5.23b present the energy flows in the community, when
38% of the vehicle fleet are either BEVs (2035 B case, fig. 5.23a) or FCEVs (2035 F case, fig.
5.23b). In the latter case, a total of 124 GWh (3,700 tons) of H, are generated by the electrolyzer
with a power rating of 53 MW. About a third of its Ho production, 41 GWh (1,200 tons) is used in the
transportation sector for FCEV refueling. An additional 34 GWh (1,000 tons) are transferred to the
heat sector through P2G and 49 GWh (1,500 tons) are converted back to electricity in the stationary
fuel cell (16 MW).

Interestingly, under these conditions, the opposite B case would also install a powerful Ho system.
A total of 100 GWh (3,000 tons) are generated by an electrolyzer with a 20% lower power rating
(43 MW). The most striking finding emerging from the comparison of the two figures is, that the
amount of Hy used for P2G increases by 15% to 36 GWh (1,100 tons) and the quantity of H, used
for electricity generation (Hz grid storage) in a similarly sized fuel cell (16 MW) increases by 33%
to 65 GWh (1,900 tons). At first sight, it might seem surprising in this scenario, that the two H»
co-benefits associated with FCEVs, P2G and Hy grid storage, are used to a greater extent when
BEVs are used instead of FCEVs. However, considering that BEVs require more than 2.5 times less
electricity per distance traveled than FCEVs (compare Findings 1), it is apparent that more energy
will be made available to stationary applications like P2G as less energy is required to meet the
energy demand of the vehicles.

In this context, the data in figures 5.23a and 5.23b further reveals that the energy demands in the
community can be covered at lower cost and lower CO, emissions when BEVs are used. On the
one hand, slightly less RES capacity is installed when BEVs are used (155 MW of solar panels
instead of 166 MW) while grid electricity consumption decreases at the same time (B 47 GWh/F 49
GWh). On the other hand, due to the larger extent of P2G, less natural gas (B 60 GWh/F 62 GWh)
is purchased. Moreover, as more heat pumps are used in the B case, less heating oil is used. (B
123 GWh/F 126 GWh). Each of these four aspects does not only reduce total cost in the B case,
but also decreases total CO» emissions — even if CO, emissions play only a very subordinate role
in the objective function (sec. 2.1.1.5).
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(a) Energy flows [GWh] in NEU in 2035 for the B case.(*)
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(b) Energy flows [GWh] in NEU in 2035 for the F case.(*)
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Fig. 5.23: Energy flows [GWh] in Neumarkt i.d.Opf. (NEU) in 2035 (*) under the condition that Hp
system cost decreases to 50% and grid electricity price increase to 200% of the base
scenario values. Compare to base scenario in figure 5.34. The “H, loops” indicate stor-
age for the stationary fuel cell or Power2Gas. For example, 48 GWh of cGH. are stored
at 350 bar and 4 GWh are stored as LH» throughout the year in the F case (b).
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Findings IV — FCEV co-benefit H» grid storage

1. Economic value added through H», grid storage in the F case

The potential co-benefit of FCEV deployment, generation and storage of Hy in times of
high RES generation for later reconversion to electricity in a stationary fuel cell, is not
(CA 2025/2035, DE 2025) or barely (DE, 2035) used in the base scenario. That said, if
the costs of Hp system components decrease and grid electricity prices increase at the
same time, H» grid storage would be used to a larger extent. However, in almost all of
these scenarios, stationary batteries meet a larger proportion of the electricity demand
than H. fuel cells.

2. Short-term vs. long-term (seasonal) storage
Provided that electricity can be obtained from the power grid at any point in time, Hy is
not generated in times of high RES generation during the summer and stored in large
quantities for electricity generation when solar power output is low during winter.

3. Economic value added through H, grid storage for FCEVs compared to BEVs
Even in a scenario, where low Hy system cost and high grid electricity prices improve
the conditions for the use of a stationary fuel cell, Ho grid storage would not lead to
an advantage of FCEVs compared to BEVs. This can be explained by the difference
in the vehicles’ efficiencies and resulting transportation energy demands (compare
Findings I). When BEVs are used, less electricity is required to travel the same distance
compared to FCEVs and more energy can be used in other applications such as Hy
grid storage or P2G.
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5.1.1.6 Power sector CO, emissions
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Fig. 5.24: Power sector CO, emissions per person in the communities in 2025 and 2035.

The power sector CO. emissions associated with the use of electricity are illustrated in figure 5.24.
They depend solely on the amount of grid electricity used as neither of the three alternative technol-
ogy options for the supply of electricity, solar power, wind power or Hs fuel cells, emit CO, during
operation. In combination with the previously presented electricity supply structure (fig. 5.2), two
observations can be made: Firstly, CO, emissions are higher in DE compared to CA'3, which, given
that similar amounts of grid electricity are used, is the result of the overall higher CO» intensity in
the German power grid compared to CA. Secondly, at a small distance compared to the F and /
cases, the highest CO» emissions in the power sector are released in the B cases.

In figure 5.25, the CO, emissions of the electricity supply (fig. 5.24) are plotted against the installed
RES capacity (combined wind and solar power). As such, the data provides an overview on the
necessary amount of RES installations in each of the three cases (/ O, B O, F /) and the cor-
responding reduction of CO, emissions in the power sector. The results indicate that the distinct
increase in RES capacity between B and F cases (2025: 15 to 62%, 2035: 17 to 73%), only leads
to a comparably small change in the power sector CO2 emissions (2025: -18 to -2%, 2035: -10
to -2%). Combined with the results from the previous sections, it appears that the additional RES
capacities are primarily used to meet the higher energy demand of FCEVs (see Findings I) and
provide little economic value to the communities beyond the transportation sector.

'8 Compare tab. 3.2; DE/CA 2025 — 380 / 244 g/kWh, 2035 — 273 / 181 g/kWh
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Fig. 5.25: a) Power sector CO» emissions (fig. 5.24) compared to the amount of local RES capacity
installed (fig. 5.3). b) Change in the power sector CO, emissions compared to the change
in the amount of local RES capacity installed.

Findings V — Power sector CO, emissions

1. Regional differences in the power sector CO, emissions
Similar amounts of grid electricity are used across all four communities (compare fig.
5.2), but the higher grid CO intensity in Germany leads to overall higher power sector
CO, emissions in Putzbrunn and Neumarkt i.d.Opf. compared to Los Altos Hills and
Lincoln.

2. Correlation between RES capacity and CO, emissions
In comparison to BEVs, FCEV deployment results in slightly lower power sector CO»
emissions. However, because FCEVs require considerably more energy than BEVs
(compare Findings I), this advantage could only be realized if an over-proportionate
amount of RES capacity is installed.
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5.1.2 Heat sector

Following the discussion on the power sector in the previous section, the heat sector is evaluated
in the present section. While most of the heat was generated by combustion of natural gas (NG)
or heating oil in 2015 (compare fig. 3.5), a tighter sector coupling between power and heat sector
could result in a structural change in the way heat is generated in the future.

In the power sector, further installations of non-dispatchable solar and wind power plants increase
the intermittency of the electricity generation which can result in a mismatch between supply and
demand. One approach'# to maintain the balance between supply and demand are demand-side
flexibility options such as Power2Gas (P2G, sec. 4.2.3.3) and Power2Heat (P2H, sec. 4.2.2.2).
In the case of P2G, an electrolyzer generates hydrogen when generation of solar and wind power
plants exceeds electricity demand and feeds it into the NG supply — either for electricity generation
in a gas turbine or fuel cell’® or heat generation in a gas furnace (compare fig. 5.26). In the case of
P2H, electric heating systems are switched on in times of high solar and wind power generation. The
heat is either used directly, or buffered in an additional hot water storage. As such, both P2G and
P2H bear the potential to increase the capacity utilization of intermittent renewable energy sources
(RES) in the power sector, while at the same time avoiding CO, emissions from hydrocarbon fuel
combustion in the heat sector.

A first indication for this development could be
observed in the electricity demand (Findings
) in section 5.1.1.1. The breakdown of the
electricity demand in figure 5.1 clearly demon-
strates that major amounts of the generated
electricity will be used by electric heating sys- 2
tems (P2H) and, to a lesser extent, by P2G.

Hydrogen
Regarding the comparison of BEVs and FCEVs,

the heat demand is obviously independent of
the decision whether BEVs, FCEVs, or ICVs
are used in the communities, but subtle differ-
ences occur in the heat supply. These differ-
ences will be discussed in the first subsection
(sec. 5.1.2.1). For the power sector, a de-
tailed discussion on the electric load profiles for  Fig. 5.26: Power2Heat and Power2Gas pathways
the two larger communities Neumarkt i.d.Opf. (display detail from fig. 4.1).

(NEU) and Lincoln (LIN) is provided in section

5.1.1.8. Because the impact of BEV and FCEV

deployment is much more limited in the heat sector, no similar analysis on the heat generation and
demand profiles is conducted in this section. The corresponding profiles are provided for reference
in section A.4.3 of the appendix. The second subsection (sec. 5.1.2.2) provides a detailed sensitiv-
ity analysis on the role of P2G in the heat supply. Subsequently, the development of the heat sector
CO, emissions is discussed in the third and last subsection (sec. 5.1.2.3).

Natural
gas

4 Other possibilities being for example the extension of the power grid, electric storage systems or curtailment.

' The option to generate electricity from hydrogen stored in the NG supply using a gas turbine or NG-powered fuel cell
is not included in the simulation model as an alternative, Hx grid storage, is already investigated in detail. See figure
4.1 for an overview on the technology options covered in this analysis.
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5.1.2.1 Heat supply
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Fig. 5.27: Heat supply per person in the communities in 2025 and 2035.

Figure 5.27 provides an overview on the heat supply in the communities in 2025 and 2035. As no
heat surplus is generated, the sum over the heat supply is equivalent to the total heat demand. The
heat demand decreases between 2015 and 2035 due to the increasing building energy efficiency
(compare tab. A.7 for details).

Compared to the structure of the heat supply in 2015 (fig. 3.5), three developments can be observed
in 2025. Firstly, the share of fossil fueled heating systems (NG M or heating oil l) decreases from
100% to 72% in PUT and 76% in NEU as electric heat pumps (M) gain in importance. Secondly, re-
sistive electric heating (' ) is substituted by NG fired heating systems in LAH and LIN. This regional
difference between DE (decreasing use of fossil fuels) and CA (increasing use of fossil fuels) can
be explained by lower NG prices in CA compared to DE (tab. 3.2). Because of low NG prices in CA,
gas furnaces are more economic than electric heating systems'®. In contrast, gas heating is more
expensive in DE because of higher NG prices. In combination with inexpensive electricity from solar
and wind power plants, heat pumps provide a cost-competitive alternative to gas furnaces in DE by
2025. Thirdly, no differences can be observed in the heat supply among the /, B and F cases apart
from P2G (M), which is only used when FCEVs are deployed (F case - 13% FCEVs, 87% ICVs). In
three of the four communities, P2G provides between 0.4% (PUT/LIN) and 1.4% (NEU) of the heat
supply, whereas no P2G is used in the forth community LAH.

In 2035, electric heating systems play a major role in all four communities regardless of the deci-
sions made in the transportation sector (/, B and F case). Similar to 2025, P2G remains the only
difference which can be directly attributed to the composition of the vehicle fleet. The technology
is only used in the F cases where it results in a small change in the heat supply mix: in the B and
| cases, 77% and 100% of the heat demand are met by heat pumps in PUT and NEU. However, if
FCEVs were to be deployed (F case), less heat pumps are installed as otherwise decommissioned

'8 |n this case, the simulation model proposes to use gas furnaces instead of resistive electric heating systems because
it would be cheaper to do so. In reality, not necessarily all households have access to the NG supply, thus it might
actually not be possible to substitute the existing electric resistive heating systems.

118



5.1. Energy demand and supply

gas furnaces are kept in operation to generate 5% of the heat supply. Thereby, H> combustion
would contribute a total of 0.7% (PUT) and 2.0% (NEU) of the communities’ heat supply.

In LAH and LIN, regardless of the case, heat generation with fossil fuels decreases between 2025
and 2035 as 40% to 49% of the heat is generated by heat pumps in 2035. In the F case, a total of
1.5% and 2.2% of the heat demand is met by P2G.

In summary, the data in fig. 5.27 provides two key findings. Firstly, the sector coupling between
power and heat sector through electric heating systems, P2H, becomes increasingly important
as it provides between 40% to 100% of the heat supply by 2035 — across all four communities
and regardless of the decision whether BEVs, FCEVs or ICVs are used. Secondly, the Hy-based
alternative to P2H, P2G, provides less than 3% of the heat supply and is only used when FCEVs are
deployed. This result suggests that P2G will not play a dominant role in the future which is all the
more astonishing, considering that vast amounts of surplus electricity (fig. 5.2) — recognized as an
important prerequisite for profitable operation of P2G [6,403] — are available in the communities but
rather curtailed than used for P2G. To challenge this result, a sensitivity analysis will be performed
in the following section 5.1.2.2.

Findings VI — Heat supply

1. Power2Heat (P2H)
P2H, the sector coupling between power and heat sector through electric heating sys-
tems, is likely to play a dominant role in the future — regardless of the decision whether
BEVs, FCEVs or ICVs are used. This result is in good agreement with an earlier study
on sector coupling in Germany published by Heilek in 2015 [281].

2. Power2Gas (P2G)
Power2Gas, the alternative to P2H, meets less than 3% of the heat demand in the F
cases despite the fact that an electrolyzer is already in place and large quantities of
surplus electricity are available. The results suggest that in contrast to P2H, P2G is
unlikely to play a dominant role in the future.

3. Sector coupling
While a tight sector coupling between power and heat sector provides the opportunity
to capture both economic and environmental benefits, no similar relationship between
transportation and heat sector appears to exist as the composition of the vehicle fleet
(I, B, F cases) showed almost no change in the heat supply.
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5.1.2.2 Power2Gas (P2G)
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Fig. 5.28: Two-way sensitivity analysis (Cost of fossil fuels/Cost of H, system components) on the
share of the heat demand met by Power2Gas (P2G) in the F cases in 2025. The results
at 100%/100% were determined with the base scenario values for the two parameters
(sec. 2.2).

The results in the previous section have shown that Power2Heat (P2H) is used to a far greater
extent than Power2Gas (P2G) even when FCEVs are used in the communities. In this section, it
will be further analyzed, if this finding is robust to a variation of the cost of the hydrogen system
components'’” and the cost of fossil fuels natural gas (NG) and heating oil. The results of the
sensitivity analysis are presented in figures 5.28 and 5.29. With minor exceptions, the extent to
which P2G is used shows an inverse relationship with the cost of the Hy system components. As
H. system cost decreases, additional electrolyzer capacity is added to generate more hydrogen
(H2) in times of electricity surplus and feed it into the natural gas grid.

The correlation with the fossil fuel prices is more complex. On the one hand, when NG prices are
too low, there is no (or only a small) incentive to use P2G, simply because it is cheaper to buy
NG directly from the NG supply. For example, this can be observed in LAH and LIN for most of
the scenarios in 2025. On the other hand, when the NG price gets too high, gas furnaces are
substituted by cheaper alternatives. As P2G contributes only a minor share to the fuel supply of

7 Includes all available H, technologies, i.e. electrolyzers, compressors, liquefier, cryo-pump, gaseous and liquid storage
as well as P2G and the stationary fuel cell.
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Fig. 5.29: Two-way sensitivity analysis (Cost of fossil fuels/Cost of H, system components) on the
share of the heat demand met by Power2Gas (P2G) in the F cases in 2035. The results
at 100%/100% were determined with the base scenario values for the two parameters
(sec. 2.2).

gas furnaces compared to the NG supply, high NG prices increase the cost of operation of gas
furnaces for the greater share of the year (whenever NG is burned). Hence, gas furnaces become
more expensive with increasing NG prices until alternatives like electric heating systems are used
as a substitute. Due to a high NG base price in Germany (DE), this situation occurs already in 2025
(heating fuel prices > 150%) and persists in 2035 (heating fuel prices > 100%) in PUT and NEU.
In California (CA), P2G would no longer be used if NG prices doubled (200%) in 2035 compared to
the base scenario (100%). To support this statement, similar graphs to figures 5.28 and 5.29 with
the corresponding share of electric heat pumps, are provided in section A.4.4 of the appendix.

It follows, that the co-benefit P2G of the H» supply infrastructure of FCEVs will only be used in a
certain corridor between too low (NG supply cheaper than P2G) and too high NG (gas furnaces
substituted) prices. Yet, even in this corridor and despite further cost reductions of the H, system
components, P2G would not supply more than 6.2% of the heat required in the communities.

Figure 5.30 provides a different perspective on the sensitivity analysis, as it compares P2G and
P2H to the share of local RES generation for each of the scenarios that were investigated. The data
shows that P2G plays a minor role in the heat supply compared to P2H despite the circumstance
that 30 to 75% of the electricity demand are met by local RES generation.
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Fig. 5.30: Share of the heat demand met by Power2Heat (P2H) and Power2Gas (P2G) compared to
the electricity demand met by local RES generation. The data is based on the sensitivity
analysis in figures 5.28 and 5.29.

Findings VIl — FCEVs’ co-benefit Power2Gas

1. Power2Gas (P2G)
The earlier finding that P2G is used to a much lower extent than its alternative
Power2Heat (Findings VI) has been confirmed over a wide range of fossil fuel prices
and H», system cost.

2. “Heating fuel price corridor”
The sensitivity analysis has shown that P2G is only used in a certain price corridor for
fossil heating fuels above which and below which it is no longer used. If for example,
natural gas (NG) prices are too low, P2G is not used because it is cheaper to buy
NG from the NG supply. If NG prices are too high, the need for P2G is eliminated as
electric heating systems are used instead of gas furnaces.
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5.1.2.3 Heat sector CO, emissions
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Fig. 5.31: Heat sector CO, emissions in the communities in 2025 and 2035.

Figure 5.31 provides an overview on the heat sector CO, emissions in 2025 and 2035. The data
shows that CO, emissions are gradually declining in Germany (DE) between 2015 and 2035 as
fossil fueled heating systems are replaced by electric heating systems. In California (CA), the same
holds true when comparing 2015 and 2035, however, heat sector CO, emissions are temporarily
higher in 2025 than 2015. This can be explained by the circumstance, that the installation of ad-
ditional gas heating systems (M) is more economic in 2025 than the continued use of the existing
resistive electric heating systems (compare sec. 5.1.2.1). By 2035, almost half of the heat demand
is met by heat pumps, hence heat sector CO, emissions decrease considerably compared to 2015
and 2025.

The most surprising finding in the model is the role of Power2Gas (P2G), which — depending on
community and time — can lead to both lower (P2G |) and higher (P2G 1) CO, emissions in the F
case. A brief glance at the heat supply structure in figure 5.27 immediately reveals that the reason
for this difference lies in the competition between gas furnaces and electric heat pumps.

In the first of two possible scenarios where P2G is used, the number of electric heat pumps in the
F cases is equal to the share in the B and / cases (NEU 2025). In this case, Hs provided by P2G is
used as a substitute for a certain amount of NG. In contrast to the combustion of NG (hydrocarbons),
no COs is released during H> combustion. Hence a decrease of the heat sector CO, emissions is
the consequence.

In the second scenario, the share of electric heating decreases in the F case compared to B and
| cases. H» is used in addition to NG and otherwise replaced gas furnaces are kept operational
and fueled with both NG and H» from P2G. This means that more NG is burned which leads to an
increase in heat sector CO, emissions.
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Findings VIII — Heat sector CO. emissions

1. Heat sector CO, emissions
Over the next decades, an increasing share of electric heat pumps will be used. As a
result, heat sector CO, emissions are set to decrease as less hydrocarbon fuels are

burned to generate heat.

2. Impact of Power2Gas (P2G) on heat sector CO, emissions in the F cases
When H is used as a substitute for natural gas (NG), P2G leads to a reduction of
the heat sector CO, emissions. However, the availability of P2G can also promote
the extended use of gas-powered heating systems instead of electric heating systems,
which in turn results in a slight increase of heat sector CO, emissions as more NG is
burned.
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5.1.3 Transportation sector

Following the description of the power and heat sectors in sections 5.1.1 and 5.1.2.1, the present
section evaluates the energy demand and well-to-wheel (WTW) CO» emissions in the transportation
sector. Thereby, the focus lies on the fuel demand and corresponding CO» emissions of conven-
tional vehicles with an internal combustion engine (ICVs) given that the impact of electric vehicles
has already been described in section 5.1.1 during the analysis of the power sector.

Because B and F case use identical shares of ICVs in 2025 (87%) and 2035 (62%), no differences
can be observed between BEV and FCEV deployment in the transportation sector.

5.1.3.1 ICV fuel demand and CO, emissions

Figure 5.32 provides an overview on the demand for gasoline (') and diesel (M) fuel in 2025 and
2035. The corresponding WTW CO, emissions are illustrated in figure 5.33. In these diagrams,
the variables Ageet and Agy are used to describe differences compared to 2015 that can be either
attributed to the advancement in ICV technology, i.e. higher fuel efficiency of the ICV fleet (Afeet),
or the deployment of EVs (Agy).

The data in these figures provides two findings: firstly, fuel demand and associated therewith, CO»
emissions, are set to decrease by about 20% (2025) and 35% (2035) both in Germany (DE) and
California (CA) because of a higher average fuel efficiency of the vehicle fleet (Ageet). Secondly,
despite the optimistic EV penetration rates used within this work (compare sec. 2.2), the deploy-
ment of EVs (Agy) will have a smaller impact than the anticipated advancements in ICV technology
(Afeet > Agv). If 13% of the vehicle fleet were EVs in 2025, an additional CO, reduction of 10%
could be achieved in the transportation sector. A decade later, the potential CO» emission reduction
increases to about 25% if BEVs or FCEVs make up for 38% of the vehicle fleet.
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Fig. 5.32: Energy demand of internal combustion vehicles (ICVs) for gasoline and diesel fuel. (*)
The right y-axis provides an estimate on the volumetric equivalent of the fuel consumption
based on a volumetric energy density of 9.1 kWh/I (=~ 70% gasoline, 30% diesel).
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Fig. 5.33: Transportation sector CO» emissions caused by internal combustion vehicles (ICVs).

Findings IX — Transportation sector CO, emissions

Impact of electro-mobility on transportation sector CO, emissions

Based on the projections in the base scenario (sec. 2.2), further advancements in ICV
technology will result in a reduction of ICV fuel demand and CO, emissions of about 20%
and 40% in 2025 and 2035 compared to 2015. At a projected penetration rate of 13%
(2025) to 38% (2035), the deployment of electric vehicles would have a lower impact with
an additional CO» reduction of 10% and 25% respectively. However, it should be noted that
the anticipated improvements in ICV technology are uncertain whereas the deployment of
electric vehicles will definitely reduce transportation sector CO» emissions.
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5.1. Energy demand and supply

5.1.4 Overview of the total energy flows in Neumarkt i.d.Opf.

To make the results of the previous sections more tangible, this section provides a brief overview
on the energy flows in the community Neumarkt i.d.Opf. (NEU) in 2035. No additional findings
are presented in this section. Figure 5.34 contains three Sankey diagrams, one for the B case (fig.
5.34a), F case (fig. 5.34b) and the all-ICV reference [/ case (fig. 5.34c) respectively.

The main difference between the diagrams lies within the transportation energy demand (summa-
rized in tab. 5.2). If BEVs were used, 28 GWh of electricity are sufficient to supply the energy
demand of all 9,600 BEVs (38% of the vehicle fleet), while 69 GWh would be required if 9,600
FCEVs are used instead (compare Findings 1). Furthermore, the diagrams illustrate the sector cou-
pling between power and heat sector through Power2Heat (i.e. heat pumps) and —in the F case —
also Power2Gas.

B case F case | case

62% ICVs/38% BEVs 62% ICVs/38% FCEVs 100% ICVs

gasoline/diesel GWh 91 91 147
electricity'® GWh 28 69 -

Tab. 5.2: Transportation energy demand in Neumarkt i.d.Opf. in 2035. Compare to figure 5.34.

'8 Electricity demand for FCEVs: electrolyzer = 82 GWh - 41 GWh/54 GWh = 62 GWh, compression 350 bar = 5 GWh -
41 GWh/45 GWh = 4.6 GWh compression 880 bar = 2 GWh =- Total electricity demand for FCEV supply: 62 GWh +
4.6 GWh + 2 GWh ~ 69 GWh
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5. Results

(a) Energy flows [GWh] in the B case where 38% of the vehicles are BEVs.

Gasoline/
Diesel import 91 62% ICV (15,600)
38% BEV
(9,600)

Power grid 175

Building electricity
Solar panels

Storage loss
Wind turbines [F20]0) Surplus

Heat pump

Building heat
Environment
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(b) Energy flows [GWh] in the F case where 38% of the vehicles are FCEVs. The “H» loops” indicate storage,
i.e. 3 GWh of Hy are stored as cGH, 350 bar and decompressed for use in a Hs fuel cell or P2G
throughout the year.
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(c) Energy flows [GWh] in the all-ICV reference case / with 100% ICVs.
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Fig. 5.34: Sankey diagrams for the energy flows [GWh] in Neumarkt i.d.Opf. in 2035.
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5.2 Overall CO, emissions
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Fig. 5.35: Overall CO» emissions per person in the communities in 2025 and 2035.

With minor exceptions, CO, emissions were found to decrease within the power, heat and trans-
portation sector (Findings V, Findings VIIl and Findings IX) between 2015 and 2035. The resulting
decrease in the combined (overall) CO2 emissions in figure 5.35 is therefore not surprising, but it
should be noted that this positive development is — under the current projections — the result of the
cost-minimal configuration of the energy system in the communities'®. In other words, the technolo-
gies that enable to the most economic solution also lead to a significant CO» reduction compared
to 2015.

The comparison of the BEV (B), FCEV (F) and all-ICV (/) cases in figure 5.35 shows, that the all-
ICV case results in highest overall CO2 emissions both in 2025 and 2035. Compared to the all-ICV
case, the deployment of BEVs and FCEVs leads to a similar reduction in the overall CO, emissions
with a slight advantage for FCEVs?°.

For a more detailed understanding on where the largest CO, emissions reductions are realized,
the sector-specific contribution to the reduction in overall CO, emissions compared to 2015 is high-
lighted in figure 5.36.

In 2025, both in Germany (DE) and California (CA), the increase of local RES generation (fig. 5.2)
and corresponding decrease in the demand for grid electricity (which itself becomes less carbon-
intense, fig. 3.15), contributes to the largest change in the CO, emissions. The second largest CO»
reduction in DE will be realized through the substitution of fossil heating systems with electric heat
pumps. In contrast, no change (LAH) or even a slight increase (LIN) in heat sector CO, emissions
can be observed in CA as the existing resistive electric heating systems are substituted by gas
furnaces (compare fig. 5.27). At an EV penetration rate of 13%, the substitution of ICVs with BEVs

'® The simulation model VICUS was set to determine the cost-minimal solution, compare sec. 2.1.1.5. Further informa-
tion on the scenario and the limitations of this model are provided in secs. 2.2 and 2.4.

20 with the exception of PUT and NEU in 2035 as P2G leads to a slight increase of overall CO, emissions compared to
the B case. Compare Findings VIII.
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Fig. 5.36: Change in the overall CO> emissions per person in 2025 and 2035 compared to 2015. A
detailed breakdown of the 2015 CO, emissions is provided in figure 3.16.

and FCEVs will only yield minor additional CO5 reductions in the transportation sector compared to
the previously described developments in power and heat sector.

By 2035, more solar and wind power is installed (compare fig. 5.2) to meet the increasing electric-
ity demand from the ongoing electrification of the heat sector (Power2Heat), and in the B and F
cases, the electrification of the on-road transportation sector. The former development, previously
described as the sector coupling of power and heat sector (sec. 5.1.2), offers the greatest CO»
emissions reduction in DE. At a penetration rate of 38%, BEVs (B) and FCEVs (F) achieve a more
distinct reduction of transportation sector emissions compared to the all-ICV / case. Yet, their im-
pact on overall CO» emissions still remains small compared to the developments in the power and
heat sector in DE. In contrast to that, EVs are able to reduce a more significant amount of CO,
emissions in CA because of longer driving distances (fig. 3.7b) and lower average fuel efficiency of
ICVs (fig. 4.3) compared to DE.

Change in overall CO, emissions related to the use of electric vehicles

The preceding section provided a general overview on the development of the CO» emissions in the
communities. In the present section, the key differences between the CO», emissions in the B and
F cases compared to the / case will be determined. The key question is thereby, whether electric
vehicles (EVs) will, in addition to the mitigation of tailpipe emissions from ICVs, enable further CO»
reductions in the power or heat sector that might not be realized when ICVs are used. This could for
example be the case if EV deployment results in the installation of additional RES capacities that
are used to supply both buildings and EVs. For the purpose of this assessment, the difference in
the sector-specific CO, emissions between the EV cases (B/F) and the all-ICV [ case is highlighted
in figure 5.37 for the year 2035 (38% BEVs or FCEVs). A similar graph for 2025 (13% BEVs or
FCEVs) is available for reference in the appendix (fig. A.28).

The results in figure 5.37 reveal two key findings. Firstly, the net reduction in CO» emissions (thick
vertical lines | and | in fig. 5.37) is very similar (= 10%) in the B and F cases, which means that
neither BEVs nor FCEVs shows a distinct advantage over the other.
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Fig. 5.37: Change in the CO»> emissions per energy sector in the B case (left, ) and F

case (right, 38% FCEVs) compared to the all-ICV I case in 2035. The vertical lines stand
for the net CO3 reduction.

Secondly, the impact of electric vehicles on overall CO» emissions will for the most part be limited to
the transportation sector and is also largely unaffected by the decision whether BEVs or FCEVs are
deployed. Only minor differences occur between the EV cases and the all-ICV [ case in the power
and heat sector. For example, small differences in heat sector CO» emissions can be observed
when FCEVs are used, as Power2Gas either leads to a slight increase or decrease of the CO»
emissions (Findings VIII). Furthermore, slightly higher power sector CO, emissions are released
when BEVs are used. The main reasons for this, the lack of smart charging (sec. 4.1.2) in this
assessment, has been discussed in section 5.1.1.3. If a more flexible BEV charging process had
been implemented in the simulation model, this difference in the power sector emissions between
B and F case would very likely be eliminated.

Findings X — Overall CO, emissions

1. Similar CO» reduction potential of BEVs and FCEVs compared to ICVs
The deployment of BEVs and FCEVs result in a similar reduction of overall CO» emis-
sions as compared to the all-ICV case.

2. No noteable CO- reduction of electric vehicles beyond the transportation sector
Apart from the mitigation of CO, emissions from internal combustion vehicles (ICVs),
only minor differences in the power and heat sector CO, emissions can be observed
when electric vehicles (EVs) are used instead of ICVs. It follows that the CO» reduction
potential of electric vehicles (EVs) is primarily limited to the transportation sector.
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5.3 Cost comparison

The first section 5.1 of the result chapter 4 described the impact of BEVs and FCEVs on the elec-
tricity demand and load profiles in the power sector. Moreover, their respective co-benefits — Vehi-
cle2Grid (V2G), Power2Gas (P2G) and Hy grid storage — were analyzed together with alternative
technologies. The focus of the second section 5.2 was set on the differences in overall CO, emis-
sions when BEVs or FCEVs are used in the communities.

In the third and present section of the results chapter, the overall costs in the communities will be
analyzed in detail. Thereby, the first subsection 5.3.1 investigates the impact on overall costs when
BEVs (B case) and FCEVs (F case) are used in comparison to the all-ICV / reference case. The
second subsection 5.3.2, combines these results with the previously determined incremental CO»
emissions (sec. 5.2) to calculate an estimate on the CO, abatement costs of electric vehicles.

5.3.1 Overall cost

Figure 5.38 provides an overview on the overall costs?! for transportation and the supply of electric-
ity and heat in the communities. An introductory remark concerning the limitations of the simulation
model that should be considered during the interpretation of these results: from the data in figure
5.38, it appears that overall costs tend to decrease slightly between 2015 and 2035. The main rea-
son for this development is the previously observed reduction in the demand for gasoline and diesel
fuel in the transportation sector compared to 2015 (sec. 5.1.3.1), as well as the reduction in the use
of grid electricity (sec. 5.1.1.2) and fossil heating fuels (sec. 5.1.2.1). Today, most of these com-
modities are subject to heavy taxes which means that the tax income would decrease along with
overall costs between 2015 and 2035. Based on the assumption that government expenditure stag-
nates or increases, overall costs in 2035 are more likely to be on a similar level compared to 2015.
This is due to the circumstance, that additional taxes will have been introduced to compensate for
the decreasing tax income from the above named commodities. That said, the impact of above
limitation on the results is considered to be negligible because the evaluation of BEVs, FCEVs, and
ICVs relies on the comparison between the B, F and / cases for each year (2025/2035) and not the
time frame 2015 to 2035.

The comparison of the BEV (B), FCEV (F) and all-ICV (/) cases shows that the all-ICV case results
in lowest overall costs with the exception of Los Altos Hills (LAH) and Lincoln (LIN) in 2035. Overall
costs generally increase when BEVs are used, however, one of the most striking observations to
emerge from the data is that by 2035, BEVs result in lowest overall costs in the two Californian
communities LAH and LIN. In contrast, FCEVs lead to the highest overall costs both in 2025 and
2035. Figure 5.38 further indicates which parameters have the biggest effect on overall costs and
thus the comparison of ICVs, BEVs and FCEVs. The most influential parameters on overall costs
are found to be the costs of the vehicles which is based on ICV, BEV and FCEV prices (", M, M,
fig. 5.39), the costs of ICV fuel (M) and to a smaller extent, the costs of the Ho system (M), grid
electricity (M), solar (') and wind (M) power, H» storage (), BEV charging (™) and FCEV refueling
(™) infrastructure, followed by the cost of Vehicle2Grid (V2G, ), home batteries (M), hot water
storage (M), heat pumps (M) and natural gas (). Based on a comprehensive sensitivity analysis,
the impact of these parameters will be analyzed in more detail in the following section on CO,
abatement costs (sec. 5.3.2).

! See sec. 2.1.3 for the underlying formulas that were used to determine these values.
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Fig. 5.38: Overall costs per person in 2025 and 2035.

The cost difference between B and F cases compared to the / case is presented in figure 5.39
to gain a better understanding on how the decision to use BEVs or FCEVs translates into overall
costs. A similar graph for 2025 (13% BEVs or FCEVs) is available for reference in the appendix (fig.
A.29).

From the data in figure 5.39, it is apparent that the biggest change in the cost allocation occurs in
the transportation sector. With 38% less ICVs on the road, the major cost reduction is related to the
avoided capital expenditure for ICVs (', fig. 5.39) and the accompanying reduction in the demand
for gasoline and diesel fuel (M). Likewise is the biggest additional cost factor caused by the electric
vehicles, BEVs (M) or FCEVs (M). Compared to that, investments in BEV charging () and FCEV
refueling (M) infrastructure have little effect on overall costs.

Consistent with previous results (Findings V1), BEV and FCEV deployment has a much lower impact
on the heat sector as compared to the other sectors. When BEVs are used, more hot water storage
capacity (™) would be installed to enable a more flexible operation of heat pumps (M). A similar
increase in the costs for the heat supply can be observed in the F case in Putzbrunn (PUT) and
Neumarkt i.d.Opf. (NEU). As a smaller amount of heat pumps is installed, more money is spent
on fossil heating fuels (compare fig. 5.27). However, FCEVs can also result in slightly lower costs
in the heat sector because of Power2Gas. This can be observed in the Californian communities
(LAH/LIN), where less natural gas (M) is purchased and less hot water storage capacity is installed.
The latter can be explained by the reduced need for flexibility in the power sector as the H, system
itself provides a highly flexible load.

In section 5.1, it was found that FCEVs need about 2.5 times more electricity compared to BEVs to

travel the same distance (Findings |, also compare fig. 4.6). As a consequence, bigger investments
in electricity generation infrastructure (e.g. solar " and wind M power) in the power sector are
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Fig. 5.39: Cost difference per person in the EV cases (B/F) compared to the all-ICV / case in 2035.

necessary. Moreover, the use of FCEVs results in additional expenses for the H> generation and
compression infrastructure (M) and corresponding H» storage system ().

The net change in the overall costs compared to the all-ICV case is indicated by the vertical lines (|
and |) in figures 5.39 and A.29 (2025, appendix). In the B case, costs increase by 25 to 60 $/person
in 2025 (fig. A.29) and -69 to 74 $/person in 2035 (fig. 5.39) compared to the all-ICV / case. These
results indicate that the use of BEVs becomes almost cost-competitive to ICVs in 2025 and can in
some cases (compare LAH/LIN in fig. 5.39) even be more economic than the continued use of ICVs
by 2035. In the F case, costs increase by 189 to 219 $/person in 2025 (fig. A.29) and 272 to 451
$/person in 2035 (fig. 5.39). Interestingly, incremental cost compared to the / case is lower in 2025
compared to 2035 in most communities. Among the plausible explanations for this finding is the
difference in the EV penetration rate between the two time frames. Compared to the EV penetration
rate of 38% in 2035, the effect of EVs on overall costs is much more limited in 2025 where only 13%
of the vehicles are EVs.

As previously described in the third paragraph of this section, the costs of the vehicles has the
most significant effect on overall costs (and thus the cost difference between the cases). For this
reason, a brief analysis is provided in figure 5.40 to demonstrate how costs in the F case would
change if FCEVs could be offered at the same price as BEVs. While this may not be very likely,
considering that BEVs are — for the most part — cheaper and have a head start in the market??,

22 Today, FCEV prices are higher and sales lower compared to BEVs. Moreover, substantial reductions in the FCEV
price, associated with the mass production of FCEVs (economies of scale), will probably occur at a later point in time
as BEVs entered the market a couple of years before FCEVs.
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it is important to understand the impact of the FCEV price on the results in this study. To tighten
the comparison against BEVs, a “V2G-off” scenario (O, fig. 5.40) is included in figure 5.40. This
scenario is characterized by the circumstance that Vehicle2Grid (V2G), as the sole co-benefit of
BEVs considered in this study, has been disabled.
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Fig. 5.40: Cost difference of BEV or FCEV deployment compared to the all-ICV | case. FCEVs
result in higher additional costs compared to BEVs even if both vehicles are offered at the
same price (FCEV-price = BEV-price) and BEVs were to provide no V2G (V2G-off).

It appears from figure 5.40, that the cost increase in the F case compared to the all-ICV [ could
be considerably reduced compared to the base scenario (“base”, A) if FCEVs are offered at the
same price as BEVs (“same” /). However, even if this could be achieved and BEVs’ co-benefit
V2G would for some reason not be available to the energy system (“V2G-off”, O), FCEVs remain
more expensive compared to BEVs (compare A and O) because of their higher energy demand
and additional investments in the Ho generation infrastructure.

The results in figures 5.39 and 5.40 are quite revealing in two ways: firstly, even if the potential co-
benefits of the Hy infrastructure are taken into account, hydrogen-powered electro-mobility (FCEVs)
will result in higher costs compared to the battery-powered alternative (BEVs). Secondly, as the net
cost difference in the B case is in the range of -70 to +70 $/person, the CO, reduction associated
with the deployment of BEVs (fig. 5.37) can be realized at comparably low cost. In the Californian
communities LAH and LIN, these might even be realized along with a net cost reduction.
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5.3.2 CO, abatement costs

Sections 5.3.1 and 5.2 provided an overview on the change in overall costs and CO, emissions
when BEVs and FCEVs are used instead of ICVs in the base scenario. The combination of these
results makes it possible to calculate an estimate on the CO, abatement costs (eq. 5.2)%2 for BEVs
and FCEVs in comparison to the all-ICV reference case.

Added costs EV case vs. all-ICV case

= 5.2
COz abatement costs COo reduction EV case vs. all-ICV case (5-2)

In addition to the base scenario, more than fifty scenarios were calculated to ensure that the results
are robust to a wide range of parameter changes. The base scenario is thereby defined by the
input parameters in chapters 3 and 4 and used as a reference point (100%) for the other scenarios.
These are characterized by an abbreviation for the respective parameter®* and a percentage value,
e.g. “Grid-elec-price 50%” or “ICV-fuel-price 125%”. In the first example, the base scenario value
for the grid electricity price is cut in half (decreased to 50%). The second example uses a 25%
higher value for the cost of the ICV fuels gasoline and diesel compared to the base-scenario.

Consistent with observations in the preceding section 5.3.1, few parameters — the costs of the
vehicles (ICV-, BEV- and FCEV-price), ICV fuel efficiency (ICV-dem) and the ICV fuel price (ICV-
fuel-price) — have a major effect on the CO, abatement costs. Most of the remaining parameters,
with the exception of the grid electricity price (Grid-elec-price) and the costs of solar and wind power
(RES-inv), only lead to relatively low deviations from the median value.

Two key findings can be derived from figures 5.41 and 5.42: Firstly, CO» reductions can be realized
at lower costs with BEVs compared to FCEVs. Based on the sensitivity analysis, this statement
could only be called into question if FCEV prices drop considerably and/or BEV prices increase.

Secondly, CO» mitigation with electric vehicles (EVs) is more expensive in Germany (DE) compared
to California (CA). This can be explained by the distinct differences in the transportation sector. In
CA, driving distance is longer (fig. 3.7b) and average ICV fuel efficiency lower (fig. 4.3) compared to
DE. As aresult, for each ICV replaced by an EV, a larger quantity of ICV fuel is saved in comparison
to DE. Since hydrocarbon combustion and tailpipe CO., emissions are inherently connected (sec.
4.1.1), this also results in a higher CO» reduction compared to DE.

2 Eq. 5.2 is an abbreviated form of the original formula (eq. 2.29, sec. 2.1.3).

24 Fossil-price natural gas and heating oil price | Grid-elec-price grid electricity price | RES-inv investment cost to add
solar and wind power | Ely-Eff electrolyzer efficiency | BEV-dem BEV electricity demand per distance | FCEV-dem
FCEV hydrogen demand per distance | ICV-dem ICV fuel demand per distance | Grid-CO2 carbon intensity of grid
electricity | H2-system-inv investment cost to add electrolyzer, compressor, liquefier, vaporizer, P2G or any form of
hydrogen storage capacity | Elec-heating-inv investment cost to add electric resistive heating systems or heat pumps
| BEV-price, FCEV-price and ICV-price: BEV, FCEV and ICV price | ICV-fuel-price gasoline and diesel fuel price |
Heat-storage-inv investment cost to add hot water storage capacity | Home-batt-inv investment cost to add home
battery storage capacity | V2G-var-cost variable cost of Vehicle2Grid (V2G) | V2G-disabled V2G disabled in the
simulation model. | Cap-cost Cost of capital w
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Fig. 5.41: CO, abatement costs in 2025. The value close to the middle of the boxes is the median
and the box size the standard deviation of the sensitivity analysis. See footnote 24, p.136
for a list of abbreviations. One outlier (203,000 $/ton for PUT/FCEYV, Grid-elec-price 50%)
has been removed from the data. Result data is provided in the appendix, table A.15 and

A.16.
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Fig. 5.42: CO, abatement costs in 2035. The legend is provided in figure 5.41.
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Findings XI — Overall costs and CO, abatement costs

1. Overall costs associated with BEV and FCEV deployment
Under the current projections, FCEVs will result in a substantial cost increase com-
pared to BEV deployment.

2. CO, abatement costs of BEVs and FCEVs
CO» reductions are more economic with BEVs compared to FCEVs.

3. CO, abatement costs of electric vehicles in Germany and California
Because of the structural differences in the transportation demand, namely the higher
driving distance and lower fuel efficiency, CO» mitigation with electric vehicles (EVs) is
less expensive in California (CA) compared to Germany (DE).

Important remark on the robustness of the results

Considering that the biggest sensitivity was found to be the costs of the vehicles, the robust-
ness of above statements depends on the difference between FCEV and BEV prices. The
calculations showed that the statements remain valid, even if FCEVs could — despite later
market entry, earlier stage of vehicle development and lack of economies of scales in the pro-
duction of the vehicles — be offered at the same price as BEVs. However, if BEVs became
noticeably more expensive than FCEVs, the statements on overall costs and CO, abatement
costs would be reversed.
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5.4. Excursus: Zero emission LH» import from the Middle East

5.4 Excursus: Zero emission LH, import from the Middle East

In this excursus, a “LH, import scenario” will be investigated where liquid hydrogen (LHz) can be
bought in the communities like any other commodity (e.g. grid electricity, natural gas, etc.). The
purpose of this scenario is to determine if the availability of cheap renewable hydrogen could turn
the tide in favor of FCEVs.

The input data for this analysis is based on an assessment on H, generation with large solar power
plants in the Middle East by Karl Schénsteiner et al. [404,405]. According to their research, LH,
could be delivered to a sea port at a price of 2.75 $/kg-H> if the installed costs of solar panels
dropped to 400 $/kWp. For the transport of LH, from the port to the community, a transportation
cost of 1.25 $/kg-H, (optimistic estimate®®) is added, based on a publication by Hoehlein in 2011
[406]. As a result, LH»> can be purchased at a price of 4 $ per kilogram or 12 $-ct per kilowatt-hour
(Lower heating value, LHV) in this LH, import scenario. For comparison?®, current prices are in the
range of 8 to 13 $/kg and future projections for the hydrogen price range between 6 to 10 $/kg.

All other input parameters in the LH, import scenario are identical to the base scenario, which had
been used to obtain the results in the previous result sections (with the exception of the sensitivity
analyses). The structure of this excursus is similar to the main section of the results chapter (a
step-by-step analysis of power, heat and transportation sector followed by a summary on overall
costs and CO, emissions). The time frame is limited to 2035 as this seems to be a more plausible
time frame to have the infrastructure in place than 2025.

The key results of this excursus are summarized as “Findings XII” at the end of this excursus.

Power sector

Renewable hydrogen?’ at a price of 4 $/kg could have wide-ranging effects far beyond the trans-
portation sector. For example, electricity could be generated at a variable cost?® of around 18.5
$-ct/kWh in a stationary Proton Exchange Membrane Fuel Cells (PEMFC). As illustrated in figure
5.45a, this value lies well below the grid electricity in the two German communities Putzbrunn and
Neumarkt i.d.Opf. (DE, PUT/NEU) but above the prices of grid electricity in the Californian commu-
nities Los Altos Hills and Lincoln (CA, LAH/LIN). As a consequence, Hs fuel cells substitute large
proportions of grid electricity in the electricity supply in DE, but not in CA (fig. 5.43).

% Hoehlein estimated that LH. trailer transport would cost around 1.4 €/kg ~ 1.6 $/kg. [406]

% Germany, current price at Hy refueling stations: 9.5 €/kg ~11 $/kg without taxes [407,408]. California (CA), current:
10 $/kg [409], 12 - 13 $/kg [410]. CA, undefined: 8 $/kg [411], 10 $/kg [412]. CA, future: 6 $/kg [409], 8 - 10 $/kg [410].

27 H, generated by electricity which has been generated by renewable energy sources like solar and wind power.

% Excluding investment and fix costs of the fuel cell. The efficiency of PEMFC is estimated to about 65% in 2035 (sec.

4.2.3.2), hence 0.120 §/kWh =0.185 $/kWh.
65%
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Fig. 5.43: Electricity supply per person in the LH> import scenario compared to the base scenario
(No import) in 2035. In comparison to the base scenario (fig. 5.2), H» fuel cells substitute
a large share of the grid electricity in PUT and NEU.

The data in figure 5.43 further reveals that less electricity is generated/used in the F cases (FCEV
deployment) when LH, can be imported. Because the imported LH> makes up for 50 - 98% of
the hydrogen supply in the communities (fig. 5.44), less electricity has to be generated to produce
hydrogen on-site.

100 100 —
q8_>’ 80- - - -80 %
5 60 s - 460 &
2 ol | 1o 2
5 40 ) - 1% <
8 20t - = 420 o
3 = - - - UJ
[e) -]
o O 0

PUT NEU LAH LIN PUT NEU LAH LIN

[0 LH, import [ Electrolyzer I FCEVs M H, fuel cell [l P2G

Fig. 5.44: Source of hydrogen in the F cases of the LH, import scenario. If LH> import was not
available, all hydrogen would be generated through electrolysis in the communities.

Heat sector
The heat sector is mostly unaffected by the possibility to import LH> because the combustion of
hydrogen as a heating fuel is more expensive compared to natural gas (fig. 5.45b). Without an

additional incentive, for example a tax on CO» emissions, hydrogen would not be used as a heating
fuel.

Because H is not used as a heating fuel in the LH» import scenario, cost and CO» emissions in the
heat sector are very similar to the base scenario calculations in section 5.1.2.3. An overview on the
heat supply structure is provided for reference in figure A.30 in the appendix.

140



5.4. Excursus: Zero emission LH» import from the Middle East

< 30 30
= i | — I ]
g 25 grid electricity = 25 -
& - 1 | more expensive = - 1
> 20 | . ? 20 -
2 | : %5 | | | natural gas
-§ 15 - | grid electricity T 15} - | more expensive
8 : 1| less expensive = L
- - o

-g 10 i | % 10 [ 1| natural gas
%- 5L | 8 5 less expensive
@) F 1 I

0 0
grid electricity price natural gas price

PUT/NEU LAH LIN PUT/NEU LAH ——LIN
electricity generated by fuel cell* Hydrogen price

LH, import LH, import
(a) Cost of electricity. (*) The in- (b) Cost of natural gas and hydro-

vestment for the fuel cell is not gen based on the lower heating
included in this comparison. value.

Fig. 5.45: Comparison of Ho at a price of 4 $/kg to the prices of grid electricity and natural gas.

Transportation sector

As previously described in section 5.1.3, the CO. reduction of electric vehicles in the transportation
sector depends solely on the avoided CO, emissions of ICVs. These are defined by the number
of replaced ICVs (identical in B and F case), their average fuel efficiency and the annual driving
distance. It follows that transportation sector CO, emissions are not affected by the LH, import
scenario and thus identical to the base scenario. The lower operating costs of FCEVs will be
addressed in the next paragraph.

Overall costs

The biggest effect of the LH, import scenario on the comparison of BEVs and FCEVs is the reduc-
tion in the operating costs of FCEVs. Similar to figure 5.40 in the main part of the results chapter,
figure 5.46 shows the costs associated with BEV and FCEV deployment (® and A in fig. 5.46) in
comparison to the all-ICV reference case.

The data reveals that the import of LH> could decrease the cost difference between F case and /
case by about 20 - 30%. However, FCEVs would still remain more expensive compared to BEVs
under these conditions. As highlighted in Findings XI, this result depends to a large extent on the
difference between BEV and FCEV prices. For this reason, two additional cases are shown in figure
5.46. In the first case, the FCEV price is decreased to the same level as the BEV price (A). In the
base scenario, this development was not sufficient to close the gap between BEVs and FCEVs. But
with the possibility to import Ho, FCEVs are capable to come close to cost parity with BEVs. In the
second case, the additional assumption is made that BEVs are not going to be used for storage of
electricity (O V2G-off). Based on these parameters (FCEV-price = BEV-price and V2G unavailable),
FCEVs would result in slightly lower overall costs than BEVs in PUT and NEU when no V2G is
allowed whereas BEVs maintain a slight advantage in LAH and LIN.
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Fig. 5.46: Cost difference between B and F cases compared to the all-ICV [/ case in 2035 in the
base scenario (No import) and the LH, import scenario.
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Fig. 5.47: Change in the CO» emissions in the EV cases compared to the all-ICV [/ case in 2035 in
the base scenario (No import) and the LH» import scenario.

CO, emissions

In contrast to CA, where LH» import showed no impact on the power sector (fig. 5.43), less CO»
emissions are released in DE as grid electricity is replaced by carbon-free electricity from Hy fuel
cells. However, because all three cases (/,B,F) benefit in a similar way from this development, the
difference in the power sector CO. emissions remains almost equal to the base scenario. As a
consequence, the change in power sector CO» emissions between the EV cases and the all-ICV
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reference case is very similar to the base scenario in all four communities. Because the LH» import
scenario showed no impact on the heat and transportation sectors®?, it follows that the overall
change in the CO, emissions between BEV and FCEV deployment in comparison to the / case is
also very limited (fig. 5.47).

CO, abatement costs

Based on the results in the two preceding paragraphs, the CO, abatement costs for BEVs and
FCEVs can be determined. The data in figure 5.48 clearly shows that the imported LH» leads to a
considerable decrease in the CO, abatement costs of FCEVs (A) compared to the base scenario.
Moreover, if FCEVs could furthermore be offered at the same price as BEVs (A), CO» abatement
costs associated with BEV or FCEV deployment would almost be equal (compare /A and @).

2035 No LH. import 2035 LH. import @ 4 $/k
1,500 2 MP 2 Import @ 9 1,500

1,000 1 F - 1,000

CO, abatement cost ($/ton)

500 4 F 500
0 e : 0
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—0O— V2G-off —/x— FCEV-price = BEV-price

Fig. 5.48: CO, abatement costs in 2035 in the LH» import scenario compared to the base scenario
(No import).

In summary, FCEVs would greatly benefit from the availability of renewable hydrogen at a price of 4
$/kg. While no considerable CO» benefit arises compared to the B or I case, the cost difference to
an all-ICV scenario would be reduced by about 20 to 30 percent. However, to catch up with BEVs
in terms of overall and CO, abatement costs, FCEV would have to be available at a similar price to
BEVs.

Findings XII — LH2 import scenario

The availability of H, at a price of 4 $/kg makes FCEVs considerably more cost-competitive
as compared to the base scenario. However, to catch up with BEVs in terms of overall costs
and CO. abatement costs, a substantial reduction of the FCEV price would be required to
about or below the level of the projected BEV price.

2 Transportation sector emissions are per definition independent of the fuel prices in this assessment. See preceding
paragraph on the transportation sector for details.
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5.5 Brief summary and discussion of the transferability of the results
to a larger entity.

This section contains a brief summary on the key findings in the previous sections and analyzes
how these would change if a larger entity, i.e. the entire state of California or the Federal Republic
of Germany had been investigated instead of communities.

Key findings

The results at the beginning of this chapter (sec. 5.1.1.1) demonstrated that FCEVs require 2.5 to
2.6 times more electricity than BEVs to travel the same distance (Findings | and fig. 4.6). In the
subsequent sections, it was analyzed whether the flexibility of the H> generation (sec. 5.1.1.3) or
the potential co-benefits of a H, system in the power and heat sector, i.e. Hy grid storage (sec.
5.1.1.5) and Power2Gas (sec. 5.1.2.2) can compensate for this disadvantage.

The possibility to generate and store H, when RES generation is plentiful and refuel it at a later point
in time, offers a high degree of demand side flexibility in the power sector. For instance, it allows
to increase the capacity utilization of wind and solar power and therefore decreases the necessity
to curtail electricity surplus. In the communities, this allows FCEVs to source more than 80% of
the electricity needed for H, generation from local RES. In contrast, BEVs — based on current
BEV charging profiles and without the consideration of smart charging — obtain only 12 to 53% of
their electricity from local RES (Findings IlI). However, despite this advantage in terms of demand
side flexibility, the deployment of FCEVs results only in slightly lower power sector CO» emissions
(Findings V). Compared to the magnitude of the CO, reduction, an over-proportionate amount of
RES capacity is required to meet the higher electricity demand, which — in addition to the costs
of the H, system — results in higher overall costs compared to BEVs (Findings Xl). This statement
remains true even if FCEVs could be offered at the same price as BEVs (sec. 5.3.1, fig. 5.40).

Furthermore, FCEVs’ co-benefit H, grid storage demonstrated low economic value and was used
to a much smaller extent as compared to Vehicle2Grid (V2G), the sole BEV co-benefit considered
in this analysis (compare Findings Il and Findings V). Power2Gas (P2G), the second co-benefit
of FCEV deployment, also showed only very limited potential to bridge the economic gap to BEVs.
This is due to the circumstance, that a competing technology, Power2Heat (P2H), provides a less
complex and more economic approach of sector coupling between the power and the heat sector
(compare sec. 5.1.2). While P2H was found to meet major proportions of the heat demand in the
communities by 2035, P2G plays only a subordinate role in the heat supply even if important input
parameters change in favor of this technology (Findings VI and Findings VII).

Summary

The integrated analysis of the power, heat and transportation sector clearly demonstrates that the
disadvantage in the energy efficiency of FCEVs compared to BEVs cannot be compensated through
higher demand side flexibility or potential co-benefits of the H, infrastructure.

Transferability of the results to California or Germany

Given that above results were obtained based on the assessment of communities, the question
arises whether similar results would have been obtained if a larger entity like the state of California
or the Federal Republic of Germany had been investigated. This question will be analyzed by testing
the following hypothesis:
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Hypothesis regarding the transferability of the final result to California and Germany

The community assessment led to the final result that BEVs offer the more economic solution
to reduce overall CO, emissions compared to FCEVs. The hypothesis is, that communi-
ties provide a more favorable environment for FCEVs in the comparison against BEVs
than a large entity. Hence, BEVs will perform even better compared to FCEVs in a
larger entity compared to the community environment. It follows that the overall result,
that BEVs offer the more economic solution to reduce overall CO. emissions compared to
FCEVs when considering all respective co-benefits for the energy system, is also applicable
to California or Germany.

Subsequently, this hypothesis will be tested by analyzing the key differentiations between the as-
sessment of a small entity (communities) compared to a larger entity (state or country).

1. The electric load profile of a larger, wide-spread entity like a state or country shows a lower
variation compared to smaller entities such as communities. This is due to the circumstance
that residential and industrial demand patterns vary throughout the state or country (“load
diversity”) and the superposition of the individual loads in the power grid results in a smoothing
effect. One measure for this is the spread between minimum and maximum (peak) load.
Figure 5.49 shows that this spread was about 48% of the average load®® in Germany (large
entity) in 2013. In contrast, the load profile in Putzbrunn (PUT, small entity) is characterized
by a considerably higher spread of about 130% of the average load®!.
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Fig. 5.49: Comparison of the variation in the 2013 electric load profile of Germany compared to the
smallest community Putzbrunn. The load profile of the large entitiy (Germany) shows a
much lower degree of variation than a small entity (Putzbrunn).

Source: 2013 load profile for Germany [413]; 2013 load profile for Putzbrunn: see appendix, section A.1.1.1.

The lower variation of the electric load in a large entity also reduces the requirements for
“peak capacity”, which is necessary to guarantee electricity supply during peak demand. This
is further illustrated in the conceptual drawing 5.51, which compares the electric load in three
separate communities (), @ and @), fig. 5.51a) to their aggregated electric load (@, fig.
5.51b), i.e. when these communities are connected through a power grid to form one large

30 Germany: 2013 average load 62 GW = maximum/peak load 78 GW — minimum load 48 GW = 30 GW.
3" Putzbrunn: 2013 average load 4.2 MW = maximum/peak load 7.6 MW — minimum load 2.1 MW = 5.5 MW.
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entity. In this example, each of the communities would require a generation capacity of 1
MW to meet the peak demand. Hence, a total capacity of 3 MW (3x 1 MW) would have to
be installed when the communities are separated. In contrast, when the communities are
connected through a power grid, the superposition of the three load profiles could decrease
the need for peak capacity to only 2 MW.

. A similar smoothing effect for large, wide-spread entities can also be observed in the wind

power generation. Wind conditions vary from one region to another and the mostly irregular
and intermittent generation of a single wind turbine depends on the wind conditions in the
respective region (€), @ and @ in fig. 5.51d). However, when all wind turbines in the distant
areas are combined through a power grid, superposition of their generation profiles decreases
the variation of the wind generation as a whole (real: fig. 5.50, concept: @ in fig. 5.51c¢).

The correlation between the size of an entity or power grid and the resulting smoothing effects
has been recently investigated by Kuhn et al. [414] in 2016. The authors found that “transmis-
sion grid extensions are a highly effective measure for large-scale renewable integration” due
to “smoothing of demand and intermittent energy supply patterns”. They further argue that,
compared to smaller entities, less storage capacity would be required in large, wide-spread
entities as “balancing occurs from inter-regional differences of generation patterns.”

In summary, provided that a robust power grid is in place, the demand profile for electricity as
well as the generation profile of widely distributed renewable energy sources (RES, i.e. wind
power) smoothen in a large, wide-spread entity as compared to a single, small entity. The
decrease in the variation can in turn result in a higher match between demand and renewable
electricity supply leading to the following three conclusions:

3.a Less RES capacity is required to meet the electricity demand.
3.b The prevalence of electricity surplus from renewable energy sources decreases.

3.c The need for demand side flexibility and storage systems decreases.
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Fig. 5.50: Wind speed profiles of twelve different wind locations, each six in the German states of
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Rhineland-Palatinate (DE: Rheinland-Pfalz) and Bavaria in February 2013. Despite the
comparatively low distance between these locations (30 - 500 km), a smoothing effect
can be observed when all profiles are combined (Mean, —). This leads to a decrease in
the variation of the wind power generation (wind power is a function of the cube of the
wind speed, compare eq. 4.23). The illustration is inspired by [414].

Sources: RLP: Rhineland-Palatinate (German: Rheinland-Pfalz) RLP-13/RLP-23/RLP-27/RLP-64/RLP-78/RLP-79 [415]
BY: Bavaria BY-21/BY-81/BY-95/BY-122/BY-125/BY-315 [416]
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Fig. 5.51: Conceptual illustration of the smoothing of demand and wind power generation patterns
when small entities are connected through a power grid to form one large entity. The figure
illustrates the concepts described in this chapter and is not based on real load profiles.
Real data demonstrating load smoothing (parts a — b) is provided in figure 5.49 and the
references [417] p.16, [414,418,419]. Likewise, figure 5.50 contains measured data on
the smoothing effect of wind power generation (d — c). Further details can be obtained
from the following references [420] p.98-100, [421] p.189, [422] p.32, [414,423,424].

Based on this information, it can be evaluated how the results in the previous sections would be
affected if a larger entity, i.e. Germany or California, had been investigated instead of the four
communities.

4. With decreasing need for storage systems [3.c], the importance of FCEVs’ and BEVs’ storage
co-benefits, Ho grid storage and V2G respectively, will decrease. In the communities, V2G
was used to a larger extent compared to Hy grid storage (compare Findings Il and Findings
IV). Because V2G has a two-fold higher round-trip efficiency compared to H, grid storage®?
and requires almost no additional investment, H» grid storage might be expected to be more
negatively affected than V2G. Conversely, one could also argue that V2G is more negatively

%2 Based on 2035 efficiencies, V2G nypq = 81 % (tab. 4.17) compared to 43 % ~ 66 % - 65 % = Nl - Nyl (tabs.
4.13 and 4.14). This comparison does not take compression or liquefaction losses into account which would further
decrease the efficiency of H, grid storage.
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affected by the decreasing need for storage systems [3.c] because V2G is used to a larger
extent than H, grid storage. However, considering that BEVs were found to provide lower
CO, abatement costs (figs. 5.41 and 5.42) in the base scenario even if V2G is unavailable,
it seems unlikely that [3.c] leads to a fundamentally different outcome of the comparison be-
tween BEVs and FCEVs.

Furthermore, from a general point of view, H» grid storage is considered as a mid- to long-term
storage technology, which can for example be used to provide seasonal storage between the
summer and winter months. In his recently published thesis, Heilek determined the optimal
configuration of the German energy system until 2050 [281]. In only one of the fourteen sce-
narios calculated in his study, H» grid storage is expected to be used. In this specific scenario
“ohneELWE”, the use of electric heating systems is not allowed which essentially eliminates
the possibility of sector coupling between the heat and power sector through Power2Heat.
However, considering that the bottom line of Heilek’s work is that “A tighter coupling of the
power sector and the heat sector offers a significant cost reduction potential for the power
supply and reduces the future need for electrical energy storages.” [281], this scenario seems
largely unlikely.

5. The second co-benefit of FCEVs, Power2Gas (P2G) uses electricity and water to generate a
substitute for natural gas through water electrolysis. Hence, the profitability of the process is
tied to the purchase price of electricity and the sales prices of natural gas®3. The basic idea
is therefore to generate hydrogen when a (inexpensive) surplus of electricity is generated by
intermittent RES. Because of [3.b], smaller amounts of surplus electricity are available in a
larger entity which diminishes the economic prospects of P2G. As a result, the perspective
for P2G as one of two co-benefit of FCEV deployment deteriorates.

6. The high flexibility of the H, system demonstrated a great potential to use intermittent RES
generation (Findings 1l) in the communities. However, it follows from [3.c] that the need for
demand side flexibility tends to decrease in a larger entity. This decreasing necessity for
flexibility further deteriorates the perspective for FCEVs.

Summary of points 4, 5 and 6 leads to the conclusion that the importance of load flexibility as
well as BEVs’ and FCEVs’ co-benefits decreases if a large, wide-spread entity with a robust power
grid had been analyzed instead of communities. With decreasing importance of flexibility and co-
benefits, the techno-economic assessment of BEVs and FCEV gets more focused on efficiency as
the third and last remaining differentiator. Considering that this is probably the greatest technical
advantage of BEVs, the assessment of communities instead of a large entity provides a more
favorable environment for FCEVs. Thus the hypothesis is verified.

3 Under the current projections, overall P2G process efficiency is expected to be about 65% and natural gas prices
are around 9.7 ct/kWh (DE —PUT/NEU) and 5.4 ct/kWh (CA, average between LAH and LIN) in 2035. With these
premises, the cost of electricity would have to fall below 14.8 and 8.3 ct/kWh to allow for profitable operation of P2G.
This estimate does not include the costs of the electrolyzer or gas in-feed infrastructure.
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Motivation

Automotive companies offer two types of electric vehicles (EVs), battery and fuel cell electric vehi-
cles (BEVs/FCEVs), as a sustainable alternative to petrol powered vehicles with an internal com-
bustion engine (ICVs). Both types compete for funds and resources concerning further vehicle
development, the expansion of production capacities and the roll-out of a wide-spread charging or
refueling infrastructure. Over the past couple of decades, the techno-economic evaluation of the
two concepts focused mainly on well-to-wheels (WTW) analyses or life-cycle assessments (LCA).
Because of their inherently higher energy demand' per distance traveled, FCEVs are bound to
underperform in most of these assessments as compared to BEVs.

The potential reduction of CO, emissions through the introduction of EVs, depends on the carbon
intensity of the electricity supply and is therefore inextricably linked to the success of the energy
transition. Interestingly, the latter could also benefit from the deployment of BEVs and FCEVs, as
both concepts (along with their accompanying infrastructure) offer co-benefits that could facilitate
the integration of intermittent renewable energy sources (RES) in the power sector. On the one
hand, BEVs can be used as a short-term electric storage (V2G) or provide demand-side flexibility
(DSF) through “smart charging” whenever the vehicles are connected to the grid. On the other hand,
H, systems? utilized for the supply of FCEVs offer an even higher degree of DSF — independent of
the vehicles’ whereabouts — along with the potential to reduce the combined cost of electricity and
heat through Power2Gas (P2G). Furthermore, when complemented by fuel cells, Ho systems can
also provide substantial amounts of electric energy storage to the power grid.

In the light of these interdependencies, an evaluation of BEVs or FCEVs that is merely based on
LCA or WTW analyses, might fail to identify the best concept to reduce overall CO, emissions
across the power, heat and transportation sector.

The purpose of the present work was therefore to evaluate whether BEVs or FCEVs provide the
more economic approach to reduce overall CO, emissions when the previously mentioned interde-
pendencies and co-benefits are taken into consideration.

Approach

For this integrated analysis of BEVs and FCEVs, a modeling framework (sec. 2.1) has been used
that incorporates the power, heat and transportation sector of a community. Four reference commu-
nities, two in Germany (DE) and California (CA) respectively, were analyzed. The underlying base
scenario (sec. 2.2) for the years 2025 and 2035 contains projections on future EV penetration rates
of 13% and 38% respectively, future cost of commodities and relevant stationary developments® (ch.

' Associated with the two-fold conversion of energy 1) Ho generation through electrolysis. 2) Electricity generation from
Hz in a fuel cell.

2 A H, system consists of an electrolyzer (H, generation), compression unit and some form of H; storage.

% l.e. building energy efficiency and renovation rate of heating systems.
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3) and most importantly, further advancements in the development of the vehicles, energy transfor-
mation, and storage technologies (ch. 4). Because smart charging was not considered, BEVs were
placed at a disadvantage in the comparison against FCEVs (sec. 4.1.2).

The implications of BEVs and FCEVs were evaluated based on the comparison of three different
cases: The B case assumed that BEVs will be prevalent in the EV market and no FCEVs are used
whereas the F case is based on the opposite assumption. Both cases were compared to an all-ICV
reference | case (sec. 2.3). For each of these cases, the cost-minimal way to meet the energy
demands* in the respective community was determined using linear programming (sec. 2.1.1.5).

Summary of results — Implications of BEV and FCEV deployment

The most striking differences between the deployment of BEVs or FCEVs can be observed in the
power sector:

Firstly, although considerable efficiency improvements of both H, system and FCEV were consid-
ered until 2035, FCEV deployment results in a 2.5 times higher electricity demand to meet the same
transportation demand compared to BEVs (Findings ).

Secondly, the load flexibility of the Ho system allows FCEVs to use a very high share (82 - 91%
in 2035) of electricity generated by local solar and wind power, whereas BEVs, based on current
charging profiles and without smart charging, would obtain a much smaller share (12 - 53%) of
their charging electricity from local RES (Findings Il). Consequentially, FCEVs were found to result
in slightly lower power sector CO, emissions compared to BEVs. However, because of the higher
energy demand of the Hx energy chain (fig. 4.6), an over-proportionate amount of solar and wind
power would have to be installed compared to the deployment of BEV (Findings V).

Thirdly, BEVs’ co-benefit V2G provides an economic benefit as short-term electric storage within
the communities which could increase the capacity utilization of the vehicles’ batteries by up to 50%
(Findings 11). About 1 - 2% of the electricity demand in 2025 and 4 - 7% in 2035 would be met by
electricity supplied through V2G (Findings Ill). In contrast, FCEVs’ co-benefit Ho grid storage was
barely put to use in the base scenario. Nevertheless, under different conditions, i.e. a higher grid
electricity price and/or a cost reduction of the H, system components, Hz grid storage could — in
addition to stationary batteries — add value to the energy system.

Taken together, these three points lead to the following conclusion: Under current projections, the
load flexibility of the H, system provides a great potential to integrate intermittent RES, but it ap-
pears unlikely that the co-benefit Ho grid storage will be put into practice. The low energy efficiency
of the hydrogen energy chain results in the need for additional installations of RES. Because the
deployment of BEVs and FCEVs leads to similar CO, reductions in the power sector, these RES
installations cannot be objectively justified.

The sector coupling between power and heat sector through electric heating systems, Power2Heat
(P2H), was found to play a dominant role in the future — independent of the decision whether BEVs,
FCEVs or ICVs are used (Findings VI). In contrast, FCEVs’ co-benefit P2G, an alternative to P2H,
was found to play only a minor role despite the fact that an electrolyzer is already in place and
surplus electricity is available in the communities (Findings VII). Interestingly, at the projected pen-
etration rates, the deployment of EVs will result in a smaller reduction of transportation sector CO»
emissions compared to the anticipated improvement in ICV technology (Findings IX).

Across all three energy sectors, BEVs and FCEVs achieve a similar reduction in CO, emissions
in comparison to the continued use of ICVs. The CO. reduction will primarily be achieved through

* Building electricity & heat demand together with the electricity demand of BEVs or the H, demand of FCEVs.
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the mitigation of CO, emissions from fuel combustion in ICVs. Neither EV was found to result in
a distinct reduction of CO, emissions beyond the transportation sector (Findings X). In terms of
overall costs, the deployment of FCEVs was found to be more expensive compared to BEVs for
three main reasons. FCEVs are more expensive than BEVs on a per vehicle basis (1), require a H»
generation and compression infrastructure (2) and larger investments in the electricity generation
infrastructure in order to meet their higher energy demand (3). With a similar CO, reduction but
lower costs, BEVs provide lower CO, abatement costs compared to FCEVs (Findings XI).

Various sensitivity analyses have confirmed the robustness of the results over a wide range of
parameter changes. The costs of the vehicles was identified as the most influential parameter, yet
the conclusion of this analysis remains valid even if FCEVs could — despite later market entry, earlier
stage of vehicle development and lack of economies of scales in the production of the vehicles — be
offered at the same price as BEVs and V2G was not considered.

Nonetheless, if BEVs became noticeably more expensive than FCEVs, the latter would provide the
more economic choice to reduce overall CO> emissions. This is also reflected in the circumstance
that the results shown above, regarding BEVs’ lower CO, abatement costs, contradict a 2016 study
published by Elgowainy et al. at the Argonne National Laboratory (ANL) [425]. The ANL study
assumes that BEVs will be 13,000 $ more expensive than FCEVs®, whereas BEVs are expected
to be about 8,000 $ /ess expensive than FCEVs in the base scenario of the present study. Based
on their assumptions, the authors calculate 2030 CO,.¢q abatement costs of about 300 $/ton for
FCEVs compared to 550 $/ton for BEVs® whereas the present study calculated CO, abatement
costs of 700 $/ton for FCEVs and 150 $/ton for BEVs’.

Another striking result was that FCEVs would become considerably more cost-competitive to BEVs
if Hy could be imported at a price of 4 $/kg from a location with more suitable conditions® for
renewable Ho generation than the communities themselves. However, a substantial reduction of the
FCEV price would still be required to achieve similar CO, abatement costs as compared to BEVs
(Findings XII).

Finally, the assessment of the transferability of the results from communities to a larger entity in
section 5.5, suggests that BEVs would perform even better compared to FCEVs if California or
Germany had been analyzed instead of the communities.

Conclusion

Flexibility and co-benefits of the Ho system are not sufficient to compensate the considerably higher
energy demand of FCEVs compared to BEVs. Hence, FCEV deployment results in higher costs
and requires larger capacities of RES installations to achieve a similar reduction in CO, emissions.
As a result, BEVs provide the more economic approach to reduce overall CO, emissions.

% [425], p.66 based on [426].

[425], p.xxiii, figure ES-5. Average CO. abatement costs for a BEV210 (210 miles range) supplied with electricity
from wind power, solar-PV and electricity generated by a natural gas advanced combined cycle turbine. FCEV CO.
abatement costs is based on wind powered electrolysis.

7 Average value on the median CO, abatement costs for BEVs and FCEVs in 2025 and 2035 (figs. 5.41 and 5.42)
across all four communities.

l.e. the space to build large low-cost solar farms and high solar power throughout the year. Compare [405].
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Outlook

The findings from this study contribute to the decision-making basis for policy makers, executives
in the automotive industry and future EV drivers. Firstly, the results should be of particular interest
for policy makers aiming to achieve highest reductions of CO, emissions with limited financial re-
sources. The allocation of government funds for further research or infrastructure roll-out could for
example be more closely tied to the overall benefit arising from the respective EV concept. Aside
from EVs, more attention should be given to Power2Heat, which — in line with earlier research by
Schaber [16] and Heilek [281] — was found to offer a simple approach to cope with the increasing
share of intermittent RES generation in the power sector while at the same time reducing CO» emis-
sions in the heat sector.

Secondly, automotive manufacturers might want to look even more closely at the implications of
their future products beyond the transportation sector. The results demonstrate that BEVs fulfil the
primary purpose of EV deployment — the reduction of emissions in the transportation sector — at
lower costs and with lower requirements for RES capacities compared to FCEVs. As a result, it
would seem that the time has come to make a joint move in the industry towards the roll-out of
charging infrastructure to induce more customers to transition to BEVs.

However, setting economic and environmental aspects aside, “the satisfaction of customer needs
is decisive for a wide-spread adoption of electro-mobility. While the range of BEVs is continuously
increasing, their recharging rate (km/min) will remain about an order of magnitude below FCEVs
and ICVs for the foreseeable future. More studies are needed to quantify how the difference in the
recharging/refueling time affects consumer choice in deciding between BEV and FCEV.” — [32]
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A Appendix

A.1 Community input data

The following two sections provide a detailed overview on the input data used for the simulation
model. Section A.1.1 describes the methods used to prepare the input data on energy demands,
load profiles and the cost of commodities. Subsequently, section A.1.2 gives an overview on the
data used to determine the solar and wind power generation. It furthermore includes the references
on installed RES power in 2015. The largest proportion of this data has already been pre-published
by this author in [22,31, 32].

A.1.1 Energy demands, load profiles and cost of commodities

Two sets of data are necessary to determine the electricity and heat demands required for the
simulation model VICUS (sec. 2.1.1): (1) the annual energy demand with the corresponding load
profiles and (2) the cost of commodities. Because no single data source was available that provided
data with the necessary level of detail on all four communities, different methods were used to gather
the data for the German (sec. A.1.1.1) and Californian communities (sec. A.1.1.2). The model input
data is summarized for comparison in section A.1.2.1.

A.1.1.1 German communities

A detailed overview of the input data preparation for the power and heat sector in the German
communities is provided in figures A.1 and A.2.

Electricity

For the year 2013, time series for the “Residual building load” measured at the local substations
could be obtained for both German communities (PUT [427], NEU [local utilities, undisclosed]).
These load profiles reflect the residential and industrial electricity demand but have to be adjusted
for the power generation of existing rooftop solar panels (PV) at low-voltage level. For this purpose,
the PV generation profile was calculated using the approach described in section 4.2.1.1. Subse-
quently, the residual building load was adjusted by adding the PV generation as illustrated in figure
A1,

The resulting load profile Y( )- D(t, ) is the electricity demand time series for 2015. The 2025
and 2035 load profiles were calculated based on this profile by reducing the electricity demand ac-
cording to the expected energy efficiency reductions described in the “goals of the energy transition
in Germany” [29]. Thereby the assumption was made, that the shape of the load profiles will remain
similar to 2015. Finally, in the B case, the BEV charging profile was added to the existing load in
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Fig. A.1: Derivation of the 2015 parameters for the electricity demand in the German communities.
Literature sources are summarized in section A.1.2.1. The derivation of the BEV charging
profile is explained in section A.1.1.3.

the communities. The data preparation for the BEV charging profile is further described in section
A.1.1.3.

The price of grid electricity By, was calculated based on the residential and industrial price of
electricity and the split of residential and industrial electricity demand 30%-70% [428—430]. Similar
to the load profiles, the assumption was made that this split would remain constant over the next

two decades. The corresponding literature sources are provided in tables A.6 and A.9.

Heating

Three sets of input data were required for the heat sector calculations: (1) heat demand time series
Y(heat) - D(t,heat), (2) cost of fossil heating fuels ngas and Y3 and (3) information on the current
heat supply, i.e. existing heating systems (tab. A.5). The overall approach is illustrated in figure A.2
and the literature sources to the underlying input data are provided in table A.7.

Heat demand time series
Two sets of data were necessary to calculate the heat demand time series P (t) = Y'(heat)- D(t,heat)
in equation A.1: (1) the room heating load P;(t) and (2) the hot water load Phy(f).

Pn(t) = Pr(t) + Phw(t) (A1)

As no specific time series could be obtained for the hot water load Py (), a constant hot water base
load Phw(t) = Phw = Enw/8760 h was assumed (600 kWh/person) based on [431,432].

The calculation of the room heating load P, (t) depends on two input parameters: (1) annual room
heating energy demand E; and (2) a normalized room heating load profile D(t).

Fi(t) = E - D(1) (A-2)

Due to the lack of homogenous input data, different approaches had to be used to determine the
heating demand time series Py(t) for the two German communities Putzbrunn and Neumarkt i.d.Opf.
The literature sources for these data sets are listed in table A.7.

Putzbrunn (PUT): In a first step, the residential room heating demand Eesi9ntia for PUT was de-
termined based on the living area (m?) and the average annual heating demand (KWh/m?). In
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combination with the split between residential and industrial demand (R/l 65%-35%, excl. process
heat [433], Endustial _ 0.35/g 65 . £residential) ‘the annual room heating demand E, was determined.

identi i - identi 0.35
E = Erre5|dent|al + Erlndustrlal _ Erre5|dent|al ) <1 + 0_65> (A.3)

Subsequently, £, and D(t) were used to calculate the room heating demand time series P(f) with
equation A.2. In the final step, the constant hot water load Py, was added to receive the heat
demand time series Py(t) in equation A.1.

Neumarkt i.d.Opf. (NEU): Brautsch [430] provides data on the consumption of natural gas and
heating oil in NEU. Based on the assumptions, that this energy is exclusively used for heating and
that the heat demand is only covered by natural gas and oil heating systems (compare existing
heating systems, tab. A.5), the total annual heat demand E, was calculated (E, = E; + Enw)-
Subtraction of the annual hot water demand E;,, led to the annual room heating energy E;. In the
next step, E. was then used to calculate the room heating load P;(f) using the normalized room
heating load profile which will be described further below in this subsection. Similar to Putzbrunn,
the hot water load Py, was then added again to receive the heating demand time series Py(t) =
Y(heat) - D(t,heat) (eq. A.1).

Normalized room heating load profile D(t)

The normalized room heating load profile D(t) was calculated for PUT and NEU based on time
series on the outdoor temperature using the concept of “Degree hours” — a similar approach to the
well-established model of Degree days [434].

Firstly, for each time step t, a Degree hour 6(t) was calculated using the outdoor air temperature
Tout(t) and equation A.4. The base temperature Thase (also called heating limit') was thereby set
to 15 °C. The indoor temperature Ti,(t) was set to the commonly used value of 20 °C for Germany

[435].
o[t - {Tout(t) = Tinlt) Tour(t) < Thoase(?) A4

0 Tout(t) > Tbase(t)

The indoor temperature was furthermore modified to take the “night setback™ into account. This
enables the heating system to save energy by lowering the temperature overnight.

e {20 °C t € [6h;22h] A5

16 °C t € [23h;5h] night setback of 4 °C

The sum Oyear = Zﬁ 8760 0(t) over all Degree hours 0(f) was then used to determine the normalized
room heating load profile D(t) (eq. A.6). This made it possible to allocate the annual room heating
demand E; to each time step t in order to calculate the room heating load P; in equation A.7.

o(1) o(t)
Oyear Zﬁ =8760 o(t

D(t) =

0(t)
eyear

Pi(t) = - E (A7)

' Heating is only necessary when the outdoor temperature falls below this heating limit of 15 °C.
2 German: Nachtabsenkung, compare [436], p.24
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2015 PUT — Heat demand Y (heat)-D(t,heat), existing heating systems and the price of natural gas and heating oil
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2015 NEU — Heat demand Y (heat)-D(t,heat), existing heating systems and the price of natural gas and heating oil
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Fig. A.2: Derivation of the 2015 parameters for the heat demand in the German communities. Literature sources are summarized in section A.1.2.1.




Cost of fossil heating fuels

The 2015 price of natural gas (NG) and heating oil was determined using individual prices for
residential and industrial (R/l) energy use and the respective R/l split in the heat demand (tab. A.8).
For PUT, the R/l split was estimated to 65%-35% based on [433].

For NEU, the comprehensive report by Brautsch [430] provided details on the R/l split of the NG
demand (R/l 65%-35%). However, no details were provided on the R/l split for the demand in
heating oil, for what reason the NG split (R/I 65%-35%) was used.

Because the R/l split coincidentally turned out to be identical for PUT and NEU, the same input
parameters for the prices of NG and heating oil (tab. A.8) were used in the simulation model for
PUT and NEU.

A.1.1.2 Californian communities

The U.S. Department of Energy (DOE) published a data set on “Commercial and Residential Hourly
Load Profiles for all TMY3 Locations in the United States” [36] on the website OPENEI.org which
contains load profiles for the electricity and heat demand. The data sets contain a residential
load profile along with load profiles for sixteen different businesses (e.g. hotels, supermarkets,
offices, schools). These data sets made it possible to generate an approximated load profile for the
community in three steps:

1. Determine annual residential and industrial (R/l) electricity and heat demands based on offi-
cial reports.

2. Assemble an industrial load profile for the community based on the business structure in the
communities.

3. Combine residential and industrial profile according to the split between R/I consumption
based on the first step.

This approach is illustrated in figure A.3. The input data and literature sources are provided in
section A.1.2.1, tables A.6 (electricity) and A.7 (heat).
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Fig. A.3: Derivation of the 2015 demands for electricity and heat in the Californian communities. The input data is provided in table A.7.




A.1.1.3 Transportation

ICV fuel demand and CO, emissions

Figure A.4 illustrates the approach used to determine the annual cost of ICV fuels zcy..«(X) and the
corresponding TTW CO, emissions @ .rrw(x) for the different cases (x € {B,F,l}). These calcu-
lations are part of the “Additional Transportation-related Calculations” (ATC), described in section
2.1.2.

BEV charging and FCEV refueling profiles

The BEV charging profiles were extracted and normalized based on technical reports for different
field studies with electric vehicles as described in table A.1. Data was only available on a weekday/-
end or daily basis for one single week. Therefore the same charging profile had to be used for each
week of the year. In contrast to the FCEV refueling demand Y'(h880) - D(¢,h880), BEV charging is
not treated as a separate demand time series in the simulation model VICUS. The BEV charging
profile is combined with the building electricity demand and thus part of the total electricity demand
Y(elec) - D(t,elec) in the communities (fig. A.1).

Given that refueling process and duration are similar for FCEV and ICV [56] (compare sec. 4.1),
refueling patterns from gas stations would have been an ideal data source. Since these could not be
obtained within the communities, another approach based on the local traffic volume was used. The
time series provided by the Caltrans Performance Measurement System (PeMS, California) and the
Bavarian road information system (Bayerisches StraBeninformationssystem, BAYSIS) were used
to determine the FCEV refueling demand profile Y'(h880) - D(t,h880). Because the BEV charging
profiles could not be obtained in a higher resolution than one week, the same time frame was used
for the FCEV refueling profiles.

187



Tab. A.1: References for the input data used to determine BEV charging and FCEV refueling pro-

PUT

NEU

LAH

LIN

188

files.

BEV

Weekday and weekend profile of the project
“ElectroDrive” in Salzburg, Austria [437].

Weekday and weekend profile of the project
“VLOTTE” in Vienna, Austria [439].

Weekday and weekend demand for San
Francisco [440]. The data was adjusted
(Monday switched with Sunday) to form a
more realistic profile similar to [441] where a
less electricity is charged on Monday
mornings as overall weekend travel tends to
be lower compared to weekday travel.

Average BEV charging profile for one week in
San Diego [441].

FCEV

Hourly time series of the 2014 passenger
vehicle traffic volume (vehicle count, sensor #
79359704) along the district road
(“Kreisstrasse”) KM 22 in the neighboring
community Ottobrunn [438].

Hourly time series of the 2014 passenger
vehicle traffic volume (vehicle count, sensor #
66349100) along the parkway
(“Bundesstrasse”) B 8 in the neighboring
community Burgthann-Oberferrieden [438].

Hourly time series (3-months, Jan-Mar 2015)
for the traffic volume along the interstate
I-280 (sensors VDS 404614/404643
north-/southbound) in Los Altos Hills [442].

Hourly time series (3-months, Jan-Mar 2015)
for the traffic volume along the California
state road CA-65 (sensors VDS
317081/317088 north-/southbound) in
Lincoln [442].
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Fig. A.4: Overview on the approach used to calculate ICV fuel cost and CO, emissions.




(a) Approach used to determine the BEV charging demand time series. The BEV charging time series enters
into the total electricity demand in the communities, compare figures A.1 (DE) and A.3 (CA).
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(b) Approach used to determine the FCEV refueling demand time series Y (h880) - D(t,h880).
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Fig. A.5: Derivation of the BEV charging and FCEV refueling demand time series.
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A.1.2 Input data on renewable energy sources

Table A.2 contains references on the weather data used to determine the normalized wind and
solar power generation time series (R(t,wind) and R(t, )) based on the approach described in
section 4.2.1. Current (2015) RES capacities are listed below in table A.3. The approach used to
determine the plane-of-array (POA) radiation for a tilted rooftop solar panel is described in chapter
Il of the book “Regenerative Energiesysteme” by Volker Quaschning [235]. For the calculations, an
Albedo value 0.2 (relevant for the radiation reflected from the earth’s surface) was used for all four
communities.

Tab. A.2: Weather data for solar and wind power generation in the communities.

Sources Global horizontal irradiance, dry-bulb temperature, air pressure and wind speed [443]
(settings: climate region 13, station Mihldorf, WMO-# 10875, average year, time frame 2021—
2050, 6500 residents, outer city perimeter, 535 m above sea level.)

PUT Wind power The wind power was normalized to represent realistic capacity factors (1200 h/a)
provided in [254].
Since both communities are located within the same TRY region a comparison based on the
same data would not have been reasonable. Therefore data for one individual year (2014)
had to be used. Sources Air pressure [444], station Weissenburg # 10761. Global horizontal
irradiance, wind speeds, temperature [416], station Hartenhof, # 25.

NEU Wind power The irradiance data was normalized to the 5-year (2010—-2014) average. The wind
power was normalized to represent realistic capacity factors (2000 h/a) provided in [254].
Sources Global horizontal irradiance, dry-bulb temperature, air pressure. [445]

LAH Wind power N/A. Wind power was not considered because LAH is a densely populated area
with very high real estate prices.
Sources Global horizontal irradiance, dry-bulb temperature, air pressure and wind speed [446].

LIN Wind power The wind power was normalized to match the capacity factors (1500 h/a) provided
in [255-258].

Tab. A.3: Existing capacities Cgyf and G, of solar and wind power in the communities.

unit  2015/2025/2035 source/comment
PV panels MW C§i =19 The existing wind and solar power plants

PUT : " ;

wind turbines MW — in the communities are based on publicly
available data sources: Solar (photovoltaic)

NEy PV panels MW Gy =158 power: PUT/NEU [447]; LAH/LIN [448]. Wind
wind turbines MW Ctixrb =20.7 power: PUT/NEU [447], (NEU: Wind turbines
PV panels MW CSC -18 at medium voltage level: 5x 3.2 and 1x 4.8

LAH _ MW.); LAH/LIN — no data available that would
wind turbines MW - indicate that wind turbines are installed in either
PV panels MW G5 =26 of the two CA locations.

LIN
wind turbines MW —
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A.1.2.1 Input data - tables

op.
state, country community location p.p sources
density
;%) (1/km?)
) Putzbrunn 48.07; 11.72 11.2 6,300 560 [49,449]
Bavaria, DE .
Neumarkt i.d.Opf. 49.27;11.46 79.0 41,300 520 [450]
L Los Altos Hills 37.37;-122.14 22.8 7,900 350 [451]
California, USA .
Lincoln 38.89; -121.29 52.1 45,100 870 [452]

Tab. A.4: Geographic and demographic parameters of the communities.

Tab. A.5: Existing heat supply structure.
unit 2015 2025 2035 source/comment

resi. electric % =
DE natural gas % 43 30 17 To take the existing (already installed) heating

oil % 57 40 o3  Systems into account, the 2015 heating sys-
tems (estimates, based on: LIN [453], LAH

resi. electric % 10 7 4 :
LAH natural gas % 90 63 36 [454], PUT [41], NEU [430]) were provided to
oil % _ the model as existing capacities C*. It was

assumed, that the commercial/industrial sector
has the same supply structure as the residen-
tial sector.

resi. electric % 25 18 10
LIN natural gas % 75 53 30
oil % -

The actual values for the existing capacities of resistive electric Cg;, natural gas Cg, and oil

heating C£¥, systems, were determined by multiplying the peak heat demand Y'(heat) and the heat

supply share of the respective system in table A.5:

Example: LAH 2025 Croig = 63 % - Y(heat) and  Cig =7 % - Y(heai)
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Tab. A.6: Building electricity demand in the communities. (MWh/R stands for MWh/resident.)
unit 2015 2025 2035 source/comment

residential GWh 11.0 10.2 9.6 The 2015 electricity demand was determined
residential MWH/R 17 16 1.5 using the load profile at the local substations

PUT (PUT [427], NEU undisclosed) which then had
industrial GWh 25.6 23.8 22.5

to be adjusted by the power generation of the

el GWh 366 340 321 existing solar panels (tab. A.3; decrease the
measured load at the substation). The split be-

residential GWh 85 79 74 tween residential and industrial demand was
residential MWHR 20 19 18 estimated to 30%-70% based on [428,429] and

NEU | . assumed to remain constant until 2035. Total
industrial GWh 198 184 173  demand in 2025 and 2035 is based on the ful-
fillment of the energy efficiency targets of the

total GWh 282 262 247  gnergy transition [29)].

The 2015 demand and demand split between
residential and industrial consumers (R/l)is
based on [455]. The load profile had to be de-
rived from reference profiles: “Both the electric

residential GWh 35.3 31.3 29.1

and the heating load profile are based on the

load profiles provided by the [DOE] [36]. The

residential MWHR 45 40 37 residential energy demand profiles are based
on the base case provided by the DOE for the
location at Mountain View, Moffet Field (NAS
745090) which is the closest monitoring sta-
tion to Los Altos Hills (LAH). The load profile of

industrial GWh 10.3 9.9 gg the commercial/public share of the energy con-
sumption was estimated by merging the DOE
load profiles of one medium office, four primary
schools, two secondary schools and one super-
market” — [31]. Total demand in 2025 and 2035

total GWh 45.6 41.3 38.7 is based on estimates for decreasing energy in-
tensity in [30], reference case, figures MT-10
and MT-14.

LAH

Reference [456] states the 2013 electricity de-

L Gl el e R mand per capita for Placer county. Load pro-
files were calculated based on the reference

profiles provided by the DOE [36] for the lo-

residential MWHhH/R 2.9 2.6 2.4 cation 724839 (Sacramento) closest to Lincoln.
LIN The industrial profile was aggregated based on
an online research and consists of: 3 ware-

industrial GWh 145 140 135 houses, 3 supermarkets, 30 stand-alone re-

tail stores , 10 small offices, 3 medium of-

fices, 5 primary schools, 2 secondary schools,

total GWh 276 256 243 1 small hotel, 15 quick-service and 15 full-

service restaurants.
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Tab. A.7: Building heating demand in the communities. (MWh/R stands for MWh/resident.)

unit 2015 2025 2035 source/comment
The 2015 residential heating demand was cal-
residential GWh 39 36 33.0 culated based on the entire living area of
270,000 m? [449], an average heating demand
of 130 kWh/m?.a [457, 458] and a warm wa-
residential ~ MWh/R 6.2 5.7 5.3 ter heat demand of 600 kWh/(resident-a) [431,
432]. 2025/2035 values were calculated based
on the energy efficiency estimates in [459], fig-
el industrial GWh 21 19 18 ure 32. Due to the lack of publicly available
data, the industrial heat demand was approxi-
mated to 35% of the total heat demand based
on [41] (R/I 65%-35%, process heat not consid-
total GWh 60 55 51
ered).
residential GWh 318 291 272 The 2015 residential heating demand was cal-
culated based on gas demand. Due to the lack
residential MWh/R 7.7 7.1 6.6 of time series for the industrial heat demand,
NEU the latter was assumed to be similar to the res-
industrial GWh 169 155 145 idential profile. Similar to PUT, 2025/2035 val-
ues were calculated based on the energy effi-
total GWh 487 448 419 ciency estimates in [459], figure 32.
o The heat demand was determined based on
residential (G 87 7 [ the natural gas demand in LAH [455] and the
existing heating systems (tab. A.5) under the
residential MWH/R 11 9.7 9.0 assumption, that all natural gas in LAH is used
for heating/cooking. The significantly higher en-
LAH ergy consumption in LAH compared to LIN can
industrial GWh 16 16 15 be explained by the slightly colder climate in the
Bay area and the difference in the size of hous-
ing: LAH is a much wealthier town (income
total GWh 103 93 g7 LAH 114,500 $/R; LIN 31,900 $/R) [460] with
bigger housing units.
residential GWh 267 236 220 The heating demand was determined based
residential MWH/R 59 50 49 ON the natural gas demand in Lincoln (based
on Placer county) [456] and the existing heat-
LIN industrial GWh 121 117 113 ing systems (tab. A.5), under the assumption
that the entire natural gas demand in Lincoln is
total GWh 388 354 333

194

used exclusively for heating/cooking.



Tab. A.8: Fossil heating fuel prices

var

and var

DE stands for both German communities PUT

ngas oil -
and NEU.
unit 2015 2025 2035 source/comment
2015 price was determined with [461,
462] based on the residential and indus-
trial demand split (65%-35%); for better
Natural vay $/kWh 6.6 7.8 9.7 bili iecti im-
gas ngas comparability, future projections are sim
ilar to CA communities [30], figure IF1-6
and [60], figure 6.
DE 2015 prices for residential and industrial
consumption were obtained from [59].
. Subsequently, the total price was calcu-
Heating var $/kWh 5.7 6.9 8.5 lated based on the residential and indus-
ol o trial demand split (65%-35%); future pro-
jection are based on crude oil prices [60],
figure 3.
resid. $/tcf 115 13.6 16.9 2015 prices are EIA natural gas prices
CA Natural for California [463]. Future projections
gas are based on [30], figure IF1-6 and [60],
ind. $/tcf 8.7 103 128 figure 6.
2015 heat demand [455]. Future pro-
resid. % 84.0 828 823 Jections are based on the increase in
Heat energy efficiency in the residential and
AT industrial sector [30] figures MT-10 and
ind. % 16.0 170 177 MT—14: Compare [31], supplementary in-
formation, p.1.
LAH Natural  totg] $ /tcf 111 130 1{6o Ihe total price of natural gas is deter-
gas ' ' ' mined by combining the R/I demand split
var in the heat and the CA prices for residen-
ngas  total $./kWh 3.8 4.4 55 _ ,
tial or industrial consumption.
Reference [456] provides the heat de-
resid. % 68.7 66.8 66  mand (2013) for Placer county which
was used to calculate the 2015 heat de-
Heat mand for LIN. Projections for 2025/2035
demand are based on the increase in energy ef-
L o 313 332 340 ficiency in the residential and industrial
sector [30] figures MT-10 and MT-14.
LIN
Natural total $/tcf 106 125 155 The total price of natural gas is deter-
gas mined by combining the R/I demand split
hgas total  $/kWh 3.6 4.3 5.3 inthe heat and the CA prices for residen-

tial or industrial consumption.
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Tab. A.9: Grid electricity price 37|, in the four communities. DE stands for both German communi-
ties PUT and NEU.

parameter 2015 2025 source/comment

2015 residential and industry price
[464]/[465]; 2015-2035 price fore-
cast [466] (target scenario). The to-

resid. $-ct/kWh 33.1 35.7 344

e tal electricity price is based on th
DE ind. $e/KWh 176 212 205 o Seciriclypriceisbasedon he
split between industrial and residen-
tial electricity demand (NEU/PUT
gelec  total $ct/kWh 223 256 24.7 70%-30%, compare tab. A.6).
resid. % 775 760 753
demand
split ind. % 22.5 24.0 24.7
2015 prices are based on the
LAH resid. $ct/kWh 17.2 18.8 17.3 residential and industrial electricity
price _ prices in [467]. The total electric-
733k $ct/kWh 18D 83 1949 ity price results from the shares of
ar total $ce /KWh 165 179 16.9 industrial and residential electricity
g demand (compare tab. A.6). The
resid. % 47.4 452 443 20152035 price forecast is based
demand on [60] and was adjusted for the
split ind. % 526 54.8 55.7 different increase in the energy effi-
ciency between households and in-
LIN resid. $ct/kWh 172 188 17.3  dustry according to [30], figures MT-
RICS _ 10 and MT-14.
ind. $ct/kWh 140 152 156
solec  total $ct/kWh 155 16.8 16.4
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A.2 Fundamentals

Tab. A.10: 2015 annual production, reserves and world resources for important raw materials of
Li-ion batteries and PEM fuel cells.

Production Reserves Resources

(1,000 tons/a) (1,000 tons) (1,000 tons)

Lithium 32.5 14,000 41,000
Nickel 2,530 79,000 130,000
Cobalt 124 7,100 145,000
Manganese 18,000 620,000 “large” — [173]
Platinum 0.178 33 50

Sources: U.S. Geological Survey (USGS) [173], additionally for manganese: [468]. Reference [173]
provides aggreagated data for platinum-group metals. For the calculations in section 4.1.5, the
assumption was made that 50% thereof are platinum.

Reserves and resources are defined as follows by the USGS [173]:

Resources “A concentration of naturally occurring solid, liquid, or gaseous material in or on the Earth’s
crust in such form and amount that economic extraction of a commodity from the concentration is
currently or potentially feasible.”

Reserves “That part of the reserve base which could be economically extracted or produced at the time
of determination. The term reserves need not signify that extraction facilities are in place and operative.

[L..T
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Tab. A.11: Literature values for the gravimetric €™ and volumetric €" energy density and CO, inten-
sity ¢ (for ideal combustion) of different ICV fuels. Based on this literature review, the
bold numbers are used in this study (compare tab.4.3).

energy density (LHV) density sources
gravimetric €™ volumetric € p
MJkg kWh/kg MJ/I KWh/I kg/l
45.3 12.6 35.5 9.86 0.78 - [469]
- - 35.3 9.81 - —  [470]
43.2 12.0 35.4 9.84 0.82 - [471]
0.80 -
- - - - - [472]
0.89
o 33.7 - 9.36 - 0.78 -
3 43.2 12.0 —  [473], light diesel
5 36.3 10.1 0.84
= = = = = 2.68 [113]
45.5 12.6 36.9 10.3 0.81 2.65 [114]
43.5 12.0 35.6 9.87 0.82 2.67
42.0 11.4 315 8.75 0.77 - [469]
31.7 - 8.80 - 0.72 -
44.0 12.2 — [473],at25°C, 1 atm
34.3 9.53 0.78
44.0 12.2 34.3 9.53 0.78 — [471], RON 95
= = — = — 2.35 [113]
2 = = 33.2 9.22 — - [470]
S
2 = = — = 0.75 - [474]
(@]
45.8 12.7 33.7 9.36 0.74 2.30 [114]
42.4 11.8 31.5 8.75 0.74 — [475], RON 95 at 15.6°C
43.7 12.1 32.8 9.10 0.75 2.33
40.7 11.3 30.8 8.56 0.76 — [475], RON95 E10 at 15.6 °C
o - - 30.1 8.36 - — [470], RON95 E10
c—% _ _ _ - - 212 [113]
S - - 33.0 9.17 — [471]
W
41.2 11.4 31.3 8.70 0.76 2.12
5
S 26.9 7.47 21.1 5.87 0.79 —  [471], RON 107
e
>
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A.3 Modeling framework

A.3.1 Modifications compared to the original VICUS model.

This section describes the two modifications that were necessary to adjust the original model to the
needs of this study.

A.3.1.1 Implementation of Double-Input-Single-Output (DISO) processes

VICUS was initially designed for processes converting one input commaodity into one output com-
modity (SISO: Single-Input-Single-Output), e.g. a gas turbine which converts natural gas into elec-
tricity. The processes Ho compression, liquefaction and cryo-compression use electricity to process
hydrogen from one state to another. This results in the need for processes with two input commodi-
ties and one output commodity (DISO: Double-Input-Single-Output). For example, a H» liquefier
uses electricity to convert gaseous hydrogen into liquid hydrogen (LH») as illustrated in figure A.6a.
A couple of additional equations were implemented to enable these DISO processes which will be
explained at the example of Hy liquefaction (p = liqu).

a) Liquefaction - Reality b) Liquefaction - Model Abstraction
liqu1
14.0 16.7
14.0 2.7
Input 33 T 33.3 Output Input 33.3 Qutput
' 16.7
33.3
14.0 . 14.0
Losses liqu2 \*
14.0
Electricity, elec [KWh] Losses

I | iquid Hydrogen, |h2 [kWh]
Gaseous hydrogen, h20 [kWh]

B Energy losses [kWh]

B Virtual transfer [kWh]

Fig. A.6: Model abstraction of DISO processes using the example of H» liquefaction.

In the first step, two SISO sub-processes, liqu1 and liqu2 are created: The first process liqu1 “con-
verts” electricity ( ) into liquid hydrogen (Ih2) while the second process liqu2 turns gaseous hy-
drogen (h20) into liquid hydrogen (Ih2). Both processes together form a single DISO process which
uses electricity to liquefy gaseous hydrogen. To ensure that both processes operate simultaneously
as one entity, their energy output is synchronized through equation A.8 (compare eq. 2.11):

Efqui (t.elec,In2) = Efgly(t,120,1h2) (A8)

It follows from this equation, that the sub-processes generate the same quantity of liquid hydrogen
per time step t. Because it is physically impossible to generate LH, from electricity, the input of Ho
used in the second process ( — Ih2) has to be equal to the output of both processes in order to
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observe the law of mass conservation:
En 2(£,120,In2) = B, (t,elec,Ih2) + EQ,(1,h20,1h2) (A.9)

With the definition of the output energy Eg"!(t,c",c®) = n, - E5(t,c",c°™) from table 2.6, insertion
of equation A.8 into equation A.9 yields:

Einua(t,120,h2) = Efgt (t,6160,1n2) + Euty(£,020,h2)
= 2 Ejglp(t,120,1h2) A1
=2 - TMiiqu2 - E"quz(t, ,Ih2)
= Niiquz = 0.5
It follows that the LH»> “generated” by process liqu1 ( — [h2) is withdrawn from the second

process liqu2 to ensure the conservation of (hydrogen) mass. The next step is to ensure energy
conservation by adjusting the only remaining parameter, the efficiency mjqu1 of the first process.
This can be achieved by combining equations A.8 and A.10:

Efn (t.elec,In2) = Eglp(t,020,1h2)
Miiqu1 * Eliqu1( ) Ih2) =0.5 - thuz( Ih2)
(A.11)
0.5- E|',guz( ,Ih2)
— H =
Nliqu1 EI|Ir(1qu1 (t, Ih2)
Today, approximately El'lgm( ,h2) = are necessary to liquefy
in a small liquefier (compare sec. 4.3.3.2) which leads to:
0.5-EN (t,h20,h2) 0.5.
Miaut =~ gy = 1.19 (A.12)
I|qu1( ’ 2)

If process 1 (liqu1) were to operate without the second process, it would be able to create energy
and be a violation of the law of energy conservation. The combination of both processes however,
fulfills both mass (1) and energy conservation (2):

(1) The hydrogen “created” in liqu1 is “annihilated” by liqu2 and the total amount of hydrogen lique-
fied by both processes is identical to the amount of input hydrogen.

(2) The “energy source” in liqu1 is compensated by the “energy sink” in liqu2. The resulting “virtual
transfer” of energy between the two sub processes ensures that the net energy balance (eq. A.13)
of the model abstraction (fig. A.6b) is equal to the real liquefaction process (fig. A.6a).

Input Efficiency Output
Process 1 Eiqui (t.e1e0) M —  Epuy(telec,h2)
1.19 16.65 kWh
Process 2 Einuz(t,h20,1h2) M2 — Efia(t,h20,h2)
0.5 16.65 kWh
Summary  Ejguq(t,elech2) + Ejgp(th20,1h2) m — Eputy(telec,h2) + ERuta(t,
+ 0.7 33.3 kWh £ 1kg
(A.13)
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A.3.1.2 Avoiding the merit-order effect in the heat supply

The simulation model determines the cost-optimal configuration of the energy system which results
in a “merit-order”® when multiple technologies with differing variable costs are used to meet a time-
dependent demand. In the case of electricity, this effect is expected as long as all technologies
(i.e. power grid, solar panels or wind turbines) are actually capable to meet the electricity demand
through the distribution grid.

In the case of the heating demand however, each residential and commercial building uses a ded-
icated heating system to meet their heat demands. It follows, that the heating system in house A
cannot be used to meet the heat demand in house B. However, due to the fact that all individual
heat demands have to be aggregated to one single demand profile for the simulation, this situation
could occur in the original VICUS model.

The following example will further emphasize these circumstances: Two different heating systems,
each consisting of heat generation process and hot water storage, are installed in a community to
meet the heat demand. 30% of these systems are resistive electric heating systems, the remaining
70% are fueled with natural gas. The latter is assumed to have lower variable cost.

In the winter months, both systems operate at full capacity to meet the space heating and hot water
demand. The systems’ share of the heat demand are kesi(winter) =30% and Kpgiig(winter) =70%
respectively. In the summer months, space heating is no longer necessary and the heat demand
is reduced to the hot water demand which can now be met by either of the heating systems. In
the original version, VICUS will choose to use gas boilers (kpoiig(summer) = 100%) as their vari-
able cost is lower than resistive electric heating (fig. A.7). The shortcoming of this solution is, that
the households/offices with electric heating systems would have to relinquish the use of hot wa-
ter (kresi(summer) = 0%) while too much heat is generated in the building with gas-fired heating
systems.

Original VICUS Modification
I T I T T T

1.0

Load curve Load curve

Electric] 0.8
heating

0.6

Gas
heating 04

Gas
heating

equal shares
throughout the year

Heating demand / supply (kW)

K, (Winter) > «___ (summer) Ky o(t) = const. 0.2
Ko (Winter) <. (summer) K, (1) = const.
0.0
100 200 300 100 200 300
days of the year days of the year

Fig. A.7: Modification of the VICUS model to ensure a realistic heat distribution in the communities.
Compare to egs. 2.5 and 2.14 in sec. 2.1.1.4.

3 Further detail on the merit-order effect is provided by SensfuB3 et al. at the example of the electricity sector in [476].
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In order to counteract this effect, an additional set of variables and equations was introduced to
ensure that each heating system kp(winter) = kp(summer) = const. covers a fixed share of the heat
demand over the course of the year.

The first step of this process was to implement four identical hot water storage systems and assign
each of them to one of the four heating processes* in the simulation model. The second step was
to define kp as a time-independent variable for each system which represents its share of the heat
demand:

As overgeneration

_ ERU(t,c"heat) + EQ(t,heat) — EJ\(t,heat) —Ey (t,heat,waste)

A D(t,heat) - Y'(heat) vV te[1,8760]
heat demand
é\s overgeneration
Eggﬁg(t,ngas,heat) + Ef?gtt-boilg(heat) - E%r]ot—boilg(taheat) —EN(t,heat,waste)
€.9.Kpoilg =
D(t,heat) - Y(heat)
heat demand

(A.14)
These shares are defined by the output of the process Ep, the amount of energy released or stored
As in the corresponding hot water storage and an absorbing “waste process” EI. The latter enables
heat overgeneration by annihilating a surplus of heat. In this work, EI" does not come into effect. It
is only relevant in case combined-heat-and-power (CHP) processes are considered as it provides
the possibility to generate electricity in times of little or no heat demand. The third and last step was
the implementation of equation A.15, a restriction to ensure that all processes combined meet the
heat demand.

!
Z Kp = Kboilg + Kboilo + Kresi + Khpump = 1 (A.15)
p
The values for the variables k,, are determined in the course of the simulation. This approach merely
sets a constraint to ensure that the share of a process supplying heat to the community remains
constant throughout the year. The result of this approach is shown in figure A.7.

A.3.2 EV penetration rate

The projection of the EV penetration rate a was performed at the example of Los Altos Hills (LAH),
Santa Clara county, California. Yet, to preserve the comparability of the results among the com-
munities, the same penetration rate was also used in the three other locations. These are rather
optimistic projections (for Germany in particular) considering the current progress in EV sales.

The projection is based on a literature review of various articles and reports [23—-27]. The approach
and assumptions used to determine a are summarized in the following table A.12. The result of this
approach is illustrated in figure A.8, the 2015 EV penetration rate asg15 = 0% is set to zero since
most of the communities (apart from LAH) had no significant EV fleets by 2015.

4 Resistive electric heating (resi), electric air-sourced heat pumps (hpump) and furnaces fueled with natural gas (boilg)
or heating oil (boilo), compare section 4.2.2. Accordingly, the hot water storage “hot” had to be implemented four times
as hot-boilg, hot-boilo, hot-resi and hot-hpump.
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Tab. A.12: Approach used to estimate the EV penetration rate a in 2025 and 2035. Some of this
information has been previously published by this author in [31, 32].
According to the “Clean Vehicle Rebate Project” (CVRP) [43], more than 9,000 of the
Introductory  ~ 1.5 mio. automobiles in Santa Clara county were battery-powered by February 2015
remark | which results in a penetration rate of a = 0.6 %, three times the average in California®.
According to the CVRP, no fuel cell electric vehicles were in use by February 2015.
FCEV and BEV penetration are at first determined separately but then combined to an
overall EV penetration rate a.

Future new vehicle registration rates in California will be similar to the 20 year average
Assumption | (1994 — 2013) [478] of about 1.5 million vehicles per year. 80% of the vehicles are
scrapped after ten years operating life, the remaining 20% five years later.

The increase in FCEV sales within the first two years (200% and 50%) after market entry®
was assumed to be similar to the initial sales growth rate of BEVs and Plug-In Hybrid
Il electric vehicles, which could be obtained from the CVRP data set [43]. (CVRP numbers
are lower than actual EV sales because not every buyer of an EV applies for the rebate.
Hence, using the CVRP as origin of the calculations results in lower EV penetration rates.)
The annual growth in new vehicle registrations for EVs was estimated to 20% in the years
3 to 8 after market entry as most references assume a 20% growth rate (compare sec.
4.5 in [24]). This high initial growth rate declines by 2% p.a. until a steady annual growth
rate of 8% is reached in year 14 after market entry.
These estimates result in an EV share of about 14% and 32% of annual sales and an EV
penetration rate of about 4.4% and 13% by 2025 and 2035 in California. Assuming that
EV penetration remains threefold higher in LAH compared to the statewide average, this
results in a = 13% (2025) and a = 38% (2035).

Result

100
S 808 =
~ | ©
o 2
2 60 ©
n c
D i =
= o
T 408 =60 =
O L ] 5
Qo

20 F §s0 >

IIIIIIIIIIIIIIIIIII

2015 2020 2025 2030 2035

Fig. A.8: Estimated EV penetration rate a in LAH based on the approach described in table A.12.

As previously mentioned during the description of the base scenario in section 2.2, the absolute
value of the EV penetration rate a does not impair the validity of the overall results or conclusions.

® 52,000 BEVs by 02/2015 [43] based on the CVRP with a total automobile fleet of about 25 Mio. vehicles [48,477]
& Market entry defined by sales > 4,000 units — 2011 BEV, 2015 FCEV (estimate based on [23]).
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To support this statement, a sensitivity analysis for the CO, abatement cost’ is provided in figure
A9.

The analysis shows that BEVs are mostly unaffected by a change in the EV penetration rate,
whereas an increase in the CO, abatement cost can be observed for FCEVs. Despite this differ-
ence, the analysis shows that the difference between the CO, abatement cost of BEVs and FCEVs
is robust to a change in the EV penetration rate.

One might possibly expect, that the increase in the CO, abatement cost of FCEVs is related to
a decrease in the capacity utilization of additional RES capacity which is installed to meet the
increasing electricity demand for H> generation. However, as shown in figure A.10a, this is not the
case: The proportion of the electricity demand met by local RES (") increases whereas curtailment
(™) decreases slightly with the FCEV penetration rate. It follows that the capacity utilization of RES
acutally increases (slightly) with the FCEV penetration.

2035 Germany 2035 California
LA | B LR | LA LR B |

1,500 T T T T T T T T 1,500
I LAH LIN
1,250 - BEV 41,250
I - FCEV —A v 1
1,000 B Base scenario -~ - 1,000
750 L PUT NEU | [ 1750

BEV

I FCEV = e | | |
500 - Base scenario ] i 1900

250 _ F%;*:‘::‘:" 250

ok 41 F 1o

CO, abatement cost ($/ton)
CO, abatement cost ($/ton)

_250- 2 | 2 | 2 | 2 | 2 I- ’ 2 | 2 I 2 | 2 | 2 I-_250
0 20 40 60 8 100 O 20 40 60 80 100

EV penetration rate a (%) EV penetration rate a (%)

Fig. A.9: 2035 CO, reduction cost depending on the EV penetration rate a.

Instead, a more plausible explanation for the increasing CO, abatement cost curve appears to be
a decrease in the use of electric heat pumps (fig. A.10b). A higher FCEV penetration rate means
that more electricity is needed to generate Ha, which can provide an incentive within the simulation
model to use fossil-fueled heating systems (l/M, fig. A.10) instead of electric heat pumps (H): To
reach the overall cost-minimum, less electric heating systems are installed to make their electricity
supply available for Ho generation. This leads to higher CO» emissions in the heat sector, which in
turn increase CO» abatement cost.

One reason for the higher share of electric heat pumps in PUT/NEU compared to LAH/LIN (fig.
5.27) is the difference in the prices for fossil fuels, which are more expensive in PUT/NEU (tab. 3.2).
Because more heat pumps are used in PUT/NEU compared to LAH/LIN, the correlation between
the heat supply structure and the FCEV penetration rate has a bigger effect on CO, abatement cost
in the German communities as compared to their Californian counterparts.

7 The CO. abatement cost was chosen for this sensitivity analysis because it takes all differences between the B and F
cases (energy demands, CO, and cost) into account and also provides a simple comparative figure.
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Fig. A.10: Electricity (a) and heat supply mix (b) in PUT in 2035 depending on the FCEV penetration
rate.

A.3.3 VICUS equation — Definition IV

The storage content Ts(t,c) in equation A.16 is determined by the storage content of the preced-
ing time step Is(t — 1,c) and the difference between the energy stored (g - E{'(t,c)) or retrieved
(EQY(t,c) /m3") in the current time step t.

~ Eg(te)

out

Ns

Ts(t,c) = Ts(t — 1,¢) +n' - EM(t,0) (A.16)

In this analysis, no differentiation is made between the efficiency of storing energy niS” and the
efficiency n"! of retrieving it from the storage system which is equivalent to 0" = nUt. With the
definition of the combined storage efficiency ng = niS” -n24, the previous relationship can be written
asnl = not = \/Ns. Based on this information, equation A.16 can be transformed into equation
A.17 — the equivalent of equation 2.4 in section 2.1.1.4.

Ts(t,c) = Ts(t — 1,6) + Ms Ei”(tc)—w (A17)
S\H S ’ S s \b \/m .
The following figure A.11 illustrates the storage process.
| ' Egut
El VAs BT /s E

NG Stored \9

Loss Loss

Fig. A.11: lllustration of equation 2.4 for a storage system with an efficiency of ng = 81%.
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A.3.4 Model boundaries

The upper limits for process and storage capacities were set to prevent extremely unlikely solutions
of the simulation model which would require too much space in the communities (e.g. for solar and
wind farms or storage facilities). The limits have no immediate effect on the base scenario and are
only relevant for some of the sensitivity analyses (e.g. when the electricity price is increased to
200% of the price in the base scenario.).

For processes, the model limits were set to about C;'® = 10 kW/resident which leaves a wide range
of possibilities for the solver to determine the cost-optimal solution (e.g. an electrolyzer with more
than 60 MW output power in the small community Putzbrunn with only 6,300 residents). Slightly
deviating limits were used for wind and solar power generation based on the land use of these
technologies. Conservative estimates for wind and solar power were applied with a land use of
5 m?/kW [479,480] and 10 m?/kW [481]. These values were used to calculate Cp® based on the
land area (tab. A.4) in each community. The process limits are summarized in table A.13.

Tab. A.13: Upper limits C7'* for the process capacity Cp.

cp e chey

MW MW MW

PUT 60 56 22
NEU 410 395 158
LAH 80 114 -
LIN 450 261 104

The upper limits for the storage systems (tab. A.14) were determined with a similar approach based
on the following set of assumptions:

1. Up to 100 kWhg of home battery storage per resident in the community.

2. Up to 5 kg, of cGH> storage per resident, allocated 50%-50% per pressure level. According
to Schwartz [369], two hydrogen trailers of equal weight can store 300 kg cGH> or 4,500 kg
LH,. Based on the 15 times higher capacity, the limit for liquid hydrogen storage was set to
75 kgy, per resident.

For a better understanding of these quantities: In the smallest community, Putzbrunn with
6,300 residents, the storage capacity based on these assumptions is equivalent to each 100
cGH> and LH. trailers. In the largest community, more than 700 trailers would be possible.

3. Up to 50kWh,, of thermal storage capacity per resident, equivalent to about 1,200 Iy,0 with
the assumptions in section 4.3.1 (AT = 35 K).

Tab. A.14: Upper limits C'® for the storage capacity Cs.

i = O
MWhy, tonsy,

PUT 600 500 15 15,700 471 300

NEU 4,100 3,400 102 103,200 3,096 2,100

LAH 800 700 21 19,700 591 400

LIN 4,500 3,800 114 112,700 3,381 2,300
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A.3.5 Plausibility of the results

Figures A.13 and A.12 provide an overview on the marginal cost curve for electricity in the simulation
model. The data shows, that the marginal cost of electricity drops to zero when surplus is generated
by local solar and wind power. When no surplus is available, electricity can be obtained at the grid
electricity price Y2 and — in the B case — at the variable cost of V2G pYa! (fig. A.12).

grid

Solar power (PV)

Grid electricity

va2g

I Electric storage [ Wind power

Time (hours) - First two weeks of July

Fig. A.12: Marginal cost of electricity for the results shown in figure 5.4.
and demand profile for two summer weeks in Neumarkt i.d.Opf. in 2035 and a
penetration rate of 38% (62% ICVs).]
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Fig. A.13: Marginal cost of electricity for the results shown in figure 5.16. [Electricity generation and
demand profile for two winter weeks in Lincoln in 2035 and a FCEV penetration rate of
38% (62% ICVs).]
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A.4 Results

A.4.1 The use of stationary batteries in the V2G sensitivity analysis.
Grid electricity price (%), 100% = base

50 100 150 200 50 100 150 200
200

150

No batteries No batteries

100 100

Variable cost of V2G (%), 100% = base

50 50
200 NEU2025-B LIN2025-8 200
150 150

No batteries No batteries
100 100
50 50
o o o o o o o o
= S © S S © S

5 PUT |LAH
0 5 10 15 20 25 30 35 40 45 50
Share of the electricity demand met by stationary batteries (%)

Fig. A.14: Two-way sensitivity analysis on the share of the electricity demand met by stationary
batteries in the B cases in 2025. Compare to figure 5.18.
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Fig. A.15: Two-way sensitivity analysis on the share of the electricity demand met by stationary
batteries in the B cases in 2035. Compare to figure 5.19.

209



A.4.2 The use of stationary batteries in the H, grid storage sensitivity analysis.

Grid electricity price (%), 100% = base
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Fig. A.16: Two-way sensitivity analysis on the share of the electricity demand met by stationary
batteries in the F cases in 2025. Compare to figure 5.20.
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Fig. A.17: Two-way sensitivity analysis on the share of the electricity demand met by stationary
batteries in the F cases in 2035. Compare to figure 5.22.
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A.4.3 Heating load profiles

This section contains the corresponding heat generation and demand profiles for the two communi-
ties Neumarkt i.d.Opf. (NEU) and Lincoln (LIN) that were discussed in section 5.1.1.3.

Battery electric vehicles — B case (38% BEVs, 62% ICVs), Neumarkt i.d.Opf., Germany

[ Storage [ Heat pumps
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Fig. A.18: Heat generation, demand and storage profile (—) for two summer weeks in Neumarkt
i.d.Opf. in 2035 and a BEV penetration rate of 38% (62% ICVs). The corresponding
electricity generation and demand profile is provided in fig. 5.4
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Fig. A.19: Heat generation, demand and storage profile (—) for two winter weeks in Neumarkt
i.d.Opf. in 2035 and a BEV penetration rate of 38% (62% ICVs). The corresponding
electricity generation and demand profile is provided in fig. 5.5
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Battery electric vehicles — B case (38% BEVs, 62% ICVs), Lincoln, California
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Fig. A.20: Heat generation, demand and storage profile (—) for two summer weeks in Lincoln in
2035 and a penetration rate of 38% (62% ICVs). The corresponding electricity
generation and demand profile is provided in figure 5.6
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Fig. A.21: Heat generation, demand and storage profile (—) for two winter weeks in Lincoln in 2035
and a penetration rate of 38% (62% ICVs). The corresponding electricity generation
and demand profile is provided in figure 5.7
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Fuel cell electric vehicles — F case (38% FCEVs, 62% ICVs), Neumarkt i.d.Opf., Germany

Il Gas heating [ Storage M Heat pumps
200 ) H ) H ) H ) H ) H ) H INEU2035-F

Building heat load

150 -

-

(&) o

o o
I

Heat supply/demand
(MW)

-100 I 1 " 1 " 1 " 1 " 1 " 1 " 1 ]
MON TUE WED THU FRI SAT SUN MON TUE WED THU FRI SAT SUN

> — 300 T T T T T T T T T T T T T 7.4
© - .
@]
£ 100 25>
o -
= 0 . L . 0.0

4368 4416 4464 4512 4560 4608 4656
Time (hours) - First two weeks of July

Fig. A.22: Heat generation, demand and storage profile (—) for two summer weeks in Neumarkt
i.d.Opf. in 2035 and a FCEV penetration rate of 38% (62% ICVs). The corresponding
electricity generation and demand profile is provided in figure 5.8

I Gas heating [ Storage M Heat pumps Building heat load

200 I i I i I i I i I i I i INEU2035-F

150

-
a O
o O

o

Heat supply/demand
(MW)

-100 1 " 1 " 1 " 1 " 1 " 1 " 1
MON TUE WED THU FRI SAT  SUN MON TUE WED THU FRI SAT SUN
300 . , . , . , . , . , . , . 7.4

49 __

i =
100 ‘ ‘ 25—
O I | 1 | 1 | 1 | 1 | 1 | 1 | 0.0

8064 8112 8160 8208 8256 8304 8352
Time (hours) - First two weeks of December

level (MWh)

Thermal storage

Fig. A.23: Heat generation, demand and storage profile (—) for two winter weeks in Neumarkt
i.d.Opf. in 2035 and a FCEV penetration rate of 38% (62% ICVs). The corresponding
electricity generation and demand profile is provided in figure 5.12
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Fuel cell electric vehicles — F case (38% FCEVs, 62% ICVs), Lincoln, California
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Fig. A.24: Heat generation, demand and storage profile (—) for two summer weeks in Lincoln in
2035 and a FCEV penetration rate of 38% (62% ICVs). The corresponding electricity

generation and demand profile is provided in figure 5.14
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Fig. A.25: Heat generation, demand and storage profile (—) for two winter weeks in Lincoln in 2035
and a FCEV penetration rate of 38% (62% ICVs). The corresponding electricity genera-

tion and demand profile is provided in figure 5.16
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A.4.4 The use of electric heating systems in the P2G sensitivity analysis

Fig. A.26:

Heating fuel price (NG and heating oil, %), 100% = base
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Two-way sensitivity analysis on the share of the heat demand met by electric heat pumps
in the F cases in 2025. Compare to figure 5.28.
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Fig. A.27: Two-way sensitivity analysis on the share of the heat demand met by electric heat pumps

in the F cases in 2035. Compare to figure 5.29.
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A.4.5 Change in overall CO, emissions and overall costs related to the use of

electric vehicles in 2025

Change in CO, emissions vs. / case
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Transportation sector
Heat sector
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Fig. A.28: Change of the CO, emissions per energy sector in the B case (left,
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case (right, 13% FCEVs) compared to the all-ICV [/ case in 2025. The thick vertical lines
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Fig. A.29: Cost difference per person in the EV cases (B/F) compared to the all-ICV / case in 2025.
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A.4.6 Excursus: Zero emission LH, import from the Middle East

2035 No LH, import 2035 LH, import @ 4 $/kg »
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I P2G I Natural gas I Oil Il Heat pumps 2015 total

Fig. A.30: Heat supply per person in the LHy import scenario compared to the base scenario in
2035.

A.4.7 CO, abatement cost

The following two tables A.15 (2025) and A.16 (2035) contain the result data for the CO, abatement
cost sensitivity analysis in figures 5.41 (2025) and 5.42 (2035) in section 5.3.2.

In addition to the base scenario, more than fifty scenarios were calculated to ensure that the results
are robust over a wide range of parameter changes. The base scenario is thereby defined by the
input parameters in chapters 3 and 4 and used as a reference point (100%) for the other scenarios.
These are characterized by an abbreviation for the respective parameter:

Fossil-price natural gas and heating oil price | Grid-elec-price grid electricity price | RES-inv
investment cost to add solar and wind power | Ely-Eff electrolyzer efficiency | BEV-dem BEV elec-
tricity demand per distance | FCEV-dem FCEV hydrogen demand per distance | ICV-dem ICV fuel
demand per distance | Grid-CO2 carbon intensity of grid electricity | H2-system-inv investment cost
to add electrolyzer, compressor, liquefier, vaporizer, P2G or any form of hydrogen storage capacity
| Elec-heating-inv investment cost to add electric resistive heating systems or heat pumps | BEV-
price, FCEV-price and ICV-price: BEV, FCEV and ICV price | ICV-fuel-price gasoline and diesel
fuel price | Heat-storage-inv investment cost to add hot water storage capacity | Home-batt-inv in-
vestment cost to add home battery storage capacity | V2G-var-cost variable cost of vehicle-to-grid
(V2G) | V2G-disabled V2G disabled in the simulation model. | Cap-cost Cost of capital w

and a percentage value, e.g. “Grid-elec-price 50%” or “ICV-fuel-price 125%”. In the first example,
the base scenario value for the grid electricity price is cut in half (decreased to 50%). The second
example uses a 25% higher value for the cost of the ICV fuels gasoline and diesel compared to the
base-scenario.
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5.41.

base

Fossil-price 50%
Fossil-price 150%
Fossil-price 200%
Grid-elec-price 50%
Grid-elec-price 150%
Grid-elec-price 200%
RES-inv 50%
RES-inv 150%
Ely-Eff 150%
BEV-dem 75%
BEV-dem 125%
FCEV-dem 75%
FCEV-dem 125%
ICV-Demand 75%
ICV-Demand 125%
Grid-CO2 50%
Grid-CO2 150%
H2-system-inv 50%
H2-system-inv 150%
H2-system-inv 200%
Elec-heating-inv 50%
Elec-heating-inv 150%
Elec-heating-inv 200%
BEV-price 50%
BEV-price 75%
BEV-price 125%
BEV-price 150%
FCEV-price = BEV-price
FCEV-price 50%
FCEV-price 75%
FCEV-price 125%
FCEV-price 150%
ICV-price 50%
ICV-price 75%
ICV-price 125%
ICV-price 150%
ICV-fuel-price 50%
ICV-fuel-price 75%
ICV-fuel-price 125%
ICV-fuel-price 150%
Heat-storage-inv 50%
Heat-storage-inv 150%
Home-batt-inv 50%
Home-batt-inv 150%
V2G-var-cost 50%
V2G-var-cost 150%
V2G-var-cost 200%
V2G-disabled
Cap-cost 200%
Cap-cost 200% AND
FCEV-price = BEV-price

PUT
370
366
379
379
434
517
526
297
439
370
257
510

NEU
322
318
317
317
386
431
428
277
370
322
224
438

LAH
111
111
111
114
-16
182
298
97
121
111
41
194

366
-20
97
129
111
111
111
111
111
111
-499
-194
416
721

541
326
-104
-319
385
248
-26
-163
111
111
111
111
81
120
120
120
220

LIN
77
77
7
79

25

113

164
48
98
77
18

146

308
-44
68
88
77
77
77
79
77
77
-520
)
376
674

498
287
-134
-344
346
211
B
-192
77
77
79
77
40
77
77
77
190

PUT
1,082
1,091
1,294
1,294
1,002
1,090

801
1,320
1,053

932
1,224
1,579

768
1,113
1,053

873
1,403
1,718
1,102
1,028
1,028

1,734
1,015

NEU LAH
769 614
979 618
1,075 614
1,045 649
4,586 1,723
861 538
1,091 625
788 419
1,017 1,333
757 643
718 473
863 765
1,075 977
556 399
829 603
717 625
841 488
1,035 1,092
1,208 1,184
1,089 614
808 614
808 614
373 361
-201 )
284 304
1,254 923
1,739 1,232
1,313 961
1,041 787
497 440
226 266
993 835
881 724
657 503
545 392
787 614
778 614
888 614
746 614
1,211 1,410
669 881

Tab. A.15: Result data on the CO, abatement costs ($/ton of CO») of BEVs and FCEVs in figure

LIN
438
463
473
484
1,628
413
443
393
1,074
415

348
541
674
285
468
411
333
585
833
481
438
438

228
=18
181
694
951
726
582
294
150
621
529
346
254
438
438
454
438

1,076

641
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5.42.

base

Fossil-price 50%
Fossil-price 150%
Fossil-price 200%
Grid-elec-price 50%
Grid-elec-price 150%
Grid-elec-price 200%
RES-inv 50%
RES-inv 150%
Ely-Eff 150%
BEV-dem 75%
BEV-dem 125%
FCEV-dem 75%
FCEV-dem 125%
ICV-Demand 75%
ICV-Demand 125%
Grid-CO2 50%
Grid-CO2 150%
H2-system-inv 50%
H2-system-inv 150%
H2-system-inv 200%
Elec-heating-inv 50%
Elec-heating-inv 150%
Elec-heating-inv 200%
BEV-price 50%
BEV-price 75%
BEV-price 125%
BEV-price 150%
FCEV-price = BEV-price
FCEV-price 50%
FCEV-price 75%
FCEV-price 125%
FCEV-price 150%
ICV-price 50%
ICV-price 75%
ICV-price 125%
ICV-price 150%
ICV-fuel-price 50%
ICV-fuel-price 75%
ICV-fuel-price 125%
ICV-fuel-price 150%
Heat-storage-inv 50%
Heat-storage-inv 150%
Home-batt-inv 50%
Home-batt-inv 150%
V2G-var-cost 50%
V2G-var-cost 150%
V2G-var-cost 200%
V2G-disabled
Cap-cost 200%
Cap-cost 200% AND
FCEV-price = BEV-price

220

PUT
178

185
240
272

NEU LAH LIN

143
152
143
143
148
183
202

90
229
143

63
232

PUT

-61 75 1,239
-64 -78 -
-60 877 -
-61 -75 =
163  -167 2,852
-14 -42 1,098
-2 28 1,109
78 -106 =
-45 -55 -
-61 75 1,119
11 121 -
-6 -25 =
119 94 2,051
163 172 792
-58 72 1,254
-65 78 1,223
-60 -73 -
61 -75 =
-61 -75 =
-61 -75 =
-63 -78 -
-63 -78 -
658  -658 -
360  -366 -
237 216 -
535 507 -
- - 605
= - 544
- - 347
- - 2,130
= - 3,021
382 357 2,326
160 141 1,782

283 -292 695
505 -508 151

233 211 1,670
86 68 1,454
208 219 1,023
355  -362 808
-66 -75 —
-61 -75 -
-59 72 1,438
-61 75 1,193
93 -108 -
-36 -56 -
-38 -56 =
-38 -56 -
32 18 1,581

B - 864

Tab. A.16: Result data on the CO, abatement costs ($/ton of CO,) of BEVs and FCEVs in figure

NEU LAH LIN
1,050 305 266
866 309 261
939 290 265
939 337 297
1,415 380 363
969 313 296
1,074 309 293
992 205 179
607 406 360
972 246 205

889 219 190
1,241 393 346
1,732 581 526

662 139 109
1,102 300 264
1,002 310 269

923 216 207
1,203 388 329
1,290 458 390

959 343 269

1,002 303 286
343 303 286

449 74 37
-642 -345 -378
204 -20 -56
1,895 630 588
2,741 955 910
2,081 702 660
1,565 504 463
534 106 70
18 =92 -127
1,458 568 527
1,254 437 397
845 174 136
641 42 6
1,013 336 305
1,063 305 267
1,154 315 294

966 304 262



Nomenclature

Acronyms

Symbol Description

B BEV case: a % BEVs, (1 — a) % ICVs —sec. 2.3

c subindex for commodities — sec. 2.1.1.1

F FCEV case: a% FCEVs, (1 — a) % ICVs —sec. 2.3

/ all-ICV case: 100% ICVs, no EVs in the community — sec. 2.3
P subindex for processes — sec. 2.1.1.1

s subindex for storage systems —sec. 2.1.1.1

X Identifier for the three different vehicle mix cases (x € {B,F,l}) — sec. 2.3
ACEA European Automobile Manufacturers’ Association

AEL Alkaline Electrolyzer

AM Air Mass

ATC Additional Transportation-related Calculations — sec. 2.1.2

base scenario Base scenario used for the majority of the simulations. Compare section 2.2.

BEV Battery powered electric vehicle

cGH»> Compressed gaseous hydrogen

CHH Combined heat-and-hydrogen generation

CHP Combined Heat-and-Power

CPSR Constant power speed range

CVRP Clean Vehicle Rebate Project

DE German / Deutsch

DISO Double-Input-Single-Output process, e.g. liquefaction: & — [h2. —sec. A.3.1.1

DOD Depth-of-discharge

DOE U.S. Department of Energy

E10 E10 gasoline, also known as gasohol, “is a mixture of one part ethanol and nine parts
unleaded gasoline.” —[482]

EIA U.S. Energy Information Administration — www.eia.gov

EN English

EPA U.S. Environmental Protection Agency

EV Electric vehicle

FCEV Fuel Cell powered electric vehicle

GH» Gaseous hydrogen

GHG Greenhouse Gas

GHI Global Horizontal Irradiance

HOR Hydrogen Oxidation Reaction
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HRS Hydrogen refueling station

HTSOE High-temperature Solid oxide electrolyzers
ICV Internal combustion vehicles

KOH Potassium hydroxide

LH» Liquid hydrogen

LN> Liquid nitrogen

LAH Los Altos Hills, California, United States of America
LCA Life-cycle assessment

LDV Light-Duty Vehicle

LiB Lithium-ion Battery

LIN Lincoln, California, United States of America
LMO Lithium manganese oxide

LPG Liquefied Petroleum Gas

MEA Membrane Exchange Assembly

MSRP Manufacturer's Suggested Retail Price
NCA Lithium nickel cobalt aluminum oxide

NE Negative Electrode

NEU Neumarkt i.d.Opf., Germany

NG Natural gas

NMC Lithium nickel manganese cobalt oxide
NREL National Renewable Energy Laboratory
Oo&M Operations and maintenance

ORR Oxygen Reduction Reaction

p.a. Latin: per annum / English: per year

P2G Power2Gas, (also Power-to-Gas), hydrogen infeed into the natural gas supply
P2H Power2Heat, also Power-to-Heat

PbA Lead-Acid Battery

PE Positive Electrode

PEMEL Proton Exchange Membrane Electrolyzer
PEMFC Proton Exchange Membrane Fuel Cell
PHEV Plug-In Hybrid Electric Vehicle

PM Permanent-magnet

POA Plane-of-array

PUT Putzbrunn, Germany

PV Photovoltaics

R/ Residential/Industrial

REE Rare earth elements
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RES
RON
RPS
SISO
SMR

SoA
SOC

STC
™Y
TTW
TUM
URBS
Va2G
WTT
WTW

Renewable energy sources
Research Octane Number, octane rating for petrol fuels

Renewable portfolio standards

Single-Input-Single-Output process, e.g. gas furnace: ngas — heat. —sec. A.3.1.1

Steam Methane Reforming
State-of-the-Art
State-of-charge

Standard Testing Conditions in DIN EN 60904-3 [236]

Typical meteorological year (also TRY for Test reference year, German: Testreferenzjahr)

Tank-to-wheels

Technical University of Munich

Latin for city; Urban Research Toolbox: Energy Systems
Vehicle2Grid

Well-to-tank

Well-to-wheels, WTW = WTT + TTW

Constants and chemical formulas

Symbol

1 Mt
(CH20),CO
Ci2oHze
C2HgO
CgH1s
CH3C,H3;0,CO
CO;

C
OC(OCHs)s
Si

u
MszHze
MCsHus

Mco,

Modeling framework — VICUS input parameters, section 2.1.1.1

Symbol

Description

1 Megatonne £ 10" gram £ 1 exagram

Ethylene carbonate, EC

Dodecane

Ethanol

Octane

Propylene carbonate, PC

Carbon dioxide

Carbon

Dimethyl carbonate, DMC

Silicon

Standard atmosphere: 1 atm = 101,325 Pa
Standard gravity: g = 9.8067 m/52 [184]
Universal gas constant: R = 8.3145 J/(mol - K) [184]
Atomic mass unit: 1u = 1.660540 - 10724 kg [184]
Molar mass of dodecane Mg, ,h,, = 170.3 g/mol
Molar mass of octane Mcg,h,, = 114.2 g/mol

Molar mass of carbon dioxide Mco, = 44.0 g/mol

Description

Mt



fp var-disc Variable cost for the wear of a process or storage — sec. 2.4 $

[pvar-wear \zleitriable cost for the self-discharge of a process or storage — sec. $

prar Cost of commodities — tab. 2.5 $/kWh

BEX Fixed cost for process output capacity — tab. 2.5 $/kWh
i;“’ Investment cost to add process output capacity — tab. 2.5 $/kWh
bl Variable cost per process output unit — tab. 2.5 $/kWh

pix Fixed cost for storage capacity — tab. 2.5 $/kW

pinv Investment cost to add storage capacity — tab. 2.5 $/kW

prar Variable cost per unit released/stored — tab. 2.5 $/kWh

Mp Process efficiency — tab. 2.5 %

Ns Storage efficiency — tab. 2.5 %

it Initial (¢t = 1) / final (¢ = 8760) storage level — tab. 2.5 %

w Cost of capital — tab. 2.5 %

dp Process COs intensity per input unit — tab. 2.5 g/kWh

Cce* Already installed storage capacity — tab. 2.5 kW

Ly Process lifetime/depreciation period — tab. 2.5 a

Lg Storage lifetime/depreciation period — tab. 2.5 a

Y(c) Demand peak load — tab. 2.4 kW

Ccyx Already installed process capacity — tab. 2.5 kWh

D(t,c) Normalized demand time series —tab. 2.4 —

R(t,c) Normalized RES time series —tab. 2.4 —

Ts(t) Storage content —tab. 2.6 kWh

Kp Share of heat-demand — tab. 2.6 %

Cp Overall process output capacity — tab. 2.6 kW

C,Q New process output capacity — tab. 2.6 kW

Cs Overall storage capacity —tab. 2.6 kW

C? New storage capacity/power — tab. 2.6 kW

EN(t,c",co)  Process input energy per time step — tab. 2.6 kWh

Eg“t(t,ci”,c°“t) Process output energy per time step — tab. 2.6 kWh

EiS”(t,c) Energy stored per time step —tab. 2.6 kWh

ESUY(t,c) Energy released per time step —tab. 2.6 kWh

Zvicus Overall costs determined by the VICUS model — tab. 2.6 $

Modeling framework — ATC, section 2.1.2
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Symbol
q)‘ls;TW
Cb'(I;TW

WTT
g/d

bg
D cvrrw(X)
D cvwrr(X)

D cvwrw(X)

fBEV

fFCEV

L

Description
TTW emissions of gasoline-powered ICVs, ¢g™ = f; - dg
TTW emissions of diesel-powered ICVs, ™ = fy - g

WTT CO» emissions per energy unit gasoline/diesel released
during oil extraction, refining and delivery, d§™ = ¢§™" =
50 g/kWh —tab. 2.7

Average daily hydrogen demand f-cey = frcey - /365 — eq. 2.25
BEV vehicle cost, tabs. 2.7 and 4.1

Cost per DC fast charging station, tabs. 2.7 and 4.7
Cost per H» dispensing capacity, tabs. 2.7 and 4.7
FCEV vehicle cost, tabs. 2.7 and 4.1

ICV vehicle cost, tabs. 2.7 and 4.1

Cost per wall box, tabs. 2.7 and 4.7

Diesel price, tabs. 2.7 and 3.2

Gasoline price —tabs. 2.7 and 3.2

Volumetric energy density of diesel — tabs. 2.7 and 4.3
Volumetric energy density of gasoline — tabs. 2.7 and 4.3

CO, emissions released during ideal diesel combustion — tabs.
2.7and 4.3

CO, emissions released during ideal gasoline combustion —
tabs. 2.7 and 4.3

Annual TTW CO. emissions for all conventional vehicles for
case x —eq. 2.22

Annual WTT CO» emissions for all conventional vehicles for
case x —eqg. 2.21

Annual WTW CO, emissions for all conventional vehicles for
case X — @ cy.wrw(X) = Povwrr(X) + Piovrrw(X), €0. 2.23

EV penetration rate in the vehicle fleet — tab. 2.7 and sec. 2.2
Share of diesel vehicles in the ICV fleet —tab. 2.7 and 4.2

Share of gasoline vehicles in the ICV fleet —tabs. 2.7 and 4.2
Fuel consumption of diesel powered ICVs — tabs. 2.7 and 4.2

Annual diesel consumption in the community for case x — eq.
2.19

Fuel consumption of gasoline powered ICVs —tabs. 2.7 and 4.2

Annual E10 gasoline consumption in the community for case x —

eq. 2.19
Driving electricity demand of BEVs —tab. 4.4
Hydrogen consumption of FCEVs — tabs. 2.7 and 4.6

EV infrastructure lifetime/depreciation period —tabs. 2.7 and 4.7

g/km

g/km

g/kWh

kgy,/d

&9 P

$/I
$/1
KWh/I

KWh/I

kg002/|
kgco, /!
kgco,
kgco,

kgco2

%
%
%
I/km
kWh

|/km
kWh

KWh /km
kg/km

a
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ny
Ngev(X)
Necev(X)

Nicv(X)

Zxrc(X)

Zeviintra(X)

Zicv-uel (X)

Zven(X)

Vehicle lifetime/depreciation period — tabs. 2.7 and 4.1

Total number of vehicles in the community — tabs. 2.7 and 3.1
Number of BEVs in the community for case x —tab. 2.7

Number of FCEVs in the community for case x — tab. 2.7
Number of ICVs in the community for case x — tab. 2.7

Number of diesel vehicles in the community for case x —tab. 2.7

Number of gasoline vehicles in the community for case x — tab.
2.7

Annual driving distance — tabs. 2.7 and 3.1

Annual costs determined for case x determined in the ATC,
Zure(X) = Zven(X) + Zicvuel(X) + Zevinira(X) — €0. 2.26

Annualized costs of the EV infrastructure in the community for
case x —eq. 2.25

Annual fuel costs for all conventional vehicles for case x — eq.
2.20

Annualized costs of all vehicles in the community for case x — eq.

2.24

Modeling framework — Result, section 2.1.3

Symbol
D(x)

COP

REV

mole

SPF

) WTW

chiX

226

Description
Overall CO, emissions of case x —sec. 2.1.3

Cost per CO» reduction between case x and the all-ICV case / -
sec. 2.1.3

Overall costs of case x —sec. 2.1.3

Description
Gravimetric energy density
Volumetric energy density

Specific energy demand of a vehicle — sec. 4.1.5.1

Volumetric mass density
Coefficient of performance of a heat pump, sec. 4.2.2.2
Molar mass

CO> reduction potential of EVs compared to ICVs over the en-
tire life-cycle

Mole ratio between the amount of product formed in a chemical
reaction and the amount of reactant consumed.

Lifetime distance traveled — sec. 4.1.5.1

Seasonal performance factor of a heat pump, sec. 4.2.2.2

Life-cycle CO» emissions related to the use of the vehicle / Well-
to-wheels emissions — sec. 4.1.5.1

Life-cycle CO» emissions associated with manufacturing, main-
tenance and disposal of the vehicle — sec. 4.1.5.1

tonco,

$/tongo,

kWh kg
kKWh/I
KWh,/km

kg/m®

g/mol

kgco,

km

kgCOg

kgco,



(Dtot

Total life-cycle CO» emissions of a vehicle — sec. 4.1.5.1

I<gcog
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