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Abstract

In vivo, neurons establish functional connections and preserve information along their
synaptic pathways from one information processing stage to the next in a very
efficient manner. Paired spiking (PS) enhancement plays a key role by astiag
temporal filter that deletes less informative spikes. We analyzed the spontaneous
neural activityevolutionin a hippocampal ana cortical networkover several weeks
exploring whether the same PS coding mechanepearsin neuronal cultures as
well. We show that selbrganized neuralin vitro networks not only develop
characteristic bursting activity, but feature robimsvivo-like PS activity. PS activity
formed spatiotemporal pattertisat started at early days vitro (DIVs) and lasted

until the end of the recording sessions. Initially randike and sparsé®S patterns
became robust after three weeksvitro (WIVs). They were characterized by a high
number of occurrences and short irpaired spike intervals (IPS). Spatially, the
degree of complexity increased by recruiting new neighboring sites in PS as a culture
matured. Moreover, PS activity participated @atablishing functional connectivity
between different sites within the developing netwdtkaploying tansfer entropy

(TE) as an information transfer measure, we show that PS activity is robustly involved
in establishing effective connectivities. Spiking activity at both individual sites and
network levelrobustly followed each PS within a short time in®#rnPS may thus be
considered a spiking predictoFhese findings suggest that PS activity is preserved in
spontaneously activen vitro networks as part of a robust coding mechanism as
encounteredn vivo. We suggest that,resumably in lack of any exteahsensory
stimuli, PS may actas an internal surrogate stimulus to drive neural activity at
different developmental stages.
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1. Introduction
Both, in vivo and vitrg stimuli may trigger

Both in vivo and in vitro, synchronous bursting (Krahe 2004; Akerberg 2011) and PS

correlated activity known as bursting is one ofactivity. The early visual system is a prominent
the information processingmechanismsthat €xample. PS activity in retinal ganglion cells is
shapenetwork interconnectivity,both at single  driving suprathreshold respees at postsynaptic
cell and networklevel (van Peltet al., 2004; targets in the lateral geniculate nucleus (Usrey
Wagenaaret al., 2005; McCabeet al., 2006; et al, 1998; Sincichet al., 2007; Weyand,
Wagenaaret d., 2006; Rolstonet al., 2007; 2007). PS enhancement contributes to
Mazzoniet al.,2007;Sunet al.,2010). preserving the information of a visual stimulus
from one processing stage to the next (Rathbun
Bursting not only occurs in brain slices with et al.,2010; Sincichet al.,2009; Uglesiclet al.,
partially intact interconnectivity (Blankenship 2009). It has been shown that the second spike
and Feller 2010; Rolstoet al., 2007), butis  in a pair evoked a postsynaptic potential with
also found in neural cultures derived fro maximum efficacy for intespike intervals
dissociated brain tissue where it becomegISIs) in the range of 25 ms. Efficacy rapidly
predominant as cultures mature (Wagenefar decreased to zero for ISlarger than 40 ms
al., 2005; Wagenaart al., 2006). Bursting  (Usreyet al.,1998; Sinciclet al.,2007).
activity varies with culture age (Nadasdy 2000;
van Peltet al., 2004), and other factors, i.e. However, little is known on the evolution and
culture density (Wagenaat al.,2006). role of PSactivity in neural cultures derived
from dissociated brain tissuen its relationship
Different spatiotemporally recurring patterns to bursting activityand on its participation in
occur in both stimulunduced (Ferrandezet  the organization of functionaland effective
al., 2013)and spontaneous activity. They are network connectivity. To address these
usually dynamic over time (i.e. the spatial questionswe defined activity consisting of two
location of active sites may changéhereby spikes being separated by an interval of up to
having diferent yet characteristic spatio 5ms followed by an intepairedspike interval
temporal shapes (Shahaf and Marom, 2001; vafiPSI) larger than 4éns as B activity (Methods
Peltet al., 2005; Sunet al., 2010; DeMarseet  2.3). We then analyzed 58 streams of

al., 2001 Pasqualest al.,2008; Pasqualeet al.,  continuously extracellularly recorded
2010; Ruaroet al.,, 2005; Nadasdy 2000; spontaneous neural activity in random networks
Nomuraet al.,2009). for PS occurrence and for the spatonporal

evolution of PSactivity paterns over several
Without any extrnal stimulus, cultured neurons weeks. In this context, we wondered whether
show significant changes in their spontaneousany PSinduced effect was locally confined or
neural activity at different stages toward led to changes on network level. We finally
maturity. ~ Moreover,  network  activity investigatedhe robustness ¢¥Sactivity andits
fluctuations at later stages may be aijndependence in driving spontaneous neural
consequence of repetitive internal stimuli thatactivity, thereby affecting functional and
revive pria network activity ancare thought to  effective connectivity
alter network connectivity to compensate for the
lack of external stimuli. Such sedfganized
events based on spontaneous neural activity
were previously reported at different culture
ages (Rolstoet al.,2007; Pasqaieet al.,2010;
Sunet al.,2010).
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2. Material and methods 2.2 Local and network firing and burst
rates
2.1 Continuous 53channel MEA
electrophysiology and spike train Firstly, we quantified the local firing rates
assembly (LFR9 at indivdual sites as the number of

recorded spikes divided by, for each local
The data for this analysis was provided by aspike train (LSTYSuppl. Fig. 1(B))At network
recently developed cell culture perfusion systemievel, we pooled all spikes from &7 and 58
that allowed us to continuously track both sjtes respectivelyfor each trial into a single
network activity and morphology on the lab network spike train (NST) by stimg them in a
bench at ambient CQevels underatherwell  time-ascending order. The NST represented the
controlled environmental conditions.€, pH, = MEA-wide activity for each trial. The network
temperature and osmolality). Technological andfiring rate (NFR) was then quantified as the

procedural detailswill appearin a dedicaté  total number of spikes in an NST divided by
article (Saalfranket al, submitted) With this T, (Suppl. Fig. 1(C))

setup, the activity evolution ia hippocampal

and a cortical network on MEAs was To further investigate activitydynamics, we
continuouslyrecordedover 30and 53daysin used the burst rate (BR), a wkhown
vitro (DIV), respectively.These datasets were parameter for characterizing synchronous
analyzed for PS activityTo reduce data file network activity. We scanned all LSTs at thé 5
size, only upward (positive) and downward (cortical) and 58 (hippocampabdividual sites
(negative) spike cutouts frof7 (cortical) and for each trial and defined bursting activity as
58 (hippocampalput of 59 recording electrodes events with more han 10 subsequent spikes
were stored in 5 min packets. They consisted obeing individually separated byn ISI of less
5ms prespike and 5 ms pospike fragments than 100ms, followed by an interburst interval
after first threshold crossing at5t5 SD with ~ (IBI) larger than 200ns (Wagenaaet al.,2005)
respect tpeakto-peaknoise(Suppl.Fig. 1(A)).  (Suppl. Fig. 1(C))The local burst rate (LBR) at
Only timestamps fromdownward threshold individual sites was calculated byvdiing the
crossingswere extractedusing Neuré&xplorer  number of bursts by . Equally, the network
(Nex Technologies). After removing burst rate (NBR) was obtained by scanning the
simultaneous timestamps that occurred on alNST for bursts using above mentioned criterion
channels due to electrical or handling artefactsand dividing the number of bursts by
subsequent 5 min datasets comprisedO68

timestamp streamsvere bundled in 1hour 2.3 Paired spiking activity

timestamp packets for furtheralgsisin Matlab _ o
(MathWorks) In the following, these hatlay  Based on the previously describ&ddings by
packets will be called trials of duration;5 O  Ursey (Usreyet al., 1998) and Sincich (Sincich
12h. On some days, trials encompassed les&t al.,2007), we investigated the occurrence and
than 12h due to temporary interruptions for effect of paired spiking on neu_ral activity in
system reconfiguration, maintenance work orN€twork cultures. As sketched #Buppl. Fig.
power falure. Our recording sessions consisted 1(D), we defined PSs at individual sites as the
of 65 trials (2.5 DIVs) for the hippocampal neuralactivity consisting of two spikes recorded

culture and 106 trials (53 DIVs) for the cortical from the same electrode separated by an interval
culture. of up to 5ms, followed by an IPSI larger than

40ms (in order to assure that a second spike in a
PS does not influence a first spike in a second
PS for two consetive PS).
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Equally, we scanned all the NSTs using theTo generate above mentionedissorlike spike
above mentioned algorithito quantify the PS  trains we used Matlab useiwritten routines.
activity at network level for each trial. In this The Poisson distribution P represents the
case, the two spikes separated by an interval gbrobability that a homogenous Poisson process
up to 5ms and followed by an IPSI larger than generates n spikes in a period of trial duration
40ms did not necessarily have to be recorded Ty
from the same electrode. N
P(n) = M
To describe the PS activilgynamicsfor each n!
trial, we calculated the number of active sites
with PSs (NA$9 as being the number of sites wherer is the spike count rate defined as the
with at least two PS repetitions duringqg.  total number of spikes divided by for each
Equally, we calculated the NASfor bursts as LST and NST

the number of sites with more than one burst per )
trial. Timestamps were generated by the following

interspike interval formula:

To check if PS activity forms robust 1

spatiotemporal patterns, we firstly calculated theti., - t =- Fln(rand) Eq.1b
IPSI as being the difference between two

consecutive PSs at both netwolkvel and where rand is a random number uniformly
individual sites. From the IPSI histograms for distributed @er the open interval (01); t
each trial we extracted the highest number ofrepresent the spike timestamps ferd, 2,..., n
IPSI repetitions and the mosfrequently spikes(Martiniuc and Knoll, 2012)

encountered IPSI valufPSky,) at individual _ _ _ _
sites. 2.4 Poststimulus time histogram and time

varying firing rates at network level

expE Myia) Eq.1la

Moreover, to confirm that PS activity was

neither goverr@ Stricﬂy by f|r|ng rates end To investigate the hypotheSiS that PS aCtiVity
thus represente@n intrinsic neural response Might replace external stimulsources we
property) nor, anetwork level by chance as a considered each PS a stimuhesembling egnt
procedural result of projecting spiking activity for the network. Thus, for this particular
from individual sites onto a single NST investigation at network levelve considered PS
timeline, we generated Poisstike netwak  Onset (first spike) as the beginning of a stimulus
spike trainsfor comparisonIn these, the firing (t=0s) with a duration of ds = 2 seconds,
probability was distributed according to a Which is close to the shorte$PSI duration
homogenous Poisson process without refractoryoundfor each tral.

period.If PS activity were strictly governed by _ ) )
firing rate, Poissotfike spike trains with the To calculate the postimulus time histograms

same firing rateas the recorded NSTs would (PSTH), the timestamps of Péicited spikes

give a similar PS distributionAdditionally, we ~ during a ks were aligned relative to=t0's for
shuffled the NSTs100 times for each trial and ©2ch period ds n reflects the number of PS
quantified PS activity to check the degree ofStmuli at network level in a trialnms was
randomness of NST PS activithST spike foungl to be 200\Ned|V|d(_ad the stimulus period _
times were randomly rearranged with theTpsi Nt o N bins =&fms adr at i
randpem (Matlab, MathWorks) function. 100 counted the number of spikes kom all n
repetitions were chosen to warrant statisticaiS€duences that fall into bin i. After averaging for

significanceat acceptable computational costs. the N stimulus repetitions and dividing by bin
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durationgpt , we o bt waryingfidngt hTdis measne of informationontentdoes not
rates r(t) with respect to stimulus (PS) onset. make ay assumption about the stimulus

features it only reveals the informationontent
2.5 Information content per spike carried byindividual spikes.

In order to evaluate the information about the2 .6 Conditional firing probability

stimulus (PS) carried by individual spikes

following a PS within Fs we used the above The highly variable spontaneous spiking activity
calculated time varying firing ras r(t) and of cultured neuronfeaturesrobust patterns (i.e.
computed the entropgstimateqH) as follows  bursting advity), which might participatin the
(Strong et al, 1998; Brenner etal., 2000; establisment of functional connections

Sincichet al, 2009): between different sites within the culture. To
Tos investigate whether PS activity plays a role in

H -1 i r(t) log, r(t) dt Eq.2  shaping the dynamic interconnectivity map at
Tes o <r> <r> different developmental stages, we adopted a

variant of a crossorrelation algorithm initily
whereTps= 2 s represents thabove mentioned introduced as conditional firing probability
duration of a stimulus and <the average firing (CFP; le Febeet al., 2007). This method was
rate; also in this caseithe bin size was widely usedin the investigaion of activity
Dt=5ms. relationshig between different electrodes to

reveal the formation and strength evolution of
For each particular trial, we obtained the functional connectivitywithin in vitro networks
average estimate for the information content peZullo L et al.,2012; Chiappalonet al., 2007;
spike by averaging the estimated entropy by theGarofalo et al., 2009). Here we used CFP to

number of stimulus repetitions n: reveal any PS8elated crosgorrelations
10 between different sites within the network. That

HO=—3 H, Eq.3 is, at each electrode i £i1:57 or 58
Nz regectively) considered as the reference, we

o ) selected the second spike in eade® as a
To account for limited dataset sizeé and 10eference with new relative tinte= 0. We then

correct the resulting bias, the information c5icylated the CFP as the probability of spike

bin sizeDt. We performed a linear fit to these recording electrodes J G 1:56 or 57’

data to extract the intercept corresponding to th@espectively within the time interval &ep
limit when Dt approaches zero. We used the[t;: t; + 500 ms] divided by the total number of
shuffle verification method to check fahe second reference spikef a PS at reference
robustness of informatiortontent per spike electrode i over the entire trial duration of
Briefly, we randomly rearranged @ NST as Ty, =12h. The spikes found atlectrode j
described in sectio®.3 and computed estimates during Terp werealigned relative to each and

of the information content per spikeas  pinned with a bin size dt = 1 ms. If any of the
mentioned above (Eq. 2). For each of theregylting 57*570r 58*58 CFP(i,j) distribution
shuffled NSTs we repeate this procedur@00  cyrves showed a clear peak, we considered
times and obtained a standard deviation ofelectrode j being correlated to the PS activity on
estimated informatiorrontent that wasmaller  reference electrode i. The peafplitude was a
than one standard deviation of the fitting measure of correlation strength. Its timestamp
intercept obtained from above mentioned linearreflected thePSrelated synchronization delay
fit. between the two neurons.



Martiniuc et al. Paired spiking robustly shapes spontaneous activity in neural netiworikso

Additionally, two boundary conditions were al., 2011) derived from the original definition
chosen as restrictive validity criteria: a CFP(i,j) given by Schreiber (Schreiber, 2000) as follows:
was rejected if the widtlat 80% of the peak p(Boss B, A1)
value was shorter than 5 ms (five bin sizes; tol'Es,z =Zp(5r_115‘;¥,.4§)lng=;"k‘
avoid false correlations caused by outliers) and P(Be+a|B7)
for synchronization delays larger than 250 ms
(to avoid curves that decreastxzero beyond
the 500 ms window).

Eq.4

A complete description of the TE toolbox
algorithm can be found in Ito et al., 2011.
Briefly, p describes a probability, ;Adepicts

whether at time t a spike at unit A was recorded

Above metioned concepts (i.e. information (@nd thus A=1) or not (A=0). Similarly, B
content per spike and CFP) quantify statistical@nd B« describe the statusf unit B at times t
dependences of observed variables (i.e. recorde@nd t+1. Conditional probabilities of observing
spike trains), thereby describing functional the particular status of units A and B are marked

connectivity maps which do not allow us to Py Vvertical bars while theksum ils over all
investigate the direction of informan flow  POSsible combinations.B, B and A, where

(ie. the causality) between the recorded unitsParameters k and | express the number of time
By definiton (Wienner, 1956), an effective bins in the past that allow us to take the time
connectivity between two neurons exists whend€lay and the message length into account when
knowledge about the past of one neuron predict§alculating TE. For biophysical reasonability,
the future activity of its counterpart better than We chose k = 1:30 ms and | =1:250 ms.

the predition based on the past activity of the

receiver (neuron lone. Thi ffectiv . . .
eceiver _ (neuron)  alone S efiective considered PS activity at unit Aheé sender)

connectivity is quantified by an informatibn . i .
theoretic measure called transfer entropy (TE)Whlle unit B (the receiver) encompassed the

that was introduced by Schreiber (Schreiberentire reqorded spiking activity. !n this way, we
2000). TE is an asymmetric measure Of'could estimate whether PS activity at unit A was
intera.ctions between two coupled neuronsinvolved in information transfer toward unit B.

which reveals effective connectivities and Furthermore, we exemplarily chose the eight

indicates the direction of information flow closest ecording units as depicted kigure 6A

between recorded units. It permits to predict theto check if PS was involved in information

spiking activity of a possynaptic neuron by transfer and thus in establishing effective

partner into account. In our work, TE is positive 9 ’ '

and thus the information is directed from aclosest eight units was scanned for PS activity

sender unit A to a receiver unit B (i.e. there is ananOI considered as the sender with respect to the

effective connectivity from unit A to unit B) entire spik_ing activity_of the remgining seven
only when the information about the spiking Clﬁs(ahSt nelghbors. This r_e?ulted_ln a TE :cnap,
activity recorded at unit A improves the whic _deplcts ta PS information trans er
prediction of the spiking activity in the future of dyf‘am'cs of each of the selected s_e-nders (eight
unit B better than any prediction derived from units A) toward the selected receivers (seven

past spiking activity recorded at the unit B units B). For computational reasons, we split

alone. Thus, to identify and assess eﬁ‘ectiveeaCh trial duration T into 30 minutes subsets of

connectivity within the neuftanetwork from recorded data.
recorded spiking activity, we used a recently
introduced toolbox for calculating the TE (lto et

2.7 Transfer entropy

In this general framework, we exclusively

We applied the same algihrm at network level
to investigate the effect of information transfer
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from the above mentioned eight units A towardmean valuesin Figure 1A. This increasing
the rest of the network. In this case, wespontaneous spiking activity in maturing
calculated the PRfelated TE for each of the cultures is in accordance with previously
eight selected channels with respect to the entireeported results (van Pelet al., 2005).
NST as the only receiver unit B. Significant changes havelsa been found at
individual sites where the number of active sites
Further on, we calculated the differencesduring the same developmental periods
between the resulting TEs: increased as the culture grew toward maturity.
ATE = TE,,z — TEg.. Eq.5 In contrast, we f_ound quctuaFing_neura_I acti\_/ity
periods containing or terminating with high

When @TE is positive, Newarkiring ratesfigyelA, reqbars) forr”}?n sfe

is directed from A to B: in the opposite case, theMore  mature cortical  culture. We  could
informationflows from B to A. distinguish six time periods marked by an

increasing period followed by a decreasing

3 Results trend. The individual periods lasted from
24DIV to 37DIV (C2-1) with a mean of 15+8
3.1 Evolution of firing and burst rates spikes/s from 38DIV to 45DIV (C2-2) with a

through different developmental stages ~mMean of 25x11 spikes/sfrom 46DIV to
50DIV (C2-3) with a mean of 8.5t7 spikes/s,

Taking advantage of the uninterrupted from 51DIV to 65DIV (C2-4) with a mearof
extracellular recording technology for cultured 7+3.4 spikes/s, from 6BIV to 71 DIV (C2-5)
neurons based o/®9-channel microelectrode with a mean of 6+2 spikes/s and fromDR/ to
arrays (MEA), we analgd the day to day 77DIV with a mean of 5.5+1.8 spikes/s for the
evolution of spontaneous neural activity at bothlast period (C2).

individual sites and network level.We

extracellularly recorded ctivity from two  Firing rates are usually used to reveal
different networks cultured under similar Characteristic communication mechanisms that
conditions Quasicontinuous dtasets from are different for spontaneous and induced
7DIV (first extracelllarly recorded spikes activity, respectively. In contrast, bursting
emerged from the BV noise floorand crossed activity plays arole in filtering spontaneous
the -5.5 SD of the pealo-peak noise spike neural activity (van Pekt al.,2004; Wagenaar
detection thresho)d to 39DIV for the €t al.,2005). In our recordingspiking activity
hippocampal culture and from DIV to tendedto induce bursts of synchronized activity

77 DIV for the cortical culture were analyzed.  at differentdevelopmentastages.

For the hippocamal culture, the evolution of Similarly to the network firing rate (NFR
spiking activity at network level could be FigurelA, blue trace), the hippocampal culture
clearly divided into three period§igure1A i  showed a significantly (g 0.05) increasing
blue bars) as follows: DIV to 14DIV as the trend in bursting activity at network level (see
first period (C1-1), 15DIV to 26DIV as the Methods 2.2, Figure 1B, blue bars)over the
second periodC1-2) and 27DIV to 39DIV as  three periods. A mean of 0.018 bursts/s during
the last periodC1-3). An obvious finding was a the first period increased to a mean of 0.22
significantly increasing network firing rate bursts/s for the last periodrigure 1B, yellow
(NFRT Methods2.2) (p < 0.05, ttest) from one dot9. This developmentaltrend has already
period to the next, starting with a mean firing been reported in otheretworkstudies (van Pelt
rate of 1.2 spikes/s in the first period to 12.7€t al., 2004). However, while the number of

spikes/s in the last as indicated by geflow  active bursting sites (NAsj increased from the
first period to the second, it returned close to the
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value of the first period at the end d&fie In the more mature cortical cultyreve found
recording. It droppedsharply during a power less bursting activity at network level thiarthe
blackout (temperature droppemhd stayed at hippocampal cultureat earlier developmental
room temperature for several hourdyom  stages, but with &igh NASg. That is, a larger
which it recovered slowly to its previous value number of neurons contributed to the network
(seeFigurelD and correspondingellow circles  bursting, but with a lower number of bursts/s,
depicting means). In the second peripdhese which did not lead to a comparable increase in
extremelyhigh NASg are explained by massive the NBR.In addition the NBR, NAS and NFR
neural avalanches that take place within theof the cortical culture oscillated within each of
network and recruit neurons at most sitea. ( the six periods, as indicated kiigure 1A, B and
82% of the 58 recording electrodes) for a short D (red bars).

time. Figure 1C exemplarily shows such a

network avalanche that arose atCl§'.

c21 C22 c23f c24 C2-5iC26

O i
] -
o
2 &
E o
=z 4
(A) (B)

B om0 [y T et [cefeas] c24 | C2-51C26
1+ E{lﬂ : : L
% R o o
e L L) m
s ] o
2 ——
w L e

N R

' {1 L TR A T 11
(C) , i 4 I

20 30 40 45 57 67 717
Time [s] DIV

Figurel Evolution of network firing rateNFR) (A) and network burst ratd} over time for the first hippocampal (blue)
and second cortical (red) culture. Three (hippocampal, blue rectangular delimitergo@1t3) and six (corticalred
rectangular delimiters, G2 to C26) recording periods were distinguished by significant changes in their NFRs. For each
period, the mean NFRs and their SDs are displayed as circles with erro)d&safmple of a network avalanche at 18
DIV.(D) Number of active sites (NAJ with respect to bursting activity in the hippocampal (blue) and cortical (red)
culture.
_ _ . . activity as reported before (van Pdt al,

3.2 _Evc_)ll_Jtlon of paired spiking activity at 2005). While spike pairing wasewy low at

individual sites and at network level early DIVs, it consistently increased afte#3
weeksin vitro (WIV). This trend was robust
not only atindividual sites(Figure 2C, blue
barg, but also at network levelFigure 2D,
blue barg. The mean of PS occurrences at
individual sites significantly (g 0.05)

Activity patterns consisting of PSseparated
by ISIsof up to 5 ms were rarely encountered
in the young hippocampal culture. Instead,
random isolated spikg rather than
synchronized rapid firing dominated neural
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increasedabout thirtyfold from 193 for the in the last periodKigure 2D, yellow circles.
first period to 5741 for the last perioBigure In contrast, PS activity in the more mature
2C, yellow circles indicating mean higbst cortical culture did not grow monotonically,
number of PS at individual sifesAt network but fluctuated rather synchronously with both
level, the mean number of P&s the first the firing and burst rates at network level
period was 486 and increasteghfoldto 4911 (Figure2C, D, redbars FigurelA, B).
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Figure 2 Highest PS activity l{lack circleg and highest bursting activitypifange circlesin the hippocampalX) and
cortical B) culture may not necessarily be recorded from the same electrode in subsequenCjrillemper of
occurrences of the most frequently, locally occurring iRS$he hippocampal (C1, blue bars) and cortical culture (C2, red
bars) at the individual recording sites denoted on tages in A) and ). (D) Total number of P$occurrences at
network level for the hippocampal (C1, blue bars) and the cortical cu@Zrer€d bars). Circles and error bars@ &4nd
(D) display mean PS values and their SDs (yellow: hippocampal; green: cortical).

averagevalues exactly at those DIVs with
Interestingly, the IPSI (see Meth@ls), a strong activity avalanches (as exemplified
parameter which quantifies the temporal gap Figure1C at 18 DIV). This suggests that such
between two consecutive PS, exemplarily extremelyhigh neuronal activity at individual

suggests that PS activity becomes robust as the sites (agevealed by the NAS in Figure4A,

culture ages. For the hippocampal cultuhe, blue bars) accounts for the elevatedyPS
duration of the most frequently occurring  activity at network level, while firing rates
(mfo) IPSlsqo at bothindividual sites( OO0, kept a uniformly increasing trend at those

index o6L06) and48s: mdewor PIvs! (gigurel 1A).( Ader threeWlVs, PS
0 N @3gs very long and fluctuated highly with  activity dramatically increasedFigure 2C,
a low number of repetitions in the first individual sites Figure2D, network leve]blue

threeWIVs (Figure 3A, individual sites barg, while the duration of the most frequently
Figure3B, networklevel, bluebars) The non occurring IPSls, decreased and robustly
uniform temporal distribution of P&ctivity settled at B's until the end of the recording
during this developmental period denotes that session(Figure 3A, individual sites Figure
PS was not yet robustRemarkably, P$ 3B, network leve] blue bars) Interestingly, the
activity at network level showsigher than duration of the IPSls at network level
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(Figure3B) stabilized earlier than at individual
sites Figure 3A). Over the same period, the
number of the IPS}g, increased consistently
both at individual sites and network level
(Figure 3C and O blue bars). These three
trends (increasing overall number of PS,
decreasing duration of IPg4, increasing

number of the most frequently occurring
IPSky) suggest that PS activity develops
homogeneously and conwstly throughout

the network to result in robust PS activity

Paired spiking robustly shapes spontaneous activity in neural netivosik

occurrences with rather constant ISIs and

IPSIs, especially after three WIVs.

For the more mature cortical culture, we
observed the same inverse correlati@tween

duration and number of the IP&is (see

Figure 3A and D, red bars), however,
oscillating over time. There were recurring
periods with large IPSI values and low
numbers of IPSI repetitions followed by
periods with lower IPSI values but high

patterns with an increasing number of repetition frequencies
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Figure 3 Duration of the most frequently occurring (mfo) IRSkt individual sitesA) and at network levelB) for the
hippocampal culture (C1, blue bars) and the corticalioal(C2, red bars) and its evolution from one period to the next
(C1-1 to CE3 and C21 to C26, respectively). Number of the IR at individual sites€) and at network level)

(with the same color and period coding asAh &nd 8)).

3.3 PS activity versus burst activity

In order to check if PS activity is one of the
driving forces for the selbrganization of
functional  network  connectivity, we
investigated the relationship between bursting
and PS activity. Forhe hippocampal culture,
on average only 11% of bursts contained PS at
early DIVs. Their number slightly increased to
16% in the last recording period. Except for
four trials (6.25% of total trials), PS activity
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could be found in less than 40% of the bursts
(seeFigure4B, blue bars). The same trend was
observed for the cortical culture where, except
for seven trials (3.18% of total trials), the
percentage of bursts that contained PS
remained below 50% (se€igure 4B, red
bars).
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Figure4 (A) NAS for PS activity for the hippocampal
(blue) and the corticared) culture. (B) Percentage of
bursts that contained PS at individual site levéC)
Average temporal delay in ms with which a burst
followed a PS at individual sites.

For both the hippocampal and cortical
network, PS and bursting activity were present
at most sitegFigure 5A). However, in most
cases, highest PS activity was recorded from
different electrodes than those that recorded
the highest bursting awtty, as pointed out by
the black circles (PS) andorange circles
(burst) inFigure2A (hippocampglandFigure

2B (cortical) For the hippocampal culture,
highest PS and bursting activity were spatially
collocated in only six trials (9.3% of total
trials). In contrastthe electrodes with highest

11
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PS andbursting activity coincidedn 42 trials
(38.18 % of total trialsjor the cortical culture
41 of them occurred after 44 DIMn both
casesthe network location with dominant PS
and bursting activity could change over the
days.Over the course of the &re recording,
highest PS activity was detected on 12
different electrodes (21%r the hippocampal
culture and on 11 electrode49%9 for the
cortical culture. kyhest bursting activitgould

be associated witrust five electrodes (8.3%)
in the hippocepal culture(Figure 2A) while

it occurred on 12 electrode20®9 in the
cortical culturg(Figure2B).

Importantly, in almost 92% of the recording
trials PS activity preceded bursting activity
(Figure 4C, blue bars) in the younger
hippocampal culture and in 84% of the
recording trials for the more mature cortical
culture Figure4C, red bars). Additionally, the
average temporal delay between a PS and a
burst mostly remained below 50 ms. This
suggests that PS presumably initiated bursting
activity. Interestingly, this P$Burst coupling
ocaurred on the same electrode of the cortical
culture in34 instancessuggesting robustness
of PSdominant sites. This electrodalso
recorded highest PS activity in almost 50% of
the trials

We further investigated the stability of the
spatb-temporal digtbution of PS patterns.
The middle insetsin Figure 5 (il -i6)
exemplarily show colecoded PS spiking
activity maps at individual sitesn the
hippocampal culturdor six trials at different
developmental stage®obust spatial patterns
of PS activity were foundover the entire
recording period; two exampls are
highlighted by blue circles.

A total of 12 sites with stable PS patterns
could be identified in more thab0% of the 60
trials. Among these sitegight lasted longer
than 73% of the total recording period. They
formed robust longlasting patterns that
presumably recruited new neighboring sites in
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different trials. Furthermoreseven of these
sites also faned robust burst patterns as
marked by yellow circles ifigure5A.

Figure 5B exemplarily shows PS activity
patterns thatwere formed during the first
period (yellow circles) and lasted until the end
of the recording session, patterns thetre
newly formed during thesecond period and
lasted until the end (black circles) and new
neighboring sites that emerged only during the
third recording period (white circles). Thus, 10
sites formed patterns that lasted more than
four trials during the first period, 22 sitesrfo
the second period and 34 sites for the last
period. That is, for each new perjag to 12
neighboring sites were recruited in generating
PS activity, thereby increasing the degree of
PS pattern complexity as the network entered
later developmental stagje

3.4 Information content per spike and

CFP analysis

Next we asked to what degree spontaneious
vitro PS activity preserves its role encountered
in vivo and thus participates in the formation
of functional connectivity and in information
processing within t# cultured neural network
at different developmental stages. With this
motivation in mind, we considered PS activity
as an internal stimulus and thus calculated the
PSrelated CFP (see Methods6) and PS
related informatiorcontent(seeMethods2.5)

in the hippocampal network bo#t individual
sites and at netwollkevel.

Because 12 sites presented roplastg-lasting

PS activity for more than 50% of the total
trials (Figure 5A), we exemplarily calculated
the PSrelated correlation beten eight
closest neighbors out of these 12 sites as
indicated inFigure6A (red ellipses).
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Figure 5 (A) Spatial PS and burst pattern distition
with respect to the 88 electrode matrix for the
hippocampal culture. Yellow circles mark the seven
electrodes from which both PS and bursting activity
could be recorded according to the criterion described in
Methods 2.2 and 2.3, One trial represents half a DIV
(Methods2.1). Marked electrodes recorded activity in
the majority of the trials, though not necessarily
consecutively. B) Evolution of PS pattern complexity

in the hippocampal cultureom one period to the next:
the NAS with PS patterns increased during
development. In most cases, new PS emerged on
electrodes adjacent to those wjheviousPS activity.

For the second, more mature cortical culture, 54 sites
(93%) participated in PS activity that lasted for at least
two trials, while in more than 50% of the trials the
number of sites decreasedftar. This suggests that at
later developmental stages the role of dominant sites
gains importance.
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We used CFP to construct the inter
connectivity maps for both the
interconnectivity strengtlfFigure 6B) andthe
temporal delayFigure6C). For eachrial and
site i (i=1:8), we quantified the Pflated
CFP (i) for all possible pairs §1:7).
Interestingly, we found no connectivityuring
the first 11DIV, coinciding withthe period in
which PS activity was not robust yet (i.e. with
large IPS$ and few repetitions). In contrast,
from 17 DIV onward the number of
connections significantly increased <®.01)
and remainedhigh until 27 DIV. This
corresponds to the second periodchere PS
adivity gainedrobushess The highest number
of connections was found in this period
(Figure 6D), which decreasedthereafter
Moreover, the temporal delay of the

correlations between formed pairs increased

until 18 DIV with a mean of up to 45.2 ms
(20 ms) and consistently decreaseerdiafter
with a mean of 16.2 mst{0 ms)(Figure 6E
and F). Comectivity strengthstayed rather
constant overseveral DIVs with almost
identical means of around 0.¢¥0.03) for all
three recording period&igure6E).

Next we looked at the RP&latedinformation
content per spik€eq. 2,Methods2.5) for each
selected channelpair (i,j)) of the eight
interconnectedites. The resulting information
content map is presented irFigure 8(A).
Information content per spikewas highest
during the second peripdherebycorrelaing
with the highest numbers of connections
between theseeight most active channels
(Figure 8B compared withFigure 6B and D).

This trend is also reflected by the mean values

(Figure8B). The initial increase in information
content per spikefrom 0.8:0.2 bits/spike
during the first period to 2#9.3 bits/spike in
the second period is followed/ la decrease to
1.2+0.6 bits/spike during the last periddthile
this statistical measure associates

13
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information content per spike with PS, it does

not make any statement on how the content is
actually carried by the PS and on whether the

PS is the
mechanism.

information

ony

carrying

The three observations, i) the decreasing trend

in temporal delay between m&uced
correlated activity, ii) an almost constant
interconnectivity strength at later

developmental stages and fiifje formation of
robust spiotemporal PS activity patterns as
the culture matured may indicate that PS
activity participates in the developmeand
stabilization of functional connections at
individual sites.To check for the robustness of
the PSrelated connectivity map, we
constucted artificial Poissoiike spike trains
according to Eq. 1 (Method2.3) for these
eightelectrodesKigure6A, red circle$ for all
trials.

Next we investigated whether tHeSrelated
connectivity trend at individual sitels also
found at network level for the different

developmental stages. Firstly, we checked the
robustness of each NST by asking whether PS

activity at net wor k
result of mapping all mkes from individual
sites onto a single timelineWe therefore
shuffled all of the NSTs repeatedly for 100
times and quantified PS activity for each
individual caseWe then investigated whether
the artificial spike trains that mimic the
recorded spikerains (i.e. artificial spike trains

have the same firing rates as the recorded

ones) develop similar connectivity maps as the
real spike trains. Robustly, we found no-PS
related connectivity between the constructed
spike trains for any of the trials theartificial
spike trains

ev
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Figure6 (A) Spatial arrangement of the eight closest, mosa&se sites in the hippocampal culture with respect to the
8x8 MEA matrix layout. The first number in a paireef to the column, the second to the row. The insets yader
exemplarily show P®elated CFP curves of reference channel 31 vs. channel 42 at three different DIVs (14, 19 and 28).
The flat CFP curve framed by a red box illustrates the lack eERSdconnectivity for artificial spike trains that mimic
channels 31 and 42. Connectivity evolution over time expressed in stré)gthd temporal response del&) between
the exemplarily selected eight most active PS sites. Each pixel column represenfstiomeseven recording sites
connected to the respective reference channel indicated orattie and pointed out irA). Sorting order is column, then
row. The red vertical bars delimit the eight reference channel permutgi@)nsSvolution of the numér of connections
between the selected chann€ls) Evolution of the average connectivity strength for the selected channels and their
means for each period (yellogircleg. (F) Evolution of the average connectivity time delays for the selected channels
and their means for each period (yelloicles.

connectivity remained fairly constant, theé

Insets of Figure 6A exemplarily show the delay decreased during the last period (28
connectivity between PS activity ohannelB1 DIV). In contrast, the redbox inset
and spiking activity atchannel42 for three exemplarily shows no connectivity between
different DIVs. As mentioned before, while for  the two artificial spike trains that mimic the
the recorded spike trains the strength of the
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same two electrodeecording over the same statistically significant (p<0.001) different PS

period. activity as if it was strictly governed by firing
o _ rates Figure 7C, greenbarg. These Poissen
We found the PS activity foeach trial to be like spike trains lack a spike history (i.e.

almost zeroKigure7C, blue bars represent PS  without refractory period). Thus, very large
in recorded NSTs; inset with red bars represent NST firing rates andan exponential ISI

PS in shuffled NSTs)To mimic the recorded distribution (Eg. 1b) favor shbtSls (i.e. up to
NSTs, we drther constructed artificial five ms) which leads tanunrealisticallyhigh
Poissonlike spike trains with similar firing number of PS occurrences.

rates as the NSTs (Eq.Methods2.3). Alsoin

this case, such artifidia NSTs showed

Figure7 (A) Evolution of PSrelated CFP strength for all hippocampal NSB.Evolution of PS related CRiime delay

for all NSTs.(C) The number of PS for artificial spike trains at network level (green bars) and the number of PS at
network level for recorded NSTs (blue bars). The inset shows a potnthenumber of PSfor shuffled NSTE (red

trace). The iretsR1 i R6 (left side column)display examples of R&lated CFB at network level for different DIVs

(11, 12, 14, 22, and 28The insetA1 i A6 (right side columnjisplay examples of Rlated CFBat network level for
artificial spike trains fothe samédIVs (11, 12, 14, 22, and 28
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