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Abstract—Optimal signaling is studied over a power-limited
Gaussian channel with intermittent feedback, where a ran-
dom mechanism—whose outcome is unknown to the receiver—
determines whether or not the output symbol is fed back to the
encoder. If the output symbols are fed back with probability
smaller than one half, then even the two-messages error proba-
bility cannot decay faster than exponentially in the blocklength.
But if this probability is greater than one half, then, even for
some positive rates, a doubly exponential decay is achievable.

I. INTRODUCTION

There has recently been increasing interest in the asymp-
totic behavior of the best achievable error probability over
the memoryless Gaussian channel with imperfect feedback.
Different feedback models have been studied, such as rate-
limited [1], noisy [2]–[4] or partial feedback [5]. In [6] we
considered the case introduced in [7] where the feedback is
“intermittent,” i.e., where each channel output is fed back
with probability ρ. Unlike the present paper, [6] assumes that
the receiver knows which outputs were fed back. Under this
assumption, the optimal error probability for the transmission
of a single bit decays double-exponentially in the blocklength
with a second order error exponent of − log ρ. For positive
rates, a double-exponential decay is possible for R < ρC and
is impossible for R > ρC. Here R is the transmission rate
and C the capacity of the forward channel.

In this paper we study the case where the receiver is not
told which output symbols were fed back. We show that for
ρ < 1/2, the two-messages probability of error cannot decay
faster than exponentially in the blocklength, and we provide an
upper bound on the best achievable error exponent (Theorem 1
ahead). For ρ > 1/2, however, a double-exponential decay is
achievable: see Theorem 5, which also provides a lower bound
on the iterated error exponent. Surprisingly, the error exponent
does not tend to infinity as ρ increases to 1/2.

We also extend our result to positive rates and show that for
ρ > 1/2 a double-exponential decay is achievable for some
positive rates (Theorem 6 ahead).

II. NOTATION AND PRELIMINARIES

Boldface letters denote tuples, and subscripts denote their
elements, e.g., x = (x1, . . . , xn). The set {0, 1} is denoted
S, and if s ∈ Sn is a binary n-tuple, then w(s) denotes
the number of ones among its elements. If x and s are as
above, then xs is the tuple whose w(s) elements comprise
those elements of x whose index k is such that sk = 1.

For example, if x = (1, 2, 3, 4, 5) and s = (0, 1, 1, 0, 1), then
xs = (2, 3, 5). The all-ones tuple is denoted 1, and if s is a
binary tuple then sc stands for the componentwise difference
1−s. The Euclidean norm and inner product are denoted ‖ · ‖
and 〈·, ·〉. The complement of a set or event E is denoted by
Ec, and the cardinality of a finite set A is denoted by |A|. The
expectation with respect to a probability measure P is denoted
EP[·]. All logarithms are natural logarithms.

We denote by Q(ξ) the probability that a standard Gaussian
exceeds ξ. It is bounded by

1√
2πξ2

e−ξ
2/2
(

1− 1

ξ2

)
< Q(ξ) ≤ 1

2
e−ξ

2/2, ξ > 0. (1)

III. PROBLEM STATEMENT

A message m, which is drawn uniformly from the set M,
is to be transmitted over a channel whose time-k output is

Yk = xk + Zk, k ∈ {1, 2, . . .} (2)

where xk is the time-k channel input and {Zk}∞k=1 are
independent and identically distributed (IID) Gaussian noise
samples of zero mean and variance σ2 > 0. The transmitter
receives intermittent feedback in the sense that Yk is revealed
strictly-causally to the encoder if, and only if, Sk = 1, where
{Sk}∞k=1 is independent of the message and channel noise; it
is IID Bernoulli with Pr(Sk = 1) = ρ for ρ ∈ (0, 1); and it is
not revealed to the receiver.

More precisely, let (Ω,F ,P) be the underlying probability
space and let Fk be the σ-field of all events A ∈ F
such that for all sk ∈ Sk we have {Sk = sk} ∩ A ∈
σ(Sk, Yi(1), . . . , Yi(`)) where i(1), . . . , i(`) are those indices
i ∈ {1, . . . , k} for which si = 1. A |M|-message blocklength-
n code for this channel comprises |M| random n-tuples
X(m), m ∈ M, such that each Xk(m) is Fk−1-measurable.
We write X(m,YS,S) for the n-tuple of channel inputs that
the encoder produces to convey the message m when the
symbols YS are fed back and YSc are not.

A decoder ϕ is a (Borel-measurable) mapping

ϕ : Rn →M. (3)

We denote the decision region for each message m ∈ M
by Dm = {y ∈ Rn : ϕ(y) = m}, and note that by (3),⋃
m∈MDm = Rn . Let P denote the joint law of X, Y, S

induced by the blocklength-n coding scheme and let p(y|s)
and p(ys|s) denote the conditional densities of Y and Ys



(the feedback) given that S = s, respectively. We denote the
conditional versions of the joint law and conditional densities
conditioned on M = m by Pm, pm(y|s) and pm(ys|s), e.g.,
Pm(·) = P(·|M = m). The probability of error is

P(error) =
1

|M|
∑
m∈M

Pm(Y 6∈ Dm). (4)

We impose the average power constraint for some P > 0:

E

[
n∑
k=1

Xk(m)2

]
≤ nP, m ∈M. (5)

IV. INACHIEVABILITY FOR ρ < 1/2

Theorem 1. LetM = {0, 1} and let pe
(
P/σ2, n

)
denote the

least probability of error of any blocklength-n coding scheme
satisfying (5). For ρ ∈ (0, 1/2),

lim sup
n→∞

− 1

n
log pe

(
P/σ2, n

)
≤

2
(√

ρP + σ2/2 +
√

(1− ρ)P
)2

σ2
. (6)

The intuition is that for ρ < 1/2, with high probability
less than half of the outputs are fed back. In this case, it
may happen that the part of the sequence which is fed back
contains little noise and the part of the sequence which is
not contains a large amount of noise, e.g., on the order of
the signal power. The probability for this amount of noise
decreases exponentially in the blocklength. The noisy part of
the received sequence can then look similar to a part of the
codeword for a different message. Since less than half of the
symbols are fed back, these two different parts can be of the
same length. It seems reasonable that an error occurs in such
a situation and thus that the error probability only decreases
exponentially in the blocklength.

In the remainder of this section, we provide a proof for
Theorem 1. Fix some α > 0, β > 0, and 0 < δ < 1/2 − ρ,
and define

Ty :=
{
y ∈ Rn : ‖y‖2 < nα2

}
, (7)

G :=

{
s ∈ Sn :

∣∣∣∣w(s)

n
− ρ
∣∣∣∣ ≤ δ}. (8)

where all s ∈ G satisfy w(s) < n/2. For any s ∈ G, define

B(s) :=
{
s′ ∈ Sn : w(s′) = w(s) and 〈s, s′〉 = 0

}
. (9)

And for any k ≤ n/2, define

Gk :=
{

(s, s′) ∈ Sn × Sn : w(s) = w(s′) = k, 〈s, s′〉 = 0
}
.

(10)

Note that if w(s) and w(s′) are equal to such a k, then

s′ ∈ B(s) ⇐⇒ s ∈ B(s′) ⇐⇒ (s, s′) ∈ Gk. (11)

Finally, given some encoder, define for every s ∈ Sn,

Tm(s) :=
{
y ∈ Rn : ‖xsc(m,ys, s)‖2 < nβ2

}
. (12)

We next define a new probability density;

Definition 2. For any s ∈ G, any s̃ ∈ B(s), and y ∈ Rn,

q(y|s, s̃) := p0(ys|s) p1(ys̃ |̃s) g(yr|r), (13)

where r := 1− s− s̃, where g(yr|r) := (2πσ2)−j/2 e−
‖yr‖2

2σ2 ,
and where j = w(r).

The following lemma, whose proof is omitted, lower-bounds
the conditional channel output densities p0(y|s) and p1(y|̃s).

Lemma 3. For any pair (s, s̃) with s ∈ G and s̃ ∈ B(s),

p0(y|s) ≥ q(y|s, s̃) e−n
(α+β)2

2σ2 , y ∈ Ty ∩ T0(s), (14)

p1(y|̃s) ≥ q(y|s, s̃) e−n
(α+β)2

2σ2 , y ∈ Ty ∩ T1(̃s). (15)

Fixing s ∈ G and averaging (14) over all s̃ ∈ B(s), yields

p0(y|s) ≥ 1

|B(s)|
∑

s̃∈B(s)

q(y|s, s̃) e−n
(α+β)2

2σ2 ,

y ∈ Ty ∩ T0(s). (16)

Hence,

P0(Y 6∈ D0) ≥
∑
s∈G

P(S = s)

∫
y∈D1∩Ty∩T0(s)

p0(y|s) dy

≥ e−n
(α+β)2

2σ2

∑
s∈G

∑
s̃∈B(s)

P(S = s)

|B(s)|

·
∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy, (17)

where the intersection with T1(̃s) can only reduce the integral.
Likewise,

P1(Y 6∈ D1) ≥ e−n
(α+β)2

2σ2

∑
s̃∈G

∑
s∈B(̃s)

P(S̃ = s̃)

|B(̃s)|

·
∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy. (18)

Noting that when s̃ ∈ G and s ∈ B(̃s) we have

P(S̃ = s̃) = P(S = s), |B(̃s)| = |B(s)|, (19)

and using (11) one can prove the following identity whose
RHS does not depend on D0 and D1:

Lemma 4. The following identity holds true:∑
s∈G

∑
s̃∈B(s)

P(S = s)

|B(s)|

∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

+
∑
s̃∈G

∑
s∈B(̃s)

P(S̃ = s̃)

|B(̃s)|

∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

=
∑
s∈G

∑
s̃∈B(s)

P(S = s)

|B(s)|

∫
y∈Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy. (20)

Combining (17) and (18) using Lemma 4, we obtain that
the total probability of error

P(error) = 1/2 · P0(Y 6∈ D0) + 1/2 · P1(Y 6∈ D1)



is lower-bounded by

e−n
(α+β)2

2σ2

2

∑
s∈G,

s̃∈B(s)

P(S = s)

|B(s)|

∫
y∈Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy.

(21)

To lower bound (21), we define a new joint probability law Q
on Y, S, S̃:

Q(S = s, S̃ = s̃) :=
P(S = s)1{s ∈ G, s̃ ∈ B(s)}

|B(s)|P(S ∈ G)
, (22)

Q(Y ∈ A|S = s, S̃ = s̃) :=

∫
y∈A

q(y|s, s̃) dy, A ⊆ Rn. (23)

Note that S and S̃ have the same marginal distributions under
Q. Rewriting the lower bound in terms of Q,

P(error)

≥ 1

2
e−n

(α+β)2

2σ2

∑
s∈G

s̃∈B(s)

P(S = s)

|B(s)|

·
∫
y∈Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

=
1

2
e−n

(α+β)2

2σ2 P(S ∈ G)
∑
s∈Sn

∑
s̃∈Sn

Q(S = s, S̃ = s̃)

· Q
(
Y ∈ Ty ∩ T0(S) ∩ T1(S̃)

∣∣ S = s, S̃ = s̃
)

(24)

=
1

2
e−n

(α+β)2

2σ2 P(S ∈ G)Q
(
Y ∈ Ty ∩ T0(S) ∩ T1(S̃)

)
. (25)

It remains to lower-bound (25). By the definition of G (8) and
the law of large numbers, P(S ∈ G) ≥ 1 − ε for sufficiently
large n. And using

Q(Y∈A∩B∩C) ≥ 1−Q(Y /∈ A)−Q(Y /∈ B)−Q(Y /∈ C),

Q(Y ∈ Ty ∩ T0(S) ∩ T1(S̃))

≥ 1− Q(Y 6∈ Ty)− Q(Y 6∈ T0(S))− Q(Y 6∈ T1(S̃)). (26)

Let T ′m(s) := {Ys ∈ Rw(s) : Y ∈ Tm(s)}. Noting that for
every s ∈ Sn, {Ys /∈ T ′m(s)} is equivalent to {Y /∈ Tm(s)},
and using the definitions of q(·) (13) and Q (22-23),

Q(Y /∈ T0(S)) =
∑
s∈Sn

Q(S = s)Q(Ys /∈ T ′0 (s)|S = s)︸ ︷︷ ︸
=P0(Ys /∈T ′0 (s)|S=s)

· Q(Y /∈ T0(s)|S = s,Ys /∈ T ′0 (s))︸ ︷︷ ︸
=1

=
∑
s∈Sn

Q(S = s)P0(Ys /∈ T ′0 (s)|S = s)

= P0(YS /∈ T ′0 (S)|S ∈ G)

= P0(‖XSc(0,YS,S)‖2 ≥ nβ2|S ∈ G),

Q(Y /∈ T1(S̃)) = P1(‖XS̃c(1,YS̃, S̃)‖2 ≥ nβ2|S̃ ∈ G),

and by Markov’s inequality we lower bound (26) by

1− EQ[‖Y‖2]

nα2
−

EP0

[
‖XSc(0,YS,S)‖2

∣∣S ∈ G]
nβ2

−
EP1

[
‖XS̃c(1,YS̃, S̃)‖2

∣∣ S̃ ∈ G]
nβ2

. (27)

Thus, we need to compute the expectations in (27) in order to
make good choices for α and β. It is not hard to show that

EQ[‖Y‖2] ≤ 2ρnP + n(1 + 2δ)σ2

(1− ε)
, (28)

EP0

[
‖XSc(0,YS,S)‖2

∣∣S ∈ G] ≤ (1− ρ)nP

(1− ε)
, (29)

EP1

[
‖XS̃c(1,YS̃, S̃)‖2

∣∣ S̃ ∈ G] ≤ (1− ρ)nP

(1− ε)
. (30)

Recall (5). The intuition for (28) is that under Q, about 2ρn
outputs are drawn according to pm(·) with second moment
≈ 2ρn(P + σ2); the remaining are noise with energy ≈
(1− 2ρ)nσ2. In (29-30), we calculate the second moment of
a random selection of about (1 − ρ)n channel inputs, which
is approximately (1− ρ)nP . Now, we (suboptimally) choose:

α =

√
2(2ρP + (1 + 2δ)σ2)

(1− ε)2
, β =

√
4(1− ρ)P

(1− ε)2
. (31)

Combining (27), (28)–(30) and (31), we arrive at

Q(Y ∈ Ty ∩ T0(S) ∩ T1(S̃)) ≥ ε. (32)

Plugging this into (25) yields

P(error) ≥ 1

2
(1− ε)εe−n

4(
√

(ρP+(1+2δ)σ2/2+
√

(1−ρ)P)
2

2σ2(1−ε)2 , (33)

and computing the error exponent for ε, δ → 0 proves (6). �

V. ACHIEVABILITY FOR ρ > 1/2

A. Two-Message Case

Theorem 5. Let M = {0, 1}. For any P/σ2 > 0 and any
ρ ∈ (1/2, 1),

lim inf
n→∞

1

n
log
(
− log pe(P/σ

2, n)
)

≥ max
α∈(0,1)

αD
(

1/2
∥∥∥ ρ(1−Q

(√
P/(ασ2)

)))
, (34)

where the maximization is subject to Q
(√

P/(ασ2)
)
< ρ−1/2

ρ

and we denote D(a‖b) := a log a
b + (1− a) log 1−a

1−b .

Note that the second order error exponent in (34) is upper-
bounded by − log(1− ρ) as shown in [6].

To prove Theorem 5, we present a coding scheme achiev-
ing (34). As it will be similar for both messages with the
obvious reversal of signs and inequalities, we describe the code
construction for M = 0. Let us fix the blocklength at n and
let α ∈ (0, 1) be such that αn ∈ N. The scheme is divided
into three phases of length αn, (1− α)n− 1 and 1.

1) Sketch of the Coding Scheme: In the first phase, the
transmitter uses a binary repetition code and performs hard-
decisions on each of the feedback symbols. If the number
of correct feedback symbols in phase one exceeds αn/2, a
majority decision of the hard-decision symbols cannot fail
any more. Thus, the transmitter can be certain that symbol-
wise hard-decisions followed by minimum distance decoding
of the first αn symbols will succeed. The second phase is



dedicated to saving enough power to ensure that the symbol
error probability in phase one is sufficiently small. In the
last channel use, the transmitter is then able to retransmit the
message using large power if it did not observe more than
αn/2 correct symbols in phase one (i.e., there are either too
many symbol errors or too few feedback symbols). We can
now describe the scheme explicitly.

2) Encoder: During the first phase, the transmitter sends
X1 = · · · = Xαn = A; A is chosen below. In the second
phase, it is silent to save power: Xαn+1 = · · · = Xn−1 = 0.
For the third phase, let K denote the event that more than
αn/2 positive output symbols are fed back in phase one:

K =

{
αn∑
k=1

Sk 1{Yk > 0} > αn/2

}
. (35)

The transmitter sends at time-n:

Xn =

{
0 if K occurs,
Ã if Kc occurs.

(36)

Next, we describe the choice of A and Ã. Choose δ, ε > 0 and
let P ′ = P − ε. We take 0 < α < 1 small enough to satisfy

1/2 < ρ
(

1−Q
(√

P ′/(ασ2)
))

⇐⇒ Q
(√

P ′/(ασ2)
)
< (ρ− 1/2)/ρ, (37)

and choose

A =
√
P ′/α, Ã = e

αn
2

(
D
(

1
2

∥∥ρ(1−Q(√ P ′
ασ2

)))
−δ
)
. (38)

The choice of amplitudes will be justified later by showing
that the power constraint is satisfied.

3) Decoder: The decoder makes a tentative decision after
phase one based on the sign of the majority of the symbols. If
the magnitude of the last symbol is less than Ã/2, it takes its
tentative as the final decision, otherwise it decides based on
the sign of Yn. Accordingly, we define the decoding function:

ϕ(Y) =


0 if

(∑αn
k=1 1{Yk > 0} > αn

2 , Yn > −
Ã
2

)
or
(∑αn

k=1 1{Yk > 0} ≤ αn
2 , Yn ≥

Ã
2

)
,

1 otherwise.

(39)

4) Error Probability: We expand the probability of error:

P0(error) = P0(K)P0(error|K) + P0(Kc)P0(error|Kc)

≤ P0(error|K) + P0(error|Kc). (40)

Starting with the event K, we have

P0(error|K) = P0(Yn ≤ −Ã/2|Xn = 0) = Q(Ã/2). (41)

Conditioned on Kc, the decoder errs if the retransmission fails:

P0(error|Kc) = P0(Yn < Ã/2|Xn = Ã) = Q(Ã/2). (42)

Inserting (41) and (42) into (40) yields

P0(error) ≤ 2Q(Ã/2), (43)

from which we conclude using (38) and the symmetry of the
coding scheme for the two messages:

lim inf
n→∞

1

n
log
(
− log pe

(
P/σ2, n

))
≥ αn

(
D

(
1

2

∥∥∥∥∥ρ
(

1−Q

(√
P − ε
ασ2

)))
− δ

)
. (44)

Letting δ, ε tend to zero as n tends to infinity and maximizing
over α then yields (34).

5) Power Consumption: In the first phase, we have
E
[∑αn

k=1X
2
k

]
= nP ′. The second phase and the third phase

in the event K use no power. To get an expression for
P0(Kc), we observe that at each channel use in phase one,
the probability that a symbol turns out to be correct and is fed
back to the receiver is for 1 ≤ k ≤ αn:

P0(Sk = 1, Yk > 0) = P0(Sk = 1)P0(Yk > 0)

= ρ
(

1−Q
(√

P ′/(ασ2)
))
, (45)

since Sk is independent of Yk at any time. Thus, P0(Kc)
is the probability that the sum of αn IID Bernoulli random
variables with success probability ρ

(
1−Q

(√
P ′/(ασ2)

))
does

not exceed αn/2. Hence, given that (37) holds, we can apply
Sanov’s theorem to find that

P0(Kc) ≤ e−αn
(
D
(

1
2

∥∥ρ(1−Q(√ P ′
ασ2

)))
−δn
)
, (46)

where δn → 0 as n→∞. It follows from (38) and (46) that

lim
n→∞

EP0 [X2
n |Kc]P0(Kc) = 0. (47)

The total power usage is thus

EP0

[ n∑
k=1

X2
k

]
≤ nP ′ + εn = n(P − ε) + εn, (48)

where εn → 0 as n→∞. Therefore, the power constraint is
indeed satisfied. �

B. Positive Rates

Let M = {1, . . . , enR} and let pe(P/σ
2, R, n) denote the

least probability of error of any blocklength-n coding scheme
satisfying (5).

Theorem 6. For any P/σ2, there exists an R0 > 0 such
that for any R ∈ (0, R0), we can find a blocklength-n coding
scheme transmitting at rate R with

lim inf
n→∞

1

n
log
(
− log pe

(
P/σ2, R, n

))
> 0. (49)

Sketch of the Proof: We sketch the construction of a
sequence of blocklength-n coding schemes transmitting at
a positive rate and achieving an error probability decaying
double-exponentially in n; by similarity we restrict ourselves
to M = m. Let α > 0 so that αn ∈ N. We split the block into
three phases of length n′ = αn, 1 and n′′ = (1− α)n− 1.

First Phase: Let R′ > 0. We use a q-ary block code V
of size en

′R′ . By the Gilbert-Varshamov bound [8], we can



find such a code with minimum Hamming distance δn′ if
R′ ≤ (1−Hq(δ)) log q, where Hq(δ) : [0, 1]→ [0, 1] is the q-
ary entropy function which is concave and attains its maximum
of 1 at δ = 1−1/q. Hence, any δ ∈ (0, 1−1/q) allows R′ > 0
for sufficiently large n′. To transmit a codeword over the
channel, we use a mapping φ : V → Xn′ , where X is a q-ary
pulse amplitude modulation (PAM) signal constellation with a
Euclidean distance of d(q, α) between two signal points; and
d(q, α) is decreasing in q and α. The mapping φ generates
the set of en

′R′ channel input sequences C and is chosen to
maximize d(q, α) while satisfying for some ε > 0:

n′∑
k=1

x2k ≤ P − ε, xn
′
∈ C. (50)

Second Phase: The transmitter performs optimal hard-
decisions on all feedback symbols and counts the number of
correct symbols. If more than n′(1−δ/2) symbols are fed back
and correct, it is clear that decoding via hard-decisions for the
PAM symbols followed by inverting φ and applying minimum
Hamming distance decoding cannot fail as the amount of
possible symbol errors is less than half the minimum Hamming
distance of V . We denote this event by K. If K occurs, the
transmitter remains silent. Otherwise, it sends a flag:

Xn′+1 =
√
ε/(2Pm(Kc)). (51)

Third Phase: If the transmitter was silent in phase two, it
also remains silent in phase three. Otherwise, it retransmits
the intended message in the remaining n′′ time slots using a
code C̃ of size en

′R′ that satisfies
n′′∑
k=1

x2k ≤
ε

2Pm(Kc)
, xn

′′
∈ C̃. (52)

Note that C̃ is not a q-ary block code but any good non-
feedback code for a Gaussian channel satisfying (52).

Decoder: The decoder first compares Yn′+1 to the threshold

Υ = 1/2 ·
√
ε/(2Pm(Kc)). (53)

If Yn′+1 > Υ, the receiver decodes the message based on
the last n′′ channel outputs using an optimal decoder for C̃.
Otherwise, it decodes based on the first n′ symbols using
symbol-wise hard-decisions, inversion of φ and a minimum
Hamming distance decoder for V .

Error Probability: Trivially,

Pm(error) ≤ Pm(error|K) + Pm(error|Kc). (54)

We first bound the latter probability. Let Ak, 1 ≤ k ≤ n′,
be the outcome of an optimal hard-decision for a symbol Yk
in phase one. We bound Pm(Ak = Xk) neglecting the lower
symbol error probability of the two outer symbols:

Pm(Ak = Xk) ≥ 1− 2Q
(
d(q, α)/2σ

)
. (55)

Using the independence of Sk and Yk,

Pm(Sk = 1, Ak = Xk) = ρPm(Ak = Xk). (56)

Thus, Kc is the event that the outcome of n′ independent
Bernoulli random variables of success probability ρPm(Ak =
Xk) yields at most (1 − δ/2)n′ successes. Taking q, δ large
and α small enough to satisfy

ρPm(Ak = Xk) > (1− δ/2), (57)

we can apply Sanov’s theorem to find for some γ > 0 that

Pm(Kc) ≤ e−n
′γ . (58)

If K occurs, the decoder errs if it incorrectly thinks that a flag
was sent. The probability is by (53) and (58):

Pm(Yn′+1 > Υ|K) = Q(Υ/σ) ≤ Q
(√

ε/(8σ2) · en
′γ/2

)
,

(59)
which decays double-exponentially in n. If Kc occurs, the
decoder errs if either the receiver incorrectly thinks that no
flag was sent or if decoding based on the last n′′ symbols
fails:

Pm(error|Kc) ≤ Pm(Yn′+1 ≤ Υ|Kc) + pe(C̃), (60)

where pe(C̃) is the maximal error probability of the code C̃.
The first probability in (60) decays double-exponentially in n
for the same reason as in (59). The second probability also
decays double-exponentially in n on account of [9, Eq. (77)]
since the power constraint for C̃ (52) grows exponentially in
n by (58) provided that (57) is satisfied. Hence, the total
probability of error decays double-exponentially in n. It is
easy to show that the power constraint (5) is satisfied.

Rate: The condition (57) can be satisfied for any ρ > 1/2 by
choosing δ and Pm(Ak = Xk) sufficiently close to one (i.e.,
q large enough and α small enough). The overall transmission
rate is then R = αR′ which is positive since R′ and α are
positive. This concludes the proof.
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APPENDIX

Proof of Lemma 3

Recall that sc = 1− s. Then, for any s ∈ G, s̃ ∈ B(s):

p0(y|s)

= (2πσ2)−
n
2 e−

‖y−x(0,ys,s)‖2

2σ2

= (2πσ2)−
n
2 e−

‖ys−xs(0,ys,s)‖2

2σ2 e−
‖ysc−xsc (0,ys,s)‖2

2σ2

≥ (2πσ2)−
n
2 e−

‖ys−xs(0,ys,s)‖2

2σ2 e−
(‖ysc‖+‖xsc (0,ys,s)‖)2

2σ2 (61)

≥ (2πσ2)−
n
2 e−

‖ys−xs(0,ys,s)‖2

2σ2 e−
n(α+β)2

2σ2 (62)

≥ (2πσ2)−
n
2 e−

‖ys−xs(0,ys,s)‖2

2σ2 e−
‖ys̃−xs̃(1,ys̃ ,̃s)‖

2

2σ2

· e−
‖yr‖2

2σ2 e−n
(α+β)2

2σ2 (63)

= p0(ys|s) p1(ys̃ |̃s) g(yr|r) e−n
(α+β)2

2σ2

= q(y|s, s̃) e−n
(α+β)2

2σ2 , y ∈ Ty ∩ T0(s) . (64)

Here,
(61) follows from the triangle inequality,
(62) follows from ‖ysc‖ ≤ ‖y‖ ≤

√
nα and ‖xsc(0,ys, s)‖ ≤√

nβ for y ∈ Ty ∩ T0(s),

(63) follows since 1 ≥ e−
‖ys̃−xs̃(1,ys̃ ,̃s)‖

2

2σ2 e−
‖yr‖2

2σ2 ,
(64) follows from the definition of q(·) (13). �

Computing the Expectations (28-30)

We prove the upper bounds (28-30). Recall that r = 1−s−s̃.
For (28),

EQ[‖Y‖2]

=
∑

s,̃s∈Sn
Q(S = s, S̃ = s̃)

· EQ

[
‖Ys‖2 + ‖Ys̃‖2 + ‖Yr‖2

∣∣S = s, S̃ = s̃
]

= EQ[‖YS‖2] + EQ[‖YS̃‖
2] + EQ[‖YR‖2]. (65)

Using the definition of Q (22-23), we can write

EQ

[
‖YS‖2

]
= EP0

[
‖YS‖2

∣∣S ∈ G] (66)

≤
EP0

[
‖YS‖2

]
P(S ∈ G)

(67)

=
EP0

[
∑n
k=1 1{Sk = 1}Y 2

k ]

P(S ∈ G)

=

∑n
k=1 EP[1{Sk = 1}]EP0

[Y 2
k ]

P(S ∈ G)
(68)

=
ρEP0[‖Y‖2]

P(S ∈ G)

≤ ρn(P + σ2)

P(S ∈ G)
(69)

≤ ρn(P + σ2)

1− ε
, (70)

where
(66) follows from the definition of Q,
(67) follows from the nonnegativity of ‖Ys‖2,

(68) follows from the independence of Yk and Sk,
(69) follows from the power constraint on X (5), the distribu-

tion of Z and the independence of Xk and Zk,
(70) follows from the law of large numbers.

Applying a similar analysis to the second term in (65),

EQ[‖YS̃‖
2] ≤ ρn(P + σ2)

1− ε
. (71)

For the third term, we have

EQ

[
‖YR‖2

]
=

∑
s,̃s∈Sn

Q(S = s, S̃ = s̃)EQ

[
‖Yr‖2

∣∣S = s, S̃ = s̃
]

=
∑

s,̃s∈Sn
Q(S = s, S̃ = s̃)(n− w(s)− w(̃s))σ2 (72)

= σ2(n− 2 EQ[w(S)]) (73)

≤ σ2(n− 2n(ρ− δ)), (74)

where

(72) holds since Yr has (n− w(s)− w(̃s)) elements each of
which is drawn independently from a Gaussian distribu-
tion with zero mean and variance σ2 (13),

(73) is true since S and S̃ have the same marginals under Q,
(74) follows from the definition of Q (22) and G (8).

Combining (65), (70), (71) and (74) proves (28). �
For (29),

EP0

[
‖XSc(0,YS,S)‖2

∣∣S ∈ G]
≤

EP0

[∑n
k=1 1{Sk = 0}Xk(0,YSk−1 , Sk−1)2

]
P(S ∈ G)

(75)

≤
∑n
k=1 EP0

[
1{Sk = 0}

]
EP0

[
Xk(0,YSk−1 , Sk−1)2

]
P(S ∈ G)

(76)

=
ρEP0

[
‖X(0,YS,S)‖2

]
P(S ∈ G)

≤ (1− ρ)nP

1− ε
, (77)

where

(75) follows from the nonnegativity of ‖XSc(0,YS,S)‖2,
(76) follows from the independence of Sk and Xk(·),
(77) follows from the power constraint (5) and the law of large

numbers. �

A similar calculation proves (30). �

Proof of Lemma 4

It remains to prove Lemma 4. In the following derivation,

(78) uses the fact that (ρ − δ)n ≤ w(s) ≤ (ρ + δ)n for all
s ∈ G by (8) and reorders the summation with (11),

(79) is true on account of (19),
(80) holds by (3) since D0 ∪ D1 = Rn. �



∑
s∈G

∑
s̃∈B(s)

P(S = s)

|B(s)|

∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy +
∑
s̃∈G

∑
s∈B(̃s)

P(S̃ = s̃)

|B(̃s)|

∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

=

b(ρ+δ)nc∑
k=d(ρ−δ)ne

∑
(s,̃s)∈Gk

P(S = s)

|B(s)|

∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

+

b(ρ+δ)nc∑
k=d(ρ−δ)ne

∑
(s,̃s)∈Gk

P(S̃ = s̃)

|B(̃s)|

∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy (78)

=

b(ρ+δ)nc∑
k=d(ρ−δ)ne

∑
(s,̃s)∈Gk

(
P(S = s)

|B(s)|

∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy +
P(S̃ = s̃)

|B(̃s)|

∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

)

=

b(ρ+δ)nc∑
k=d(ρ−δ)ne

∑
(s,̃s)∈Gk

P(S = s)

|B(s)|

(∫
y∈D1∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy +

∫
y∈D0∩Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy

)
(79)

=

b(ρ+δ)nc∑
k=d(ρ−δ)ne

∑
(s,̃s)∈Gk

P(S = s)

|B(s)|

∫
y∈Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy (80)

=
∑
s∈G

∑
s̃∈B(s)

P(S = s)

|B(s)|

∫
y∈Ty∩T0(s)∩T1 (̃s)

q(y|s, s̃) dy.


