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Abstract—In MIMO communications systems, the data has a
natural multidimensional structure composed of time, frequency
and space dimensions. Recently, multidimensional techniques
that take into account the data multidimensional structure have
been proposed for model order selection, parameter estimation
and prewhitening. These multidimensional techniques require
an array with a PARAFAC structure. However, in practice,
building antenna arrays with precise geometries is not feasible.
In this paper, we propose a multidimensional array interpolation
scheme that forces a real imperfect array to become a PARAFAC
array. Once the multidimensional interpolation is successfully
performed, advantages such as increased identifiability, sepa-
ration without imposing additional constraints and improved
accuracy can be exploited. Numerical simulations show that the
proposed method provides improved DOA estimation accuracy
when a PARAFAC technique is applied to an originally non-
PARAFAC array.

Index Terms—array interpolation, array mapping, multidi-
mensional arrays, alternating least squares

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems are already
incorporated into 4G communication systems in order to
increase their transmission rates and also the link reliability.
Although the amount of antennas is small in current commer-
cial systems, in future systems, arrays with several antennas
such as planar arrays are expected. Multidimensional antenna
arrays allow the estimation of spatial parameters such as the
azimuth and the elevation of multipath components of the
MIMO channel. The increase in the number of dimensions
is very beneficial for signal processing, offering improved
spatial resolution and identifiability. However, it also leads to
some design challenges. Antennas rarely have symmetrical and
identical patterns, and while it is easier to guarantee a certain
degree of uniformity over a single dimension, it becomes
increasingly challenging to offer such precise chracteristics
over multiple dimensions.

Important direction of arrival (DOA) estimation techniques
such as Iterative Quadratic Maximum Likelihood (IQML) [1],
Root-WSF [2] and Root-MUSIC [3] all rely on a Vandermonde
or centro-hermitian array response. Spatial Smoothing (SPS)
[4] and Forward Backward Averaging (FBA) [5] are two
very important array signal processing techniques that can
improve the accuracy of parameter estimation in the presence
of correlated or coherent signals. However, they also require
an array with a Vandermonde and centro-hermitian response,
respectively. Estimation of Signal Parameters via Rotational
Invariance Techniques (ESPRIT) [6] is a precise and fast

DOA estimation approach that demands a shift invariant array
response. In the case of multidimensional arrays, usually
the parallel factor analysis (PARAFAC) structure is assumed,
which means that the data tensor can be decomposed into
a sum of rank-one tensors, where each tensor dimension is
coupled to the other via outer products [7], [8]. Once the
PARAFAC structure is present, the multidimensional problem
can be easily decomposed into several one dimensional prob-
lems reducing significantly the problem complexity [8].

Arrays with perfect Vandermonde or centro-hermitian or
even PARAFAC responses are very hard to obtain in practice,
since antenna elements often do not present a flat response
with respect to the azimuth and elevation of the received
signal. Each antenna element has a unique response and the
antennas interfere with each due to the mutual coupling. To
help mitigate the effects of imperfect array responses the
process of transforming real imperfect array responses into
desired ideal array responses by means of a transformation
matrix, also known as array interpolation, was first proposed
in [9].

Most array interpolation schemes divide the complete an-
gular region into limited angular sectors. For each sector a
mapping/transformation matrix is defined using knowledge of
the empirical measured array response. Then after transfor-
mation to a desired ideal virtual array, FBA, SPS [10] and
DOA estimation algorithms such as Root-MUSIC [11] can be
applied. However, when performing array interpolation with a
sector-by-sector processing the mapping matrices have to be
carefully derived in order to minimize the transformation bias
within each sector and on the other hand to control its out-
of-sector response. The out-of-sector response was neglected
in earlier works [10], [11], [12], [13]. Addressing the out-of-
sector response by a signal adaptive weighting and a sector-
by-sector estimation of highly correlated and closely spaced
signal environments is proposed in [14] and [15]. Furthermore,
although before the array interpolation the noise is white, after
the array interpolation the noise becomes colored. Therefore,
a prewhitening step is necessary for MUSIC [16] and Root-
MUSIC algorithms [3],[11]. Array interpolation techniques
that allow the application of a modified ESPRIT algorithm
have been proposed in [17] and [18]. These techniques do
not require the prewhitening step, thus allowing the direct
application of the ESPRIT algorithm. However, they ignore the
out-of-sector response and they do not consider the application
of FBA or/and SPS and thus cannot be applied in the case of
correlated signals. In this work a signal adaptive approach is
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developed for interpolating multidimensional arrays with non-
PARAFAC structures into arrays with the PARAFAC structure.
The work from [19] is chosen as the basis to be extended for
the calculation of the transformation matrices since it is signal
adaptive and capable of focusing the transformation into areas
where significant power is received. Moreover, the scheme in
[19] outperforms the state-of-the-art scheme in the literature.

To the best of our knowledge, all array interpolation
approaches in the literature only take into account unidi-
mensional arrays. Extending the unidimensional interpolation
approach to the multidimensional case is usually a straight-
forward process. However, the problem of discretizing and
constructing the interpolation sectors becomes more complex
due to the coupling between dimensions in the array response.
With the advent of high-dimensional data, having dimensions
such as frequency or polarization, directly applying classic
array interpolation techniques may become impractical. High
dimensional data with specific structures such as the parallel
factor analysis (PARAFAC) data model are of special interest.

In this paper, we propose a multidimensional interpolation
scheme that transforms an imperfect array into an ideal
PARAFAC array. Once the multidimensional interpolation
is successfully applied, the advantages of multidimensional
array signal processing schemes can be guaranteed. The first
advantage is the increased identifiability, which means in
a telecommunication context that more subscribers can be
served. Consequently, a tensor based system is more efficient
in terms of resource usage than a matrix based system. A
second advantage of tensors is that multilinear mixtures can be
unmixed uniquely without imposing additional constraints. For
matrices, i.e. bilinear problems, this requires posing additional
artificial constraints, such as orthogonality leading to Principal
Component Analysis (PCA) or statistical independence lead-
ing to Independent Component Analysis (ICA), which may
not be physically reasonable. Finally, the third advantage is
the ‘tensor gain’ in terms of an improved accuracy, since we
can reject the noise more efficiently, filtering out everything
that does not fit to the structure [20]. In addition, once
the multidimensional interpolation is successfully performed,
multidimensional schemes for model order selection [21],
parameter estimation [8], [22] and prewhitening [23], [24] can
be applied.

The remainder of this work is divided as follows. Section
II presents a brief overview on tensor calculus. In Section III
the data model is proposed. Section IV presents the proposed
multidimensional interpolation approach. Section V presents a
set of numerical simulation and discusses its results. Finally,
conclusions are drawn in Section VI.

II. TENSOR CALCULUS

The r-th unfolding of a tensor A, [A](r), is a matrix
containing the r-mode vectors or r fibers of tensor A along its
rows. An r-mode vector can be obtained by fixing the index
of all dimensions other than r and varying the index of the
r-th dimension along its range.

The r-mode product of a tensor A ∈ CM1×M2×...×Mr and
a matrix D ∈ CL×Mr is denote by

C = A×r D ∈ CM1×M2×...×L×...×Mr , (1)

which in the matrix form is given by

[C](r) = D[A](r). (2)

III. DATA MODEL

We consider d planar wave fronts are impinging on an
antenna array containing M1 ×M2 × ...×MR elements. The
signal received at the m1,m2, . . .mR antenna at a given time
snapshot t is given by

xm1,m2,...mR,t =
d∑
i=1

γm1,m2,...mR,dsi(t)
R∏
r=1

ej·(mr−1)·µ(r)
i

+nm1,m2,...mR,t, (3)

where si(t) is the complex symbol transmitted by the i-
th source at time snapshot t, nm1,m2,...mR,t is the zero
mean circularly symmetric (ZMCS) white complex Gaussian
noise present at antenna m1,m2, . . .mR at time snapshot
t. γm1,m2,...mR

is an imperfection present at the antenna
m1,m2, . . .mR. µ(r)

i represents the spatial frequency of the
signal transmitted by the i-th source over the r-th dimension.
Note that the spatial frequency can be mapped into different
parameters depending on the dimension. In case of spatial di-
mension, we map it to direction of arrival, while for frequency
and time dimensions we can map it to time delay of arrival
and Doppler shift, respectively.

For the received signal to have the PARAFAC structure its
steering array must have a Khatri-Rao structure as follows. Let
Mr be the size of the r-th dimension, and M =

∏R
r=1Mr.

A steering vector a
(r)
i containing the spatial frequencies relate

to the i-th source over the r-th dimension can be defined as

a
(r)
i =

[
1 ej·µ

(r)
i · · · e(Mr−1)·j·µ(r)

i

]T
. (4)

Therefore, an array steering vector for the i-th source can be
written as

ai = a
(1)
i ⊗ a

(2)
i ⊗ . . .⊗ a

(r)
i ∈ CM×1, (5)

while the array steering matrix for the r-th dimension can be
constructed as

A(r) =
[
a

(r)
1 ,a

(r)
2 , . . . ,a

(r)
d

]
∈ CM×d. (6)

Finally, the total steering matrix of the d sources can be
constructed in terms of Khatri-Rao products of all array
steering matrices of all dimensions.

A = A(1) �A(2) � . . . �A(r) ∈ CM×d. (7)

For a steering array with a non steering Khatri-Rao structure
the received signal matrix is given by

X = (A� Γ) · S + N ∈ CM×N , (8)

where � is the Hadamard product, the symbol matrix S ∈
Cd×N , where N is the number of times snapshots taken,
contains the symbols si(t) transmitted by the d sources.
The matrix N ∈ CM×N contains the white Gaussian noise
samples. Finally, Γ ∈ CM×d is a matrix containing the antenna
imperfections. The resulting X ∈ CM×N matrix contains the
measurements of one snapshot stacked along one column, with
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the snapshots taken along different dimensions stacked along
its rows.

For the tensor notation, a PARAFAC steering tensor for each
of the d signal sources can be obtained by

Ai = a
(1)
i ◦ a

(2)
i ◦ . . . ◦ a

(r)
i ∈ CM1×M2×···×MR , (9)

where ◦ is the outer product. A total array steering tensor can
be constructed by concatenating the individual steering tensor
for each of the signal sources over the r + 1 dimension, as it
follows

A =[A1|R+1A2|R+1 . . . |R+1Ad] ∈ CM1×M2×···×MR×d.
(10)

The |r operator represents the concatenation operation over
the r-th dimension.

A non PARAFAC steering tensor can be written as

X = (A� G)×R ST +N ,∈ CM1×M2×...×MR×N , (11)

here N ∈ CM1×M2×...×MR×N is the noise tensor and contains
the noise samples interfering with the measurements, and
G ∈ CM1×M2×···×MR×d is a tensor containing the antenna
imperfections.

IV. MULTIDIMENSIONAL ARRAY INTERPOLATION

Array interpolation aims to predict what signal would be
received at an antenna array with a specific desired geometry
based on the signal that was received by a real antenna array.
In matrix form the transformation tries to achieve

BAS = ĀS , (12)

where AS and ĀS are array response matrices constructed
considering the discrete set of angles

S = {lS , lS + ∆, ..., uS −∆, uS}. (13)

Here, lS is the lower bound, uS is the upper bound of sector
S and ∆ is the angular resolution of the transformation.
The matrix B can be seen as the matrix that achieves the
best transform between a set of vectors AS and ĀS . The
transformation matrix B, however, is usually not capable of
transforming the response perfectly across the entire sector S
except for the case where a large number of antenna elements
is present or a very small sector is used. The error of the
transform is defined as

ε(S) =

∥∥ĀS −BAS
∥∥

F∥∥ĀS∥∥F

∈ R+. (14)

Larger sectors will lead to larger transformation errors, and
while it is possible to keep the transformation error as low
as desired by keeping the sector sizes small this may lead to
further problems such as demanding a very large number of
estimations to be performed, one for each sector. By increasing
the number of antennas at the virtual array to obtain a smaller
transformation error, the transformation matrix becomes ill-
conditioned causing a large bias in the final DOA estimates.
Therefore, the number of antennas in the virtual array is
usually chosen to be equal or smaller then the number of
antennas in the real array.

In the multidimensional case we have

I ×1 Ā1×2 Ā2...×R ĀR = A×1 B1×2 B2...×RBR, (15)

where Ār is the desired array response for the r-th dimension
and Br is the transformation matrix for the r-th dimension
given by

Br = [A](r)Ā
†
r, (16)

where (�)† stands for the Moore–Penrose pseudo-inverse. Note
that in (15) the original array A has no PARAFAC structure,
while the array after the interpolation has the PARAFAC
structure.

A. Multidimensional Sectoring

The first step in order to interpolate the array response is
to detect the regions of the manifold where the signals are
received in order to decide what regions of the manifold must
be interpolated, extending the work from [19]. The power
response for dimension r is given by

P (µ(r)) =

∣∣∣∣∣w(r)H(µ(r))R̂
(r)
XXw(r)(µ(r))

w(r)H(µ(r))w(r)(µ(r))

∣∣∣∣∣ ∈ R, (17)

where (·)H is the conjugate hermitian and R̂
(r)
XX is the spatial

covariance matrix for dimension (r). R̂
(r)
XX is given by

R̂
(r)
XX =

Mr

N
∏R
i=1Mi

[X ](r)[X ]
H
(r) ∈ CMr×Mr . (18)

In real systems the result of (17) is discrete in µ(r) and can
be written as

P [z](r) = P (−π
2

+ (z ·∆)) = P (µ(r)), (19)

with µ(r) ∈ D∆where

D∆ = {−π
2
,−π

2
+ ∆, ...,

π

2
−∆,

π

2
}, (20)

and ∆ is the resolution of the power response (17).
The output of (17) is scanned for K sectors, and for each

sector the respective lower bound l(r)k ∈ D∆ and upper bound
u

(r)
k ∈ D∆, where k = 1, . . . ,K, are defined as shown in

Figure 1.

−80 −60 −40 −20 0 20 40 60 800

0.2

0.3

0.4

Angle in degrees

P(
µ(r)

)

Figure 1: Example of detected regions

The threshold that defines a sector and its bounds can be
defined, for instance, considering the noise power. The noise
floor can be set at ασ2

n, with α > 1 being a sensitivity
parameter and σ2

n being the noise variance. A large α means
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that a sector is only detected in case of large signal power but
coming at the cost of discarding regions where the received
signal power is small. A small α means regions with smaller
detected power are considered to be a sector, but at the cost
of allowing regions with only noise to be mistakenly be
considered as a sector. If K sectors are detected, a detected
sector with bounds [l

(r)
k , u

(r)
k ] is said to be centered at

ck =


∣∣∣u(r)
k − l

(r)
k

∣∣∣
2


D∆

∈ D∆, (21)

where d·cD∆
is a rounding operation to the domain D∆. A

weighting factor for each sector is calculated as

ξ
(r)
k =

∑u
(r)
k

z=l
(r)
k

P [z](r)∑K
w=1

∑u
(r)
w

z=l
(r)
w
P [z](r)

∈ R. (22)

Classical array interpolation methods in the literature divide
the array response into various sectors (sector-by-sector pro-
cessing) in order to keep the error (14) small. However, in
this work a single transformation matrix for each dimension
is used based on a combination of the sectors detected in (17).
In order to bound the error ε(S(r)) a signal adaptive method
for calculating the maximum transform size is used based on
the weights calculated in (22). For a sector centered at c(r)k,
the discrete and countable set of angles used to transform this
sector is given by (24) and

S(r)
k ∩ S

(r)

k̄
= ∅ ∀ k, k̄ ∈ {1, ...,K} and k 6= k̄, (23)

where Ξ ∈ R+ is the total transformation size in radians
of all sectors. The combined sector for the r-th dimension is
given by

S(r) = S(r)
1 ∪ S(r)

2 ∪ ... ∪ S(r)
K . (25)

Thus, S(r) has a "wider" support for the sectors S(r)
k where

more power is present (weighted by ξ
(r)
k ), i.e the transfor-

mation of the combined sector S(r) is weighted towards the
sectors S(r)

k that include more signal power.
As the problem of obtaining the transform matrix Br is

equivalent to solving a highly overdetermined system we have

|S(r)| → ∞ ⇐⇒ ε(S(r))→∞. (26)

Thus, transforming the entire detected sectors may result in
a very high transformation error introducing a very large bias
into the final DOA estimates. To address this problem an upper
bound to the transformation error εmax needs to be defined and
a search can be performed to find the maximum transformation
size covering the detected sectors that is still within the error
upper bound. The problem of finding the maximum Ξ with
respect to εmax can be written as the optimization problem

max
Ξ

ε(S(r)) (27)

subject to ε(S(r)) ≤ εmax (28)

Ξ ≤ Ξmax =
K∑
k=1

|u(r)
k − l

(r)
k | (29)

Ξ ≥ Ξmin = Mr∆. (30)

The problem in (27)-(30) can efficiently be solved using a
bisection search method since, once all c(r)k have been defined,
the error function increases monotonically for Ξ > Ξmin,
as illustrated in Figure 2. ε(S(r)) is greatly affected if the
calculation of Br is either a heavily overdetermined or an
underdetermined system. Therefore, Ξmin is defined to ensure
monotonicity of the problem given in (27).

0

0.2

0.4

0.6

0.8

1

Figure 2: Transformation error with respect to combined sector size

Alternatively, the instead of solving the optimization prob-
lem the sectors can be discretized using the unscented trans-
form as shown in [25].

B. Transformation Matrix Calculation

Once the regions to be interpolated have been detected as
sectors and the degrees of freedom of the transformation have
been properly distributed, a transformation matrix for that
dimension can be calculated. A simple solution is to use the
least squares (LS) approach from (16). However, since, in most
cases, the true array response can only be estimated via empir-
ical measurements that are corrupted by measurement errors
the simple least squares approach is degraded. Alternatively, a
total least squares (TLS) approach can be applied, as proposed
in [26]. The transformation matrix can be calculated by finding
the TLS solution to

([A](r) + E)HB̃r = (Ār + F)H, (31)

where E and F are matrices containing the measurement
errors. A final transformation matrix Br can be obtained by

Br = B̃H
r . (32)

This step will only improve the results over the standard
LS formulation (12) if the knowledge of A is imperfect.
On the other hand the TLS formulation is equivalent to
the LS formulation when A is perfectly known. Therefore,
applying the TLS will never result in performance degradation
when compared to the LS. The TLS approach does however
come at the cost of increased computational complexity when
compared to the LS formulation.

C. Data Transformation and DOA Estimation

After Br has been obtained for all the dimensions to be
interpolated the received data can be transformed by

X ×1 B1 ×2 B2 . . .×R BR. (33)
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S(r)
k =



{⌈
c
(r)
k −

Ξξ
(r)
k

2

⌋
D∆

,

⌈
c
(r)
k −

Ξξ
(r)
k

2 + ∆

⌋
D∆

, ...,

⌈
c
(r)
k +

Ξξ
(r)
k

2

⌋
D∆

}
,Ξξ

(r)
k <

∣∣∣u(r)
k − l

(r)
k

∣∣∣{
l
(r)
k , l

(r)
k + ∆, ..., u

(r)
k , Ξξk

}
≥
∣∣∣u(r)
k − l

(r)
k

∣∣∣
(24)

The transformation also affects the noise component, leading
to colored noise at the output. This requires some sort of
prewhitening to be applied prior to some DOA estimation
algorithms. For prewhitening schemes, we refer to [23] for
the matrix case and [24] for the tensor case.

Depending on the structure chosen for the interpolated
array many different DOA estimation methods can be applied.
Multidimensional ESPRIT approaches such as [22] or methods
based on the PARAFAC decomposition such as [27], [8] can
be used.

V. NUMERICAL RESULTS

In order to show the performance of the proposed method
a set of numerical simulations is performed. Three signals
impinge on a 8 × 8 planar array. The spatial frequencies are
set to (−π3 ,π3 ), (π5 ,π5 ) and (π3 ,−π3 ). All three signals have a
correlation coefficient of 0.8 with each other. As shown in
(8) and in (11), the array response is corrupted by inducing
a random phase delay at each sensor element. In this section,
we assume a normal distribution for these phase delays and
our goal is to compensate these phase delays by applying the
proposed multidimensional interpolation scheme. Additionally,
an extra unknown phase delay with standard deviation equal to
1
10 of the standard deviation of the known errors is introduced.
The proposed technique is compared to the results of an array
with no errors introduced (perfect array), to the interpolation
method from [19] using a matrix approach extending the
optimization problem to two dimensions, and to the corrupted
array when no interpolation method is applied. For the matrix
method, the transformation matrix is calculated according to
(31) taking into account [A](R+1) and Ā, that is, the total
steering matrices are used. The DOAs are estimated using
the PARAFAC decomposition to estimate the factors and the
translation invariance for DOA estimation. Estimations are
performed using N = 100 and the final RMSE is the average
with respect to 1000 Monte Carlo runs.

Figure 3 presents the results for phase errors following a
normal distribution with standard deviation of π

20 radians. The
results show that, for low SNRs where the noise is the main
source of bias, the proposed technique is able to provide results
similar to those obtained with a perfect array. However, the
non interpolated array is subject to a constant bias due to the
phase delay present at the sensor elements.

Figure 4 presents the results for phase errors following
a normal distribution with standard deviation of π

10 radians.
The performance of the proposed interpolation method with
comparison to the perfect array worsens as the errors get
larger. Also, it is noticeable that the proposed method in-
troduces a bias that saturates the accuracy of the estimation
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Figure 3: Results for a standard deviation of π
20

radians

approximately at the 5 dB mark. This bias is caused by the
transformation error.

−5 0 5 10 15 20
10

−4

10
−3

10
−2

SNR in dB

R
M

S
E

in
ra

d

Matrix Interpolation

Perfect Array

Proposed Method

Non Interpolated

Figure 4: Results for a standard deviation of π
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Finally, Figure 5 presents the results for phase errors fol-
lowing a normal distribution with standard deviation of π

5
radians. The performance of the proposed method worsens
considerably, as it becomes hard to compensate for the large
phase errors introduced by each sensor elements. However,
the performance of the proposed method is still superior to
the estimation done without employing array interpolation.
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Figure 5: Results for a standard deviation of π
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radians

In all simulations the proposed method outperformed its
matrix counterpart. In the proposed method, the interpolation
matrices are calculated for each dimension in a independent
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way. In the matrix approach, however, the dimensions are not
decoupled and a total transformation matrix must be calculated
taking into account all the permutations possible between an-
gular responses from each dimension. Thus, the calculation of
this transformation matrix is highly overdetermined resulting
in a larger transformation error. Another advantage of the
proposed method is that the optimization problems are one
dimensional, resulting in a smaller computational load.

VI. CONCLUSION

In this work a method for interpolating multidimensional
arrays was proposed. The approach decouples the problem
of array interpolation and calculates a robust transformation
matrix by means of solving an optimization problem based
on array transformation errors and also by utilizing the TLS
approach. The performance of the proposed method is studied
by means of numerical simulations. It is shown that the
method is capable of compensating for moderate phase errors
introduced by the sensor elements of the array.
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