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Abstract

This PhD thesis covers several topics that are essential for the design of a modular
manipulator for the agricultural tasks of selective fruit harvesting and preci-
sion spraying of pesticides. Besides the kinematic design and its evaluation, the
modeling and simulation of the dynamics with experimental parameter identi-
fication has been performed. Moreover, a motion planning strategy is proposed,
comprising a workspace planner and an efficient inverse kinematics algorithm
with redundancy resolution, suitable for on-line operation. Two manipulator
generations were designed and three prototypes were realized in total. All the
implemented methods were verified on the developed manipulator prototypes
in laboratory and field experiments for spraying of grapevine and harvesting of
sweet pepper, apples and grapes.
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1 Introduction

Since the establishment of robot manipulators for industrial automation, starting
in the 1960s, a lot of research has been performed to extend the field of appli-
cations for robots in several areas. A very challenging domain in robotics is the
automation to selectively harvest fruits or vegetables. Many researchers have
worked on this multidisciplinary problem, facing highly unstructured and rough
environments as well as inherent variations of biological products. But so far
only very few commercially available agricultural robots for selective harvesting
applications exist. Out of the following reasons, automation in agriculture is of
great relevance.

According to an estimation of the Population Division from the United Nations
(UN)1, the world population will increase from 7.2 billion in 2013 to 8.1 billion in
2025, while in 2050 a population of 9.6 billion is expected. While the population
is mostly increasing in developing countries, in the European Union (EU), the pop-
ulation is more or less becoming stagnant. However, the European Commission for
Agriculture and Rural Development reports a reduction of 4.8 million full-time
jobs in the field of agriculture in the period from 2000-20122. While the growing
population leads to the requirement of an increased agricultural efficiency in the
food production process, the decreasing labor force is indicating the progress of
automation. Actually, this tendency is no recent development. According to Sistler
[1987] throughout history, agricultural production has improved, initially by the
replacement of manpower with animal power and later on by the introduction of
steam engines. Around the year 1930, large-scale farming machines were more
and more applied. However, compared to other industries, robotic manipulation is
still less common in agriculture. In general, this can be explained by the following
major reasons. First, there are many different tasks, like planting, pruning or
harvesting, making it difficult to design a machine that can be operated at full
capacity during the whole season. Furthermore, the robot must be suitable for the
rough environmental conditions, like high or low temperatures, dust and mud, or
humidity, commonly encountered in agriculture. Finally, the rather cheap agricul-
tural products have inherent variations and a successful and reliable automation
is therefore very complex and hence expensive. But the intensifying of automation
in agricultural production processes is of great relevance today and in the near
future due to increasing labor costs, particularly in industrial countries, as well
as the unhealthy working conditions, especially in greenhouses. Furthermore,
in completely automated greenhouses, the environmental conditions could be

1 United Nations, Department of Economic and Social Affairs, Population Division (2013).
World Population Prospects: The 2012 Revision, Highlights and Advance Tables. Working Paper
No. ESA/P/WP.228.

2 The report is available online at http://ec.europa.eu/agriculture/
rural-area-economics/briefs/pdf/08_en.pdf, visited on October 2014.

1
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2 1 Introduction

adapted, for example by rising the amount of carbon dioxide in the air, towards
more favorable conditions for the plants, resulting in higher yields and hence
productivity (Wittwer and Robb [1964]).

This thesis deals with the simulation, design and the implementation of algo-
rithms for motion planning of modular manipulators that are suitable for several
different agricultural tasks, like selective harvesting of single fruits or precision
spraying of pesticides. The results were obtained within a collaborative research
project with the acronym CROPS (cf. Chapter 2) and the work was partly funded
by the EU. Other topics relevant for the operation of an agricultural robot re-
lated to the mechanical design, object recognition as well as localization, and
end-effector design are beyond the scope of this work.

1.1 Literature Review and Related Work

Within this Section, an overview on reported systems for automation in agriculture
will be given. The goal is to provide the reader an impression on available systems
without going into many technical details. Relevant literature for other topics
discussed in this thesis are referenced in the corresponding Chapters.

The automation of agricultural tasks with robot manipulators is closely related
to the introduction of manipulators for industrial production. Therefore, the
literature review will begin with a brief history on the introduction of robots
in industry. A very detailed overview on major breakthroughs in this field is
provided in the textbook of Siciliano and Khatib [2008] and by a report from the
International Federation of Robotics

3.
The patent that led to industrial robots has been submitted by George Devol

in 1954 and was accepted in 1961 (Devol [1961]). The first manipulator with
hydraulic actuation, called Unimate was produced in 1959 and had been sold
by the first robot company Unimation. It has been applied for spot-welding
and workpiece handling tasks. In the 1970s, robots were mainly used in the
car production industry and the company ASEA (nowadays ABB) designed the
first robot completely actuated by electrical drives. This robot, which is called
IRB-6, was capable of moving along a continuous path, making it suitable for
arc-welding procedures. In 1978, Hiroshi Makino and his team developed the
so-called Selective Compliance Assembly Robot Arm (SCARA) with four Degrees
of Freedom (DoFs). Due to the kinematics of the robot, this design is well-suited
for assembly tasks as well as fast pick-and-place operations. Because of the high
accuracy and repeatability capabilities of robots, typical applications were (and
still are): car assembly, painting, machining, workpiece handling and suchlike.

By Motoman, a trademark of the Japanese company Yaskawa, the first commer-
cially available two handed robot was introduced in 2005. With the dual-arm
design, inspired by human torsos with similar reachability and dexterity, such

3 The report is available online at http://www.ifr.org/fileadmin/user_upload/
downloads/forms___info/History_of_Industrial_Robots_online_brochure_by_IFR_

2012.pdf, visited on May 15, 2015.

http://www.ifr.org/fileadmin/user_upload/downloads/forms___info/History_of_Industrial_Robots_online_brochure_by_IFR_2012.pdf
http://www.ifr.org/fileadmin/user_upload/downloads/forms___info/History_of_Industrial_Robots_online_brochure_by_IFR_2012.pdf
http://www.ifr.org/fileadmin/user_upload/downloads/forms___info/History_of_Industrial_Robots_online_brochure_by_IFR_2012.pdf
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systems can replace human labor with a minimum amount of required modi-
fications to the production process. Since 2006, the company KUKA is selling
and developing a lightweight seven DoFs manipulator. The first version had a
payload of 7 kg with the remarkable low weight of 16 kg. This robot was originally
developed by the German Aerospace Center (DLR) and each joint is equipped with
torque sensors (Hirzinger et al. [2002]). The recent advances in robotic hardware
components, like increased sensing capabilities, lightweight structures, and im-
proved dexterity make manipulators more suitable for collaborative human-robot
interactions. In comparison to the traditional automation with robots, i.e. strict
separation of human labor and robot manipulators out of safety considerations,
this tendency allows for new automation concepts in a cage-free production en-
vironment. The robot Baxter, a dual-arm humanoid robot from the company
rethink robotics, is a recent example for the automation in modern production,
suitable for the close cooperation with human beings.

Although a lot of research and development has been performed in the last
decades to increase the autonomy of manipulators, most of the robots today are
still utilized for large-scale and highly standardized production tasks performing
repetitive motions in a well-defined environment.

Contrary to industrial manipulators, that are very well defined by a standard
specification (ISO 8373), the definition of an agricultural or bioproduction robot is
not available (Kondo and Ting [1998a]). This can be explained by the huge variety
of different tasks with a wide range of requirements. Typical tasks in agriculture
are related to: soil preparation, planting, cultivation, trimming, watering, spray-
ing, harvesting, milking, sheep shearing, slaughtering, and so on. For some of the
aforementioned tasks, automated solutions already exist (e.g. automatic milking).

Schertz and Brown [1968], although far from a complete technical solution, al-
ready discussed possibilities to mechanize the citrus fruit harvesting process. They
considered mass (or bulk) and individual-fruit (or selective) harvesting, which
is a commonly made distinction when discussing automated harvesting. Bulk
harvesting systems, based on tree shaking mechanisms are already commercially
available. An efficient and labor-saving system is applied for grape harvesting,
sold for example by the company New Holland Agriculture. Similar harvesters
exist for citrus fruits (Oxbo), apples (Peterson et al. [1999]) or for cherry trees
(Munckhof).

Although the bulk harvesting process is very efficient, mechanical damage to
the product is hard to avoid and therefore this approach can not be applied to all
agricultural products (Sarig [1993]). In particular for high value and high quality
crops, the design of a selective harvesting machine is a worthwhile consideration.
A lot of research has been performed, starting around the late 1980s, on selective
harvesting machines. According to Kondo and Ting [1998a], the earliest robot of
this kind has been developed by Kawamura and others from the Kyoto University

in Japan in 1982 for tomato harvesting. The complete system consisted of a
five DoFs manipulator, a stereo vision system, an end-effector and a mobile
platform. In Japan, many additional systems for selective fruit harvesting have
been developed in the 1990s for tomato, cherry tomato, cucumber and strawberries
by Kondo et al. [1995], Kondo et al. [1996], Kondo and Ting [1998b], and Arima
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and Kondo [1999]. Besides mechanisms for the harvesting end-effector tool, the
kinematics design, based on the manipulability measure is discussed in the work
of Naoshi Kondo and his team. A good overview on developed agricultural
robots around that time is given in the textbook of Kondo and Ting [1998a].
For a cultivation system of grapevine with hanging berries, Monta et al. [1995]
developed a robot for grape production. According to Sarig [1993] and Tillett
[1993], an apple harvesting robot, called MAGALI, had been developed by a
french research team. The first version, initially actuated by hydraulics, utilized
a manipulator with three DoFs which was mounted at the end of an elevating
arm. Tillett [1993] shared his view of the requirements on an agricultural robot
in his review article. He claimed that an accurate sensing system is of particular
importance. Furthermore, he proposed the application of pneumatic actuators
and pointed out that pneumatic muscles might be worth an investigation for
agricultural robots (see Section 3.3.1).

From the year 2000 until today, many researchers contributed to the develop-
ment of selective harvesting machines for various applications. Reed et al. [2001]
developed a laboratory as well as a field demonstrator for mushroom harvesting.
According to his study, a Cartesian space manipulator was sufficient for this appli-
cation. Within two independent projects, Edan et al. [2000] and Sakai et al. [2002,
2008] developed a harvesting robot for watermelons. In the work of Sakai et al.
[2002], the focus was on the mechanism and the mechanical design as well as on
the evaluation of the kinematics, with respect to reachable workspace and manip-
ulability. Finally, they proposed the application of parallel kinematics. Hayashi
et al. [2002] designed a harvesting robot for eggplants, with focus on the devel-
opment of a vision system, feedback control algorithm for the positioning of the
robot and an end-effector tool. An industrial manipulator with six DoFs has been
mounted on a linear slide for a cucumber harvesting robot by van Henten et al.
[2002]. Many prototypes for autonomous harvesting of oranges were developed,
for example by Muscato et al. [2005] or Sivaraman and Burks [2007]. A detailed
description of the mechanical design of the manipulator for orange picking is
provided in the PhD thesis of Sivaraman [2006]. The combination of an industrial
manipulator with an orchard platform has been utilized for apple harvesting by
Baeten et al. [2008] while Guo et al. [2010] also designed an apple harvesting robot
which has been evaluated in laboratory experiments. A very fast system with four
custom designed picking manipulators (1 s picking time per fruit and arm) for
harvesting kiwi fruits was designed by Scarfe et al. [2009]. With particular focus
on the vision system Kitamura and Oka [2005, 2006] worked on a sweet pepper
harvesting robot and more recently, Bachche [2013] presented his work also for
a sweet pepper harvesting system with considerations on the localization and
characterization as well as the grasping and detaching of the fruits. Other systems
for harvesting were reported in literature for cherries (Tanigaki et al. [2008]),
radicchio (Foglia and Reina [2006]), dates (Aljanobi et al. [2010]), asparagus (Irie
and Taguchi [2014]; Irie et al. [2009]), and strawberries (Han et al. [2012]; Hayashi
et al. [2010]; Rajendra et al. [2011]). Remarkably, for the strawberry harvesting,
the cultivation system was adapted to make it more suitable for automation and
the Japanese company Shibuya Seiki Co.Ltd is planning the commercialization of
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the robot. Another system for strawberry harvesting is already available, sold by
the company Agrobot

4, which has been founded in 2009. A very recent review
article on selective harvesting robots was published by Bac et al. [2014b].

Using robot manipulators in agriculture for the spraying of pesticides is less
common. If not the whole canopy must be sprayed but only infected areas should
be targeted, there is a high potential to reduce the amount of required fluids.
A platform, equipped with a detection system and several spray nozzles was
reported by Gillis et al. [2001]. When moving along the canopy, the infected areas
are detected and only the required spray nozzles are operated. Other spraying
systems are emphasizing on the autonomous greenhouse navigation (Mandow
et al. [1996]; Sammons et al. [2005]). Shapiro et al. [2009] developed a spraying
robot for palm trees and performed experiments with a scaled down prototype.
An automatic spraying device has been developed by Li et al. [2009] with a simple
robot for the positioning of the nozzle.

1.2 Outline of this Thesis

The first objective of this thesis is to provide the basis for the mechatronic design
of agricultural manipulators for specific harvesting and spraying tasks. Therefore,
a framework for kinematic and dynamic simulations has been implemented. An-
other major objective was the development of suitable motion planning algorithms
for the agricultural robots. Within this project three dexterous manipulator proto-
types were developed for the application in agriculture at the Institute of Applied
Mechanics (AM). The first two prototypes, developed from the very beginning,
have no significant differences and were designed, manufactured and brought
to service in a remarkable short time of one year and three months by Julian

Pfaff and myself in close cooperation with the institute’s internal mechanics
and electronics machine shops as well as the support of Thomas Villgrattner.
Throughout this thesis, no distinction is made between these first two prototypes
and they are referred to as the first manipulator prototype. The experiences from
field and laboratory experiments with the first manipulator prototype contributed
to the deeply revised design of a following manipulator, referred to as the final
manipulator prototype. The improvements with respect to the mechanics of the
final manipulator will be reported in the PhD thesis of Julian Pfaff while other en-
hancements, in particular with respect to the electronics architecture are provided
in this document. The main contributions of the thesis are:

• Mechatronic design of manipulators:

– Kinematic design and evaluation

– Evaluation of Pneumatic Artificial Muscles (PAMs) for the actuation

– Electronics and software architectures

• Dynamic modeling and simulation, partially including experimentally iden-
tified friction models.

4 http://www.agrobot.com/, visited on June 5, 2015.

http://www.agrobot.com/
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• Motion planning and inverse kinematics for the redundant manipulators
including the definition of problem-specific secondary objective functions.

• Verification of the manipulator hardware and algorithms in field experiments
that were carried out by project partners.

The thesis is organized as follows. In Chapter 2, a brief introduction to the
research project CROPS with its main objectives and organization will be given.
Furthermore, the intended applications of the designed agricultural manipula-
tors are described and basic requirements on the manipulator workspace are
formulated.

Chapter 3 provides a detailed description of the mechatronic manipulator
design. Based on the derivation of the kinematics, alternative actuator concepts
are evaluated, and the equations for dynamics simulation as well as a simplified
self-collision model5 are applied. Besides the illustration of the hardware and
control concept, this Chapter also focuses on a detailed description on the real-
time software architecture. Finally, the developed manipulator prototypes are
presented.

The Chapter 4 deals with the design of a modular test bed for experimental
friction identification in the robot drive modules of different sizes, developed
by Julian Pfaff for the final manipulator prototype. The curve fitting results of
measurements to different friction laws are presented and discussed.

Initially, in Chapter 5, a brief overview on available motion planning strategies
will be given. The selected planning approach for the harvesting and precision
spraying tasks, especially designed for this agricultural robot is introduced. Af-
terwards, particular attention is drawn to the inverse kinematics algorithms of
kinematically redundant manipulators and its suitability for on-line computation.

Chapter 6 describes the field experiments that were carried out with the devel-
oped manipulators and algorithms. Besides the listing of major hardware com-
ponents, like sensors, end-effectors and so forth utilized for the experiments, key
data obtained during each precision spraying and selective harvesting measure-
ments is reported. Another intention of this Chapter is to illustrate photographs
of the integrated agricultural robot to provide the reader an impression of the
overall system in the field.

5 The self-collision model is based on the framework developed by Schwienbacher [2013].



2 The European Project CROPS

The collaborative research project CROPS with the full title „Intelligent sensing
and manipulation for sustainable production and harvesting of high value crops,
clever robots for crops“ was mainly funded by the EU as part of the Seventh
Framework Programme in the theme „nanosciences, nanotechnologies, materials
& new production technologies“ within the call „automation and robotics for
sustainable crop and forestry management“. The project number is 246252 and
its call identifier FP7-NMP-2009-LARGE-3.

2.1 Project Objectives

CROPS aimed at the development of agricultural machinery and its algorithms
for high value crops. Contrary to automation with bulk harvesting machines,
CROPS followed the concept of selectively pick, spray or evaluate the ripeness of
single fruits. By utilizing a modular design, the purpose was the design of a highly
configurable system which is able to adapt to several tasks and conditions. Field
tests of the developed demonstrators were conducted in greenhouse experiments
for sweet pepper harvesting and precision spraying of grapes as well as for apple
harvesting and grapes in orchards. The detection and classification of obstacles
and other objects in forests for autonomous navigation were also considered.
However, they played only a minor role in the project. Besides the development of
prototypes, economic aspects, like the economic feasibility, were analyzed.

2.2 Overview and Organization

The project started in October 2010 and was scheduled for a duration of four years
until September 2014 with an overall contribution from the EU of 7.64 million
Euro. The consortium, composed of participants from research facilities as well
as from industry, had fourteen partners in total, mostly from Europe, but also
from Israel and Chile. The project was organized in Work Packages (WPs) and
an overview of the thirteen WPs is given in Table 2.1. WP one, responsible for
the systems engineering and architecture, was coordinating the partners from a
technical perspective. Besides, it was devoted to the gathering of system specifica-
tions, the development of a software framework and monitoring of the integration
process of system components. The so-called application WPs (five to eight) were
lead by experts from the field of agriculture and were amongst others responsible
for the derivation of requirements. Furthermore, they worked on the practical
integration and field experiments while providing input and feedback according
to their expertise in the field of agriculture and forestry to the technical experts

7
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Table 2.1: List of WPs in the CROPS project.

WP Title

1 System Engineering and Architecture
2 Sensing
3 Manipulators and End–Effectors
4 Intelligent Sensor Fusion and Learning Algorithms
5 Sweet Pepper – Protected Cultivation
6 Harvesting Systems in Orchards: Grapes and Apples
7 Precision Spraying
8 Forestry
9 Training
10 Dissemination
11 Final Demonstration
12 Economics, Social Aspects, Sustainability, and Exploitation
13 Coordination

from the WPs two to four. The other WPs (nine, ten and twelve) addressed im-
portant aspects like public relations, training of the participants, and economics.
An overview of the project organization and interaction of the WPs is given in
Figure 2.1.
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Figure 2.1: Interaction of the WPs within the CROPS project.

The AM was responsible for the WPs one and three with its main contribution
in the design and development of three manipulator prototypes and its motion
planning algorithms. Additionally, extensive support during the integration
process and the field experiments was provided. In the course of WP one and
by regularly monitoring the integration progress, recommendations for future
actions towards the development of successful demonstrators were proposed.
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2.3 Applications

The manipulator prototypes were designed for the automation of agricultural
tasks like selective harvesting and spraying. The robot system is intended for
harvesting of sweet pepper, apples and grapes as well as precision spraying of
grapevine. For an appropriate system design, commonly used cultivation systems
and environmental conditions for the different tasks are of interest. Therefore, a
brief description of the different applications with special focus on the growing
systems will be given in this Section. The selected system has direct influence
on the yield, it can avoid the spreading of diseases, or it can be more or less
suitable for the mechanization of agricultural tasks. However, depending on the
environmental conditions and personal experience of farmers, there exist many
different variations in the production of agricultural products. The upcoming
Sections will provide an overview on the greenhouse and orchard cultivation which
were used during the CROPS project. If possible, modifications of the cultivation
system to increase the suitability for automation are made. However, innovations
in the field of agriculture must be considered carefully and the effects on the
production must be evaluated over many years. From the tasks considered in this
thesis, the automation of sweet pepper harvesting has the highest requirements
on the manipulator design and is therefore discussed in particular.

2.3.1 Selective Harvesting

Sweet Pepper Cultivation in Greenhouses

Nowadays, in Europe sweet pepper plants are usually cultivated in greenhouses.
Plants with fruits in the colors red, yellow, green and orange are commonly used
for commercial production. Before the fruits get their final color, they are always
green. The color is an indicator for the fruit ripeness. The greenhouse production
is based on a full year cycle and the plants are cultivated on substrate. It is com-
mon to bring the crop in the greenhouse around February and they continuously
carry fruits starting from March till the end of the season around September.
When the season is over the remaining greenery is removed. The plants grow from
about 300 mm up to 4000 mm relative to the greenhouse floor. However, ripe fruits
usually are located at the upper part, about 500 mm near the top, of the plant. In
the CROPS project, harvesting experiments were carried out in the Netherlands.
Therefore, only the typical cultivation system in those greenhouses will be pre-
sented here and a picture with sweet pepper plants is shown in Figure 2.2. Early
in the season, either two or three stems of a single plant are connected to a wire
system. These wires run vertically and support the stems during plant growth.
The plants are cultivated in rows with a certain distance between two rows. During
the season the canopy of the plant grows and thus the available space in between
the rows is decreasing. In the corridors between the plant rows are two pipes for
heating the greenhouse. These pipes are used as a rail system and a cart, equipped
with an elevating mechanism and an actuator to move forward in the row, can be
placed there. It is state of the art to use this cart to transport human workers in the
corridors for Plant Maintenance Operations (PMOs). Two schematic side views to
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Figure 2.2: Sweet pepper cultivation in a greenhouse.

illustrate commonly used cultivation systems are shown in Figure 2.3. No leaves
or fruits are drawn. In Figure 2.3a the side view along the rows is shown. The
two stems cultivation system is illustrated on the left hand side while the three
stem cultivation system is illustrated on the right hand side. In between the plants
is the corridor with the heating pipes. Figure 2.3b shows the cultivation system
perpendicular to the plant rows. Again on the left hand side the system with two
stems is drawn. In this case, only one stem is facing the corridor and therefore
visible. On the right hand side, the three stem cultivation system is illustrated.
Compared to the system with two stems, the average distance between stems is
less and therefore the canopy is more dense. The wires are indicated in gray. The
vertical wires are knotted to a top wire which is horizontal and in parallel to the
row. In a dutch greenhouse, the positions of 60 stems and 165 fruits of one plant

Wire
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Heat Pipes

Floor

C
or
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r

(a) Side view along the plant rows with
two (left) and three (right) stems.

Substrate

Top Wire

Stem

(b) Side view perpendicular to the plant
rows with two (left) and three (right)
stems. Only the front stems are
shown.

Figure 2.3: Side view of sweet bell pepper cultivation systems.
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row were measured at the beginning of the season1. Although growing systems
vary from farmer to farmer and dimensions change during the season, the data
gives an idea on the dimensions and its variations in sweet pepper cultivation.
Figure 2.4 shows a scheme plot of the cultivation system according to the two
stems cultivation system in the top view. The plant row on the left hand side

∆y

x

y

z

∆x

Plant

Stem

Corridor Nr. 1 Corridor Nr. 2

Heat Pipes

Figure 2.4: Top view of sweet pepper cultivation system.

of the left corridor shows the nominal distances. The plant area around a stem,
including leaves, branches and fruits is approximated by a green circle. Further-
more, basic dimensions are indicated in the Figure and its nominal values as well
as the standard deviations are given in Table 2.2. Remarkably, the plant spacing

Table 2.2: Basic dimensions and its standard deviations of sweet pepper cultivation in
a dutch greenhouse.

Parameter Nom. Val. [mm] Std. Dev. [mm] Min. [mm] Max. [mm]

Row-to-row ∆x 862 50 750 1020
Stem-to-stem ∆y 192 60 40 350

Fruit distribution in z – 220 0 1650
Stem-to-fruit 38 6.9 15 96

with a nominal distance of 192 mm is very narrow and there are strong variations
in the distance of neighboring plants, which is reflected in the considerably high
standard deviation. Also the big differences between the minimum and maximum
stem-to-stem distance indicate a very irregular and unstructured environment.
Besides the stem arrangement, the radial distance and angle of fruit center po-
sitions with respect to the corresponding stem center positions were measured

1 The measurements were performed by Wouter Bac from the research institute Wageningen

UR, Netherlands.
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to get information on the fruit distribution relative to the plant stems. All the
measured fruit positions are plotted in Figure 2.5 with respect to the stem center
in one graph.
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Figure 2.5: Fruit distribution with respect to the stem (green disc). The fruit positions,
illustrated by diamonds, were measured on a plant row and the amount of fruits in
each quadrant is provided. The dashed circle indicates the average stem-to-fruit
distance.

Apple Cultivation in Orchards

According to a statistical report on agriculture of the EU (Coyette and Schenk
[2013]), the 28 member states (as of July 1, 2013) produced 11.7 million tonnes
of apples in 2012. Apples are produced in nearly all member states and require
regions with temperate climate conditions. The apple trees are usually grown for
several years while carrying fruits each year. Ripe fruits are selectively harvested
around autumn. A very high amount of different varieties exist but will not be
addressed in this thesis. However, for the manipulator design and in particular
for the design of the kinematics, the planting system in orchards is of relevance.
Several different cultivation methods are reported in the literature. Refer to
Ferree and Warrington [2003] for a detailed discussion and a broad overview on
the botany and production of apples. Certainly not all systems are suitable for
automation. In the CROPS project the harvesting experiments were carried out in
Belgium and a picture of an orchard is provided in Figure 2.6. Furthermore, it has
been decided to focus on so-called flat planar canopy systems. This kind of growing
systems, developed in the 1950s by Italian growers, were called palmette training
systems. They restrict the canopy in a two dimensional plane. This cultivation
systems allow for the application of carrier platforms providing the basis for very
efficient PMOs, like thinning, pruning or fruit picking. The trees are planted
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Figure 2.6: Commercial apple cultivation in a Belgian orchard.

in an espalier system with a spacing of 3.5 to 4 m in the row and the distance
between two rows is about 4-5 m. In the original palmette system the branches
of a central tree trunk are trained in the plane either in a horizontal way or with
an inclination of 30 to 45 ◦. The branches which are growing out of the plane are
removed or connected to a trellises system with four to six wires. In Figure 2.7 the
horizontal-palmette growing system is illustrated for a single tree in the side view.

∆x
x

z

∆
z

Figure 2.7: The horizontal-palmette growing system with the branches attached to the
trellis system as reported by Ferree and Warrington [2003] with ∆x ≈ ∆z ≈ 2.5m.

Grapevine Cultivation in Orchards

In 2012, the EU produced 22.8 million tonnes of grapes, which accounts for
about two thirds of the world wide production. According to Coyette and Schenk
[2013], the largest part of the grapes (91 %) were used for the production of wine.
Similar to the other harvesting applications, a great amount of different cultivation
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systems are commonly used. A detailed discussion on grape growing is beyond
the scope of this thesis. Please refer to Creasy and Creasy [2009] for further
information. In Figure 2.8 the growing system which was considered to be the
most suitable for automated harvesting within the CROPS project is shown. The

(a) Vine with grapes and leaves. (b) Vine without leaves.

Figure 2.8: Cultivation of grapevine.

vine is grown in an espalier system with an average tree spacing of about 1.1 m and
a row-to-row distance of about 2.1 m. Grape bunches are hanging down and are
easily accessible from the side. By removing the leaves of the vine (cf. Figure 2.8b)
for the field experiments, the visibility of the grapes as well as the accessibility is
improved a lot.

2.3.2 Selective Spraying of Grapes

Besides the selective harvesting task, the modular agricultural manipulator was
also intended to be used for the application of precision spraying of grapes. The
basic idea of selective spraying is to reduce the amount of pesticides used in
the field. This can be achieved by autonomously applying pesticides only on
infected areas instead of spraying the whole canopy. Therefore, the manipulator
must position the air-carried spray of an end-effector in front of the canopy at a
distance of about 0.4-0.6 m. However, the requirements on the position accuracy
for this application in the range of several centimeters is rather low for up-to-date
commercially available industrial manipulators. To spray areas at inner layers of
the canopy positioning in different directions might be advantageous.



3 Manipulator Design

3.1 Introduction

This Chapter discusses the major steps leading to the final mechatronic design of
the agricultural manipulator prototypes which have been realized in the course of
this thesis. The overall design process with respect to the technical implementation
of the robot is illustrated in Figure 3.1. Based on the systems requirements, the

Kinematic Design Hard- and Software Realization
Design

Kinematic and Dynamic Simulations

Ite
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Parameter
Identification

Parameterization/Optimization

Figure 3.1: The iterative design process of the agricultural manipulator.

design is an iterative process, starting with several kinematic designs and their
evaluation. Then based on the initial evaluation, one or more kinematic models are
selected and the dimensions of the mechanical parts can be estimated. This initial
dimensioning provides the parameter for the dynamic simulations and from the
results, a more detailed analysis of the mechanical structure can be performed
and suitable actuators are selected. With more and more detailed simulations, the
systems behavior and its limitations can be estimated. According to the constraints,
like limited available design space or actuation power, it might be necessary to
reconsider and adapt the initial kinematic designs. When the mechanical design
becomes more definite, the estimated dimensions, like inertia parameter, become
more and more accurate, hence improving the predicted results of the dynamic
model step by step and the mechanical parts can be further optimized. At a certain
point of the process, the most suitable design must be selected and finalized while
the manufacturing as well as the assembly begins. During the start-up of system

15
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components and with the final system itself, parameter identification experiments
can be performed and the models are further improved and validated.

This Chapter will begin with the introduction on the kinematics design, fol-
lowed by a detailed study on PAMs as actuator alternatives for the manipulator
prototypes in Section 3.3. The equations and assumptions to model the kinematics
and dynamics of the robot, will be introduced in Section 3.4. Another important
aspect of nearly any mechatronic design is the selection of an appropriate software
and electronics architecture. Therefore, a brief introduction of the electronics
architecture will be given in Section 3.5 and a detailed description of the software
framework, developed for the manipulator will be addressed in Section 3.6.

Many contents of the work presented in the following have already been pub-
lished in scientific papers by the author of this thesis and by the co-workers
involved in this project. Therefore, clear references will be given in the corre-
sponding Sections.

3.2 Kinematic Design

During the development of a manipulator, one of the first things which has to be
considered is the kinematic structure of the system. Influencing variables on the
kinematic design are the selected approach to fulfill a certain task, the required
workspace as well as the end-effector tool that will be applied. Usually, by an
accurate description of the task, it is possible to design very specialized and opti-
mized kinematics. However, during the design of the here described agricultural
prototypes, two major issues had to be faced. On the one hand, the manipulator
had to deal with agricultural products. Compared to applications in automation
industry with well defined tasks, it is not possible for agricultural duties to pro-
vide a task description with similar accuracy. Furthermore, cultivation systems
are in general not standardized and farming methods can differ from one farmer
to another. On the other hand, the robot is intended to be used for different tasks
which require, amongst others, different workspace dimensions (see Section 2.3)
while different task-specific end-effector tools are used. To provide a solution to
these demands, it has been decided to design a modular manipulator, meaning
that it should be easily possible to reconfigure the kinematics of the prototypes
for the needs of the different applications. Nevertheless, a decision has to be made
on the basic structure of the kinematics and it would obviously be of great benefit,
if one kinematic set-up could be utilized for many different applications. With
this in mind, it was chosen to design a kinematic configuration that is as flexible
as possible with a high amount of dexterity to be able to deal with the different
demands.

Initially, in this Section, the kinematic designs of the first and final developed
prototype generations are presented. Later on, the methods used during the design
and for validation are introduced and briefly discussed.

A schematic illustration of the kinematics of the first prototype is given in
Figure 3.2. Rotational joints are indicated by cylinders and prismatic joints by
cuboids. A disk is illustrating the interface for the end-effectors. The orientation
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Figure 3.2: The kinematic design of the first manipulator prototype in the two sup-
ported configurations.

of the coordinate base frame is given in each Figure. A detailed explanation on
the selected design as well as the discussion of alternatives was presented by
Baur et al. [2012]. Both kinematic configurations are equipped with a prismatic
joint. Therefore, the robot is able to operate at different heights required for
all applications. The 6-DoFs configuration (cf. Figure 3.2a) has been designed
and successfully applied for the selective spraying application of grape vine (see
Section 6.2). For this application, the task space definition does not require a fully
defined pose in three dimensional space. In Figure 3.2b, the 9-DoFs configuration
is shown. This set-up was realized and applied for the harvesting applications
and the results are presented in Section 6.1. Remarkably, the manipulator for
the harvesting tasks combines the ability to cover a large workspace with a high
dexterity but it also has the property to obtain compact configurations, suitable
for the working area with the limited space in the narrow rows. Similar to
industrial manipulators, three rotational joints with consecutively perpendicular
axes are added after the last joint of the 6-DoFs configuration. This three joints are
commonly called wrist in robotics (due to the kinematic similarity to the human
wrist). The manipulator in the 9-DoFs configuration is capable to obtain any three
dimensional pose in the dexterous workspace. The dimensions of the manipulator
are provided in Table 3.1. The Table describes the relative poses of one body fixed
frame after another. The first joint is referenced with respect to the base frame
and the z-axis of each body fixed frame is set along the corresponding joint axis.
The relative positions are provided in the coordinates of the previously defined
frame with the x, y, and z positions as well as the α, β, and γ rotations, i.e. fixed
angle rotations around the x-y-z axes. The parameter qi indicates the DoF of the
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Table 3.1: Kinematics parameter of the first manipulator prototype.

Joint xi [m] yi [m] zi [m] αi [rad] βi [rad] γi [rad]

1 0 0 0.75+q1 0 0 0
2 0 0.1 -0.1 0 0 π/2 + q2
3 0 0 0 π/2 0 q3
4 0.23 0.15 0 0 0 q4
5 0.4 0.2 0 0 0 q5
6 0.1 0 0 -π/2 0 q6
7 0.2 0 0 0 0 q7
8 0.045 0 0 π/2 0 q8
9 0.05 0 0 0 π/2 q9

joint i.
In a preliminary study by De Hoog [2013] the manipulator design of the first

prototype has been evaluated in simulation and experiments and the general suit-
ability for the sweet pepper harvesting application, which is considered the most
challenging one, has been confirmed. Experiments showed that the robot is able to
reach 91.8 % of the colored fruits, using a rather basic motion planning algorithm.
Therefore, only minor changes with respect to the kinematics were made during
the design of the final manipulator prototype. An overview of the kinematic de-
sign of the final manipulator is illustrated in Figure 3.3. The 9-DoFs configuration
of the final prototype (cf. Figure 3.3b) is similar to the 9-DoFs configuration of
the first prototype. The main difference is in the arrangement of the wrist joint
axes. This change had been made out of mechanical design considerations. Due
to the design with integrated robot drive modules of the final prototype (Pfaff
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Figure 3.3: The kinematic design of the final manipulator prototype in the two sup-
ported configurations.
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et al. [2014]), the modularity of this prototype is strongly enhanced. It is possible
to remove or reconfigure the robot joints easily in a few minutes. Therefore, it
has been decided to support a 7-DoFs configuration (see Figure 3.3a) following
the standard industrial manipulator kinematics structure (Craig [1986]) with an
additional prismatic joint. To obtain the 7-DoFs configuration from the 9-DoFs
configuration, the joints five and six have to be removed. Both kinematics shown
in Figure 3.3 are suitable for the selective harvesting applications and have been
investigated for the sweet pepper application. The parameter of the 9-DoFs kine-
matics are summarized in Table 3.2 and the different parameter of the 7-DoFs
configuration are highlighted in Table 3.3.

Table 3.2: Kinematics parameter of the final manipulator prototype in 9-DoFs
configuration.

Joint xi [m] yi [m] zi [m] αi [rad] βi [rad] γi [rad]

1 0.115 -0.017 0.796+q1 0 0 0
2 -0.115 0.48 0.0 0 0 π/2 + q2
3 0 0 -0.2 π/2 0 q3
4 0.35 0 0 π 0 q4
5 0.35 0 0 π 0 q5
6 0.18 0 0 −π/2 0 q6
7 0.15 0 0 0 π/2 q7
8 0 0 0.1 0 −π/2 q8
9 0.065 0 0 π/2 0 q9

Table 3.3: Modification of the kinematics parameter of the final prototype for the 7-
DoFs configuration.

Joint xi [m] yi [m] zi [m] αi [rad] βi [rad] γi [rad]

4→ 7 0.4 -0.0295 -0.043 π/2 π/2 q7

As already pointed out at the beginning of this Chapter, an accurate task defi-
nition for all applications is not available and therefore, the definition of a well
defined optimization problem to derive a kinematic scheme is impossible. The
presented designs have been derived on the basis of engineering experience, me-
chanical design constraints and kinematic simulations. In the next Sections, the
tools and methods for evaluation of the designs are presented.

3.2.1 The Manipulability Measure

Because of the vague task description one has to face for the here considered
agricultural applications, the analysis with the so-called manipulability measure
seems to be an adequate method and has been performed exemplary with the first
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manipulator prototype to validate the proposed design. First of all, based on the
available knowledge, a task description will be given and the approach to investi-
gate the manipulability of the manipulator is explained. From the investigated
applications, the selective harvesting of sweet pepper has been identified as the
application with the highest requirements on the manipulator kinematic design.
Figure 3.4 shows an illustration of the top view of a sweet pepper cultivation sys-
tem, similar to Figure 2.4. In addition, an end-effector is represented schematically.

x

y

z

Corridor

End-Effector

γ

Figure 3.4: Abstraction of the task for sweet pepper harvesting (Baur et al. [2012]).

A path is illustrated by a dashed circle and the end-effector location on the path
shall be described by a rotation around the plant middle point (stem center) with
the angle γ between the vertical line and the extension of the end-effector’s middle
axis. The three plants are indicated in green and at the middle one a harvesting
operation should be performed while the location of the robot base can be depicted
by the base frame. With the fruit distribution, reported in Figure 2.5, it is clear
that the end-effector must reach any position around the plant to harvest all fruits.
Furthermore, in all likelihood, the fruit picking might be most successful if the
plant is approached from a radial direction, so that the middle axis of the end-
effector is in a line with the fruit center and the stem center. Several end-effector
positions around the plant were investigated and a measure that indicates the
ability of the robot to move along certain directions in a given joint configuration is
provided by the manipulability measure, introduced by Yoshikawa [1985]. Please
refer to Section 5.4.3 of this thesis for a definition of the measure, based on the
Jacobian matrix of the Tool-Center-Point (TCP), as well as further explanations
and detailed information on the inverse kinematics algorithm applied here. In
Figure 3.5 the manipulability ellipsoids, projected into the (x,y)-plane are drawn
for various positions of the TCP distributed on a half circle around the plant,
while the end-effector is always pointing towards the stem center according to
Figure 3.4. In this simulation, the stem center is located at (x = 0.225m,y = 0.7m)
in the plane and the height of the TCP is at z = 0.9m with respect to the robot base
frame. Due to the kinematic redundancy of the manipulator (cf. Section 5.4.1),
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Figure 3.5: Manipulability ellipsoids for several TCP positions distributed in a half circle
(dashed line) around a sweet pepper stem (green circle) according to Figure 3.4
(Baur et al. [2012]). For clarity the ellipsoids have been scaled to an appropriate size.

an end-effector pose can in general be obtained by an infinite amount of joint
configurations. The joint configuration can be more or less advantageous with
respect to a certain task. The selection of the optimized configuration for the
applied simulation will be discussed in more detail in Section 5.4.3. According to
the manipulability measure, evaluated for this height and the given stem position,
the kinematic design is appropriate. A wider range of discrete positions in the
manipulator workspace has been investigated and is presented in the following.
The manipulability measure according to (5.59) for end-effector heights in the
range 0m ≤ z ≤ 1.5m and orientations from −π/2 ≤ γ ≤ π/2, for the stem position
previously defined, is plotted in Figure 3.6. The manipulability plot has been
normalized with the minimum value of all investigated points. The numerical
value „1“corresponds to the highest manipulability found and the manipulability
decreases with smaller numbers. Remarkably, the manipulability is lowest at a
height of about z = 0.8m and an angle of γ = π/2. The operation of the manipulator
at these positions should be avoided, if possible. Remarkably, only one half of
the plant can be approached with the constraint on the end-effector orientation
according to Figure 3.4. For the other half, the robot has to be turned around in
the corridor. Further discussion is provided in Baur et al. [2012].

3.2.2 Analysis of Manipulator Workspace

One of the basic requirements on the manipulator kinematic design is to cover
the workspace described in the specifications. In general, the workspace of a
manipulator can be described as the volume, the robot can reach with at least
one orientation. In robotic literature, for example in Siciliano et al. [2009], this
workspace definition is commonly referred to as the reachable workspace and can
be computed with the direct kinematics equations or graphically constructed,
while taking into account the mechanical joint limits and the geometry of the
robot. Because the direct kinematics function is continuous, the volume can be
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Figure 3.6: The normalized manipulability measure of the manipulator for several
positions of the TCP with local optimization of the redundant DoFs around a sweet
pepper stem (Baur et al. [2012]).

defined by an enclosing surface. Notably, an operation of the manipulator at
the workspace limit should in general be avoided, because the freedom to move
the end-effector in any direction degenerates. The points in the robot workspace
that can be reached in different orientations belong to the so-called dexterous
workspace. If for a certain task the set of required TCP positions is known, a more
detailed analysis can be performed.

For the harvesting applications several not clearly defined positions must be
reached in various poses. This makes a workspace analysis, based on the manipu-
lability measure more suitable, as described in the previous Section. However, for
the selective spraying application, the desired positions and the orientations are
very well defined. With this information, the designer can very accurately provide
recommendations concerning the capabilities and limitations of the system to
the user. Exemplary, a workspace analysis of the first manipulator prototype
in the 6-DoFs configuration for the spraying application is performed. A brief
description of the workspace requirements is given in Section 2.3.2 and a more de-
tailed illustration including the schematics of the precision spraying end-effector
is shown in Figure 3.7. The spraying end-effector must be positioned in a distance
of 0.4 m-0.6 m from the canopy at a height of about 1 m to 2 m. With the prismatic
joint of the manipulator in an operating range close to 1 m, the height positioning
is not an issue. Additionally, to improve the spray coverage, it is desirable to apply
the pesticides from different angles γ (see Figure 3.7). This leads to the following
appropriate description of the operational space w for the spraying task (refer to
Section 5.3.1 for more details on the task space definition):

wB (x,y,z,α,γ)T (3.1)

Given a set of desired poses in the task space coordinates, it can be checked with
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Figure 3.7: Schematic illustration of the precision spraying task.

an appropriate inverse kinematics algorithm, if one joint configuration q exists
that provides a solution to the inverse kinematics (see Section 5.4 for further
information on the inverse kinematics problem). For a desired pose wd and with
the direct kinematics function f (q) a nonlinear constrained optimization problem
can be formulated:

‖∆w‖B ‖wd − f (q)‖ →min
q∈C

! (3.2)

If the derivation of the desired pose to the pose computed by the direct kinematics
function f (q) is below a certain threshold ε, i.e. ‖∆w‖ < ε, the desired pose can be
marked as reachable. The optimization problem (3.2) can be solved numerically,
for example with the Matlab function fmincon. To visualize feasible end-effector
poses a grid of discrete points can be defined with the task space vector (3.1).
Exemplary, the following grid has been applied:

−0.78m ≤x ≤ 0.78m with ∆x = 0.01m (3.3a)
0.3m ≤y ≤ 1.2m with ∆y = 0.01m (3.3b)

z = 1.2m (3.3c)
α = 0° (3.3d)
γ = ±40° (3.3e)

and the resulting areas of the reachable end-effector poses are illustrated in
Figure 3.8. With the visualization of the reachable workspace for desired poses, a
verification of the requirements can be performed and the optimal positioning of
the robot with respect to the canopy can be derived. An analysis of the reachable
workspace for α = γ = 0° revealed that the manipulator is able to cover a range
from 0 m-1.8 m in the z-direction, from 0.3 m-1.2 m in the y-direction and from
−0.6m to 0.6m in the x-direction. Therefore, the manipulator in the proposed 6-
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Figure 3.8: Areas of reachable end-effector poses in the robot workspace for γ = ±40°
according to the grid specified in (3.3).

DoFs configuration can cover the required workspace for the spraying application.
The experimental results are reported in Section 6.2.

3.3 Selection of the Actuation Principle

This Section deals with the choice of appropriate actuators for the agricultural
manipulator. Because actuators are the influencing components in any automation
process, a thoroughly analysis of different possibilities is worthwhile. According
to Isermann [2005], actuators can be divided in the following categories, based on
the power source they use:

• Electromechanical actuators

• Fluid actuators

• Other, unconventional actuators

In each category itself, many different kinds exist, respectively. From the type
of the conventional principles, electromechanical and pneumatic actuators have
been identified as the most promising concepts for the manipulator prototypes.
Hydraulic actuation has not been considered, because it is more suitable for sys-
tems which are in the need of high actuation forces. The investigated agricultural
applications require moderate forces. In Section 3.3.1, PAMs are investigated in
detail as actuator candidates. Additionally, the design of a testbed and several
control strategies are presented. Most of the work on the investigation of the PAM
has already been published in Baur et al. [2014c] and was supported by Christoph

Schütz in the course of his student thesis. At the Section’s end, the advantages and
disadvantages of electrical drives are very briefly discussed and the final actuation
concept for the agricultural manipulators is presented.
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3.3.1 Pneumatic Artificial Muscles

In the article of Davis et al. [2003] a very good description on the history of PAMs
can be found and a brief overview of the development of the actuator will be
given in the following. Pierce [1936] patented the first structure with similar
behavior to nowadays used PAMs, but he only suggested to make use of the
radial expansion to break coal. The first patent as pulling actor has been made
by De Haven [1949]. Afterwards it has been more and more studied (Gaylord
[1958]) and Joseph McKibben suggested its application for prosthetics (Tondu
and Lopez [2000]). The similarity of the PAM characteristics to biological muscles
made the actuator very interesting for the application in bionics. In the 1980s, the
company Bridgestone started the commercialization of the PAM, which they called
Rubbertuators. But despite their efforts, the product was taken off the market in the
1990s. Later on, the German company Festo developed a PAM pulling actuator
for commercial use, which is still available today.

The well-known advantages of pneumatic actuators are (Isermann [2005]):

• Good power-to-weight ratio

• High reliability

• Wide operating range at different temperatures

with the following major drawbacks:

• Compressed air is required

• Control to achieve accurate positioning can be challenging

• Big dimensions

Further advantages of PAM are the high robustness, because the actuator does
not possess any moving parts itself and they can be applied in unclean areas.
Additionally, the passive elasticity (Chou and Hannaford [1996]) with its inherent
compliance might be a favorable property for the design of robot joints due to
the prospect of increased safety in case of impacts. As any linear actuator the
PAM has the inherent disadvantage that rotational motion is not directly available,
but must be obtained, for example, by the combination of two actuators in an
antagonistic set-up (cf. Figure 3.11).

Applications in Robotics

This Section briefly presents some applications of the PAM in the field of robotics.
The first manipulators driven by Rubbertuators have been developed by the
Japanese tire manufacturer Bridgestone and were called RASC and SOFT ARM.
According to Inoue [1988] the design is explosion proof and he suggested applica-
tions like painting or coating. Two models of the SOFT ARM were manufactured,
one with four DoFs and another with five DoFs and the robots were able to deal
with a payload of 1 kg and 3 kg, respectively. Not many systems have been de-
veloped in the meantime until Tondu et al. [2005] presented an arm with seven
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revolute joints, driven by McKibben artificial muscle pairs. Many details on the
modeling and mechanical design of revolute joints can be found in the article. The
prototype has been used for a telerobotics application. More recently the automa-
tion company Festo has presented a humanoid torso with two arms and hands,
actuated by PAMs (Boblan and Schulz [2010]). Due to the similar characteristics of
PAMs to biological muscles, the application of the actuators for several humanoid
robot projects has been reported in the literature (Mizuuchi et al. [2012]; Niiyama
et al. [2010]; Vanderborght et al. [2005]).

Structure and Functioning

The PAM has a cylindrical shape and is a combination of a flexible rubber tube
which is encircled by a braided shell (Chou and Hannaford [1996]). By applying
pressure to the internal tube (e.g. via compressed air) it tends to expand its volume.
Due to the structure of the braided shell the PAM only expands radially while it is
shortened at the same time (cf. Figure 3.9a). In case it is connected to a load it will
apply a pulling force in longitudinal direction. According to Daerden and Lefeber
[2002], the following basic properties of a PAM are:

• Upon contracting, the volume of the PAM is increasing.

• The PAM contracts if the pressure increases (assuming a constant load).

• The contraction has an upper limit. At the limit the volume is maximal and
no pulling force is available.

at rest

contracted

∆`

(a)

A

p

(b)

Figure 3.9: Schematic construction of a PAM: In (a) the muscle with the braided shell
is at rest (nominal length). At the inflated state it is shortened by ∆`; In (b ) a single
acting piston (area of the piston is depicted by A) with a spring is shown. The PAM
has a similar dynamic behavior.

Figure 3.10 shows several isobars to characterize the physical behavior of PAMs at
different lengths and pressure levels. The fluid muscle force F is plotted against
the contraction κ = ∆ /̀`0, with the nominal muscle length `0 and the change in
length ∆`. For κ > 0 the muscle is contracted. Exemplary, the data provided by
the automation company Festo for the commercially available muscle DMSP-20-
200N1 is used. According to Figure 3.10 the force is depending on the contraction
and the internal pressure. For an increasing contraction, the available pulling
force decreases.

1 type-diameter-nominal length
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Figure 3.10: Force-to-contraction characteristic map of the PAM DMSP-20-200N.

Test Bed with an Antagonistic Muscle Set-up

The test bed was designed to evaluate the suitability of PAM actuators for robot
joints as the drive mechanism of the developed agricultural manipulators. Since
the muscles can only provide pulling forces, a revolute joint was realized with two
PAMs in an antagonistic setup (see Figure 3.11). At the left hand side, the muscles

ϕ

r

ΘPneumatic Muscle

Cable

Linear Guide

Force Sensor

TL

Wheel

Figure 3.11: Scheme of the test bed with two PAMs in an antagonistic set-up.

are fixated on a rigid base via a single-axle force sensor. These sensors were used
only during the identification of the muscle characteristics. On the right hand side,
the muscles are connected to linear slides which are linked to the rotational joint
by cables. The pressure level in the PAMs is regulated by two proportional valve
pressure regulators. The data processing and the real-time control is handled with
a controller board from the company dSPACE. An overview of the most relevant
specifications of major system components is summarized in Table 3.4.
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Table 3.4: Major specifications of the system components.

Component Manufacturer (classification) Specification

Fluid Muscle Festo (DMSP-20-300N-RM-CM) Fmax =1.5 kN @ 6 bar
Pressure Regulator Festo (VPPM-6L-L-1-G18-0L6H-V1P-S1) Nominal Air Flow: 15 l/s

Incremental Encoder Heidenhain (ROD426) 3600 ticks per revolution
Force Sensor HBM (HBM-U9B) Meas. Range: ±2 kN
Controller Board dSPACE (ds1103) –

Modeling and Identification

An accurate modeling of the system components, especially due to the nonlinear
characteristics of the PAM, is very important for the design of an efficient position
control strategy. In the model, the components considered for the description of
the pneumatic behavior are the PAM and the proportional valve. This Section
explains the muscle model first. The pulling force of a fluid muscle can be modeled
as the composition of a static force Fs, as a function of the relative pressure p and
the contraction κ, with a friction term Ff :

F (p,κ, κ̇) = Fs (p,κ) +Ff (κ̇) (3.4)

The friction Ff is modeled by a static and viscous friction term and is experi-
mentally identified, including the overall friction of the test bed and its bearings.
In the work of Chou and Hannaford [1996], an approximation of the force Fs
is obtained by calculating the change of mechanical energy dWm = F dx and the
energy of the fluid dWg = pdV , with the change in the muscle length dx and inner

volume dV , respectively. The conservation of energy dWg
!= dWm yields to:

F = p
dV
dx

(3.5)

According to Chou and Hannaford [1996], the change in muscle volume only
depends on the muscle length. Because a description of the muscle volume is
not easily derived, Hildebrandt et al. [2002, 2005] suggested to model the PAM
as a one way pneumatic piston cylinder with variable piston area A (κ) and an
elasticity of the membrane, represented by the force Fm (cf. Figure 3.9b):

Fs (κ,p) = pA (κ)−Fm (κ) (3.6)

With the following approximations (Hildebrandt [2009])

A (κ) =
2∑

i=0

aiκ
i (3.7a)

Fm (κ) =
3∑

i=0

biκ
i + b4κ

2
3 (3.7b)
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the static force of the PAM can be obtained by fitting (3.6) and (3.7) to mea-
surements or catalog data. Figure 3.12 shows the result of the least-squares
curve-fitting problem, with respect to the seven parameter ai (i = {0,1,2}) and bj
(j = {0,1,2,3}) for N measured data points:

N∑

n=1

(Fs (κn,pn)−Fn)2→min (3.8)

The optimization problem (3.8) was solved with the function lsqcurvefit from
Matlab, using the force measurements Fn from the test bed force sensors. The
average of the absolute fitting error (i.e. Fs (κn,pn)− Fn) is less than 6 N and the
maximum error is below 33 N. Out of several investigated models from the lit-
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Figure 3.12: Measurement and curve fit with model (3.6) of isobars from 1–5 bar.

erature (Chou and Hannaford [1996]; Kerscher et al. [2006]; Tondu and Lopez
[2000]), the model described above fitted the measurements best and will be used
for further investigation. Due to the second term in (3.7b) with the cube root of κ,
the model is only valid for κ > 0. However, this does not impose a restriction on
the performed experimental study since the PAMs on the test bed will only be
operated in a contracted state.

As mentioned earlier, the internal pressure of the muscle is controlled by the
pressure regulator valves from Festo. To experimentally identify the pressure
characteristics, dynamic responses of this component were measured for sev-
eral individual step responses in the range from 1 bar up to 5 bar. During the
experiments, the muscle has been mechanically fixed at its nominal length, i.e.
κ = 0. The measured pressure characteristics at a step time of 0.1 s, are shown
in Figure 3.13. A first-order lag element in combination with a dead time and a
rate limiter can be very accurately fitted to the measurements. The dead time is
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Figure 3.13: Pressure step commands for the pressure regulator at 0.1 s and the re-
sponses in simulation and measurement.

explained by the latency of the pneumatic tubes and the rate limiter represents
the limited mass flow through the valve. However, further experiments showed
that the dead time is decreasing for higher initial pressures and the limited mass
flow is only significant for large steps (∆p > 2bar). In the antagonistic setup, the
PAMs are operated at an adjustable middle pressure p0, so the pressure steps
are in general not higher than 2 bar. Therefore, given a desired pressure pd , it is
admissible to model the pressure characteristics of the pressure regulator as a
linear first-order lag element with the time constant T and the static gain K :

T ṗ+ p = K pd (3.9)

According to Figure 3.11 the principle of angular momentum can be applied on
the wheel with the joint angle ϕ, the moment of inertia Θ, the load torque TL,
and the radius r at which the PAM is connected to the wheel. With (3.6) the joint
dynamics are given by:

Θϕ̈ =
(
Fs,1 (κ1,p1)−Fs,2 (κ2,p2)

)
r − TL − Tf (ϕ̇) (3.10a)

Tf = sgn(ϕ̇) Tf ,0 + b ϕ̇ (3.10b)

κ1,2 = κ0 ± ϕr`0
(3.10c)

The friction term Tf is described according to (3.10b) by the static friction (Tf ,0)
and a viscous friction term (b ϕ̇). The design parameter κ0 defines the contraction
of both muscles at zero joint displacement, i.e. ϕ = 0.
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Controller Design

In this study, three different control strategies are analyzed and evaluated accord-
ing to their performance. These are:

• A linear proportional-integral controller (PI)

• A PI-controller with feed forward (PI-FF)

• An input-output linearization (I/O)

For all control schemes the actuating variable u, chosen as the pressure difference
∆p with respect to the mean (or initial) pressure p0 is applied (Daerden [1999];
Inoue [1988]; Schröder et al. [2003])

u = ∆p (3.11a)

and thus the pressures in the two PAMs are given by

p1 = p0 +∆p (3.11b)
p2 = p0 −∆p (3.11c)

With the valve dynamics (3.9), the definition of the system input (3.11), and the
state vector defined by

x = (ϕ,ϕ̇,p1,p2)T (3.12)

the nonlinear state space model, based on (3.10), is derived as follows:

ẋ =




ϕ̇
1/Θ

[(
Fs,1 −Fs,2

)
r − TL − Tf

]

1/T (K p0 − p1)
1/T (K p0 − p2)




︸                               ︷︷                               ︸
=:a(x)

+




0
0
K/T
−K/T




︸ ︷︷ ︸
=:b(x)

u (3.13a)

y = c (x) = ϕ (3.13b)

The systems output y is the joint angle ϕ. Notably, (3.13) is linear in the input u
and has one input and one output variable. In Figure 3.14 the control architecture
with the linear PI-control scheme is shown. It illustrates the antagonistic set-up
and the controller acting on the system’s input ∆p. This control scheme will
be used as a reference system for the comparison with more advanced model
based controller designs. Since the muscle characteristics have been identified,
one straightforward extension of the linear PI-control is obtained by a model
based feed forward compensation. In this scheme the desired pressure differ-
ence ∆p is computed by solving the static equilibrium of (3.10a) with the desired
contractions κ1 and κ2. The pressure ∆p is then added to the PI-controller output.

With the nonlinear state space model (3.13) a controller based on the principle
of input-output linearization will be designed in the following. The design steps
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Figure 3.14: Overall view of the PI-control scheme with optional feed forward compen-
sation (dashed) in the antagonistic muscle set-up with the pressure regulators (PR).

are based on Slotine and Li [1991]. With the Lie derivative Lf h (x) of a scalar
function h (x) and the vector field f (x) defined by

Lf h (x) =
(
�h (x)
�x

)T
f (x) , (3.14)

the relative degree δ of the system (3.13) is obtained as the first Lie deriva-
tive LbLiac (x) unequal to zero (for i = 0, . . . ,dim(x)):

LbL
i
ac (x) = 0, for i = {0,1} (3.15a)

LbL
2
ac (x) = 2

r K
Θ T

(
a0 + a1κ0 + a2

(
κ2

0 +
r2

`2
0

x2
1

))
(3.15b)

, 0, for x1 ∈ R\

x1 = ±

√
`2

0

r2

(
−a0 + a1κ0

a2
−κ2

0

)
(3.15c)

According to (3.15) the relative degree of the system is δ = 3. Since δ < dim(x), the
system has unobservable internal dynamics. To design a stable controller, it must
be shown that the internal behavior is stable. Please refer to Baur et al. [2014c] for
a stability analysis of the internal dynamics. The control law, based on the system
states x is formally obtained by:

u = −r (x) + v (x) ϕd (3.16a)

r (x) =
L3
ac (x) +α2L

2
ac (x) +α1Lac (x) +α0c (x)

LbL
2
ac (x)

(3.16b)

v (x) =
1

LbL
2
ac (x)

(3.16c)

An integral term can be added in (3.16b) to compensate for modeling errors or
external disturbances at steady state. With the control law (3.16) the external dy-
namics of the closed loop system are described by the third order linear differential
equation:

...
ϕ +α2ϕ̈ +α1ϕ̇ +α0ϕ = ϕd (3.17)
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By an appropriate selection of αi (i = {0,1,2}) the desired dynamic behavior is
achieved. If the desired trajectory ϕd (t) is smooth and continuously differentiable
up to its third derivative, exact tracking can be achieved by choosing the following
control law:

u = −r (x) +
...
ϕd +α2 ϕ̈d +α1 ϕ̇d +α0ϕd

LbL
2
ac (x)

(3.18)

With (3.18) the transfer function G (s), describing the relation from the input ϕd to
the output ϕ, of the closed loop system is obtained by the Laplace transformation:

G (s) =
s3 +α2 s

2 +α1 s+α0

s3 +α2 s2 +α1 s+α0
≡ 1 (3.19)

For the realization of the controller, the states must be known. The variables ϕ, p1
and p2 are measured by the incremental encoder and the pressure regulators,
respectively. To obtain the velocity ϕ̇ from the position measurement a high gain
observer has been implemented for the velocity estimation. Figure 3.15 gives
an overview of the input-output linearization control scheme in form of a block
diagram.

−
KI

∫

ϕd
v (x) −

ẋ = a (x) +b (x)u
y = x1 = ϕ

ϕ

ϕ̇d ,ϕ̈d ,
...
ϕd

r (x)

u

x

Figure 3.15: Block diagram of the input-output linearization control scheme.

Results

In this Section the performance of the investigated controller will be discussed,
evaluated and compared. At first, all parameter used for the simulation and
controller design are listed. In the Tables 3.5, the parameter resulting from the
optimization problem according to (3.8) for the PAM model and the parameter
describing the pressure regulator as well as the test bed parameter are given.
Furthermore, Table 3.6 is listing the parameters implemented in the developed
control algorithms. Experiments were carried out with a periodic rectangle profile
and a staircase signal. To make the third time derivative available for the input-
output linearization, the target position was filtered by a third order low pass
filter. In Figure 3.16 the joint angle measurements for a rectangle profile with
a period of 4 s and an amplitude of 0.6 rad are shown for the PI-control with
feed forward and the input-output linearization. For clarity, the results of the
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Table 3.5: Estimated parameter for the PAM model (3.6) and the pressure regula-
tor (3.9) are given in Table (a). In Table (b) the test bed parameter required for the
dynamic model according to (3.13) are listed.

(a)

Parameter Value Unit

a0 2.79 · 10-3 m2

a1 -7.32 · 10-3 m2

a2 -1.47 · 10-2 m2

b0 3.38 · 101 N
b1 1.64 · 103 N
b2 -3.46 · 104 N
b3 6.96 · 104 N
b4 2.08 · 103 N
K 9.94 · 10-1 N m−2

T 4.52 · 10-2 s

(b)

Parameter Value Unit

r 2.50 · 10-2 m
Θ 3.20 · 10-3 kgm2

Tf ,0 1.12 · 10-1 N m
b 3.68 · 10-1 N m rad−1

TL 0 N m
`0 3.00 · 10-1 m
κ0 1.06 · 10-1 -

standard PI control scheme are not plotted in Figure 3.16. The control based on
the input-output linearization is following the desired trajectory in the beginning
of the step very accurately, while the desired final value is reached later compared
to the PI-FF control scheme. This behavior can be explained by an inaccurate
dynamic modeling of the PAM and therefore, the final value can only be reached
by the additional integral term of the I/O control scheme. The corresponding
tracking error

eB ϕd −ϕ (3.20)

for the duration of one period is shown in Figure 3.17, including the tracking error
results of the PI-control scheme.

Figure 3.18 compares the tracking results applied to the different control
schemes with a desired position provided in a staircase profile ranging from
-0.8 rad to 0.8 rad. In correspondence to the previously observed result, the accu-
rate following behavior of the I/O controller is apparent, while the final value is

Table 3.6: Parameter of the controller.

Parameter Value Unit

p0 3.00 · 105 N m−2

α0 1.47 · 105 m−2 s−3

α1 8.39 · 103 m−2 s−2

α2 1.59 · 102 m−2 s−1

KP (PI) 1.80 N m−2

KI (PI) 1.89 · 101 N m−2 s−1

KP (PI-FF) 1.20 N m−2

KI (PI-FF) 4.50 N m−2 s−1

KI (I/O) 2.00 N m−2 s−1
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Figure 3.16: Comparison of the position following behavior of a PI-control with feed
forward compensation and a controller based on input-output linearization for a
rectangle profile.

reached not as fast as with the PI-FF control. The corresponding tracking error of
the investigated control algorithms is plotted in Figure 3.19.

For a quantitative comparison of the experimental results, a performance index
L is defined as follows:

LB
1
T̄

∫ T̄

0
|e (t) |dt (3.21)

The integral is evaluated for one period T̄ of the desired position value. In Table 3.7
the performance index L as well as the maximum values of the absolute tracking
errors are summarized. Of the three investigated controllers, the PI-control in
combination with the feed forward compensation performed best with respect

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
−0.4

−0.2

0

0.2

0.4

t [s]

e
[r
ad

]

PI
PI-FF
I/O

Figure 3.17: Comparison of the control error of the PI-control, the PI-control with feed
forward compensation and the controller based on input-output linearization for the
rectangle profile.
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Figure 3.18: Comparison of the position following behavior of a PI-control with feed
forward and a controller based on input-output linearization for a staircase profile.
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Figure 3.19: Comparison of the control error of the PI-control, the PI-control with feed
forward and a controller based on input-output linearization for the staircase profile.

Table 3.7: Summary of the control quality of the investigated schemes.

Profile Staircase Rectangle

Control Quality L [rad] max (|e|) [rad] L [rad] max (|e|) [rad]

PI 0.0321 0.1364 0.0575 0.3506
PI-FF 0.0281 0.1150 0.0515 0.2618
I/O 0.0321 0.1348 0.0636 0.2198
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to the performance index L. The nonlinear controller with the input-output
linearization has the smallest absolute error for the rectangle profile. As already
indicated by the qualitative observations, the non-model based PI-control scheme
has the poorest overall performance.

3.3.2 Electrical Drives

Electrical drives as actuators of mechatronic systems are widely used and a lot
of experience from other robotics projects is available at the AM (Gienger et al.
[2001]; Lohmeier et al. [2009]; Pfeiffer [2007]). Because there exists a great amount
of different types, only a certain class, i.e. the Brushless Direct Current Electric
Motor (BLDC) actuators will be discussed here. According to Siciliano and Khatib
[2008], these type of actuators are a typical choice for the application in the field
of robotics. They require a motor driver to provide the electrical commutation
and the advantages especially for applications in robotics are (Isermann [2005]):

• High dynamics and overall efficiency

• Accurate positioning

• Good power-to-weight ratio

• Maintenance-free and high reliability

• Provide high peak torques for short periods

Although the actuator itself is not particular expensive, the disadvantages are that
a motor driver as well as several sensors are required, hence making the overall
costs of these actuators rather expensive.

3.3.3 Summary and Conclusion

In this Section two different concepts of actuation principles based on pneumatic
and electric power sources have been discussed for the installation in the designed
manipulators. Although a considerable amount of research has been performed
on the integration of PAM actuators in manipulators, it is still today an innovative
and far less studied drive concept compared to well-known electrical drives.
Therefore, the design of a joint with PAMs actuators in an antagonistic set-up has
been evaluated in detail and a test bed was built providing satisfactory results of
the investigated controller concerning the position accuracy and variable stiffness
control under laboratory conditions. In the end, however, the popular actuation
mechanism for industrial manipulators, i.e. an electrical drive in combination with
a high reduction ratio gear has been the preferred choice out of several reasons,
being explained in the following. First of all, as the analysis for the kinematics
design revealed, the available workspace is very limited, but a high dexterity is
required to reach the goal poses and simultaneously avoid collisions with obstacles.
To obtain this dexterity, many joints must be arranged on a very limited space
with wide operation ranges. Due to the limited contraction capabilities of PAM,
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wide joint ranges are impossible to obtain in an antagonistic set-up at reasonable
transmission ratios. Another disadvantage of PAMs is that the dimensions of the
robot would increase, because two actuators are required for one revolute joint.
The advantage of PAM, namely the inherent compliance, might be unnecessary
for agricultural applications, because most of the objects, like plants and leaves,
in the environment are soft and therefore compliant. Finally, great efforts in
the controller design would have been necessary to achieve high dynamics and
accurate positioning with high reliability for the different applications while
facing rough environmental conditions, like a wide temperature range.

3.4 Modeling and Simulation

The modeling of the dynamics of the developed manipulator prototypes is a very
important aspect during the overall design and the operation of the robot. The
dynamic model has been used during the system design at an early stage of the
project for the dimensioning of the mechatronic components. The parameter for
the first dynamic model were mainly taken out of catalog data. However, it is
desirable for the prototypes as research platforms to describe the dynamics very
accurately. Therefore, parameter identification experiments were performed with
single components and the overall system.

The manipulator is assembled out of aluminum parts and the robot links are as-
sumed to be rigid. On the basis of this assumption, major kinematic equations are
derived in the Subsection 3.4.1. In the then following Subsections, the modeling
of the dynamics and the gear friction is explained. Finally, the self-collision model
applied for fast and efficient collision checking as well as the calculation of the
minimum distance between collision pairs is introduced in Subsection 3.4.4.

3.4.1 Direct Kinematics

When working with robot manipulators, the equations for the description of
the kinematics are of fundamental importance. According to the illustration of
the developed manipulator kinematics in Figure 3.2 and Figure 3.3 all designed
manipulators have an open-chain kinematic structure. Based on a reasonable
assumption, the robots consist of several rigid bodies, also referred to as links or
segments, which are connected with each other via joints. Because the agricultural
manipulator has only prismatic and revolute joints, the relative position between
two consecutive links is sufficiently described by one variable. The set of all
joint position variables q provides a minimal representation of the manipulator
kinematics. The dimension of the joint vector q specifies the amount of DoFs. To
each link, a body fixed frame of references is attached. Similar to the convention
introduced by Denavit and Hartenberg [1955], the z-axis of body fixed frames
points along the joint axis to enable a straightforward implementation of the
relative kinematics. Figure 3.20 shows several bodies and coordinate frames with
focus on a prismatic joint (see Figure 3.20a) and a revolute joint (cf. Figure 3.20b)
in a kinematic chain. Each body, except the first and last, has one parent and one
child link.
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Figure 3.20: Serial manipulator kinematics.

Kinematic quantities of particular interest are:

• Position, velocity and acceleration of the origin Oi of the body fixed frame
of link i: ri , ṙi , and r̈i .

• Angular velocity and acceleration of link i: ωi , ω̇i .

• Orientation of the body fixed frame with respect to the base frame in form
of the transformation matrix A0i .

• Jacobian matrix of rotation JR,i of link i: JR,i B
�ωi
�q̇

• Jacobian matrix of translation JTO,i of the origin Oi of the body fixed frame
of link i: JTO,i B

�ṙi
�q̇ .

Starting from the base frame, all kinematic quantities can be calculated in a
recursive fashion (Buschmann et al. [2006]; Siciliano et al. [2009]). Please refer
to the Appendix B for the equations to recursively calculate the most relevant
kinematic measures.

3.4.2 Dynamics

The dynamic modeling of the agricultural manipulator has already been discussed
in a former publication of the author (Baur et al. [2013]) and is presented here
for the sake of completeness. In Figure 3.21 the components with relevance for
the modeling of the dynamics are illustrated. A few remarks on the modeling
of elastic joints is made in Section 4.3 for the developed robot drive modules of
the final manipulator. The belt is modeled as a rigid transmission. Initially, the
mechanic modeling of the multibody dynamics is briefly described in the next
Subsection. Afterwards, modeling of the actuator dynamics is explained and in
Section 3.4.3 the applied gear friction models are introduced.
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Actuator
Belt Gear

Figure 3.21: Major components of the drive chain (revolute joint) of the first manipula-
tor prototype (Baur et al. [2013]).

Mechanical Modeling

The modeling of the mechanics is based on the classic Newton-Euler dynamic
equations. Many textbooks are available and provide a good introduction on the
modeling of dynamics in technical mechanics (Gross et al. [2008]; Pfeiffer and
Schindler [2014]; Ulbrich [1996]). In the following, basic equations are summa-
rized for convenience. Based on the set-up of a typical drive chain (cf. Figure 3.21),
the free-body-diagram of one link element i is drawn in Figure 3.22. In the

−F i+1

−T i+1

T i

F i

rOCi
mig

rrel

Oi+1

Oi

zi

Figure 3.22: Free-body diagram of a robot link (Siciliano et al. [2009]).

free-body diagram, the forces (torques) F i (T i) and F i+1 (T i+1) are imposed on
the link i at the interfaces to neighboring bodies. In the center of mass acts the
resulting force exerted on the body by gravity. Principles of linear and angular
momentum theory according to Figure 3.22 can be applied to the link i:

ṗi = F i − F i+1 +mig (3.22a)

L̇〈Oi〉i +mi r̃OCi r̈i = T i −T i+1 +T 〈Oi〉Gi
−T 〈Oi〉Fi+1

(3.22b)

The forces F i+1 and the load due to gravity mig, impose the following torques
with respect to the origin Oi :

T 〈Oi〉Fi+1
= r̃rel F i+1 (3.23a)

T 〈Oi〉Gi
=mi r̃OCi g (3.23b)
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The time derivatives of linear momentum pi and the angular momentum L〈Oi〉i
with respect to Oi are given by:

ṗi =mi r̈Ci (3.24a)

L̇〈Oi〉i = I 〈Oi〉i ω̇i + ω̃i I
〈Oi〉
i ωi (3.24b)

The body mass is indicated by mi , the inertia tensor of link i, including the rotary
inertia of the gear and motor shaft, with respect to Oi by IOii and the absolute
acceleration of the center of gravity r̈Ci is calculated according to:

r̈Ci = r̈i +
(

˙̃ωi + ω̃iω̃i
)
rOCi (3.25)

The generalized force Qi , acting in the free motion direction of joint i is obtained
with the unit vector in z-direction ez by:

Qi =


T Ti ez for revolute joints
F Ti ez for prismatic joints

(3.26)

By consideration of the friction torque (force) Tf i (Ff i), the motor torque Tai , acting
on the input shaft is calculated with the reduction ratios of the belt and the gear,
NBi and NGi as follows:

Tai =


1
Ni
Qi + Tf i for revolute joints

1
Ni

(
Qi +Ff i

)
for prismatic joints

(3.27a)

Ni =NBiNGi (3.27b)

For the dimensioning and design of the parts, the forces and torques acting on
the links at a certain motion of the manipulator are of interest. For a given
joint trajectory q (t) and its first and second order time derivative, the kinematic
measures can be calculated in a forward recursion (see Appendix B) and the
time derivatives of the linear and angular momentum are obtained by (3.24).
Afterwards the forces and torques are computed in a backward recursion, starting
from the end-effector with known (in this case usually zero) external forces and
solving the six equations (3.22) for F i and T i for each link. Notably, the equations
for the dynamics are not provided in closed-form. However, they can be written
in the compact and closed-form for the multibody system:

M (q) q̈+h (q, q̇) = Q̄ (3.28)

In (3.28), M is the mass matrix, the vector h contains the Coriolis, centrifugal,
and gravitational forces while Q̄ is the vector of generalized torques including
motor and friction torques. In the form of (3.28) the equations of motion are more
suitable for controller design.
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Electrical Modeling

The applied actuators for the developed manipulators are BLDCs electrical mo-
tors (see Section 3.3). They require a controller for the electrical commutation,
usually implemented on the motor driver. The three-phase system of the actuator
coil with three alternating currents can be modeled with the direct quadrature
zero transformation initially described by Park [1929] with two direct current
quantities in a rotor fixed frame. These quantities are the active current Iq and
the reactive current Id . Usually the reactive current is controlled to zero by the
motor driver and the motor torque is proportional to the active current with the
torque constant km. It is a commonly used approximation to model the BLDC ac-
tuator similar to the direct current motor (Isermann [2005]; Siciliano et al. [2009])
according to:

Lİ +RI + kmϕ̇ =U (3.29)

The scalar parameter L describes the motor inductance, the electrical resistance is
given by R, and the term kmϕ̇ is representing the electromotive force, induced by
the speed of the rotor ϕ̇ in the magnetic field generated by the actuator coil. The
variables I = Iq and U indicate the armature active current and voltage.

3.4.3 Joint Friction Modeling

In this Section the modeling of the friction in the manipulator joints is described.
For the revolute joints, gears with a high reduction ratio from the company Har-
monic Drive were installed and the design of a testbed for experimental friction
identification is extensively described in Chapter 4. However, in the next Sub-
section, the friction models used during the design and the adapted model after
the detailed experimental analysis are introduced. For the prismatic joints, the
friction has been experimentally identified. These measurements and the applied
model are described afterwards.

Harmonic Drive Gears

One way of describing the friction term Tf of the gear, according to Buschmann
[2010], is:

Tf = −sgn(ϕ̇)
(
Tf ,0 +µ |Tl |

)
− (b+γ |Tl |) ϕ̇ (3.30)

This is a classic approach with a static friction term (Tf ,0), the Coulomb friction
(µ |Tl |), viscous friction (bϕ̇) and a coupled load and speed dependent term (γ |Tl | ϕ̇).
In the catalog of the gear manufacturer, experimental results on the efficiency η
of the product are given for varying load, speed and temperature cases. During
the design phase, this data can be used to compute the parameter Tf ,0, µ, b and γ
of (3.30), by solving the following constrained optimization problem according
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to Buschmann [2010]:
∑

i

(
ηi,catalog − ηi,model

)2→min (3.31)

Tf ,0 ≥ 0, µ ≥ 0, b ≥ 0 (3.32)

The results of the parameter estimation of the installed Harmonic Drive gears
are summarized in the Appendix C. The curve fit with (3.30) on the catalog data
is very accurate and sufficient at the design state. However, experiments with
robot modules of the final manipulator prototype showed considerable differences
between the curve fit of the friction model (3.30) to the measurements (Baur et al.
[2014a]). Therefore, a friction law, similar to one suggested by Hess and Soom

(referred to in Armstrong-Hélouvry et al. [1994]), is proposed for a more accurate
friction model description based on measurements:

Tf = −sgn(ϕ̇)
(
T̄f ,0 + µ̄ |Tl |

)
− b̄ϕ̇ − Tf ,S − T̄f ,0

1 +
(
ϕ̇
ϕ̇S

)2 (3.33)

The first three terms have the same meaning as in (3.30). However, the bar
indicates different values of these variables. The fraction term is describing the
Stribeck Effect and is parametrized by Tf ,S and ϕ̇S . A detailed discussion on the
experiments and the parameter identification is given in Chapter 4.

Friction Modeling of the Prismatic Joints

For the modeling of the friction in the linear bearings of the manipulator proto-
types, experimental parameter identifications have been performed. The prismatic
joint of the first prototype consists of three round guidance rails arranged in a
triangle while the carriage (first robot element) is equipped with six linear roller
bearings of type KS-30PP2 from the company Ina. A toothed belt is connected
to the carriage for the transmission of the motor torque. Experiments were per-
formed with the completely assembled manipulator. To identify the viscous and
static friction term, the prismatic joint has been moved from the minimum to
the maximum joint position limit with the following motion profile: constant
acceleration, no acceleration, and constant deceleration. During the experiment,
the motor active current and the motor shaft position have been measured and
the velocity was estimated. Notably, this experiment identifies all friction ef-
fects in the drive chain of the prismatic joint at once. The center of mass with
respect to the base frame of the manipulator during the experiments was at
rCoM = (200mm,58mm)T . During a post-processing evaluation, the part with
constant velocity has been identified and the average velocity and current during
this range were calculated. Figure 3.23 presents the measurements of the friction
force Ff plotted against the joint velocity q̇1. Since the system was imposed to the
gravity g, the constant gravitational force FG =mg has been compensated in the

2 inner diameter: 30 mm; outer diameter: 47 mm; length: 68 mm
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Figure 3.23: Friction measurement with the prismatic joint of the first manipulator
prototype (version 2).

results. With the current measurement data I , the torque constant km, and the
diameter d of the cog wheel, the friction force is computed by:

Ff =
2kmI
d
−FG (3.34)

The joint velocity has been calculated under the assumption of a rigid transmission
of the belt and the cog wheel diameter according to the data sheet.

The following friction law with the static friction Ff ,0 and the viscous friction b
has been fitted to the measurements:

Ff = −sgn(q̇1)Ff ,0 − bq̇1 (3.35)

For the curve fit, the Matlab function lsqcurvefit with the implemented trust-

region-reflective algorithm has been applied. Relevant parameter and results
of the experiment are listed in Table 3.8. As expected due to Coulomb friction,

Table 3.8: Major parameters and curve fitting results for the friction identification
experiments of the prismatic joint (first prototype, second version).

m [kg] km [N m A−1] d [mm] Ff ,0 [N] b [N s m−1]

19.32 0.56 70 39.91 46.32

measurements performed in different robot configurations, i.e. with a different
center of masses, provided slightly different results. However, further investiga-
tion has not been performed, since the obtained results were graded sufficient for
the system design.

For the final manipulator, the linear axle of type EGC-TB from the company Festo
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has been utilized. The experiments were carried out similar to the measurements
with the first prototype. However, the manipulator was not mounted on the
carriage and the slide has been oriented horizontally. The friction model according
to (3.35) has been fitted to the measurements. Major parameters and results of
the experiments are summarized in Table 3.9.

Table 3.9: Major parameters and curve fitting results for the friction identification
experiments of the prismatic joint (final manipulator).

km [N m A−1] d [mm] Ff ,0 [N] b [N s m−1]

0.56 73.85 67.41 22.97

3.4.4 Self-Collision Model

For the developed manipulators, a motion planning and inverse kinematics al-
gorithm, suitable for real-time application has been developed (see Chapter 5).
To avoid hardware damage during operation, an algorithm to perform collision
checks of manipulator parts in one sample interval is mandatory for an on-line
planning scheme. Additionally, for the efficient avoidance of manipulator con-
figurations in self-collision, the minimum distance between two collision pairs
is of particular relevance (cf. Section 5.4.3). A recent and very detailed overview
on available methods and software frameworks for distance computation and
collision checking is provided by Schwienbacher [2013].

During the development of the agricultural manipulators, the framework im-
plemented by Markus Schwienbacher for the humanoid robot LOLA has been
adapted and applied to the manipulator prototypes. The basic idea is to approxi-
mate the robot link geometries with several simple volumes while each of these
volumes can be described by a few parameters. These volumes are called Swept
Sphere Volumes (SSVs) and allow for a very efficient distance computation. To
ensure collision avoidance, the geometry is conservatively approximated, i.e. the
model completely encloses the robot volume given by the Computer-Aided Design
(CAD) design. The available shape primitives of the framework are shown in
Figure 3.24 and listed in the following:

• Point SSV with the parameter point and radius.

• Line SSV with the parameter two points and radius.

• Triangle SSV with the parameter three points and radius.

With a higher amount of SSVs utilized to describe the robot’s geometry, the more
accurate the geometry can be approximated. During the system design, the SSV
elements used to describe a given object were parametrized based on a three
dimensional visualization of the geometry with a modeling tool described in
Schwienbacher [2013]. For the first prototype in the 9-DoFs configuration, a total
amount of 74 SSVs has been used to approximate the geometry. Because of the
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Figure 3.24: The basic point, line and triangle SSVs (Schwienbacher et al. [2011]).

smooth surface and the more protected mechanical design of the final manipulator
prototype 28 SSVs elements were sufficient to approximate its geometry (9-DoFs
configuration). The SSVs representations of the first and the final manipulator
prototype are illustrated in Figure 3.25.

(a) First Prototype. (b) Final Prototype.

Figure 3.25: Self-collision models with SSVs of the developed prototypes (both in 9-
DoFs configuration).

The average computation time of the cost functional for collision avoidance
according to (5.55) took less than 80 µs on an Intel i5-661 processor with 3.33 GHz
for the first manipulator prototype. The integration of the self-collisions model
into the inverse kinematics algorithm is explained in Section 5.4.3.
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3.5 Hardware and Control Architecture

In this Section, an overview on the systems electronics architecture of the two
generations of developed manipulators will be given. The selected electronic com-
ponents and their interaction with each other are presented. First, the hardware
components used for the first generation of prototypes are introduced and at the
end of this Section, the improvements with respect to the hardware design of the
final manipulator are highlighted. The design of the manipulator electronic hard-
ware components was strongly supported by Georg Mayr. Besides, Christoph
Schütz contributed to the system architecture, in particular by the integration
of the EtherCAT communication bus for the final manipulator prototype and the
end-effector I/O interface.

3.5.1 Hardware Overview

An overview of the manipulator hardware architecture with its most significant
electrical components is illustrated in Figure 3.26 including nine robot joints of
the first 1 and the final 2 manipulator. An explanation of each component and
its interaction with the other system modules is given in the following.

Real-Time Control Unit

This control unit is running an operating system for real-time applications. Every
manipulator related component is connected to this computer and it can therefore
be considered as the central part of the manipulator electronics. The computer
is equipped with two PCI-CAN boards from the company Softing (type: CAN-
AC2-PCI). Each board has two CAN bus channels, respectively. To achieve low
sample times, one bus is connected to three motor drivers at most. Hence, the
manipulator in the 9-DoFs configuration requires three out of the four available
bus interfaces. The fourth CAN bus is the interface to the end-effector. With the
digital I/O’s provided by the computer’s parallel port, the real-time application
is communicating with a microcontroller which monitors and controls the main
power supply. Furthermore, a watchdog signal is transmitted to the aforemen-
tioned microcontroller for safety purposes. Via an Ethernet interface, the real-time
control unit is linked to a host computer provided for user interaction. A detailed
description of the real-time software application can be found in Section 3.6.1.

Rack-Mounted Electronics

In a standard 19-inch rack, the main and auxiliary power supplies as well as the
line voltage for the real-time control unit and the host computer were mounted.
The main power with a voltage level of 48 V is the power source for the electrical
actuators, while the auxiliary power with 24 V is utilized to power other electrical
components3, in particular sensors, the end-effector and microprocessors installed
in the motor drivers. By a digital output from a microcontroller of the company
Atmel, a relay is controlled to turn off the main power supply.

3 The auxiliary voltage is transformed to lower voltage levels for some sensors.
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Figure 3.26: Electronics architecture of the developed manipulators (9-DoFs config-
uration). The communication of the real-time control unit with the motor drivers is
obtained via CAN for the first and via EtherCAT for the final prototype.
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Host Computer

This computer is connected via a cross-over Ethernet cable with the real-time unit
and is the interface to control and monitor the manipulator. The software running
on this machine is explained in Section 3.6.3.

Robot Joints

Almost all developed robot joints include electronic components of the same
type. In Figure 3.27 the major components that are connected to the motor
driver are illustrated. All motor drivers have been selected from the company

Joint Components

Hall Sensors

Motor Driver

Incremental Encoder

Motor

Brake

Limit Switches

Figure 3.27: Controller, actuators and sensors of the robot joints.

Elmo Motion Control and are of the product line SimpleIQ. For the revolute
joints, the model Solo Whistles and for the prismatic joint the Drum servo drive
controller model has been chosen. The motor driver of a robot joint is connected
to the BLDC motor and the main feedback source for the position control is an
incremental encoder attached to the motor shaft on the input side of the joint.
The hall sensors are used during start-up to measure the position of the stator
with respect to the motor shaft so that the motor driver can set-up the electrical
commutation. After the initial electrical field angle is known, only the feedback of
the encoder is used to keep up the electrical commutation. Since only incremental
encoders were installed in the first prototypes, limit switches are utilized to obtain
the reference position after the start-up of the system. An automated sequence
to acquire the reference positions of all joints has been implemented. Finally,
a mechanical brake4 is linked to the motor shaft to hold the manipulator in its
configuration when it is not switched on.

End-Effector Controller

This controller board is the interface between the real-time control unit and the
end-effectors. The module is connected via CAN to the real-time unit and provides
digital and analog I/O’s for the different end-effectors developed in the project.

4 Only the joints that are imposed to gravitational loads were equipped with brakes.
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Typical input commands could be „grip“or „release“, and output could be the
feedback from sensors on the end-effector reporting success or failure of a gripping
process. For the precision spraying end-effector an analog output is utilized to
control the fan speed and a digital output controls the nozzle.

3.5.2 Decentralized Joint Control

For robot manipulators a broad variety of control strategies are very well studied
and presented in fundamental literature on control and robotics (Siciliano et al.
[2009]; Slotine and Li [1991]). Typically, control objectives could be defined as
the tracking of a joint trajectory on the position level, the force control of an
end-effector tool or a combination of both. Other aspects, like the interaction with
the environment might be considered as well. In the case of the here developed
manipulators, the first objective is the position control of the TCP along a certain
trajectory and in particular with the highest accuracy close to the final position.
For this, joint control with synchronized motion is performed and a joint trajectory
generation is required (see Chapter 5). The requirements on the position accuracy
for the agricultural applications are rather low, compared to the capabilities of
standard industrial manipulators or the here developed prototypes. Therefore, it
has been decided to select a basic decentralized joint control scheme. This scheme
considers each joint controller as a Single-Input and Single-Output (SISO) system
while the coupling effects, like configuration dependent load and inertia or other
effects from the multibody dynamics, are treated as disturbances. This approach
is reasonable, especially for manipulators utilizing gears with high reduction
ratios, since the transmission has a decoupling effect on the multibody dynamics.
However, in contrast to the actuation with direct drives, the gear friction becomes
more significant (see Chapter 4).

An efficient and well-established control strategy for servo motors is a classical
cascade control scheme. It is implemented on the commercial motor drivers,
already mentioned in Section 3.5.1. To compensate for a steady state error the
control scheme of the closed loop system should provide integral behavior. For
the inner loop a PI-control structure is present. It is controlling the current in
the actuator coil and is running at a sampling rate of 90 µs. The desired variable
is the current (torque) command and the actuation variable is the voltage in
the motor coils generated by a Pulse-Width Modulation (PWM) signal while
the feedback is based on a current measurement. The PI-velocity controller is
wrapped around the inner control loop with twice the sampling interval of the
current controller. The velocity feedback is estimated based on the motor shaft
position measurement provided by an incremental encoder. Finally, a proportional
gain controller is forming the outer position control loop. The sample rate of
the position controller is four times the sample rate of the inner control loop.
When an integral controller is involved, an anti wind-up algorithm is added. The
controller were tuned consecutively, starting from the inner to the outer loop with
a software tool provided by the manufacturer of the motor driver. In identification
experiments, the open and closed loop characteristic function for the transfer
behavior have been measured. Occasionally, a manual tuning has been performed
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afterwards to optimize the controller accuracy and robustness.
The desired joint positions for certain time instances are send via the CAN

bus interface from the real-time control unit to the motor driver as Process Data
Objects (PDOs) every 5 ms. The motor driver then performs a linear interpolation
between two consecutive supporting points and tracks the joint trajectory.

3.5.3 Improvements with the Final Manipulator

The improvements with respect to the hardware components of the final manipula-
tor prototype compared to the first two prototypes will be, in essence, highlighted
in this Section. To support the concept of modularity, integrated drive modules
in different sizes have been designed, so that a reconfiguration in various desired
kinematic configurations is possible (Pfaff et al. [2014]). All integrated drive
modules contain the same hardware components as the robot joints introduced in
Section 3.5.1 (cf. Figure 3.27) including brakes and in addition absolute position
encoders on the joint output side. With the absolute position measurements, no
position referencing is required upon start-up of the system and a more accurate
control could be implemented. Furthermore, the next generation of servo drives,
i.e. the Gold Line from the manufacturer Elmo Motion Control were build-in
the modules. On the one hand, the sampling time of the cascade control loop is
reduced (inner current control loop is running at 50 µs) and on the other hand,
they support the Ethernet based real-time protocol EtherCAT, developed by the
company Beckhoff Automation. With the EtherCAT bus standard, the real-time
control unit is operated as master and the motor drivers are connected as slaves.
Due to the much higher bandwidth more data can be exchanged and the latency is
reduced. Therefore, the sample rate of the real-time control unit is reduced from
5 ms to 1 ms improving the control performance.

3.6 Software Architecture

Although programming efforts should be reduced to a minimum the software
development remains an integral part of the manipulator design. It is required
not only for the implementation of the algorithms presented in this thesis, but
also to dictate the overall behavior of the autonomous system. The purpose of this
Section is the description of the developed software components as well as their
interaction and integration with other system components. Besides the suitability
for efficient and fast programming, there are several aspects and prevailing condi-
tions which have to be considered during the software design and the selection of
development tools. First of all, the manipulator software application must provide
low level communication interfaces to the robot hardware components, like motor
controllers or sensors. Furthermore, the application should be computational
efficient and capable of real-time operation to handle feedback control and on-line
interaction. Of course, and especially since the robot has been used by project
partners during field and laboratory experiments, the software application must
be fail-safe with a good error handling to avoid and trace hardware damages and
failures. For efficient testing of other software modules and their interaction with
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the manipulator application a simulation environment should be provided so that
the robot hardware is not necessarily required. The software must also be very
robust and easy to use. Finally, the code must provide data logging capabilities
and debugging operations to easily trace programming errors. The manipulator
program has to be interfaced with the main application, sensors and other algo-
rithms developed for the different applications. Figure 3.28 gives an overview
of the software structure and the integration of the manipulator application and
its interfaces within the CROPS project. The manipulator application for the
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Figure 3.28: Overview of the software framework for the manipulators and its integra-
tion in the overall framework.

real-time operating system xPC Target from the company Mathworks has been
programmed in Matlab/Simulink. The dedicated computer running the manip-
ulator application is interfaced via Ethernet connection to an application that
provides an interface to a middleware. Within the CROPS project, the Robot
Operating System (ROS) (Quigley et al. [2009]) was chosen as the middleware and
is supposed to be the common interface for all soft- and hardware components.
Inside this software framework, all developed applications can communicate with
each other based on a publisher/subscriber concept. A more detailed overview
on all software modules, developed in the CROPS project, has been published
in a joint publication by Barth et al. [2014]. In the upcoming Subsections, the
components of the real-time manipulator application and the interface to the ROS
middleware will be explained in more detail.
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3.6.1 Real-Time System

The real-time application is the core element of the software to control the ma-
nipulator. For a fast and efficient development, the xPC Target system from
Mathworks has been selected. On a host computer, a model developed with
Matlab/Simulink can be build and uploaded to a target computer hardware. This
approach has the major advantage, that drivers for many commercially available
hardware boards, providing analog or digital inputs and outputs as well as com-
munications protocols (e.g. CAN bus) are supported. This saves time during the
software development since no hardware drivers have to be implemented. Fur-
thermore, the xPC Target application has an interface to Matlab and data logging
and signal monitoring can be done easily. The overall manipulator application has
been divided into several smaller modules with defined interfaces. This allows
for an efficient programming and debugging. The modules were stored as Mat-
lab/Simulink libraries supporting code reuse. The major software components for
the real-time application and the relevance for the manipulator are illustrated in
Figure 3.29. A brief description of the modules will be given in the following.

Controller Interface

Path Planning Joint Trajectory

Joint Velocity

State Machine

User Input (UDP)

Controller Input

End-Effector Input End-Effector Output

Power Control

Controller Output

Figure 3.29: Main components of the manipulator (real-time) application.

State Machine

The finite state machine is responsible for the manipulator behavior and is of
particular importance for any operation. The user input, which is sent via User
Datagram Protocol (UDP) messages to the real-time application is processed by
the state machine that triggers the desired actions in correct order. It is monitoring
the status of the system and reports success or the reason of failure for a certain
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task. In case of failure it will turn off the main power supply and switch into
the FAULT state. Figure 3.30 illustrates the possible states and transitions for a
point-to-point motion of the manipulator.

IDLE FINISHED

STOP

FAULT

CONTROLLER P2P

IDLE_READYstop

switch_on

on done

acknowledged

switch_off

off

timeout or stop

start

start

acknowledged

error error

Figure 3.30: State transitions for a point-to-point motion.

Controller Interface

Each joint is equipped with an actuator and several sensors required for proper
operation. The sensor data is read in by commercial motor controllers which are
connected to the bus system. The controller interface is responsible to handle the
communication between the motor controller and the real-time application. It is
sending the required transitions to switch the motor controller into certain modes
of operation (e.g. position control mode, quick stop, and so on). Furthermore, it
monitors status messages of the controller devices and reports to the state machine.
Similar to the state machine, this part of the application is event driven.

Path Planning

The path planning software module comprises the workspace planning and the
inverse kinematics algorithm according to Figure 5.3 using kinematic models for
all developed manipulator prototypes. Furthermore, it is calculating the direct
kinematics, monitors the joint and TCP tracking and performs collision checking
during manipulator motion. Besides the data input described in Section 5.3, the
module is capable of processing a TCP velocity vector while constantly computing
the inverse kinematics. Reference joint position and velocities at each sample
time interval are send to the motor controller and via UDP to the host interface
for monitoring. This module is performing the highest amount of computations
and is therefore the significant factor (besides the latency of I/O modules) for the
selection of the lowest possible sample time of the overall real-time application.



3.6 Software Architecture 55

Joint Trajectory

This module is an interface to handle offline generated joint trajectories and
forward them to the joint controller. The supporting points with a fixed time
interval of a generated trajectory can be send to this module using the UDP
interface. If the interval is not constant, a cubic spline interpolation is performed
automatically. Furthermore, the smoothness of the trajectory as well as position
limits and self-collisions are checked. With this interface, offline planners can be
integrated which are running on a separate computer.

Joint Velocity

With this part of the manipulator program, desired joint velocities can be for-
warded from the user interface to the motor controller. The maximum allowed
velocities, joint limit violations and self-collisions are monitored. The motor
controller are operated in a velocity control mode. This interface allows for the
implementation of a position control loop via the UDP interface on the host
computer.

Other Modules

Other software modules not shown in Figure 3.29 are for dynamic simulation
and control purposes. These are an implementation of the dynamic equations
discussed in the Subsection 3.4.2 and joint cascade controller. Especially during
the simulations for the system design, they have been of particular importance.

3.6.2 Further Remarks on the Implementation

All core algorithms for the real-time application have been implemented in C/C++
making use of the object-oriented capabilities as well as the high flexibility and
efficiency provided by this programming language. The implemented C/C++
classes were sorted and compiled as libraries. For example, one library, labeled
models contains all the kinematic and dynamic parameter of the manipulator
prototypes and inherits algorithms for kinematic and dynamic computations for
the multibody system from another library and classes. A library supporting very
efficiently common operations in the field of linear algebra has been developed
at the AM for other robotic projects and has been combined with the code. To
link C/C++ code with the Matlab/Simulink framework, Mathworks provides a
standard interface with so called S-Functions. The S-Function blocks are compiled
to Matlab executable files and have some predefined callbacks methods which are
invoked by the Simulink engine. For these S-Functions, C/C++ wrapper classes
have been implemented for all software modules, linking the pointers of input
and output data from the Simulink block to the custom generated C/C++ code.
This approach is illustrated in Figure 3.31.

Figure 3.29 illustrates the software framework for the real-time target computer
and the usage with the manipulator hardware. However, in many cases, for
example when the physical hardware is not available or for testing purposes, a
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Figure 3.31: Integration of C/C++ code with Matlab/Simulink using S-Functions and
wrapper objects.

simulation environment is required. For the simulator model application the
input (green) and output (orange) elements of the model shown in Figure 3.29 are
replaced by simulated elements (i.e. the controller in- and outputs are replaced
by the interfaces to the dynamic simulation model).

3.6.3 Host Interface

Besides the manipulator, in the interdisciplinary CROPS project many different
hard- and software components, like sensors, grippers and perception algorithms
must be merged together. Depending on the usage of the robot system for one of
the selective harvesting or the precision spraying tasks, problem-specific applica-
tions had to be implemented and specialized sensor hardware had to be applied,
respectively. Therefore, a software framework which enables modular software de-
velopment was required so that basic algorithms can be shared while specific hard-
and software components are easily integrated. The Microsoft Robotics Developer
Studio (MRDS) (Jackson [2007]) and ROS (Quigley et al. [2009]) have been consid-
ered as a basic framework for the software development. Due to its wide-spread
application in the robotics research community (Cousins [2011]) and the support
of many third party software libraries, the ROS framework has been selected.
ROS is suitable for collaborative software development among several distributed
groups. Applications, called nodes, are linked together with messages, based on a
publisher/subscriber concept. Since these messages are making use of the TCP/IP
protocol, the nodes can run on several distributed machines and communicate via
a network connection. Besides simple messages, the implementation of services,
which include a request and a response are also supported. The ROS middleware
has been used to control, monitor and visualize manipulator motion and it pro-
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vides a well-defined interface to the soft- and hardware components implemented
by other project partners. In Figure 3.32, the nodes directly related to the interac-
tion with the manipulator are illustrated. However, for clarity, not all messages

/crops_manipulator_gui

/crops_manipulator_udp

/robot_state_publisher

/rviz
/tf

/tcp_transformation

/ joint_states

/tcp_tf_broadcaster /tf

/status

/control

Figure 3.32: Nodes (ellipsoids) and messages of the ROS interface for the
manipulators.

send and received by the applications are shown. The node crops_manipulator_udp
is handling the communication with the manipulator application (cf. Figure 3.28)
using the UDP protocol with custom defined message contents. Due to the impor-
tance of this node, a watchdog has been implemented, sending a signal in a regular
interval to the real-time application and if the node crashes or a communication
error occurs, the manipulator state machine switches into the FAULT state. The
interface node constantly publishes sensor data, like joint states, and it accepts
and forwards motion commands and monitors the status of the hardware and
returns success or failure as feedback to requested tasks. Another important, but
not required, application is the crops_manipulator_gui node. It is a Graphical
User Interface (GUI) providing an interface to monitor and control most of the
manipulator functions. Since the manipulator software was constantly developed
and new functions were added over time, the GUI is organized in tabs so that it
can easily be expanded while a clear structure is maintained. Figure 3.33 shows
six out of several more developed tabs. Above the tab field, general information,
like the current state of the manipulator is displayed. Furthermore, the robot can
be stopped any time and a selection if the real system is to be used or a simulation
should be performed can be set. While the tab illustrated in Figure 3.33a provides
status information on the motor controller of each joint and basic functions to
set-up the manipulator for operation are offered, the tab on the upper right hand
side (cf. Figure 3.33b) is an interface to control and monitor the end-effectors as
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(a) Tab to display basic information and con-
trol of the joint controller.

(b) Tab to set-up end-effector options.

(c) Basic point-to-point motion tab. (d) Tab for harvesting of a list of fruits.

(e) Offline joint trajectory tab. (f) Tab to control the TCP velocity.

Figure 3.33: The manipulator GUI based on tabs supporting the modular software
development.
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well as set-up the geometrical transformation from the last robot link to the TCP.
An interface for point-to-point motion on a straight line is shown in Figure 3.33c
and a harvesting sequence according to a list of fruits can be performed with the
tab depicted in Figure 3.33d. A text file with the supporting points of a joint
trajectory can be uploaded via the tab illustrated in Figure 3.33e to the real-time
control unit. This is very useful to playback offline generated or recorded joint
trajectories. With the tab depicted in Figure 3.33f , the user can control the TCP
velocity along Cartesian coordinates in the manipulator task space. The three
linear and three rotatory velocities are entered via six sliders. With another tab,
not shown here, the joint velocities of the manipulator are controlled.

Based on the joint states and a kinematic model of the manipulator, the ROS
node robot_state_publisher is publishing the three dimensional pose of body fixed
coordinate frames of robot links using a ROS standard tool to handle coordinate
transformations, referred to as tf. The robot geometry and other parameter are
stored in an Extensible Markup Language (XML) file, based on the Unified Robot
Description Format (URDF). With the pose information of each link and the
3D model of each part, the robot can be visualized with the ROS viewer rviz
(see Figure 3.34). Depending on the end-effector, the coordinate transformation
between the last robot link and the TCP can be adapted during run-time of the
manipulator application and the node tcp_tf_broadcaster is constantly updating
the actual tf of the TCP frame and forwarding it to rviz for visualization.

Figure 3.34: Visualization of the first manipulator prototype with ROS/rviz.

3.7 The Agricultural Manipulator Prototypes

Within this Section, the agricultural manipulators, which have been designed
by Julian Pfaff and myself are presented. In Figure 3.35a the first manipulator
prototype in the 9-DoFs configuration is shown. This prototype has been tested
in field experiments for the sweet pepper, apples and grapes harvesting as well
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as for the precision spraying application (cf. Chapter 6). Another version of this
prototype (not shown) was build and used for software and hardware development
in the laboratory of the AM. The final manipulator, assembled out of robot drive
modules, has an increased robustness and modularity (see Figure 3.35b). It has
been tested in sweet pepper harvesting experiments.

(a) First manipulator prototype. (b) Final manipulator prototype.

Figure 3.35: The developed prototypes.

3.8 Chapter Summary

This Chapter presented the major steps, leading to the design of the modular
agricultural manipulator prototypes. Starting from the description and evaluation
of the manipulator kinematics in a 6-DoFs and 9-DoFs configuration for the
first prototype and a 7-DoFs and 9-DoFs set-up for the final manipulator an
actuation concept based on PAMs has been evaluated in detail. However, due
to some disadvantages, an actuation of the robots with electrical actuators, i.e.
BLDC motors, has been preferred. Afterwards, the modeling of the kinematics,
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multibody dynamics, gear friction and the actuator dynamics were addressed.
Complete models for all prototypes have been implemented and were applied
during simulations to support the design. The basic electronics architecture, and
its integration and communication has been addressed. Furthermore, the software
framework with the real-time control application for the manipulator and its
interface to the ROS middleware were discussed and described in this Chapter.





4 Modular Test Bed for Robot Drives

4.1 Introduction

The drive mechanism of many robot joints are composed of an electrical actuator
and a gear transmission. Besides multibody dynamics, actuator dynamics and
gear elasticity, consideration of friction effects are of particular importance for an
accurate modeling of the system. Therefore, a modular test bed has been designed
for experimental parameter identification in robot drives and is described in this
Chapter. The main objective of the test bed is the measurement of the friction
torque at different operation conditions. With the test bed, robot drive modules
designed for the final agricultural manipulator (cf. Figure 3.35b), as well as drive
modules for the humanoid robot LOLA, designed by Lohmeier et al. [2009] were
investigated. The drives are a combination of an electrical actuator and a gear
transmission from the company Harmonic Drive with reduction ratios typically in
the range of 50:1 up to 160:1.

Especially for robotic applications, the gear friction must be taken into account
and modeled for an efficient system and control design. To illustrate the influence
of friction on the actuation torque of robot joints, the results of a dynamics simula-
tion for a typical joint trajectory of the final manipulator are shown in Figure 4.1.
The torque T required for the joint actuation is plotted in Figure 4.1a with friction
modeling and under the assumption of a frictionless joint. In Figure 4.1b the
corresponding joint velocity q̇ is provided for reference. Depending on the load
and speed of the joint, the torque difference with and without friction modeling is
up to 50 % for this exemplary case. As already described in Section 3.4.2, at an
early stage of the system development, the designer has to rely on modeling as-
sumptions or on the specifications provided by the data sheet of the manufacturer.
Of course, in many engineering applications and under conservative assumptions
a successful design of the system components is possible. Nevertheless, for further
improvement of the dynamic model and for evaluation of the designed drive
models in general, parameter identification on the real system is required.

An overview on the test bed design and experimental results were already
described in Baur et al. [2014a] and many Sections of this Chapter are based on
this publication. However, not all experiments with the robot drive modules of
the agricultural manipulator were carried out at that time. Besides, a detailed
description of the test bed is given and main experimental results will be presented.
In particular at the design, the selection of components and during the start-up,
Sebastian Dendorfer contributed to the realization of the test bed in the course
of his student thesis.

63



64 4 Modular Test Bed for Robot Drives

0 0.5 1 1.5 2 2.5 3
0

20

40

60

80

100

t [s]

T
[N

m
]

Without Friction
With Friction

(a) Generalized torque of the final manipulator (joint 3) with and without
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Figure 4.1: Simulation result displaying the influence of friction in robot drives.

4.2 Related Work

For a long time now, friction phenomena in machinery were studied and analyzed
by many researchers. In nearly all engineering applications, friction plays a more
or less significant role and accurate models can be of great benefit. However,
especially for Harmonic Drive gears, due to the nonlinear characteristics and
many factors involved, modeling of friction solely based on catalog data or simple
experiments will not lead to accurate results (Tuttle and Seering [1996]). Many set-
ups to experimentally identify friction effects in bearings are reported in literature
(for example refer to Harnoy et al. [2008, 1994]). According to Seyfferth et al.
[1995] or Tuttle and Seering [1996], the basic test set-up for friction identification
in Harmonic Drive gears consists of an electrical actuator connected to the input
(fast) side of the gear while it is possible to fixate the output shaft (slow side). A test
bed for unrestrained motion experiments with an inertia load on the output side
was reported in Taghirad and Belanger [1996, 1998]. This set-up, however, does not
allow to investigate arbitrary load cases. Although, experimental identification on
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single components has many advantages, in many cases, an identification on single
drive units or gears is impossible (e.g. when working with a bought industrial
manipulator). In such a case, the parameter identification must be performed on
the complete system (Hamon et al. [2010]; Kennedy and Desai [2005]). For the
most part, the friction losses in the investigated robot drive units occur in the
built-in Harmonic Drive gears (refer to Figure 4.2 for an overview of the gear’s
structure). So they are of particular interest for friction modeling. According
to Taghirad and Belanger [1998], the tooth-meshing of the circular and flexspline
is responsible for a large part of friction loss in the gear. Other losses, due to
viscous damping, occur in the bearings of the wave generator and the flexspline.
Additionally, the structural damping of the deformable flexspline is an important
factor. In Tuttle and Seering [1996] a detailed analysis of Harmonic Drives is
given with models considering position dependent friction, as well as influences
of resonance vibrations, due to high torques in the tooth-meshing. More details
on Harmonic Drive modeling and parameter identification based on experiments
were carried out by Tuttle [1992].

4.3 Dynamic Modeling of Robot Drives

For the friction modeling of the robot drive units, the Harmonic Drive gear is of
particular importance. In Figure 4.2 a model of the gear with its major components
is illustrated. The circular spline 1 is a solid steel ring with internal teeth, the
flexspline 2 is a deformable steel cylinder with external teeth and the wave
generator 3 is a ball bearing with an elliptical shape on the outside (Har [2011]).
There are several ways to assemble the gears. In the here investigated robot

1 2 3

Circular Spline1

2

3 Wave Generator

Flexspline

Figure 4.2: Major components of Harmonic Drive gears.

drive units the gear is used to reduce the motor shaft speed while increasing the
actuator’s torque. Therefore, the circular spline is connected to the housing on
the input side (fast side) and the flexspline is connected to the shaft of the output
side (slow side), while the motor shaft is driving the wave generator. For more
details on the mechanical assembly refer to Lohmeier [2010] (humanoid LOLA)
or Pfaff et al. [2014] (CROPS manipulator). Based on the lumped component
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model of relevant mechanic elements (cf. Figure 4.3) a model to describe the
module dynamics can be derived. The gear’s inertia is added to the rotational

Jm N cf s

bf s

Jl

Ta

q̇

Tl

Tf

ϕ̇ Harmonic Drive Gear (idealized)

Figure 4.3: Schematic diagram of the module mechanics.

inertia Jm of the motor shaft. The speed of the actuator is depicted by ϕ̇ and the
motor torque Ta is acting on the input shaft. The friction loss of the bearings
on the in- and output side is added to the gear’s friction. The Harmonic Drive
gear is described with a nonlinear friction term Tf , the transmission ratio N and
a (nonlinear) stiffness cf s and damping bf s on the gear’s output side. The load
position and velocity is described by q and q̇ and it has the inertia Jl while the
load torque Tl is applied on the output side. According to the free-body diagram
in Figure 4.4, the angular momentum theorem can be applied and the equations

Jm N cf s

bf s

Jl

Ta TlTg
Tb

Ts

Tf

Figure 4.4: Free-body diagram of the lumped element model of the robot drive.

of motion for the system are easily derived with the torque Tg acting on the gear’s
input shaft:

ϕ̈ =
1
Jm

(
Ta + Tg

)
(4.1a)

q̈ =
1
Jl

(−Tl − Ts − Tb) (4.1b)

Tg = Tf +
1
N

(Ts + Tb) (4.1c)
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The elasticity and damping torques Ts and Tb of the gear can be modeled as follows:

Ts =
(
q − ϕ

N

)
cf s (4.2a)

Tb =
(
q̇ − ϕ̇

N

)
bf s (4.2b)

4.4 Test Procedure and Requirements

In this Section, the test procedure to identify the desired parameter will be de-
scribed. Mainly based on that, the requirements for the test bed are derived.

4.4.1 Test Procedure

The purpose of the experiments is the identification of the characteristic curve
of the drive modules frictional behavior. Besides temperature, major influences
on the friction are the velocity and the load torque. The temperature influence
is not investigated by the experiments performed on the test bed. However, a
temperature sensor is attached to the housing of the modules and all experiments
were carried out after a warm-up period. For the friction identification, the
measurements were conducted with varying angular velocities and load torques at
the unbounded system at steady-state velocity and constant load torque. With the
equations (4.1), a torque balance at the input (motor shaft) and the gear’s output
shaft, the friction torque is obtained to:

Tf =
1
N
Tl − Ta (4.3)

Note, that the friction is directly measured by the effective motor current and the
load torque. The drive modules efficiency η is calculated by:

η =
Tl
N Ta

(4.4)

Based on (4.3) or (4.4), the main quantities for the measurements are identified.
This leads, amongst other, to a set of major system requirements on the test bed,
which are described in the next Section.

4.4.2 Requirements and Specifications

For proper parameter identification, in particular identification of friction effects,
the following quantities must be measured or estimated:

1. The torque of the actuator Ta on the input shaft.

2. The position ϕ and velocity ϕ̇ of the input shaft.

3. The load torque Tl acting on the output shaft.
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4. The position q and velocity q̇ of the output shaft.

Further requirements are:

5. It must be possible to change the load torque Tl in a close range from values
close to zero up to the nominal torque of the most powerful investigated
module.

6. It must be possible to reach the maximum velocity of the fastest module for
any load case.

7. Experiments must be conducted without modifying the modules.

8. Modular design to allow for testing of different drive modules.

For a direct measurement of the input torque, the motor or wave generator shaft
must be modified. This is no option, since this would change the drive module’s
characteristics. Instead, the effective current I is measured by the motor controller
and the actuating torque Ta is calculated using the torque constant from the data
sheet provided by the manufacturer, based on the following equation:

Ta = kmI (4.5)

For operation of the motor below the nominal torque, (4.5) is a reasonable assump-
tion. Since the torque constant is not experimentally verified, one must assume
that the computation of Ta is imperfect. For control purposes, however, the actu-
ating variable is the effective current and thus the aforementioned inaccuracy is
compensated. The position of the input shaft is measured with the incremental
encoder of the modules. Note, that the velocity is estimated based on the position
measurement. The estimation algorithm is implemented on the motor controller
and unknown to the author. However, since the encoder resolution is very high
and quasi-static point of operations were investigated, the velocity estimation is
assumed to be sufficiently accurate for the identification experiments.

4.5 Design and System Architecture

With the requirements described in Section 4.4.2 the test bed was designed and a
schematic side view of the result is shown in Figure 4.5. Important design steps
will be explained in the following. One of the major decision on the test bed
design has to be made on the method to apply and measure (or estimate) the load
torque. Two possibilities seemed to be the obvious choice. The first one is the
application of an electrical actuator and the second one is the usage of a brake.
In any case, an accurate measurement of the load torque is important. Therefore,
a torque sensor 3 from the company Burster with two calibrated measuring
ranges from 0 - 20 Nm and from 20 - 200 Nm was chosen to ensure accurate
results at low and high loads. With a properly designed motor, the load torque
could be controlled in a wide range and varying loads could be applied. However,
torque ripples might be an issue at lower load torques, while the overall system
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Figure 4.5: Schematic overview of the test bed and its components. Two different con-
figurations for the investigation of high load torques (indicated in orange) or low load
torques (blue) are possible.

design is more complex and more expensive compared to the application of brakes.
Therefore, it was decided to use a current controlled hysteresis brake 5 to enable
different load cases. Due to the working principle of these kind of brakes, the
torque is independent of the angular velocity and, similar to electrical actuators,
the torque is applied contact-free. So the lowest possible torque is only limited
by the damping in the bearings of the brake. Furthermore, the brake torque can
be continuously adjusted. The control of the brake is rather simple, especially
reversing speeds are handled without further efforts. A brake from the company
Mobac with a minimum torque of about 0.092 Nm and a maximum torque of
17 Nm was selected. To cover the complete range of desired load torques, the test
bed can be assembled in two different configurations. In the first configuration,
for the low torque range, the brake is directly connected to the torque sensor.
Without the gear transmission 4 , the back driving torque of the gear (i.e. the
minimal required torque to move the gear from the slow side with no load on
the faster side of the gear) is disconnected from the system. This allows the
examination of very low load torques across speeds in different directions. In the
second configuration the test bed gear transmission can be added between the
brake and the torque sensor. The planetary test bed gear is from the company
Neugart with a transmission ratio of 5:1. This allows for experiments with load
torques up to 85 Nm. Finally, an incremental encoder is added to the test bed
2 to measure the position of the output shaft. The components so far can be

lined up on a test bed shaft, which is to be connected to the drive module‘s output
shaft. To allow for the required modularity of testing different modules a flange
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is provided. Combined with a grooved panel, as basis for the test bed, it is easy
to design various adaptions, each suitable for a specific test module, respectively.
In Table 4.1 the specifications of the major system components are summarized.
The motor controller for the drives are from the company Elmo Motion Control

Table 4.1: Major Specifications of the test bed components.

Component Manufacturer (classification) Specification

Incremental Encoder ASM (PMIR5/PMIS4) 131072 ticks / rev.
Torque Sensor Burster (8661-5200-V1202) Meas. Range: 0-20 Nm 0-200 Nm
Brake Mobac (HB-1750M-2DS) Brake Torque: 0-15 Nm∗
Gear Neugart (PLE-120-5-OP01) Ratio: 5

∗Possible dissipation is 350 W continuously and 2400 W non continuously.

and have a CAN bus communication interface. The brake torque is controlled
using standard PI-feedback including an anti-wind up element. The current of the
hysteresis brake is the manipulated variable, while the torque sensor measurement
is the input. Figure 4.6 shows the result of the brake control without the test
bed gear for desired torque step commands at a constant rotational velocity. The
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Figure 4.6: Desired load torque on the test bed at 10rpm without the test bed gear.

brake control is very stable for different velocities. The settling time of around
1s is maintainable for the application. The data acquisition and the CAN bus
communication is handled by a dSpace board (ds1103). The software for the
test bed is implemented in Matlab/Simulink. Figure 4.7 shows a picture of the
designed test bed.
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Figure 4.7: Picture of the modular test bed.

4.6 Experiments and Results

Measurements for friction identification were performed on two different module
types (A and B), a test module for the final manipulator (B.0), as well as for two
joints of the humanoid robot LOLA (hip adduction and flexion). The naming and
main specifications of the modules used for the final CROPS manipulator proto-
type are summarized in Table A.2 of the Appendix. Figure 4.8 illustrates each type
of the investigated modules. Note that several modules of each type were built.

(a) Big drive mod-
ule (type A).

(b) Medium
drive
module
(type B).

(c) Lola drive mod-
ule (hip adduc-
tion).

(d) Lola drive module (hip
flexion).

Figure 4.8: Investigated robot drive modules.

When the modules were placed in the test bed and the set-up was successfully
tested, the identification was performed automatically after a warm-up phase.
With the chosen approach, quasi-static points of operations, i.e. discrete combi-
nations of speed and load torque, were investigated. Each point of operation is
held for several seconds so that the quasi-static state is obtained. In the automatic
mode, a constant drive speed is set while the load torque is subsequently increased
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until a maximum value is reached. Then the next speed is set automatically and
the process is repeated until the maximum speed and load torque is reached.
The data of the test series is saved and analyzed afterwards. The major steps of
the data analysis are described in the following. First of all, the measurements
of the effective current I , the load torque Tl and the velocity ϕ̇ are filtered by a
low-pass. The time windows of quasi-static states are detected by comparison of
the actual values with the desired values of speeds and load torques, respectively.
For each data point in the quasi-static state, the friction Tf and the efficiency η
is determined via (4.3) and (4.4). Finally, the average values and its standard
deviations of the speed, efficiency and friction torque for the quasi-static time
windows are calculated. In the final manipulator prototype, three modules of
type A were installed (see Table A.2). Notably, for this drive module type, gears
with a different reduction ratio were used. The module A.4 is assembled with
the Harmonic Drive gear CPL-32-50 (reduction ratio: 50) and the modules A.2
and A.3 with the gear CPL-32-100 (reduction ratio: 100). The key figures of the
experiments performed with the drive modules of type A are summarized in the
Table 4.2. The average temperature of the housing after the warm-up phase was

Table 4.2: Summary of the measurements performed on the modules of type A with the
range of the nominal load torque Tl and the nominal speed ϕ̇.

Module ϕ̇ [rpm] Tl [Nm] No. of
min max min max test series

A.3 100 1000 19.5 45.5 4
A.3 500 3500 13 45.5 6
A.4 100 1000 6.5 40 3
A.4 500 3500 6.5 40 3

around 40 ◦C. Two modules of type B are built-in the final manipulator prototype
and both of them were investigated on the test bed. Table 4.3 gives an overview on
the conducted measurements and main parameter are listed. The average temper-

Table 4.3: Summary of the measurements performed on the modules of type B with the
range of the nominal load torque Tl and the nominal speed ϕ̇.

Module ϕ̇ [rpm] Tl [Nm] No. of
min max min max test series

B.0 500 3500 1.3 11.7 2
B.1 500 3500 6.5 17.5 3
B.1 100 1000 6.5 17.5 3
B.2 500 3500 6.5 17 3
B.2 100 1000 6.5 17 3

ature of the housing during the experiments on the modules of type B was around
30 ◦C. Significant experimental results for the robot drive modules A.3, A.4 and
B.1 will be presented in the upcoming Sections. Results of measurements on the
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modules B.0, B.2 as well as the measurements on the modules for the humanoid
robot LOLA are provided in the Appendix D. The focus of the presented results
lies on the following two points:

1. Friction torque measurements and a comparison of two separate test series
of the modules. Furthermore, the curve fit of (3.30) and (3.33) to the friction
torque measurements is shown and discussed.

2. A comparison of the efficiency measurement of the modules with the effi-
ciency based on catalog data of the gear manufacturer.

4.6.1 Friction Torque Measurements

This Section presents the average values of the friction torque measurements of
the quasi-static points of operation. For the investigated modules, a comparison
of two test series performed on the same module is shown to illustrate and discuss
the repeatability of the experiment. Additionally, the resulting curve fits of the
friction laws, proposed in Section 3.4.3, are provided. In Figure 4.9 and Figure 4.10
measurements of the friction torque plotted against the speed of the motor shaft
for three different load torques with two separate test series of the module A.3 and
A.4 are shown in each case. The error bars indicate the standard deviation of the
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(b) Fourth test series.

Figure 4.9: Friction torque measurements plotted against the input speed and varying
load torques of the robot drive module A.3. Two separate series of measurements
are shown to discuss the repeatability of the experiment.

mean values. Since both measurements in the respective Figures illustrate very
similar results the repeatability of the experiment is discernible. According to the
catalog data, the efficiency of the gear in module A.3 (CPL-32-100, cf. Figure C.3c)
is in general slightly less than the efficiency of the gear in module A.4 (CPL-32-
50, cf. Figure C.3b). However, for states with comparable loads and speeds the
friction torque of the module A.4 (cf. Figure 4.10) has significantly higher absolute
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(b) Third test series.

Figure 4.10: Friction torque measurements plotted against the input speed and varying
load torques of the robot drive module A.4. Two separate series of measurements
are shown to discuss the repeatability of the experiment.

values than the friction occurring in the module A.3 (cf. Figure 4.9). In agreement
with the conservation of energy, this is an expected result since the reduction
ratio of the gear in module A.4 compared to module A.3 is different by the factor
two, while the gear’s efficiency according to catalog data only has a rather small
difference.

In Figure 4.11 the results of the friction measurements are plotted against
the drive speeds for the three different load torques applied to the module B.1.
Again, for a discussion on the repeatability of the experiments, test series 1 (cf.
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Figure 4.11: Friction torque measurements plotted against the input speed and varying
load torques of the robot drive module B.1. Two separate series of measurements
are shown to illustrate the repeatability of the experiment.
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Figure 4.11a) is compared with the test series 2 (Figure 4.11b). The two measure-
ments display the same behavior and the friction torque results are within the
expected accuracy indicated by the standard deviation. Therefore, only one mea-
surement will be used for the further evaluation of the experiment. As expected,
the friction torque’s absolute values of all investigated modules is increasing with
higher speeds. However, for the module A.3 the variations of the load seem to
have only a very small effect on the friction (see Figure 4.9). As the experiments
with the other modules demonstrated, this behavior is an exceptional case for the
modules investigated in this study (see for example Figure 4.10 or Figure 4.11).
The friction torques of the drive modules of type A compared to the modules of
type B for similar speeds and loads are higher. This is a reasonable result, since
the gear’s size of the modules B have smaller dimensions than the gears in the
modules of type A.

For an improvement of the initial friction model that is based on the curve fit
to catalog data, the friction laws (3.30) and (3.33) are fitted to the measurements.
This was achieved by solving the constraint quadratic optimization problem (3.31)
using the results of the efficiency measurements instead of the catalog data with
the Matlab function fmincon and the Sequential Quadratic Programming (SQP)
algorithm. Since the measurements indicate a nonlinear characteristic of the
friction torque with respect to the motor angular velocity, the friction model
based on (3.33) fits the measurements more accurate than model (3.30). The
curve fitting results of the friction laws with a comparison to the friction torque
measurements are shown in Figure 4.12, Figure 4.13 and Figure 4.14 for the
modules A.3, A.4 and B.1. For clarity only two load torque variations are shown
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(a) Curve fit using (3.30).
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(b) Curve fit using (3.33).

Figure 4.12: Curve fit to the measurements (fourth test series) on module A.3.

in the curve fitting of module A.3 in Figure 4.12. Clearly, for all cases the friction
law (3.33) provides a more accurate fit, compared to the fit of the friction law
(3.30). Table 4.4 summarizes the parameter identification results of the friction
law according to (3.33) while Table 4.5 presents the results from the curve fit
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(a) Curve fit using (3.30).
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(b) Curve fit using (3.33).

Figure 4.13: Curve fit to the measurements (second test series) on module A.4.

using (3.30). Additionally, the Root Mean Square Error (RMSE) is given and
will be discussed later in this Section. The parameter in both Tables are fitted
to the test series shown in the Figure 4.12, 4.13, and 4.14. For all investigated
modules, the curve fit with the model (3.30) revealed that the parameter γ is
estimated to zero which is also recognizable by the parallel straight lines of the
fitting results in Figure 4.12a, Figure 4.13a and Figure 4.14a. This means that the
corresponding term (coupled load and speed dependency) is not represented by
the measurements, although this term has improved the curve fit to catalog data.

0 1000 2000 3000 4000
−0.3

−0.2

−0.1

0

ϕ̇ [rpm]

T
f

[N
m

]

6.5 Nm (meas.) 6.5 Nm (fit)
13 Nm (meas.) 13 Nm (fit)

17.5 Nm (meas.) 17.5 Nm (fit)

(a) Curve fit using (3.30).
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Figure 4.14: Curve fit to the measurements (first test series) on module B.1.
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Table 4.4: Parameter estimation result of the friction model (3.33) based on the effi-
ciency measurements for the modules of type A and B. The fitting results correspond
to the Figure 4.12b , 4.13b , and 4.14b .

Module T̄f ,0 [Nm] µ̄ [ - ] b̄ [Nm s/rad] Tf ,s [Nm] ϕ̇S [rad/s] RMSE

A.3 2.79 · 10-1 3.75 · 10-4 4.68 · 10-4 1.28 · 10-1 8.17 · 101 1.27 · 10-2

A.4 2.76 · 10-1 2.10 · 10-3 5.24 · 10-4 1.68 · 10-1 5.33 · 101 1.23 · 10-2

B.0 1.12 · 10-1 4.40 · 10-3 9.06 · 10-5 5.70 · 10-2 9.99 · 101 3.00 · 10-3

B.1 1.04 · 10-1 5.20 · 10-3 1.42 · 10-4 6.03 · 10-2 5.45 · 101 3.30 · 10-3

B.2 1.36 · 10-1 4.40 · 10-3 1.95 · 10-5 4.77 · 10-2 6.52 · 101 3.20 · 10-3

Furthermore, for quantitative evaluation and for comparison of the fit based
on the aforementioned friction laws, the RMSE is provided in the Table 4.4 and
Table 4.5. For the N data points used for the curve fit, the RMSE is defined by:

RMSE =

√√√
1
N

N∑

i=1

(
Tf ,model,i − Tf ,measurement,i

)2
(4.6)

When comparing the RMSE in the Table 4.4 as well as Table 4.5, the qualitative
observation, that the fitting to measurement data with (3.33) is more accurate
than the fitting with (3.30) is clearly confirmed. Depending on the module, the
RMSE of the fit with (3.30) compared to (3.33) is reduced by a factor in the range
from around two to five.

Finally, a comparison of the friction torque measurements of the two modules
B.1 and B.2 is shown in Figure 4.15. Although the components in both modules
are identical, the absolute values of the friction torques in the module B.1 are
higher than the friction in module B.2. Therefore, this clearly indicates that it
makes sense to perform measurements and experimental parameter identification
on each module, even though they are identically designed, in order to obtain
accurate friction models.

Table 4.5: Parameter estimation result of the friction model (3.30) based on the effi-
ciency measurements for the modules of type A and B. The fitting results correspond
to the Figure 4.12a , 4.13a , and 4.14a .

Module Tf ,0 [Nm] µ [-] b [Nm s/rad] γ [s/rad] RMSE

A.3 1.41 · 10-1 4.36 · 10-4 9.53 · 10-4 0 2.79 · 10-2

A.4 1.93 · 10-1 2.10 · 10-3 8.28 · 10-4 0 2.34 · 10-2

B.0 6.70 · 10-2 4.40 · 10-3 2.26 · 10-4 0 6.40 · 10-3

B.1 7.07 · 10-2 5.30 · 10-3 2.63 · 10-4 0 8.90 · 10-3

B.2 6.31 · 10-2 4.50 · 10-3 2.75 · 10-4 0 1.59 · 10-2
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Figure 4.15: Comparison of the friction torque measurements (test series 1) of the two
modules B.1 and B.2.

4.6.2 Efficiency Measurements

In this Subsection, the average values of the efficiency plotted against the load
torque measurements for the input side velocities of 500 rpm and 3500 rpm,
calculated according to (4.4) for the modules A.3, A.4 and B.1 are illustrated
and discussed. The efficiency according to the catalog data of the gear which is
built-in the module is provided in each efficiency plot. Note that a quantitative
comparison is inadmissible out of the following reasons. Firstly, the average
temperature during the experimental investigation was not the same as the tem-
perature corresponding to the efficiency values provided by the catalog data of
the gear manufacturer. Although the efficiency values for a certain temperature
range are provided in the catalog, the process of the temperature measurement
is unknown to the author of this thesis, but it surely can not be compared to
the temperature measurement during the experiments with the modular test
bed, since the temperature was measured at a certain point on the housing of
the robot module and not on the gear itself. Secondly, since the input torque is
not measured directly, but calculated based on the torque constant provided by
the motor manufacturer, an unavoidable error in the efficiency computation is
introduced. And thirdly, as the efficiency measurements on the modules take into
account losses on all relevant components (e.g. bearings of the motor shaft) a
comparison with the efficiency of the gear alone is questionable. Nevertheless,
as a reference and for a qualitative discussion on the experimental results, the
gear’s efficiency according to catalog data can be used because the gear is the
main source for friction loss. Figure 4.16 shows the efficiency plot of the module
A.3 with the efficiency plot of the gear CPL-32-100 while Figure 4.17 provides
the corresponding efficiency plot of module A.4 and gear CPL-32-50. Since the
efficiency measurements of the modules take into account all losses in the robot
module one would expect the measured efficiency to be below the efficiency of
the gear alone. However, the efficiency in Figure 4.16 for 500 rpm is above the
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Figure 4.16: Comparison of the efficiency measurement of module A.3 (test series 4)
with the catalog data of the Harmonic Drive gear CPL-32-100.

corresponding efficiency of the catalog data. A possible explanation could be
that the average temperature of the housing during the experiments on module A
was around 40 ◦C while the catalog data corresponds to temperatures of 20 ◦C.
Since the efficiency is in general increasing with ascending temperatures, these
deviations might be comprehensible. The efficiency of the module A.3 (cf. Fig-
ure 4.16) for comparable loads and speeds is less than the efficiency of module A.4
(cf. Figure 4.17). This result is in accordance with the efficiency tables provided
by the gear manufacturer and thus seems to be a reasonable result.

Finally, in Figure 4.18 the result of the efficiency measurement for the module
B.1 is shown together with the efficiency of the Harmonic Drive gear CSD-20-100.
Comparing the efficiency measurements of this robot module to the catalog data,
there is a clear difference between the absolute efficiency values. In this case, as
expected, the efficiency measurements of the modules are below the gear efficiency
according to catalog data. One possible explanation might be that the average
temperature during the experiments of about 30 ◦C is closer to the corresponding
temperature of the efficiency taken from the catalog data.
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Figure 4.17: Comparison of the efficiency measurement of module A.4 (test series 2)
with the catalog data of the Harmonic Drive gear CPL-32-50.
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Figure 4.18: Comparison of the efficiency measurement of module B.1 (test series 1)
with the catalog data of the Harmonic Drive gear CSD-20-100.

4.7 Chapter Summary

This Chapter presented the design of a modular test bed for experimental pa-
rameter identification of robot drive modules. The identification results allow
an improvement of friction and dynamic models. In addition, an automatic test
procedure to investigate and model steady-state friction effects has been described
and was implemented. Experiments have been conducted with several robotic
drive modules with Harmonic Drive gear transmissions. The modules were de-
veloped for the humanoid LOLA and the final CROPS manipulator. Although,
the main source of friction is the gear transmission, the experiments showed that
friction modeling based on measurements is significantly improved compared to
modeling solely based on the catalog data of the gear’s manufacturer.



5 Motion Planning

5.1 Introduction

Robot motion planning is one of the central parts in the design of autonomously
acting manipulators. The term motion planning incorporates a multitude of differ-
ent aspects, like finding a collision free path, handling the interaction of cooper-
ating robots, impedance control, developing of grasping strategies, dealing with
inaccurate or incomplete sensor information and much more. Additionally, while
fulfilling the aforementioned primary objectives, motion planning algorithms
have to handle several physical constraints inherent to any technical system, like
speed or power limitations of actuators. Even tasks that can be considered rather
simple for human beings, like grasping an object, already include a high level
of perception and require complex mathematical algorithms for an autonomous
robot. For an interaction with the environment a large number of sensors is needed
while the sensor data must be evaluated and processed into useful information
for the robotic system. Human beings combine effortlessly the input of many
different sensors, like visual information from the eyes or tactile feedback from
contact of the body with the environment, to build up a world model and take
dozens of decisions in a few seconds based on that information.

This Chapter is organized as follows. First of all, a brief survey of relevant
motion planning literature is given and basic concepts are illustrated in next
Section. The planning approach, chosen by the author will be presented and
discussed in Section 5.2.2. Based on the definition of the manipulator task space,
the investigated methods for the planning in the workspace are introduced in
Section 5.3. In Section 5.4 the inverse kinematics algorithm for kinematically
redundant manipulators with a local optimization for real-time applications is
presented.

5.2 Overview and Related Work

In this Section, basic concepts and algorithms to solve a certain class of motion
planning problems will be discussed. However, a lot of research has been done in
this field in the last decades and therefore only a brief overview will be given since
a complete survey is far beyond the scope of this thesis. Finally, the approach
chosen for the agricultural manipulator will be motivated. A good overview on
the topic of motion planning in general is given in the textbooks of Latombe
[1991] or Laumond [1998] and more recently in Choset et al. [2005], Siciliano and
Khatib [2008] or Siciliano et al. [2009]. A very detailed discussion, in particular
on sampling based planners can be found in LaValle [2006].

81



82 5 Motion Planning

To begin with, the fundamental concept of configuration space will be introduced
as a basis for a proper definition of the motion planning problem. A first systematic
analysis of this concept has been performed by Lozano-Perez [1983]. The location
of articulated manipulators in the workspace is usually provided by the positions
of each joint. Since this set of positions, summarized in the vector q ∈ Rn, can
be directly measured and controlled, it is often considered as the most natural
description of a manipulator. The set of all feasible configurations is called the
configuration space C with the dimension n. Usually, the dimension corresponds to
the DoFs of the manipulator. The robot’s geometry A, represented by a kinematic
chain of rigid bodies, is moving in the Euclidean spaceW ∈ R2or3 with the p rigid
obstacles O1,O2, . . . ,Op as a subset in W . These obstacles Oi , i = 1, . . . ,p can be
mapped into the configuration space C, the so-called C-obstacles COi . The union
of all obstacles

⋃p
i=1COi is the C-obstacle region while the free configuration space

Cf ree is defined as the complement of the C-obstacle region:

Cf ree = C \
p⋃

i=1

COi (5.1)

For a given start and goal configuration qinit ∈ Cf ree and qgoal ∈ Cf ree, the motion
planning problem is kinematically solved, if a path, described by a continuous
function τ , can be found in the free configuration space from the initial to the goal
position:

τ : [0,1]→Cf ree with τ (0) = qinit and τ (1) = qgoal (5.2)

The path is usually parametrized with a scalar function as a function of time by
the path parameter s. In Figure 5.1 the basic idea which is behind the represen-
tation of motion planning problems in the configuration space is demonstrated
with an illustrative example. Figure 5.1a shows the two dimensional workspace
with three sphere obstacles, indicated in gray, and the kinematic model of a two
link planar arm in its initial (green) and desired goal (orange) configuration. By
construction of the free configuration space according to Figure 5.1b it is obvious
that there exists a collision free path from qinit to qgoal and therefore a solution
to the path planning problem (5.2). When the free configuration space has been
constructed, as in the example shown in Figure 5.1b, the following classical ap-
proaches to solve the path planning problem are reported in literature: roadmaps,
cell decomposition, and artificial potential fields. Please refer to the literature
(e.g. Choset et al. [2005]; Latombe [1991]) for more details on those planning
algorithms. Since this planning methods rely on a more or less accurate and in
general time consuming construction of the free configuration space Cf ree they
become unsuitable for planning problems in higher dimensions.

Another well-known approach for motion planning is provided by the class of
sampling based planners. These planners avoid the explicit construction of Cf ree,
enabling the solution for many practical scenarios in a reasonable amount of time.
They imply the generation of collision free samples in the configuration space
and strategies to connect these samples to a collision free path. They make use of
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Figure 5.1: A planar motion planning problem represented in the work- and configura-
tion space.

the fact that collision checking of single configurations is computationally very
efficient and fast. Depending on the sampling strategy, they can be categorized
into single- and multiple-query algorithms (Choset et al. [2005]). Multiple-query
planners, like the Probabilistic Road-Map Planner (PRM), are suitable to solve
many planning problems with different start and goal configurations while the
free configuration space remains unchanged. Usually, they do invest more time in
the preprocessing for efficient solving later on. Single-query planners are applied
when the planning scene is changing in each run and a typical example of this
type, the Rapidly-Exploring Random Trees (RRT), is introduced in the upcoming
Section.

5.2.1 Sampling Based Planning

The RRT is a well-known representative of single-query planners as stated by
Kuffner and LaValle [2000]. Due to its wide-spread usage in many applications,
the basic algorithm will be briefly explained in the following. The original form of
the RRT was introduced by LaValle [1998]. Basically, the RRT algorithm samples
the free configuration space and builds up one tree T1 rooted at the initial configu-
ration qinit. By randomly exploring the free configuration space Cf ree, the tree is
grown as will be explained in the following. In Algorithm 5.1, the pseudo-code to
build up this single tree is illustrated. Based on a random sample qrand , the nearest
neighbor qnear according to a certain distance metric is searched in the tree. New
configurations qnew are added as vertexes to the tree only if they can be connected
collision free to the existing tree by sampling the configuration space from qnear
in the direction to qrand with an appropriate step size and for a predefined length.
The edges of the tree are representing the collision free path from qnear to qnew.
For a faster success, the selection of these random configurations can regularly be
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Algorithm 5.1 Basic RRT Algorithm (LaValle [1998]).
1: function RRT(T ,qinit ,qgoal ,N )
2: T .init (qinit)
3: k← 0
4: while k < N do . Max amount of iterations N
5: qrand ← random () . Obtain a random configuration
6: qnear ← nearest_neighbor (T ,qrand) . Search nearest neighbor of qrand in T
7: qnew← extend (qnear ,qrand ,∆q) . Extend with step size ∆q
8: T .addNode

(
qnew

)

9: T .addVertex
(
qnear ,qnew

)

10: k← k + 1
11: end while

12: return T
13: end function

replaced by choosing the goal configuration qgoal (goal bias). A solution to the path
planning problem is found when the goal configuration is added to the tree T1.
Usually, the path is further optimized in a post-processing step. In Figure 5.2
the bidirectional RRT algorithm is applied to the exemplary planning problem
according to Figure 5.1. In this variation of the basic RRT algorithm, two trees T1
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q 2
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Figure 5.2: RRT algorithm applied to the two link planar arm and the planning scene,
represented in the configuration space, according to Figure 5.1.

and T2 are grown until they can be collision free merged. The connection from
qinit to qgoal along the trees is highlighted in orange and can easily be shortened
to the final path, which is indicated in red. The simple shortening algorithm starts
at the first node of the path and after skipping the second node it tries to connect
the first and the third node along a straight line. If successful, the third node
is skipped and the straight connection between the first and fourth is tried. If
this fails, the path from the first to the third node is saved and the procedure is
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repeated again starting from the third node instead of the first node until the final
one is reached. Although this planning approach returns a collision free path, the
resulting joint trajectories are not smooth and further optimization of the path is
required for the application with a real manipulator. It is worth mentioning that
the RRT is not deterministic and another run would provide a different result.

Sampling based planners, like the RRT, are very powerful and many variations
exist. Based on the software framework MoveIt! (Sucan and Chitta), they have
been evaluated with the here developed manipulators for an apple harvesting
scenario within the CROPS project by Nguyen et al. [2013].

5.2.2 The Planning Approach

In Baur et al. [2014b], the author proposed a different approach for the path plan-
ning of the agricultural manipulator as will be described in the following. The
overall algorithm consists of the combination of a workspace planner, providing
a trajectory in the task space and an efficient inverse kinematics algorithm for
redundant manipulators to obtain the joint space trajectory. The general scheme
is illustrated in Figure 5.3. This procedure was selected out of several reasons

Start, Goal, Obstacles, ...

Initialize

Workspace Planning

Workspace Trajectory:
w (t), ẇ (t)

Inverse Kinematics

Joint Space Trajectory:
qd (t), q̇d (t)

Figure 5.3: Overview of the joint trajectory generation.

which will be presented next. Of all the applications considered within the CROPS
project (cf. Section 2.3), the selective harvesting has the highest requirements on
the motion planning and must therefore be considered in the first place. Plants
and trees in commercial fruit production are grown very dense. Hence, even
skilled human worker do not avoid collisions when picking fruits. On the one
hand, it might be impossible due to the limited free workspace and on the other
hand it is usually unnecessary due to the compliant properties of the obstacles,
like leaves or branches, one has to deal with during harvesting. In the CROPS
project, the developed end-effector tools for the harvesting applications have big-
ger dimensions compared to human hands and therefore autonomous harvesting
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with complete obstacles avoidance is impossible for many cases. However, by
observation of human workers, the picking strategies can be studied and adapted
to the workspace planning for the manipulator. In addition, for the planning of
the workspace trajectory, known facts of the environment can easily be exploited.
Furthermore, the proposed planning algorithm is suitable for real-time applica-
tion. Therefore, if sensor data is available on-line, the motion of the manipulator
could be updated constantly. In particular for the application in agriculture,
feedback from tactile sensing could be very beneficial. Especially, since occlusion
is a very big issue for vision based detection and contact with the environment is
unavoidable, feedback from tactile sensors could be integrated into the proposed
planning scheme, for example to limit the contact forces of the robot with the
environment. Another advantage of a real-time planning approach is the prospect
of low cycle times and thus the higher productivity of the overall system. This
is of particular importance when dealing with low cost products like fruits or
vegetables and the fact that each path must be individually planned. And finally,
as will be discussed in Section 5.4 many secondary objectives can be integrated
into the inverse kinematics calculation and are locally optimized by exploiting the
redundant DoFs of the manipulator.

5.3 Planning in the Manipulator Workspace

5.3.1 Task Space Definition

For any given task, specific constraints must be considered and a certain amount of
DoFs are necessary. The variables required for the task at hand are described by the
task space (or sometimes referred to as the operational space) vector w ∈ Rm. For
the harvesting application the full pose of the end-effector in the three dimensional
space must be defined. This is easily achieved with the Cartesian coordinates x, y
and z as well as the Cardan angles α, β and γ :

wB (x,y,z,α,β,γ)T (5.3)

Other methods, to describe the end-effector orientation are commonly used and
reported in literature (Craig [1986]; Siciliano et al. [2009]). With the definitions

wp B (x,y,z)T and wo B (α,β,γ)T (5.4)

the direct kinematics function f , depending on the joint position vector q, can be
written as:

w = f (q) =
(
wp (q)
wo (q)

)
(5.5)
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By derivation of (5.5) with respect to time, the end-effector velocity ẇp and the
time derivative of the Cartesian coordinates ẇo are formally obtained to

ẇp =
�wp
�q

q̇ = JT ,w q̇ (5.6a)

ẇo =
�wo
�q

q̇ = J̄R,w q̇ (5.6b)

with the Jacobian matrices of translation JT ,w and rotation J̄R,w for the end-effector.
In literature J̄R,w is commonly referred to as the analytical Jacobian and is not di-
rectly available from the recursive kinematics calculations (Siciliano et al. [2009]).
Nevertheless, with the Jacobian matrix of rotation JR, the analytical Jacobian J̄R,w
is easily obtained, as will be shown in the following. With the transformation
matrix T A, the time derivative of the Cartesian coordinates ẇo is related to the
angular velocity ω of the end-effector by

ω = T Aẇo (5.7)

and with the relation of joint to angular velocities using the Jacobian matrix of
rotation JR

ω = JRq̇ (5.8)

the relation between JR and J̄R,w is obtained

J̄R,w = T −1
A JR (5.9)

while the matrix inverse of T A is given by:

T −1
A =

1
cosβ



cosβ sinβ sinα −sinβ cosα

0 cosβ cosα cosβ sinα
0 −sinα cosα


 (5.10)

Finally, the task space Jacobian Jw can be written down to:

Jw =
(
JT ,w
J̄R,w

)
(5.11)

Mentionable, by the selection of Cardan angles to represent the end-effector orien-
tation, one must be aware that due to the matrix inversion in (5.9) a representative
singularity occurs at cosβ = 0.

5.3.2 A Heuristic Approach

In this Section the planning of a trajectory for the harvesting applications, in-
troduced in Section 2.3, will be presented. By exploiting known facts of the
environment, a heuristic algorithm for the trajectory generation was designed.
Although this approach does not provide a general solution, it will lead to suc-
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Figure 5.4: Top view of a plant (green) with fruit (red), stem center point (dark green)
and a path in the robot workspace.

cessful results in many practical scenarios. Furthermore, this method requires
minimal information of the environment and thus has low requirements on the
sensor system. The heuristic algorithm will be explained for the sweet pepper
application but can be directly applied to the other harvesting tasks. In Figure 2.4
the common structure for fruit cultivation is shown with areas indicated by green
circles (diameter d) containing leaves, fruits and branches of plants. When reach-
ing for the fruit, a collision of the manipulator with the main stem must be avoided
while the target must be approachable. In all likelihood a radial approach, i.e.
an approach on the extension of the straight line from the fruit center towards
the stem center, seems the most promising in avoiding this collision. Figure 5.4
reduces the planning task into the (x,y)-plane and shows the top view of one free
standing plant and a path with the location vectors of the start position rs ∈ R2, the
fruit center rg ∈ R2 and the main stem position rst ∈ R2 in Cartesian coordinates.
Expanding the planning to the three dimensional case is straight forward and will
be shown at the end of the Section. Since the stem is principally growing straight
upwards, it can be described by two (x and y) coordinates. The major goals for the
heuristic planner is to find the trajectory in task space coordinates w (t) (cf. (5.3))
that brings the end-effector from the start position rs to the fruit (goal) position rg .
Furthermore, the following characteristics must be satisfied:

• The only inputs for the planner are the start position of the end-effector
in the manipulator workspace rs, the stem coordinates 0rst = (xst, yst)

T and

the fruit (goal) coordinates 0rg =
(
xg , yg

)T
. The vectors are given in the

coordinates of the base frame reference system B0.
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• The goal orientation γg of the task space coordinates is computed as a
function of the stem and fruit coordinates.

• The path must pass through the entry point re ∈ R2 and the circular plant
area, defined by the diameter d and the stem center rst, must be avoided
until the entry point is reached.

• At the entry point re the goal orientation must be reached and the end-
effector must move on a straight line from re to rg .

• The trajectory wd (t) must be at least C2 - smooth with zero velocity at the
beginning and the end.

Planar Path Generation

First of all, the generation of the path in the (x,y)-plane will be addressed. For the
planning in the plane, the manipulator task space is initially defined by

w =
(
x,y

)T
(5.12)

with the Cartesian coordinates x and y. According to Figure 5.4 the planar path
can be described by the polar coordinates

φ (s) =
(
r (s)
ϕ (s)

)
(5.13)

with respect to the stem coordinate frame Bst and the path parameter s (t) ∈ [0,1].
The transformation of any Cartesian coordinates (ξ,η), provided in the stem frame
coordinate system, into the polar coordinates r and ϕ ∈ [ 0,2π )1 is given by:

φ =
(√

(ξ2 + η2)
atan2(η,ξ)

)
(5.14)

With the angle δ = atan2(yst,xst) an arbitrary location vector in base coordi-
nates 0rP pointing from the origin of B0 to P is easily transformed with the
transformation matrix Ast,0 into the vector strst,P in stem coordinates pointing
from the origin of Bst to P by:

strst,P = Ast,0 (0rP − 0rst) (5.15a)

Ast,0 =
(

cosδ sinδ
−sinδ cosδ

)
(5.15b)

Applying the transformations (5.14) and (5.15) to rs and rg , the start and goal

positions in polar coordinates φs = (rs,ϕs)
T and φg =

(
rg ,ϕg

)T
are obtained. With

the plant diameter d, the entry point is given by φe =
(
re = d/2,ϕg

)T
. According to

1 The range (−π,π] returned by the atan2 function is mapped into the range (0,2π] by adding
2π to negative values.
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the requirements on the planner, the following constraints on the path must be
considered:

φ (s = 0) != φs (5.16a)

φ (s = se)
!= φe (5.16b)

φ (s = 1) != φg (5.16c)

With the path parameter at s = se (0 < se < 1) the entry of the TCP into the
plant area is defined. To gain an appropriate workspace path, one can shape the
functions r (s) and ϕ (s) (cf. (5.13)), while satisfying the constraints (5.16). One
promising parametrization is given by:

r (s) =


e−as + b for 0 ≤ s ≤ se
r̄ (s) =

∑5
i=0 ri s

i for se < s ≤ 1
(5.17)

and

ϕ (s) =



ϕs for 0 ≤ s ≤ sa
ϕ̄ (s) =

∑5
i=0ϕi s

i for sa < s ≤ se
ϕg for se < s ≤ 1

(5.18)

The additional parameter sa ∈ [0, se] is utilized as an application specific tuning
variable for the path. While the parameter a and b are easily obtained with the
position constraints (5.16) to

a = − 1
se

ln(re − b) (5.19a)

b = rs − 1 (5.19b)

and the coefficients of the fifth order polynomials r̄ (s) and ϕ̄ (s) are calculated
with the following boundary conditions:

r̄ (se)
!= re r̄ (1) != rg (5.20a)

d
ds
r̄ (se) = r̄ ′ (se)

!= −ae−ase r̄ ′ (1) != 0 (5.20b)

r̄ ′′ (se)
!= a2 e−ase r̄ ′′ (1) != 0 (5.20c)

and

ϕ̄ (sa)
!= ϕs ϕ̄ (se)

!= ϕg (5.20d)

ϕ̄ ′ (sa) = ϕ̄ ′′ (sa)
!= 0 ϕ̄ ′ (se) = ϕ̄ ′′ (se)

!= 0 (5.20e)

The resulting curves for r and ϕ are plotted across s in Figure 5.5. The polar
coordinates (5.13) are transformed back into the Cartesian coordinates of the base
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Figure 5.5: The polar coordinates r and ϕ to shape the path in the manipulator
workspace.

frame by:

w (s) =
(
x
y

)
=

(
r (s) cosϕ (s)
r (s) sinϕ (s)

)
+ 0rst (5.21)

The resulting workspace paths with the heuristic method in the two dimensional
plane are presented and discussed in Section 5.3.4.

Time Parametrization

The time parametrization is achieved with the path parameter s (t). For a trajectory
with the duration T , a fifth order polynomial with zero value of the first and second
order time derivative at the beginning (t = 0) and end (t = T ) was implemented.
By differentiating (5.21) with respect to time, the trajectory’s velocity ẇ is simply
calculated:

ẇ =
(
r ′ ṡcosϕ − r ϕ′ ṡ sinϕ
r ′ ṡ sinϕ + r ϕ′ ṡcosϕ

)
(5.22)

Since r (s), ϕ (s) and s (t) are C2 - smooth and ṡ (0) = ṡ (T ) = 0, the trajectory w is
C2-smooth with zero velocity at the boundaries.

Trajectory for the General Three Dimensional Case

For a gripping tool, usually, the complete pose of the end-effector, i.e. the position
in three dimensions and the orientation must be defined at the target location.
According to (5.3) this can be done with three Cartesian coordinates and Cardan
angles. Based on the start and the fruit center position, provided in three di-
mensions, the start and goal height, zs and zg , are obtained. Since the fruits are
usually hanging down straight, the goal orientation can be defined to αg = βg = 0
if no further information is available while the angle γg is easily calculated with
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ϕg and δ. The goal height and orientation must be reached at the entry point,
parametrized by se with the point in time te, corresponding to the path parameter
function (s (te) = se). The trajectory for the z coordinate can be described by

z (t) =


z̄ (t) for 0 ≤ t ≤ te
zg for te < t ≤ T

(5.23)

with the constraints:

z (0) != zs z (te)
!= zg (5.24a)

ż (0) != 0 ż (te)
!= 0 (5.24b)

z̈ (0) != 0 z̈ (te)
!= 0 (5.24c)

A trajectory z̄ (t), fulfilling (5.24) and being C2 - smooth, was presented by Ewald
et al. [2012] and is applied here. Furthermore, the proposed interpolation method
avoids overshoot while minimizing the cost function on the time interval of the
trajectory:

φ =
∫

¨̄z (t)dt→min (5.25)

The aforementioned approach is effortlessly transferred in a similar way to gener-
ate the trajectories for α (t) and β (t). With (5.17), (5.18), the transformation (5.21),
and (5.23), the complete workspace trajectory w (t) is defined.

5.3.3 Navigation Potential Function

Motion planning with potential functions was at first introduced by Khatib [1986]
where he presented a framework for real-time collision avoidance. However, a well
known issue of artificial potential functions applied for motion planning problems
is the occurrence of local minimum and in robotics literature many varieties are
discussed to reduce its number and an overview on state-of-the-art methods can
be found in the textbooks of Latombe [1991] or Siciliano and Khatib [2008]. A
function with only one global minimum at the goal configuration is called (global)
navigation function and was introduced by Rimon and Koditschek [1989]. In
this Section, the concept and relevant equations for this planning approach are
presented. The potential navigation function φ, defined in a bounded sphere
space according to Choset et al. [2005] for any task or configuration space denoted
by x = (x1, . . . ,xn)T ∈ Rn and the target xg ∈ Rn is described by:

φ (x) =
d
(
x,xg

)2

[
d
(
x,xg

)2κ
+ β (x)

]1/κ
(5.26)
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With an attractive potential β0 of the bounding sphere centered at x0 and radius r0
and the repulsive potentials βi for i = 1, . . . ,p of the spherical obstacles (center xi
and radius ri):

β (x) =
p∏

i=0

βi (x) (5.27)

β0 (x) = −d (x,x0)2 + r2
0 (5.28)

βi (x) = d (x,xi)
2 − r2

i (5.29)

The function d (x1,x2) calculates the Euclidean distance of two arbitrary vec-
tors x1 ∈ Rn and x2 ∈ Rn:

d (x1,x2) =
√
‖x1 − x2‖ =

√
(x1 − x2)T (x1 − x2) (5.30)

With an appropriate selection of the tuning parameter κ, it can be guaranteed
that (5.26) has only one minimum of zero value at the target xg while on the
radius of obstacles and the bounding sphere, it has the maximum value of one.
Please refer to Koditschek and Rimon [1990] for further details. Starting from any
configuration xs ∈ Rn within the bounding sphere, a collision free path is obtained
by moving along the negative gradient of the potential function.

Gradient of the Navigation Potential Function

The gradient of the navigation potential function

grad(φ) = ∇φ =
(
�φ

�x1
, . . . ,

�φ

�xn

)T
(5.31)

is obtained by applying the quotient rule to (5.26) (the index k = {1, . . . ,n} denotes
the k-th element of the vectors x, xi , x0 or xg):

�φ

�xk
(x) =

u′ v −u v′
v2 (5.32)

u B d
(
x,xg

)2
(5.33)

v B
[
d
(
x,xg

)2κ
+ β (x)

]1/κ
(5.34)

(5.35)

For better clarity, the following abbreviations are applied from now on (if appro-
priate): d = d

(
x,xg

)
and β = β (x). The partial derivatives u′ and v′ are obtained

to:

u′ =
�u

�xk
= 2d

�d

�xk
(5.36)



94 5 Motion Planning

v′ =
�v

�xk
=

1
κ

[
d2κ + β

]1/κ−1
[
2κd2κ−1 �d

�xk
+
�β

�xk

]
(5.37)

And the partial derivatives of the Euclidean distance (5.30) and the potential
function (5.27) are given by:

�d
(
x,xg

)

�xk
=
xk − xg,k
d
(
x,xg

) (5.38)

�β (x)
�xk

=
p∑

i=0

p∏

j=0

β̄j (5.39)

with

β̄j =



�βj (x)
�xk

if i = j

βj (x) else
(5.40)

�βj (x)

�xk
=


−2

(
xk − x0,k

)
if j = 0

2
(
xk − xi,k

)
else

(5.41)

Gradient Descent

To find a suitable path with the artificial potential field, the commonly used gradi-
ent descent algorithm to search for the minimum can be applied and the algorithm
is illustrated in pseudo-code in Algorithm 5.2. The configurations (or a subset

Algorithm 5.2 Optimization with gradient descent
1: i = 0
2: x (0) = xs
3: while ∇φ (x) , 0 do . Other criteria to exit the while loop are possible
4: x (i + 1)← x (i) +α (i)∇φ (x (i))
5: i← i + 1
6: end while

7: return x

of them), by iteratively solving the minimization problem are the supporting
points for the path. By interpolation of the supporting points, for example with
cubic splines, a smooth trajectory is found. In literature on optimization, several
methods to control the step size α at the iteration i for improved convergence are
described and discussed in Bertsekas [1999].

Example Application

Unlike the application of the potential navigation function in configuration space,
as it is reported in literature, the planning method is utilized for path calculation
in the robot workspace. Similar to the heuristic approach (cf. Section 5.3.2)
the planning scene is reduced into the two dimensional plane with the identical
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procedure for the extension into the general three dimensional case. For an
illustration of the planning scheme, the method is applied to a world scene
with three spherical obstacles according to the numerical values provided in
Table 5.1. With reference to the harvesting application, the obstacles could be

Table 5.1: The sphere obstacles with center at (x,y) and radius r of the world model.

Obstacles x [m] y [m] r [m]

1 0 0.8 0.02
2 0.43 1.2 0.05
3 0.43 0.3 0.05

interpreted as stems or other fruits. The start position is given by the location
vector rs = (−0.59m,0.77m)T and the goal position is rg = (0.43m,0.75m)T . The
center of the bounding sphere is defined by the midpoint in-between the start
and goal position with a radius of r0 = 1.2d

(
rs,rg

)
, while d (·) denotes the distance

function according to (5.30). The navigation potential function (5.26) with the
scalar κ = 3 is plotted for this exemplary scenario in Figure 5.6. At the boundary
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Figure 5.6: Three dimensional plot of the navigation potential function with the three
sphere obstacles.

of the obstacles the value of the potential function approaches φ→ 1, while at
the goal position, the potential has its minimum with φ→ 0. Remarkably, the
potential function has a gentle gradient close to the start position, while at the
proximity of the target a very step gradient can be observed. With Algorithm 5.2
the optimized path in the workspace can be found and is illustrated in the contour
plot in Figure 5.7.
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Figure 5.7: Contour plot of the potential navigation function with the optimal path,
resulting from the iterations with the gradient descent algorithm. The start and goal
configuration is indicated by one green and red diamond while the obstacles are
highlighted by green circles.

5.3.4 Results and Discussion

The results of the workspace planning methods based on the heuristic and the
potential navigation function will be presented here. The planar paths of the
two methods are illustrated for a scene corresponding to the sweet pepper se-
lective harvesting application. Several fruit positions, located around a stem
with the coordinates 0rst = (0.43m,0.8m)T are approached from the start position

0rs = (0.55m,0.79m)T . Figure 5.8 shows the paths, with a circle of radius re drawn
in green around the stem for the heuristic method. From the entry radius to
the fruit, the paths are a given by a straight line. The same planning scene has
been investigated with the concept of navigation potential fields while the only
obstacle was the stem center position. The resulting paths from the start to the
fruits are depicted in Figure 5.9. On the one hand, the results indicate that with
the heuristic planning (cf. Figure 5.8), the plant area is clearly avoided until the
fruit is reached. However, according to Figure 5.9 this is not the case for the
potential field approach. On the other hand, with the heuristic planning, the
path in the workspace does cover a rather big area compared to the planning with
the navigation function. Accordingly, when applying the heuristic approach, the
manipulator will sweep through a larger volume increasing the risk of collisions
with the parts of the robot and other plants or fruits. Although the planning with
the potential field approach can deal with more general cases, it has some major
drawbacks for the agricultural applications. First of all, saddle points can still
occur in the potential function. Furthermore, the obstacle regions must be disjoint
which is not always the case and especially for the harvesting applications, obsta-
cles can be very close to the goal configuration. This results in very high gradients
and numerical issues when searching for a path with the gradient descent algo-
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Figure 5.8: Resulting paths in the (x,y)-plane by applying the heuristic planner for
several fruits distributed around a stem (re = 0.1m, sa = 0.1 and se = 0.8).

rithm. Therefore, the heuristic planning was chosen for the implementation in the
laboratory demonstration and suggested for the application in field experiments.
Since it does provide a high robustness and it also ensures, due to the definition of
the entry radius, that the gripper approaches the fruit without crossing the plant
area as long as possible and therefore reducing the risk of collisions with main
stem and manipulator.
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Figure 5.9: Resulting paths of the planning with the navigation potential function for
several fruits distributed around a stem.
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5.4 Inverse Kinematics

This Section will present the inverse kinematics algorithm implemented for the
developed agricultural robot (cf. Chapter 3). As an introduction, the definition
of the inverse kinematics problem will be given and a very brief overview on
conventional solution strategies is made. For serial-chain manipulators with given
geometrical dimensions the inverse kinematics solution is defined as a set of
joint positions that corresponds to a given end-effector position and orientation
(Craig [1986]). Or in other words, for a desired end-effector pose wd , the joint
configuration qd that satisfies the direct kinematics equation

wd = f (q = qd) (5.42)

is the solution of the inverse kinematics problem. Algorithms to solve the inverse
kinematics are of particular importance in robotics, because in most applications
the robot has to operate in the workspace while it is controlled in the joint space.
Since (5.42) is nonlinear in q, the computation of the inverse kinematics on the
position level requires to solve a set of nonlinear equations, which in general
has no closed-form solution and a numerical computation is required. Among
the iterative numerical algorithms, the most fundamental one is probably the
Newton-Raphson method with the disadvantage that its convergence strongly
depends on the initial guess. Depending on the kinematics of manipulators a
closed-form solution might exist. For example, according to Pieper [1968] and
Siciliano and Khatib [2008], the analytical solution for commonly used industrial
manipulators with six DoF can always be obtained if three consecutive axis are
in parallel and the other three consecutive axis intersect in one point. Further
solutions of simple kinematic structures can be found in Siciliano et al. [2009].
A closed-form solution to the inverse kinematics has the great advantage that it
is computationally fast and if multiple solutions exist, it usually provides all of
them. Unfortunately, in general these solutions can only be found for a certain
class of robots. Besides dealing with the inverse kinematics on the position level
with the nonlinear equation of the direct kinematics (5.42), it can be advantageous
to consider the differential kinematics equation which is the time derivative of
(5.42):

ẇ =
�f
�q
q̇ = Jw (q) q̇ (5.43)

The Jacobian matrix Jw represents the gradient of the direct kinematics function
with respect to the joint positions. The investigation of differential kinematics of
robot manipulators is called resolved motion rate control and was introduced by
Whitney [1969]. Equation (5.43) provides a linear mapping of the joint speeds in
the configuration space and the end-effector velocities in the workspace. For a
given end-effector trajectory ẇd and if the Jacobian Jw is non-singular, the inverse
kinematics on the velocity level is easily obtained by solving the system of linear
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equations2:

q̇d = Jw (q)−1 ẇd (5.44)

Based on (5.44) and the initial condition for q (0) = q0 the joint positions are
obtained by time integration. Usually, this integration is implemented numeri-
cally and algorithms to compensate for the numerical drift are commonly used
(cf. Figure 5.10). The aforementioned algorithm is only suitable for kinematically
non-redundant manipulators, since the Jacobian matrix must be invertible, i.e. at
least the dimensions of the configuration space q ∈ Rn and the workspace w ∈ Rm
must be the same (m = n), so that the Jacobian is square. Basic properties of
kinematic redundant manipulators are discussed in the next Subsection.

5.4.1 Redundant Manipulators

Manipulators with more DoFs than they require to fulfill a certain task are termed
kinematically redundant. The dimension of the joint space n is higher than the
dimension of the workspace m, i.e. n > m. The degree of redundancy is defined by
r = n−m. For manipulators with kinematic redundancy it is possible to change
the joint configuration without changing the end-effector position and orientation.
Or in other words, for one single end-effector pose infinite solutions to the inverse
kinematics problem exist. Besides providing a high dexterity for the robot, the
redundancy can be, amongst others, exploited to avoid obstacles, joint limits or
singular configurations. Redundancy and its mathematical properties were very
well analyzed and presented by Nakamura [1991] and Siciliano et al. [2009]. The
analysis is mainly based on the differential kinematics equation (5.43) and the
linear mapping of joint velocities to end-effector velocities by the Jacobian Jw (q).
For a given manipulator configuration, the end-effector velocities which can be
generated by the joint velocities are defined by the range space of Jw, while the
null space of Jw is the subspace of joint velocities that does not result in any
end-effector velocity. The next Subsection will present a well-known technique to
solve the inverse kinematics while exploiting the redundant DoFs.

5.4.2 Local Optimization of Kinematic Redundancy

In the previous Subsection, redundant robots were introduced. They provide more
DoFs than the minimum number required to fulfill a certain task. An approach
to systematically exploit these redundant DoFs has been proposed by Liégeois
[1977] and will be explained here. A quadratic optimization problem with the
cost functional φ and the constraint (5.45b) can be formulated as follows:

φ =
1
2
q̇TW q̇+α

�H

�q
q̇→min! (5.45a)

0 = ẇd − Jwq̇ (5.45b)

2 The matrix inverse is usually avoided and the more efficient Gaussian elimination is applied.
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The first term on the right hand side of the cost functional (5.45a) minimizes the
quadratic sum of joint velocities with the usually constant and diagonal weighting
matrix W . Besides establishing the relation between prismatic and revolute
joints, the matrix W can be used to penalize individual joint movement according
to a specific task. The second term, with the scaling parameter α is utilized
to minimize the configuration dependent cost function H (q). This constraint
optimization problem can be solved for q̇with the method of Lagrange multipliers.
The closed-form solution of the inverse kinematics yields to:

q̇ = J#
wẇd −α

(
I − J#

wJw
)

︸      ︷︷      ︸
=:N

(
�H

�q

)T
(5.46)

The identity matrix with appropriate dimensions is indicated by I and the gener-
alized inverse J#

w with the weighting matrix W is given by:

J#
w =W −1JTw

(
JwW

−1JTw
)−1

(5.47)

Remarkably, an arbitrary joint space velocity x ∈ Rn multiplied with the null space
matrix N will not result in any velocity of the end-effector, since:

JwNx = 0 (5.48)

Based on the joint velocities, a straightforward way to obtain the joint positions is
by numerical integration with the Euler method. The block diagram scheme of
the inverse kinematics algorithm is given in Figure 5.10. Assuming that the joint

ẇd

wd
− K J#w −

∫
dt

q

α
(
I − JwJ#w

)(
∂H
∂q

)T

f (q)

e ˙̃wd q̇

Figure 5.10: Block diagram of the inverse kinematics algorithm.

positions q (ti) and velocities q̇ (ti) are known at a certain time ti , then the joint
positions at ti+1 = ti +∆t are approximated as follows:

q (ti+1) = q (ti) + q̇ (ti)∆t (5.49)

According to Siciliano et al. [2009], for numerical drift compensation during inte-
gration with (5.49) the desired end-effector velocity ẇd in (5.46) can be replaced
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by an effective velocity ˙̃wd as follows:

˙̃wd B ẇd +Ke (5.50a)
eB wd − f (q) (5.50b)

The error vector e ∈ Rm is computed with the direct kinematics function f (q) and
K is a diagonal gain matrix.

A detailed discussion on the computational complexity of different inverse
kinematics solutions is given in Nakamura [1991]. For an efficient numerical
computation of (5.46), Nakamura [1991] referred to Klein and Huang (1983),
who pointed out that the matrix inversion in (5.47) can be avoided using a Gaus-
sian elimination. The efficient computation is illustrated with pseudo-code in
Algorithm 5.3.

Algorithm 5.3 Efficient inverse kinematics computation

1: p← ˙̃wd +αJwW
−1

(
�H
�q

)T

2: B← JwW
−1JTw

3: Solve:Bγ = p . By efficient Gaussian elimination

4: Compute: q̇ =W −1
(
JTwγ −α

(
�H
�q

)T )

5.4.3 Secondary Objective Functions

For the developed agricultural manipulator, the following separate secondary
objectives were investigated:

• Hj for joint limit avoidance

• Hc for (self)-collision avoidance

• Hm for the maximization of manipulability

The weighted sum

H (q) = wjHj +wcHc +wmHm (5.51)

with the weighting parameter wj , wc and wm is the overall secondary objective
function H (q). This Subsection will provide an overview on the mathematical
definition of the objective functions and its gradients which are required for the
inverse kinematics computation according to (5.46).

Joint Limit Avoidance

An objective function for avoidance of configurations close to mechanical joint
limits was originally introduced by Liégeois [1977]. An adapted version was
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already presented in Baur et al. [2012] and is provided here for convenience:

Hj =



n∑
i=1

(qi−q̄M,i)2

(qM,i−q̄M,i)2 for qi > q̄M,i

n∑
i=1

(qi−q̄m,i)2

(qm,i−q̄m,i)2 for qi < q̄m,i

0 else.

(5.52)

In the equation above, the index i denotes a single joint and n is the total amount
of DoFs. Maximum (minimum) position limits for each joint are defined by qM,i
(qm,i). An application specific threshold q̄M,i (q̄m,i) is applied as a tuning parame-
ter for the joint limit avoidance. For joint positions qi in-between the thresholds,
i.e. q̄m,i < qi < q̄M,i the objective function has zero value and gradient, thus no
influence on the joint motion. However, further joint movement towards the limits
is penalized with a quadratic function when either threshold is exceeded. The
maximum value of one summand of Hj is normalized to one and Figure 5.11
shows the dependency of the cost function to the position of a single joint vari-
able qi . Other cost functions consider favorable configurations, for example the

qm,i q̄m,i q̄M,i qM,i
0

1

qi [rad or m]

H
j
( q

i)
[-
]

Figure 5.11: The objective function Hj for joint limit avoidance of a single joint.

middle position in-between joint limits (Siciliano et al. [2009]). The application
of the joint limit avoidance algorithm to the 7-DoF agricultural manipulator is
very illustrative demonstrated in Figure 5.12. While the task space includes the
Cartesian coordinates of the TCP in three dimensional space, the TCP position is
set as a straight line path from the lower part to the upper part of the reachable
workspace (cf. red line in Figure 5.12a). When the joint limit avoidance is active,
the manipulator successfully avoids the upper limit of the first joint by utilizing
its redundant DoFs while tracking the workspace trajectory. If the joint limit
avoidance algorithm is inactive, the upper joint limit is violated and the motion is
aborted (cf. Figure 5.12b).



5.4 Inverse Kinematics 103

(a) Manipulator approaching the
upper limit of the prismatic
joint. Joint limit avoidance is
active.
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(b) Position of the first joint with and without the joint
limit avoidance.

Figure 5.12: The joint limit avoidance algorithm for the 7-DoF agricultural manipulator.

Self-Collision Avoidance

In general, without precautionary measures and especially for manipulators with
many DoFs, self-collisions can arise during normal operation. Therefore, the
application of an efficient self-collision model (cf. Section 3.4.4) to check if
a certain motion results in a collision and a collision avoidance algorithm is
very important. A very accurate description of the framework and the distance
calculation algorithms for real time applications can be found in the work of
Schwienbacher [2013]. As a matter of fact, this framework can also be used for
collision avoidance with objects in the environment. However, for arbitrary objects,
the automatic generation of SSVs must be considered. Under the assumption
that the minimum distance between two collision pairs is available, only the
fundamental ideas of the collision avoidance algorithm are presented here for
convenience.

The collision avoidance potential function Hc is defined as the sum of the single
potentials Hc,i for the Nc total amount of collision pairs:

Hc =
Nc∑

i=1

Hc,i (di) (5.53)

The scalar function Hc,i is dependent on the minimum distance di (q) between two
collision pairs i. The minimum distance is defined by the location vector rc,i from
point A to B on the surface of the SSVs corresponding to the collision pairs with
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the shortest length:

di = ‖rc,i‖ =
√
rTc,irc,i (5.54)

The points A and B are described by their location vectors rA and rB, respectively.
The gradient of the cost functional Hc,i with respect to q is given by:

�Hc,i
�q

=
�Hc,i
�di

�di
�q

(5.55)

And computation of the distance gradient �di�q is obtained with the Jacobian matri-
ces of translation JT ,A and JT ,B for the points A and B as follows (Toussaint et al.
[2007]):

�di
�q

=
1
di

(rA − rB)T
(
JT ,A − JT ,B

)
(5.56)

Body fixed frames have been assigned to the robot links belonging to the points
A and B. With the Jacobian matrices of translation of these body fixed frames,
which are known by the direct kinematics computation, and the location vectors
of A and B, JT ,A and JT ,B are easily obtained. Similar to the joint limit avoidance
potential function, the intention is to design a potential function which increases
when two collision pairs are approaching each other. Furthermore, the influence
of the collision avoidance potential should be zero when the shortest distance di
between two manipulator links is above an application specific safety distance
da,i . According to Schwienbacher [2013], the combination of a quadratic Hquad
and cubic Hcubic polynomial for the potential function of two collision pairs and a
parameter t ∈ [0,1] yields very promising results in practice:

Hc,i =



0 for di > da,i
Hcubic for t da,i ≤ di < da,i
Hquad for 0 ≤ da,i < tda,i

(5.57)

The coefficients of the two polynomials are computed with the boundary con-
ditions (Hc,i (0) = H0 and Hc,i

(
da,i

)
= 0) as well as the transient conditions of

continuity at the borders of the piecewise defined functions and zero gradient and
curvature at da,i . Please refer to Schwienbacher [2013] for further details.

The suitability of the algorithm to avoid self-collisions for redundant robots has
been shown for the first agricultural manipulator prototype in Baur et al. [2013].
In Figure 5.13 the functioning of the algorithm is demonstrated in a sequence of
pictures, representing two simulated motions of the final CROPS manipulator
in the 7-DoFs configuration. The TCP of the robot should move along a straight
line path, which is indicated in red. In the upper sequence of Figure 5.13 the
collision avoidance algorithm is inactive during the motion and one can observe a
collision in the pictures 2 and 3 with a spherical obstacle which has been added
as a collision object into the manipulator workspace. By using the here described
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Figure 5.13: Two picture sequences, representing the same straight line motion of the
TCP with a sphere obstacle in the manipulator workspace of the 7-DoFs agricultural
manipulator. In the upper sequence the collision avoidance algorithm is inactive
while in the lower sequence the collision avoidance is active. Frames with collisions
are highlighted in red.

algorithm in the lower sequence of pictures, the collision with the obstacle can be
avoided, while the TCP is still tracking the reference trajectory.

Maximization of Manipulability

Another common secondary objective suitable for null space optimization is
related to the manipulability measure. As already presented in Baur et al. [2012],
the author proposes the summation of the following two cost functions

Hm =Hm,1 +Hm,2 (5.58)

and its meaning will be discussed in this Section. The manipulability measure
was initially introduced by Yoshikawa [1985] and it can be used to keep the
manipulator away from singular configurations. It is defined by3:

Hm,1 = −
√

det
(
JwJ

T
w

)
(5.59)

3 Originally, the manipulability measure has been defined without the minus sign. It is added
to the function Hm,1 since the secondary objectives in (5.46) are minimized.
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At singular configurationsHm,1 vanishes and the solution to the inverse kinematics
according to (5.46) degenerates. However, such a scenario can be handled with a
singularity robust inverse kinematics algorithm as it will be presented in Section
5.4.4. The manipulability is a measure which depends on the joint configuration.
It describes the ability of the TCP to change its pose in the robot workspace and can
be geometrically visualized by so-called manipulability ellipsoids for task space
dimensions m ≤ 3. The volume of the manipulability ellipsoids is proportional
to the manipulability measure (5.59). Exemplary and according to Siciliano et al.
[2009], in Figure 5.14a the manipulability ellipsoids for a 2-DoFs planar robot are
drawn in different configurations. Apparently, the ability for motions of the TCP
along certain directions strongly depend on the joint configurations. For example,
when the arm is fully stretched according to Figure 5.14a, a kinematic singularity
occurs and motion in the x-direction is impossible. Utilization of the redundant
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(a) Manipulability ellipsoids of a 2-DoFs pla-
nar robot with revolute joints in differ-
ent joint configurations (Siciliano et al.
[2009]).

β

u

(b) The velocity transmission β along
the direction of the unit vector u
(Chiu [1987]).

Figure 5.14: Manipulability ellipsoids.

DoFs to maintain configurations which provide high manipulability can therefore
be considered as a desirable objective. On the other hand, in some cases it might
be necessary to move the manipulator along a certain preliminary known direction
in the robot workspace. For the given unit vector u ∈ Rm, Chiu [1987] derived an
equation to obtain the scalar value β which he termed the velocity transmission
ratio:

β =
(
uT

(
JwJ

T
w

)−1
u
)− 1

2
(5.60)

Basically, by the vector βu a point from the origin to the surface of the manipu-
lability ellipsoid is specified (cf. Figure 5.14b) and hence β provides a measure
indicating the ability of the TCP to move in the direction u. The velocity trans-
mission ratio along that application specific direction u is maximized by the
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minimization of the objective function:

Hm,2 = uT
(
JwJ

T
w

)−1
u (5.61)

For the implementation in the inverse kinematics algorithm (5.46) not the objective
functions (5.59) and (5.61) are required but their gradients. The derivative of
(5.59) with respect to the i-th element of the vector q is given by (Park et al.
[1999]):

�Hm,1
�qi

=Hm,1 trace
[(
JwJ

T
w

)−1 �Jw
�qi

JTw

]
(5.62)

The required derivative of the Jacobian �Jw
�qi

can be obtained during the recursive
direct kinematics computation. With the matrix identity for an invertible matrix A

�A−1

�x
= −A−1�A

�x
A−1 (5.63)

the expression for the gradient of (5.61) of the i-th vector element �Hm,2
�q can be

obtained:

�Hm,2
�qi

= −uT
(
JwJ

T
w

)−1


�Jw
�qi

JTw + Jw

(
�Jw
�qi

)T 
(
JwJ

T
w

)−1
u (5.64)

The application of the concept of manipulability was very useful to evaluate the
suitability of the kinematic design of the CROPS manipulators at an early stage of
the development and a great part of it has already been presented in Baur et al.
[2012]. Exemplary, the manipulability in Figure 5.15 has been evaluated two
times according to the task description in Section 3.2 with the first manipulator
prototype. One time, the inverse kinematics has been solved without the local
optimization of the manipulability (indicated by light gray ellipsoids) and another
time, the manipulability and motion direction of the end-effector towards the
stem center has been optimized (indicated with the ellipsoids in orange). In some
cases, the ellipsoids without optimization of the manipulability indicate that a
motion towards the stem center is not feasible, while with the local optimization
the ellipsoids always indicate the ability of the robot to move the end-effector to
the stem center and the goal.

However, for the application with the real manipulator one has to consider the
effects on the velocity control of the system. If it is desired to apply large TCP
velocities along a certain direction in the workspace, a high velocity transmission
ratio is advantageous. But due to this high transmission, little variations in joint
speeds have a big impact on end-effector velocities. Therefore, for an accurate
control, a low transmission ratio is preferable since the sensitivity is higher. From
the control point of view, the selection of u must be considered carefully and
the user must be aware that the accuracy of the velocity tracking is decreased by
increasing the transmission ratio β.
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Figure 5.15: Manipulability ellipsoids for several TCP positions distributed in a half
circle (dashed line) around a sweet pepper stem (green circle) for the task described
in Section 3.2. The ellipsoids in light gray are without and the ellipsoids in orange are
with the local optimization of the manipulability. For clarity the ellipsoids have been
scaled to an appropriate size.

5.4.4 Singularity Robust Inverse Kinematics

The problem of singularities is an intrinsic problem to the inverse kinematics
computation according to (5.46). For non-redundant manipulators, a mapping
of the workspace velocities to joint speeds can be achieved by (5.44), only if the
workspace Jacobian Jw (q) is non-singular. Therefore, singular configurations
appear if the Jacobian becomes singular, i.e. detJw (q) = 0. For redundant manip-
ulators, singular configurations are observed at configurations that reduce the
rank of Jw (q). It is worth mentioning that problems arise not only at the singular
points but also in their neighborhood since in those regions small end-effector
velocities ẇd require very high joint speeds q̇d . Besides singularities at the bound-
ary of the workspace, inner singularities in the reachable workspace can occur.
Similar to (5.46) and (5.47), Nakamura and Hanafusa [1986] as well as Wampler
[1986] derived independently a singularity robust inverse kinematics algorithm
for redundant manipulators based on the damped least-squares inverse of the
Jacobian J ∗w including the diagonal weighting matrix W and a scalar damping
parameter λ:

q̇ = J ∗wẇd −α (I − J ∗wJw)
(
�H

�q

)T
(5.65a)

J ∗w =W −1JTw
(
JwW

−1JTw +λ2I
)−1

(5.65b)
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It is worth mentioning that the damped least-squares or singularity robust inverse
is based on the solution to the following minimization of φ with respect to q̇:

φ =
1
2

(ẇd − Jwq̇)T (ẇd − Jwq̇) +
1
2
λ2q̇T q̇→min! (5.66)

With the damping factor λ the robustness of the inverse kinematics algorithm
can be tuned. While the robustness is increasing with higher values for λ the
accuracy of the TCP tracking decreases. A detailed error analysis depending on
λ was carried out by Nakamura [1991]. Furthermore, he suggests the usage of
an adaptive damping factor, depending on the manipulability measure (5.59),
which is non-zero at the proximity to singularities while it vanishes in regions
far and away from singularities. By adapting the damping factor according to
the condition of the Jacobian, an exact solution of the inverse kinematics far from
singularities is provided, while close to kinematic singularities a stable, but less
accurate solution can be maintained. With m̄B −Hm,1, a common choice for the
adaptive damping factor is provided by:

λ =


λ0

(
1− m̄

m̄0

)2
for m̄ < m̄0

0 else
(5.67)

with the application specific tuning parameter λ0 and m̄0. The resulting singular-
ity robust inverse kinematics algorithm and its behavior applied to the CROPS
manipulator are illustrated in an representative example scenario in Figure 5.16.
According to Figure 5.16a the TCP of the manipulator should move along a straight
line path wd in the task space. Worth mentioning, the goal coordinates of the
desired trajectory are not within the reachable workspace of the robot. Although
the task space definition of the TCP position contains all three dimensions, only

−0.5 −0.4 −0.3 −0.2 −0.1 0

0.9

1

1.1

1.2

1.3

w
d

wd (0)

wd (1)

Work
spa

ce L
imit

w
ik

t ≈ 0.6s

x [m]

y
[m

]

(a) The desired and actual path of the TCP.
Only the projection into the (x,y)-plane of
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(b) Corresponding plots of the workspace
tracking error (top) and the normalized
adaptive damping factor λ (bottom).

Figure 5.16: An example for the singularity robust inverse kinematics algorithm.
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the projection in the (x,y)-plane is plotted for clarity. At first, the damping factor λ
is zero and the resulting inverse kinematics solution wik is therefore accurately
tracking the desired TCP pose. However, at approximately t ≈ 0.6s the TCP ap-
proaches the workspace boundary which corresponds to a kinematically singular
configuration. Due to the increase of the adaptive damping λ around that time
(cf. lower plot in Figure 5.16b), an error in the computation is introduced but
the stability of the algorithm is maintained. This is very well represented by the
workspace error illustrated in the upper plot of Figure 5.16b.

The here introduced singularity robust inverse kinematics algorithm provided
good results concerning the computational efficiency and tracking accuracy. Nev-
ertheless, there are other methods described in the literature and a brief overview
will be given in the following. With the damped-least squares method and the
scalar parameter λ, a damping is uniformly added on all singular values and
therefore an error is introduced in any direction. However, it is possible by a
more detailed analysis of the Jacobian, using a Singular Value Decomposition
(SVD), to replace the identity matrix I in (5.65b) by a matrix which allows for
selective filtering along degenerated directions of the end-effector motions. Ac-
cording to Klein and Blaho [1987], the smallest singular value is the only accurate
measure to detect the proximity to singularities. And based on an estimate of
this smallest singular value, Maciejewski and Klein [1988] derived a method to
selectively filter directions of TCP motion, which belong to the lost end-effector
motion directions. Since the numerical calculation of a SVD is computational
expensive and in general unsuitable for the real-time application, Maciejewski
and Klein [1989] discuss an algorithm, exploiting previously calculated singular
values of the Jacobian and assuming little changes in two consecutive time steps.
A more recent review on inverse kinematics algorithms and their behavior close to
singularities is given by Chiaverini et al. [1994]. He used an algorithm which is
considering the degenerated end-effector motion directions while a user-defined
accuracy can be specified. The selection of the damping parameter is based on an
estimate of the two smallest singular values.

5.5 Chapter Summary

In this Chapter, the concept of the motion planning algorithm, implemented for
the agricultural manipulator has been introduced. It is based on a decoupled plan-
ning approach in the manipulator workspace and an efficient inverse kinematics
algorithm for kinematically redundant manipulators. Two different approaches
for the workspace planning were considered and evaluated. The inverse kine-
matics algorithm can be applied to locally optimize secondary objectives in the
null space of the manipulator. A detailed overview of the investigated objective
functions has been provided in this Chapter. Finally, possible adaptations to
handle kinematic singularities were addressed. The overall scheme is running in
real-time, hence it is suitable for on-line motion planning.



6 Field Experiments and Results

According to the brief description of the European research project CROPS in
Chapter 2, the developed agricultural manipulators should be integrated in three
different harvesting applications and one precision spraying task. Many subsys-
tems developed in the course of this interdisciplinary project as well as several
partners were involved in the experiments. However, for each application, the
manipulators with their motion planning algorithms are an integral part of the
autonomous robot. The scope of this Section is to describe the most significant
system components utilized for the different agricultural applications and pro-
vide the reader an idea on the challenges during the system integration and the
complexity of the overall task.

6.1 Selective Harvesting

The selective harvesting applications are very challenging for the autonomous
robot and many different modules must interact with each other for successful
operation. Besides the agricultural manipulator, other important system com-
ponents are the harvesting end-effector and the sensor system. In the following
Subsections these hardware components with clear references to the responsible
partners are introduced and the results of the field experiments are presented.

6.1.1 Sweet Pepper Harvesting

The experiments for sweet pepper harvesting were carried out by a team from
the Wageningen University and Research Center (Netherlands). The responsi-
ble person for the WP: Sweet Pepper – Protected Cultivation (see Section 2.2) was
Jochen Hemming. The following references provide detailed information on the
experiments and results: Bac et al. [2015]; Hemming et al. [2014]. Figure 6.1
presents pictures of the first and final manipulator prototype during field tests
in commercial sweet pepper greenhouses. The earliest experiments were carried
out with the first manipulator prototype (cf. Figure 3.35a) in April 2012 to gain
experience in the integration process, validate the interfaces and verify the suit-
ability of the manipulator kinematics and hardware design for the sweet pepper
harvesting application. The complete integrated and autonomously operating
system has been tested in June 2014 (see Figure 6.1a and Figure 6.1c). The test
set-up and major results of these experiments are in short summarized here.

The autonomous robot had the following most significant modules: Two dif-
ferent harvesting end-effectors, the 9-DoFs final manipulator prototype (cf. Fig-
ure 3.3b), and a sensor rig with lighting. All system components were mounted
on a mobile platform designed by Jentjens Machinetchniek BV (Netherlands).
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(a) Integrated system for sweet pepper harvesting.

(b) First prototype. (c) Final prototype (Picture: Hemming et al. [2014]).

Figure 6.1: Field experiments for sweet pepper harvesting in a greenhouse. The fin ray
type end-effector is mounted in all pictures.
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One end-effector, in the following referred to as fin ray type, was developed by
Festo (Germany) and is equipped with four adaptive gripper jaws, based on the
Fin Ray Effect® (Gauchel and Saller [2012]). Above the jaws a scissor-like cutting
mechanism has been mounted to cut through the peduncle. The other developed
harvesting tool, so-called lip type end-effector, was developed by Bart van Tuijl

and Ehud Wais. It fixates the fruit with a suction cup while two lips encircle the
fruit. The lower lip will move until it reaches the backside of the peduncle and
the upper lip, equipped with a knife, cuts through the peduncle from the front
side. Both end-effectors are pneumatically actuated. Furthermore, a color camera1

and a small Time-of-Flight (ToF) camera2 are mounted on each end-effector for
close-range fruit localization, respectively. The sensor rig (cf. right hand side
in Figure 6.1a), located on the platform, was composed of two color cameras3

for stereo vision and a ToF camera4 to gain additional depth information of the
environment. The detection algorithm were developed by the Wageningen Uni-

versity and Research Center and provided the fruit coordinates as well as an
approximation of the plant’s main stem location (Bac et al. [2014a]).

For the experiments in a commercial sweet pepper greenhouse in the Nether-
lands, the platform was manually positioned in front of the canopy and the robot
operated autonomously until a harvesting attempt was performed for each of
the detected fruits. According to Bac et al. [2015], in an unmodified cultivation
system, the robot only harvested 6 % with the fin ray type end-effector and 2 %
with the lip type end-effector of the total amount of investigated fruits. In a
simplified cultivation system with the removal of leaves and fruit clusters, the
harvesting success improved to 26 % (fin ray type) and 33 % (lip type). Notably,
only 176 fruits were investigated in all four experiments. Thus the results are not
statistically significant, but they provide a tendency of the system’s capability.

6.1.2 Apple and Grape Harvesting

Within the CROPS project the responsible partner for the WP: Harvesting Systems
in Orchards: Grapes and Apples (cf. Section 2.2) was Wouter Saeys. He and
his team from KU Leuven (Belgium) carried out the harvesting experiments in
Belgian orchards. Similar to the sweet pepper harvesting application, initial tests
with the first manipulator prototype were performed from July until November
2012 to validate interfaces and the manipulator design. The experiments with
the fully integrated system were performed in the time period from July 2013
until September 2014. In the following the test set-ups of the harvesting robot
for the apple and grape applications are summarized and significant results are
highlighted.

For the apple harvesting application, the intention is to pick and remove single
fruits, while for the grape harvesting the whole bunch of grapes should be grasped
and cut at the stalk. Therefore, two end-effectors were developed by Festo for

1 Type: VRmMS-12, Company: VRmagic Holding AG, Germany
2 Type: pmd[vision]®CamBoard nano, Company: pmdtechnologies GmbH, Germany
3 Type: Prossilica GC2450, Company: Allied Vision Technologies GmbH, Germany
4 Type: SR4000, Company: Mesa Imaging AG, Switzerland
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the different harvesting applications. The apple gripper design was reported by
Gauchel and Saller [2012]. The gripping is achieved with two specialized jaws.
On each jaw, an elastomer membrane, enclosing a granulate, is mounted. Upon
gripping, the granulate is becoming distorted according to the shape of the apple
and by evacuating the membrane, the outer membrane geometry is stabilized and
a good grip can be achieved. The grape harvesting end-effector is a combined
tool for cutting and grasping the stalks of grape bunches with a parallel stroke.
Both end-effectors are pneumatically driven and they are equipped with the same
sensor system as the sweet pepper harvesting end-effectors, i.e. a color and a
small ToF camera. The experiments were carried out with the first manipulator
prototype in the 9-DoFs configuration (cf. Figure 3.35a and Figure 6.2a). For the
fruit and obstacle detection and localization, two Xtion PRO LIVE sensors from
the company ASUS were utilized. In each device, a RGB camera and an infrared
sensor are integrated. The integrated sensors were mounted on the first element of
the manipulator moving vertically according to the motion of the prismatic joint.
Detection and localization algorithms were developed by KU Leuven (Nguyen
et al. [2014]). To avoid the exposure to direct sunlight and to maintain well-
defined lighting conditions for the vision based sensors, the complete system is
mounted on a trailer which is surrounded by a tarpaulin. The trailer is moved
along the espalier canopy with a tractor from the company CNH Industrial (cf.
Figure 6.2b).

(a) First prototype. (b) Harvesting platform.

Figure 6.2: Field experiments for apple harvesting in an orchard.

According to an internal project report by Wouter Saeys, the outdoor apple
harvesting experiments showed that the sensor system is able to detect all apples
in the harvesting area. The robot is capable of grasping 90 % of the detected apples
while 72 % were successfully detached.
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The grape harvesting experiments were carried out in September 2014. Unfor-
tunately, the experiments were unsuccessful because a reliable stem localization
was not possible.

6.2 Selective Spraying of Grapevine

The selective or precision spraying experiments of grapevine diseases were carried
out at the University ofMilan (Italy) in the beginning of 2013. Roberto Oberti, as
the person responsible for the WP 7: Precision Spraying (cf. Section 2.2) within the
CROPS project, and his team performed the tests in an experimental greenhouse.
A detailed description of the experimental results is provided in Oberti et al.
[2013, 2014] and major findings are highlighted in this Section.

In the test set-up, grapevine plants were grown in pots and arranged on a table
in a very similar fashion compared to typical grapevine cultivation under out-
door conditions. Some plants were intentionally infected by a disease (powdery
mildew) while the exact location has been marked by the visual observation of
a plant pathologist for reference. The autonomous precision spraying system
was composed of the agricultural manipulator (first prototype) in the 6-DoFs
configuration (refer to Figure 3.2a), a precision spraying end-effector and a mul-
tispectral camera5. Figure 6.3a illustrates the manipulator with a water proof
protection cover and the complete system integrated on a wheeled platform in the
experimental greenhouse is show in Figure 6.3b. The manipulator task space w for

(a) First prototype with cover. (b) Integrated system.

Figure 6.3: Field experiments for precision spraying of grapevine.

this application was defined according to (3.1) and the inverse kinematics were
calculated as described in Section 5.4. The planning of the task space trajectory is
straightforward since no collision objects are in the robot workspace. The spraying

5 Type: MS4100, Company: DuncanTech, USA
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end-effector was designed by Marko Hočevar and his group from the University

of Ljubljana (Slovenia) and is described in Malnersic et al. [2012]. For the experi-
ments, the nozzle provided a flow rate of 30 ml/min while the air flow velocity was
controlled by a fan in the range of 5-30 m/s. The precision sprayer generates a jet
of fluid with a circular spray pattern and constant diameter of 0.15-0.2 m along a
distance ranging from 0.4-1.5 m. The valve of the nozzle and the fan speed are
controlled by the digital and analog outputs of a microcontroller via the CAN
board and the real-time control unit with the host computer (cf. Figure 3.26).
The disease detection algorithm was developed by the University of Milan. It is
based on the chlorophyll breakdown of infected leaves and stems and the resulting
changes in reflections. In the illustrative experiments, the platform was moved
along the canopy wall of 5 m length and 1.8 m height. Based on the results from
the sensor system, the spraying end-effector applied fluids on the detected areas
from various directions to improve the spray coverage. Although the detection
system provided some false positives, the amount of required pesticides was re-
markably reduced by 84 % compared to conventional uniform treatment of the
canopy.



7 Conclusion and Outlook

In the beginning of this Chapter, a brief summary of the main achievements of this
thesis is provided. Finally, a discussion of the presented contents, and based on
my personal experience gained during the design of the agricultural manipulators,
some recommendations for future work are stated.

7.1 Summary

This thesis presented the simulation, design and motion planning algorithms of
modular agricultural manipulators for selective harvesting and precision spray-
ing applications. Starting from the year 2010 until the beginning of 2014, three
manipulators were designed and built in total at the Institute of Applied Mechan-
ics (AM). The first two manipulators are rather identical while the third (final)
manipulator is a strongly enhanced prototype, in particular with respect to the
modularity, performance, robustness, and the electronics architecture.

The initial challenge in the design of the manipulator was the derivation of
suitable kinematics. To deal with the various tasks, a modular design approach
has been chosen. However, due to the high variety of agricultural products, in
particular for the harvesting applications, a very dexterous robot with 9-Degrees
of Freedom (DoFs) was proposed. This unique manipulator kinematics combine a
high amount of DoFs on a very narrow space for an extraordinary flexibility. For
the task space, defining a pose in three dimensions, the manipulator is kinemati-
cally redundant. An evaluation of the kinematics has been performed with the
manipulability measure.

At the beginning of the project, Pneumatic Artificial Muscles (PAMs) were
theoretically and experimentally investigated on a test bed as actuator candidates
for the agricultural manipulators. Although, this preliminary study revealed
satisfactory results, the PAM drive concept has not been followed, mainly due
to the inherent limited contraction capabilities of these linear actuators and the
consequential limited joint ranges.

In accordance to the modular hardware, a modular software for the simulation
of all developed prototypes and its different kinematic configurations has been
implemented. Notably, the topology of all prototypes is described by open-chain
kinematics. Besides the recursive kinematic computations, the implemented algo-
rithms cover the multibody dynamics of the system. In addition to the multibody
dynamics, the dynamics of the electrically driven actuators, the Harmonic Drive
gear friction for revolute joints, and the experimentally determined friction of the
linear bearing for the prismatic joints were taken into account.

To experimentally characterize the speed and load dependent friction of major
robot drive modules of the final manipulator prototype, a modular test bed has
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been designed. Apart from the measurements of the drive characteristics, the
test bed was of particular importance during the start-up of the components
and the validation of the mechanical design. The experimental results indicated
substantially higher friction torques in the robot drive modules compared to the
modeling solely based on the catalog data provided by the harmonic drive gear
manufacturer. Partially, this can be explained by additional friction losses in the
drive chain of the modules. A friction law, similar to a model from the literature,
has been fitted very accurately to the measurements and therefore enhanced the
dynamic simulation of the final manipulator prototype.

With the load on the structure, obtained by the simulation of the dynamics for
several reference trajectories, the mechatronic design of the hardware components
was iteratively derived, based on the Computer-Aided Design (CAD) modeling
and actuator selection of Julian Pfaff. According to his mechanical design,
the parameter for the simulation models were initially obtained from the CAD
software tool and utilized for the simulation. In each iteration, the manipulator
design was optimized with respect to a lightweight and stiff structure, as well as a
high dynamic performance.

Another major part of this thesis is the work on the motion planning. To allow
for real-time capabilities, a hierarchical design with a decoupled workspace plan-
ning on the highest level and an inverse kinematics on the following level was
proposed. The unique workspace planner exploits known facts of the unstruc-
tured environment and provides a task space trajectory with high probability for a
successful approach towards the target. Successful in this context means collision-
free with relevant objects and suitable with respect to end-effector constraints.
The inverse kinematics, according to Liégeois [1977] with local optimization of
the redundant DoFs yields the corresponding joint trajectory. The selection of
appropriate secondary objective functions to exploit the redundant DoFs to pro-
vide an optimized configuration was the particular focus on the implementation
of the inverse kinematics algorithm. Remarkably, the presented algorithms were
successfully applied by project partners in field and laboratory experiments.

Finally, the developed agricultural manipulators were evaluated in field experi-
ments. These experiments were carried out by project partners in Italy, Belgium,
and the Netherlands. Besides a reliable hardware design (described in Pfaff et al.
[2012, 2014]), this required a well integrated, robust, easy-to-use and fail-safe soft-
ware design. The central part of the manipulator application was implemented
on a dedicated computer, the real-time control unit. Apart from running the
algorithms and handling the low-level communication for proper operation of
the manipulator, it was constantly monitoring the state of the hardware compo-
nents as well as the risk of self-collisions or joint limit violations. Via an Ethernet
connection, the real-time control unit has been interfaced to the Robot Operating
System (ROS) framework, the common interface for any subsystem within the
project. For the start-up, monitoring, testing of components, and debugging of
the manipulator prototype, a Graphical User Interface (GUI) was programmed.
Through the ROS framework each partner was able to operate the manipulator
and perform an integration with the application specific highest level program, the
supervisory control system. The first manipulator prototype has been integrated
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for the sweet pepper, apples and grape harvesting applications in the 9-DoFs
kinematic configuration, while the final manipulator prototype was tested in the
7- and 9-DoFs configurations for the sweet pepper harvesting application. The
precision spraying experiments of grapevine were performed with the 6-DoFs
kinematic configuration of the first manipulator prototype.

7.2 Discussion and Recommendations for Future

Work

The contents discussed in this thesis covered diverse subjects in the field of
robotics, in particular concerning the design of manipulators and motion planning
algorithms. However, many additional topics, like the expertise in agricultural
tasks, sensing or end-effectors, must be considered for the successful implementa-
tion of an autonomous agricultural robot in this challenging and interdisciplinary
domain. To my knowledge, so far no custom designed manipulator exists for agri-
cultural tasks that has been integrated and evaluated in four different applications.
However, I want to point out that only demonstrators on the prototype level have
been developed and the steps towards a commercial product which has an overall
high reliability and an improved success rate are, in my opinion, still facing open
questions in ongoing research and many improvements are required. Based on
the gained experience during my work, I would like to present some ideas and
directions for future research.

For the selective harvesting applications an individual trajectory has to be
planned for each fruit. For time efficiency, only planners that have real-time plan-
ning capabilities were considered. However, sample based motion planners, like
the Rapidly-Exploring Random Trees (RRT), are suitable to solve multiple-query
path planning problems in a reasonable amount of time. Due to the suitability for
parallelization and with the assumption of increasing computational power in the
future, these planners might become promising.

The proposed decoupled and well established planning approach, based on
the derivation of a task space trajectory in the manipulator workspace and the
inverse kinematics computation is very time efficient. However, due to kinematic
constraints of the manipulator, the workspace planner might provide a task
space trajectory that is infeasible for the robot. One possible improvement of the
currently implemented framework, might be to allow for on-line modifications
of the task space trajectory during path execution, for example by a projection
of a cost functional, similar to the secondary objective function and its projection
in the null space, directly in the task space. Challenges must be overcome in
the definition of the admissible error and how to compensate this task space
tracking error at the proximity of the target. Another approach to increase the
systems capability is to relax the task space definition. For example, it might
still be possible to grasp a fruit with minor orientation errors. This could be
accomplished by a redefinition of the task space description while a minimization
of the orientation error is achieved by utilizing the redundant DoFs and a proper
secondary objective function.
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The inverse kinematics algorithm performs a local optimization of the joint
configuration. However, it does not consider available information of the future
course of the task space trajectory and disadvantageous configurations might be
the consequence. Currently, global optimization of the whole trajectory can not
be performed in real-time for the here discussed manipulators, therefore Schuetz
et al. [2014] proposed the application of model predictive control algorithms
with a moving time horizon.

For agricultural manipulators reliable sensing is still challenging. Within the
CROPS project the object localization was performed with vision sensors and
image processing algorithms. However, fruits might be occluded and not entirely
visible in the direct line of sight. In particular for the selective harvesting ap-
plications, a lot of soft objects like leaves, branches, and fruits lead to a highly
cluttered environment. If these soft objects are considered as obstacles, a collision-
free path would often be impossible. Therefore, collision with these soft objects
must be allowed, but to avoid plant damages the contact forces should be mini-
mized. This requires force feedback obtained from tactile or torque sensors in
the joints. The measurement of the resulting contact forces on each robot segment
might be a promising approach. These contact forces can be integrated in the
introduced inverse kinematics algorithm and minimized by exploitation of the
redundant DoFs. Model based estimation of contact forces might be applied
allowing for a prediction of contact forces and the implementation of predictive
control algorithms.

The concept of modularity for agricultural manipulators is a promising idea,
because there are many different tasks, besides harvesting or spraying, during one
season. Even for one single task, the modularity can be beneficial, for example if
the requirements on the manipulator workspace are changing, because of plant
growth or seasonal variations in the cultivation. However, in general, automation
for a single task of a single crop still remains a specialized and unique solution.
In my opinion, a successful agricultural robot can only be designed when looking
at the complete task in its entirety from a technical as well as a biological point of
view.



Appendix A

Basic Technical Data

First Manipulator Prototype

Table A.1: Main joint components. All gears are from the company Harmonic Drive

Joint Actuator Gear
Type Torque Constant [Nm/A] Type Ratio [-]

1 RD 115x50 5.60 · 10-1 n/a
2 Maxon EC-i-40 3.15 · 10-2 CSD-17 100
3 Maxon EC-45 7.04 · 10-2 CSG-25 160
4 Maxon EC-45 7.04 · 10-2 CSG-25 160
5 Maxon EC-max-40 5.00 · 10-2 CSD-20 160
6 Maxon EC-i-40 3.15 · 10-2 CSD-14 100
7 Maxon EC-45-flat 1.31 · 10-1 CSD-14 100
8 Emoteq HT 01001 3.46 · 10-2 CSD-14 100
9 Emoteq HT 00801 1.00 · 10-2 HFUC-8 100

Final Manipulator Prototype

Table A.2: Main components of the manipulator joints. All actuators are from the com-
pany TQ-Systems (formerly RoboDrive) and all gears are from Harmonic Drive.

Joint Actuator Gear Modul Index
Type Torque Constant [Nm/A] Type Ratio [-]

1 115x50 5.6 · 10-1 n/a n/a
2 85x13 1.3 · 10-1 CPL-32 50 A.4
3 85x13 1.3 · 10-1 CPL-32 100 A.2
4 85x13 1.3 · 10-1 CPL-32 100 A.3
5 50x08 7.5 · 10-2 CSD-20 100 B.1
6 50x08 7.5 · 10-2 CSD-20 100 B.2
7 38x06 2.0 · 10-2 CSD-14 100 C.1
8 38x06 2.0 · 10-2 CSD-14 100 C.2
9 38x06 2.0 · 10-2 CSD-14 100 C.3
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Appendix B

Manipulator Kinematics

A few remarks on the nomenclature:

• Location, velocity, and acceleration vectors for the origin of the body fixed
frame belonging to the segment i: ri , ṙi , r̈i .

• Angular velocity and acceleration vectors of the body i: ωi , ω̇i .

• Rotation matrix transforming an arbitrary vector px, given in the frame p
into the frame i: Aip

• The subindex on the left hand side of the kinematic quantities indicates the
frame of reference.

• The tilde operator for a vector ω =
(
ωx,ωy ,ωz

)T
is defined by:

ω̃ =




0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0


 (B.1)

Recursive Computation

Basic kinematic quantities of the body fixed frame i with respect to the kinematics
of its parent link p (compare Figure 3.20) are:

iri = Aip
(
prp + prrel

)
(B.2)

i ṙi = Aip
(
pṙp + pṙrel

)
(B.3)

i r̈i = Aip
(
pr̈p + pr̈rel

)
(B.4)

iωi = Aip pωp + iωrel (B.5)

iω̇i = Aip pω̇p + iω̇rel (B.6)

iJR,i = Aip pJR,p + iJR,rel (B.7)

iJTO,i = Aip
(
pJTO,p + pJT ,rel

)
= Aip pJTO,p + iJT ,rel (B.8)

The index rel indicates a relative measure between the parent link p and the
reference link i.
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Relative Kinematics

Depending on joint type, the relative kinematics are different and provided in the
following1:

1. Revolute Joints:

prrel = rconst (B.9)

pṙrel = pω̃p prrel (B.10)

pr̈rel =
d
dt

(
pṙrel

)
=

(
p ˙̃ωp + pω̃p pω̃p

)
prrel (B.11)

iωrel = q̇iez (B.12)

iω̇rel =
d
dt

(iωrel) = iω̃i ezq̇i + q̈iez (B.13)

(
iJR,rel

)
jk =


1 for j = 3 and k = i
0 else

(B.14)

pJT ,rel = pr̃
T
rel pJR,p (B.15)

2. Prismatic Joints:

prrel = rconst + qiA
T
ipez (B.16)

pṙrel = ATipezq̇i + pω̃p prrel (B.17)

pr̈rel =
d
dt

(
pṙrel

)
= ATipezq̈i + p ˙̃ωp prrel + 2pω̃p pṙrel (B.18)

iωrel = iω̇rel = 0 (B.19)

iJR,rel = 0 (B.20)

iJT ,rel = Aip
(
pJTO,p + pr̃

T
rel pJR,p

)
+ J (B.21)

(J)jk =


1 for j = 3 and k = i
0 else

(B.22)

1 (·)jk indicates the matrix element in the row j and column k.



Appendix C

Gear Friction of Harmonic Drives

Table C.1 summarizes the parameter of the friction law (3.30) after a curve fit to
the catalog data. The efficiency according to catalog data (for a temperature of
20 ◦C), plotted with the curve fit results, indicates an accurate match.

Table C.1: Results of the parameter estimation based on the friction model (3.30) with
a least-squares fit to catalog data.

Gear Tf ,0 [Nm] µ [-] b [Nm s/rad] γ [s/rad] RMS

HFUC-8-100 3.90 · 10-3 5.38 · 10-5 3.71 · 10-6 9.49 · 10-6 8.60 · 10-3

HFUC-25-100 1.10 · 10-1 6.11 · 10-5 1.06 · 10-4 9.44 · 10-6 8.60 · 10-3

CSD-14-100 1.88 · 10-2 1.04 · 10-4 2.84 · 10-5 1.50 · 10-5 4.60 · 10-3

CSD-17-100 4.58 · 10-2 0 8.64 · 10-5 7.23 · 10-6 7.50 · 10-3

CSD-20-100 8.02 · 10-2 0 1.51 · 10-4 7.23 · 10-6 7.50 · 10-3

CSD-20-160 5.51 · 10-2 0 1.06 · 10-4 8.03 · 10-6 5.20 · 10-3

CSG-25-160 9.23 · 10-2 3.05 · 10-4 1.03 · 10-4 7.04 · 10-6 7.50 · 10-3

CPL-32-50 2.51 · 10-1 3.90 · 10-4 1.53 · 10-4 1.21 · 10-5 1.20 · 10-2

CPL-32-100 2.29 · 10-1 3.36 · 10-4 1.73 · 10-4 7.52 · 10-6 9.90 · 10-3
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Figure C.1: Efficiency based on the catalog data provided by the Harmonic Drive gear
manufacturer with the curve fit according to (3.30).
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Figure C.2: Efficiency based on the catalog data provided by the Harmonic Drive gear
manufacturer with the curve fit according to (3.30).
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Figure C.3: Efficiency based on the catalog data provided by the Harmonic Drive gear
manufacturer with the curve fit according to (3.30).





Appendix D

Experimental Friction Identification

Measurement from experiments on the robot modules B.0 (test module for the
final manipulator), the module B.2 and the hip flexion and adduction of the
humanoid robot LOLA are presented (test procedure according to Chapter 4).
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Figure D.1: Result of the experiments with the robot module B.0.
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Figure D.2: Result of the experiments with the robot module B.2.
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Figure D.3: Result of the experiments with the robot module of LOLA (flexion).
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Figure D.4: Result of the experiments with the robot module of LOLA (adduction).



List of Abbreviations

AM Institute of Applied Mechanics.

BLDC Brushless Direct Current Electric Motor.

CAD Computer-Aided Design.

CAN Controller Area Network.

DLR German Aerospace Center.

DoF Degree of Freedom.

EU European Union.

GUI Graphical User Interface.

MRDS Microsoft Robotics Developer Studio.

PAM Pneumatic Artificial Muscle.

PCI Peripheral Component Interconnect.

PDO Process Data Object.

PMO Plant Maintenance Operation.

PRM Probabilistic Road-Map Planner.

PWM Pulse-Width Modulation.

RMSE Root Mean Square Error.

ROS Robot Operating System.

RRT Rapidly-Exploring Random Trees.

SCARA Selective Compliance Assembly Robot Arm.

SISO Single-Input and Single-Output.

SQP Sequential Quadratic Programming.

SSV Swept Sphere Volume.
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SVD Singular Value Decomposition.

TCP Tool-Center-Point.

ToF Time-of-Flight.

UDP User Datagram Protocol.

UN United Nations.

URDF Unified Robot Description Format.

WP Work Package.

XML Extensible Markup Language.
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