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Abstract

This thesis is about efficient methods for constrained parameter identification in full-waveform
seismic inversion. Seismic tomography is a technique to determine the material structure of
the Earth’s subsurface based on the observation of waves that are excited by earthquakes.
This can be stated as a nonlinear PDE-constrained optimization problem governed by the
elastic wave equation.

The main purpose of this thesis is to contribute to theoretical and practical aspects in
full-waveform seismic tomography in the time domain. In particular, we study semismooth
Newton-type methods that can handle additional constraints on the material parameters in
a function space setting. To this end, results on the differentiability of the parameter-to-state
operator are established and a semismooth Newton-PCG trust-region method that uses a
Moreau-Yosida regularization is proposed. Furthermore, we utilize ideas from stochastic pro-
gramming and employ randomized source sampling techniques with inexact Hessian approxi-
mations to efficiently gather information from a large number of seismic events. In addition,
we develop strategies to enhance the practical performance of the proposed methods such as
a multi-frequency inversion and regularization-by-discretization.

Numerical results are presented for inverse problems in geophysical exploration on reservoir-
scale in both, solid and fluid domain. As part of this thesis, a matrix-free MPI-parallelized
implementation that relies on the adjoint-based computation of the gradient and Hessian-
vector products has been developed.






Zusammenfassung

Die vorliegende Dissertation beschéaftigt sich mit seismischer Wellenform-Tomographie. Es
handelt sich hierbei um ein Verfahren, das die Materialstruktur der Erde auf Grundlage von
Messungen von Erdbeben erzeugter seismischer Wellen zu bestimmen versucht. Dies kann
als nichtlineares Optimierungsproblem mit einer partiellen Differentialgleichung als Nebenbe-
dingung formuliert werden. Hierbei ist das physikalische Modell durch die elastische Wellen-
gleichung gegeben.

Ziel dieser Arbeit ist es, einen Beitrag in theoretischen und praktischen Aspekten zur seis-
mischen Wellenform-Tomographie zu leisten. Wir untersuchen ein semiglattes Newton-artiges
Verfahren im Funktionenraum, das zusétzliche Nebenbedingungen an die Materialparameter
erlaubt. Dazu weisen wir die Differenzierbarkeit des Losungsoperators nach und entwickeln
ein semiglattes Newton-PCG Verfahren mit einer Trust-Region Globalisierung und Moreau-
Yosida Regularisierung. Weiterhin nutzen wir Ideen aus dem Bereich der stochastischen Opti-
mierung und verwenden randomisierte Sampling-Techniken in Kombination mit einer inexak-
ten Approximation des Hesse-Operators, um effizient die Daten von einer Vielzahl seismischer
Quellen zu nutzen. Dariiberhinaus entwickeln wir Strategien, um die Effizienz der vorgestell-
ten Verfahren in der Praxis zu verbessern. Dies umfasst unter anderem eine Multi-Frequenz
Inversion und Regularisierung durch Diskretisierung.

Numerische Beispiele fiir inverse Probleme im Bereich der geophysikalischen Exploration in-
nerhalb eines Reservoirs mit festem und fluidem Medium werden prasentiert. Dazu wurde im
Rahmen der Dissertation eine Matrix-freie Methode implementiert, welche die adjungierten-
basierte Berechnung des Gradienten und von Hesse-Vektor-Produkten erlaubt und Paral-
lelisierung mit MPI unterstiitzt.
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Chapter 1

Introduction

No human being has ever seen the Earth’s interior. Nevertheless, nowadays we have a quite
strong belief in the tectonic structure, the division into core, mantle and crust and the location
of huge reservoirs of natural resources. So where does our knowledge of the subsurface come
from? Direct ways of measurement are very limited as the world’s deepest borehole Sakhalin-I
in the Okhotsk Sea with about 12.7 km depth [50] reaches less than 0.2% of the distance to
the center of the core. Hence, indirect methods have to be used in order to gain insights of
the Earth’s subsurface and seismic tomography is probably the most important one of them.
Here, the basic principle is similar to magnetic resonance tomography in medical imaging
where measurements of electromagnetic waves are used to reconstruct the structure of tissues
and bones inside the human body. Seismic tomography means to infer the material structure
of the Earth’s interior based on the observation of waves that spread through the subsurface.
When an earthquake occurs, seismic waves are emitted at its hypocenter and can be recorded
in form of seismograms at locations far away from the source. The received signal carries
information about the Earth’s interior structure as the velocity of the travelling waves depends
on the material and reflections occur at the transition of different layers of rock. For a general
overview on seismic tomography we refer to [101}, 108, [130].

Detailed knowledge of the structure of the Earth is required to understand the dynamics of
the planet and to explain its history and evolution. There are many fields that benefit from
an accurate image of the Earth’s interior, to which new insights from seismic tomography
can contribute. For instance, it can be used to explain geodynamic processes that happen
in the Earth’s mantle and core. On a regional scale, areas of potential geologic hazards like
volcanoes or landslides might be identified. Furthermore, tomography problems of this kind
are solved to support the search for natural resources, especially for oil and gas. Moreover, a
detailed knowledge of the ocean bottom and shallow subsurface can help to improve reliable
Tsunami warning systems and to monitor adherence to the Comprehensive Nuclear-Test-Ban
Treatyﬂ Figure sketches two examples of use, namely global seismic tomography and
marine geophysical exploration.

Efficient inversion methods that are capable of dealing with a huge amount of observed data
and a large number of computationally expensive numerical simulations are required to pro-
mote future progress in seismic tomography. This work intends to contribute to this long-term
endeavor in theoretical and practical aspects.

"http://www.ctbto.org/the-treaty/
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Chapter 1. Introduction

One of the main challenges in seismic tomography is the uneven distribution of the locations
of seismic sources (earthquakes) and observatories (receivers) on the globe. On the one hand,
earthquakes usually occur only in a few regions of increased seismic activity and in compara-
tively shallow depth. On the other hand, measurements of the wavefield are almost exclusively
available at the Earth’s surface. Furthermore, inaccessible regions like oceans make it hard or
even impossible to observe data with a dense array of receivers around the globe.

earthquakes seismometers

material
anomaly

(a) (b)

Figure 1.1: Two examples of seismic tomography problems on different scales. (a) Global
tomography: Earthquakes with a high magnitude can be recorded by seismometers thousands
of kilometers away from the hypocenter. This data is used to reveal deep structures of the
Earth’s interior. (b) Marine geophysical exploration: A research vessel equipped with an airgun
emits pressure waves into the ocean. A dense array of geophones (red lines) records the
response of reflected and refracted waves at the seafloor. The purpose is to identify deposits
of natural resources.

In an abstract setting, seismic tomography can be formulated as the equation
F(m)=d, (1.1)

where d denotes the measurements (e.g., seismograms), the variable m parameterizes the
material and F' is the physical model that maps the material to observable data, see also
Figure As a simple physical model, we can, for instance, approximate seismic waves as
ray paths between the locations of sources and receivers. This approach is called traveltime
tomography, since the observable quantity is the arrival time of waves propagating between
both points and the physical model is given by the integral of the material velocity along
the ray path. Here, pioneering work goes back to the 70s of the last century . More
sophisticated models describe the propagation of waves by a partial differential equation
(PDE) which can either be the Helmholtz equation in the frequency domain or variants of
the acoustic or the elastic wave equation in the time domain. This is called full-waveform
seismic tomography since the whole seismogram is used instead of only a few arrival times
of particular wavefronts. There is also an intermediate approach using the eikonal equation
. To the best of our knowledge, full-waveform inversion emerged from the early work of
Tarantola and was further pursued in . All physical models have in common that the
resulting tomography problem is a so-called inverse problem, since the inverse operator F~! is
not directly available or does not even exist. Inverse problems have the characteristic property
of being “ill-posed” in contrast to Hadamard’s classification of well-posedness, cf. , which
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essentially demands that the problem has a unique solution for any “reasonable” data
d and that this solution is stable with respect to small perturbations of d. Due to the ill-
posedness, inverse problems are challenging to solve and require special treatment in form
of regularization. For a comprehensive introduction to inverse problems we refer to ,
131).

Forward Problem d = F(m)

Inverse Problem m = F~!(d)

Figure 1.2: The forward problem maps parameters of the material structure to seismograms.
The inverse problem seeks to identify the material properties of the Earth based on the
observed seismograms and is considered to be ill-posed.

Since this thesis focuses on full-waveform tomography in the time domain, we would like
to comment on the problem setting and relevant literature in this area in more detail. We
consider seismic tomography as an optimization problem with PDE constraints, where the
unknown material parameters are assumed to be spatially heterogeneous and constant in
time. Depending on whether the medium is solid or fluid, the governing equation for the
propagation of seismic waves is either given by the elastic or the acoustic wave equation,
respectively. From the early beginnings in the 80s of the last century, full-waveform inversion
has only become computationally feasible with the availability of high-performance computing
clusters in recent years. Iterative inversion methods based on first-order information have been
applied to 2d and 3d datasets on both, regional and continental scale 135].
A Newton-CG method for the unconstrained parameter identification problem was presented
in [48], see also . Alternative approaches work in the frequency domain and involve the
Helmholtz equation , . All of this work has in common that the focus is on
the discretized problem. To the best of our knowledge, little attention has been paid to the
analysis of the infinite-dimensional problem. In some results on the differentiability of
the wavefield with respect to the wave velocity are given for the acoustic wave equation in
1d. One of the main contributions of this thesis is the rigorous treatment of the problem in
a function space setting. We establish results on the existence and uniqueness of solutions to
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Chapter 1. Introduction

the governing equations as well as the differentiability of the material-to-solution operator in
the given setup. Recently and without the author’s knowledge, similar results for the forward
problem have been established independently in [16] for hyperbolic evolution equations and
in 78] for the acoustic wave equation. We note, however, that the results of this thesis require
weaker assumptions on the regularity of the seismic sources. We will comment on that in more
detail in Chapter 2.

Most approaches in full waveform tomography do not incorporate additional constraints on
the material parameters in the formulation of the inverse problem. However, there naturally
exist physical bounds, for instance, the non-negativity of wave velocities or the coercivity of
the elliptic operator. Moreover, the problem is ill-posed and also non-convex with several local
minimizers likely to exist. Therefore, from a modeling perspective, we would like to include
as much prior knowledge as possible into the problem formulation. One way of doing this
is to impose additional constraints on the material parameters based on a priori available
information. This could comprise, for instance, lower and upper bounds on the velocities
of compressional and shear waves. It is also particularly interesting and useful for the joint
inversion for both Lamé coefficients A and p which is known to be a challenging problem [106].
Here, our approach allows to control the deviation of both parameter fields by imposing bounds
on the Poisson’s ratio. Moreover, this methodology can be extended to impose constraints on
other physical quantities, for instance, the total mass for problems in global seismology.

We apply the Moreau-Yosida regularization to handle the constraints on the material param-
eters. This penalty method leads to an optimality system involving a semismooth operator
equation. For its solution, we propose a semismooth Newton-CG method and a trust-region
globalization strategy. Semismooth Newton-type methods for optimization problems in func-
tion spaces have been studied extensively in [67] 125, 126] and have been applied to various
types of applications, see, for instance, [86] for an optimal control problem governed by the
wave equation and |69} |70, |71}, [72] for problems involving the Moreau-Yosida regularization.
Estimates on the constraint violation have been established in [68, [126].

One may argue, however, that the additional constraints are usually not expected to be active
at the global minimizer. In this case, the Moreau-Yosida regularization comes in handy, as the
penalized problem coincides with the original problem within the feasible region. Furthermore,
in case of soft constraints, the penalty term might actually be interpreted as a different form
of regularization which does not necessitate driving the penalty parameter to infinity.
Another challenge that arises particularly in geophysical exploration is the huge amount of
data, which can consist of tens of thousands of sources [107], such that the observed seismic
traces pile up to several terabytes of data. Hence, it is computationally intractable to incor-
porate all seismic sources individually and different strategies have to be developed. We build
upon ideas from stochastic programming |113], machine learning [28] and related approaches
that have been applied successfully in the frequency domain |15, 61, 97|. Preliminary work
also exists for the acoustic wave equation [112]. The key idea is to trigger several seismic
events simultaneously and to use random weights to accumulate data. We present different
algorithms to tackle this problem, which are based on a sample average approximation. One
of the contributions of this thesis is to accelerate the solution process by using inexact Hessian
information based on mini-batches of the samples.

Efficient inversion methods also rely on a scalable code for the simulation of the wave equation.
During the course of this thesis, a simulation code for variants of the wave equation in two
and three dimensions has been developed. Additionally, we consider wave propagation in a
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coupled system of solid and fluid media. The C++ implementation is parallelized, utilizes
MPI-communication and works matrix-free. Moreover, it is not required to solve a linear
system during the simulation, since an explicit Newmark time-stepping scheme [74] and a
diagonal mass matrix are used. Forward and adjoint simulations are carried out to efficiently
compute the reduced gradient and reduced Hessian-vector products that are required by the
Newton-CG method. The code has been tested on up to 4096 compute cores on a Linux
cluster.

After giving a short summary of each of the following chapters, we will continue this intro-
duction with a brief derivation of the governing equations and summarize important notations.

Chapter 2

In this chapter, we analyze the governing equations. In order to allow for a unified treatment
of both, the elastic and the acoustic wave equation, we start by considering general linear hy-
perbolic equations. After recalling some well-known results on the existence, uniqueness and
regularity of solutions, we consider a coefficient-dependent differential operator and establish
continuity and differentiability of the solution to the hyperbolic equations with respect to
these coefficients.

Chapter 3

We continue with the analysis of the parameter identification problem for seismic tomogra-
phy and prove the existence of a solution to the regularized inverse problem based on the
results from Chapter 2. In the absence of further restrictions, the governing equation might
not be well-defined on the whole space of material parameters. Therefore, we present a cutoff
strategy involving a superposition operator to circumvent this problem which leads to an un-
constrained variant of the inverse problem. In order to explicitly include additional constraints
on the material, on the other hand, we consider the Moreau-Yosida regularization. We propose
a semismooth Newton method with a trust-region globalization for the regularized problem
and, furthermore, we establish estimates for the constraint violation of the Moreau-Yosida
regularized solution.

Chapter 4

Next, we describe the discretization of the problem and the implementation of a parallelized
wave propagation code. Parallel scaling statistics show the applicability of the implementa-
tion to tackle large-scale inverse problems. Furthermore, numerical examples on reservoir scale
problems in 2d and 3d are presented.

Chapter 5

In this chapter, we discuss strategies to substantially reduce the computational effort by con-
sidering simultaneous seismic sources instead of individual events. In particular, we discuss a
sample average approximation model that is accelerated by using inexact Hessian information
based on mini-batches of the samples.

13



Chapter 1. Introduction

Chapter 6

We conclude the thesis with a case study on wave propagation at a solid-fluid interface. Prob-
lems of this kind arise, for instance, in marine geophysical exploration of undersea oilfields.
The governing equations are given by a coupled system of the elastic and the acoustic wave
equation with interface conditions between both media. Numerical results are presented for an
elastic inversion of a 3d dataset with a thin layer of water on the top of the domain. In addition,
we discuss a multi-frequency inversion and a regularization-by-discretization approach.

Parts of this thesis have been published or submitted to peer-reviewed journals. The relevant
articles are:

C. Boehm and M. Ulbrich. “Newton-CG Method for Full-Waveform Inversion in a Cou-
pled Solid-Fluid System.” In: Advanced Computing. Ed. by M. Bader, H.-J. Bungartz, and T.
Weinzierl. Vol. 93. Lecture Notes in Computational Science and Engineering. Springer Berlin
Heidelberg, 2013, pp. 99-117.

C. Boehm and M. Ulbrich. “A Semismooth Newton-CG Method for Constrained Param-
eter Identification in Seismic Tomography.”, in revision, 2014.
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1.1. Seismic Wave Propagation

1.1 Seismic Wave Propagation

In this section we briefly summarize the geophysical background of this work and derive the
governing equations for wave propagation in solid and fluid media. Here, we follow |2, 39, 101]
and refer to these references for detailed explanations and a thorough analysis.

In what follows, we consider a d-dimensional domain with d = 2 or d = 3. Let P be a particle
that is initially located at 2 € RY at some reference time ¢y and then moved to P’. We
introduce a time-dependent vector field v = wu(x,t) which describes the shift in position at
time t compared to the original location at time tg. u is called the displacement field. For the
moment, we ignore the time parameter and look only at a fixed time ¢. Now, consider a second
point @, initially located at x + dx in the vicinity of P.

0 time tg time ¢

Figure 1.3: Deformation of a body described by the displacement field wu.

Its new position @’ at time ¢ is then given by z+dx+u(z+dx). Assuming that the displacement
is small we could use a first order expansion and obtain

u(z + 6z) = u(z) + Vu(z)T 6z + O(||6z|?),

where (Vu(z));; = Ouj/0x; is the transposed Jacobian of the displacement field. We note that
a constant u would describe a simple translation of the body. Since we are rather interested
in its deformation, we take a closer look at the derivatives Ou;/Jz;. It is important to note,
however, that nonzero derivatives are not necessarily caused by a deformation, but can also
come from a rotation of the body. Hence, we have to split up Vu in order to separate rotational
components from deformation. To this end, we define the strain tensor ¢ and the rotation
tensor © by:

1 8uj + 6u2
Cii = —
“ 2 83}1 a.%'j
1 8Uj 8uz
@ij = — — .

2 8331 a.%'j
Hence, we obtain Vu = € + ©, where the symmetric strain tensor € describes the change of
relative position of two points and the rotation tensor © corresponds to rigid-body rotations,
cf. section 2.1 in [2].

In the next step, we are interested in a description of forces acting mutually between particles.
Here, traction is a vector defined as the force per unit area that acts on the surface of a volume

), ie., 5:%(Vu+VuT),
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Chapter 1. Introduction

element. Traction is oriented with the unit normal pointing outwards of the surface and is by
definition positive for extensional forces and negative for compressional forces. Since the force
acting on an arbitrary internal surface is a linear function of the orientation of that surface,
we may relate the traction 7(17) to the stress tensor & by

d
T(7); = Z&ijﬁj, 1=1,...,d. (1.2)
j=1

Here, 7 is the unit normal to the surface. In Cartesian coordinates with unit vectors denoted
by e;, i = 1,...,d, 7;; is the force acting in direction e; on the surface with normal vector
ej. The diagonal entries of ¢ are compressional forces and the off-diagonal elements describe
shear forces. Hence, if the stress tensor 6 (z) at a point x is known, the traction on an arbitrary
surface through x can be computed by . Stress is defined in force per unit area, i.e., in
N/m? or Pa. Furthermore, the stress tensor is symmetric, for a derivation we refer again to
[2], section 2.1.

In addition to the contact forces at which particles on both sides of the surface act on each
other, we introduce an external body force f that will describe the seismic source. Furthermore,
we assume a heterogeneous density p. Using Newton’s second law, which states that the force
is equal to mass times acceleration, we can now state the first version of the elastodynamic
equations for a compact volume element V with smooth surface S and any time ¢ > t3. Note
that = does not depend on t, i.e., the particle velocity is given by u; and its acceleration by

uye. We obtain:
/putth:/de—i—/T(ﬁ)dS. (1.3)
1% 1% S

By Gauss’s divergence theorem, we deduce that (1.3]) can be reformulated to

1% 1% 1%

Finally, we have to relate stresses to the displacements. This can be done by applying the
generalized Hooke’s law which states a linear dependence of the stress tensor on the compo-
nents of the strain tensor, see, for instance [2], section 2.2. With the help of the fourth-order
elastic tensor ¥, this can be written as

d
Oi5 = Z \I/ijkls(u)kl. (15)
k=1

For a compact notation, we write @ = ¥ : e(u) and refer to a body that obeys as linearly
elastic. Although we omitted to state the dependence on location x and time t explicitly, it
should be clear from the derivation above that quantities like displacement, strain, stress,
traction and external forces are functions of both, space and time. The elastic tensor ¥ and
the density p only depend on the spatial location.

Now, we have gathered all ingredients to state the elastic wave equation. Here, we consider
a bounded domain Q C R? (again d = 2,3) with a smooth boundary. The time interval is
denoted by I := (0,7T") with T" > 0. For simplicity and without loss of generality, we always
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1.1. Seismic Wave Propagation

assume initial time tg = 0. The elastic wave equation is then given by

puyg — V- (¥:e(u)=f onQxI,
u(0)=0  on ,
u(0) =0  on £, (1.6)
(U:e(u)-n=0  onodxI.

We recall that the external force induced by the seismic source is denoted by f. Furthermore,
we assume that the system is at rest at initial time and impose homogeneous initial conditions
on u and u;. At the free surface, the traction is zero which is stated in the fourth line of .
Note that in global seismology we can consider €2 to be the whole globe, i.e., 0f2 is the surface
of the Earth and the boundary conditions are valid. However, for problems where the domain
Q) is truncated to a subset of the Earth, artificial boundaries are introduced and appropriate
absorbing boundary conditions have to be imposed. This discussion, however, is postponed to

section [4.3]

Parameterization of the Material

The material structure that we seek to determine by solving the tomography problem is
characterized by the elastic tensor ¥ and the density p. However, due to the interdependencies
of p and ¥, we will keep the density fixed and invert for ¥ only. Therefore, we take a closer look
at its properties. First of all, we can exploit the symmetry properties ;i1 = Wi = Wi ,
which yields at most 21 independent components for d = 3 (instead of 81). Due to these
symmetries, we directly obtain:

d
gij = Z U,ire(u Z ‘I’zgkl (Vu)g + (Vu)) Z ‘I’zgkli- (1.7)

k=1 k= 1 k=1

A compact representation of the coefficients W;;1; is often given by the right upper triangular
part of the so-called Voigt matrix, cf. [101], p. 291, that groups the components in the following
way:
Vi1r Yiee Wiizzs Wii2z VYinz Yine
Woo11 Wozoo Waooss Wozoz Wooiz3 Waopo
oV — W3s11 Wasee Wazzs Wsses Wasis Wssio . (1.8)
Woz1r Wosze Wasss Wasos Wasziz Wasio
Uis1r Wisee Wizss Wises Wisis Yisie
Uio11 Wigoo Wi2zz Wizes Wio13 Wi2i2

Examples for ¥V will be given in section The general form of ¥ allows the treatment
of anisotropic material. An important special case, however, is a perfectly elastic, isotropic
medium. Here, the tensor simplifies to

Wikl = A0ijOrs + 1(dir0j1 + 0udjn), (1.9)

with the Lamé parameters A and p. Alternatively, it can be parameterized in terms of the
bulk modulus k = A + %/L which yields

2
\Ijijkl = (li — gﬂ)éij(skl + u(dikéjl + 5il5jk)- (1.10)
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Chapter 1. Introduction

Using (1.9) in (1.7) we obtain
0ij = )\(SZ](V . u) + 2#5(’&)”‘.

Thus, the isotropic elastic wave equation is given by:

pug — V- 2ue(u) + XM(V-uw)l)=f onQxI,
u(0)=0  on ,
u(0)=0  on Q, (L.11)
Que(u) +AX(V-u)l)-7=0  on dQ x I.

In computational seismology, one is often rather interested in the velocities of certain types
of body waves instead of the Lamé coefficients. Here, we distinguish between compressional
and shear waves (see Figure [1.4) and give a short motivation.

compression undisturbed undisturbed

medium medium
ST , _

particle motion

dilatation

direction of wave propagation direction of wave propagation
(a) (b)
Figure 1.4: (a) Compressional waves (P-waves): Particles move parallel to the direction of the

wave. (b) Shear waves (S-waves): Particles move orthogonal to the direction of the wave.

For simplicity, consider a homogeneous isotropic material, i.e., constant p, A and p and the
absence of any external force f. Now we introduce y = V - u and by taking the divergence in
the first line of (1.11]), we obtain after a short calculation

p
—Ay=0 1.12
)\+2uytt Yy ; (1.12)

which is a scalar wave equation with wave speed ¢ = (p/(A + 2p))~'/2. Since the components
of y correspond to the diagonal entries of the strain tensor &, this quantity describes com-
pressional deformations. Consequently, solutions to are called compressional waves or
P-waves and the velocity is denoted by

[X+2
vy = +p g (1.13)

Similarly, by denoting y = V x u and by taking the curl in the first line of (1.11f), we obtain

gytt — Ay =0. (1.14)
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1.1. Seismic Wave Propagation

Solutions to ([1.14) are called shear waves or S-waves and the velocity is denoted by

vs = | L. (1.15)

p
In addition to body waves, which travel through the Earth’s interior and can be characterized
by the P- and S-wave velocity, there are surface waves that propagate along the Earth’s surface.
Important types are, for instance, Love waves and Rayleigh waves. The interested reader is
referred to |2], section 7, or |[101], section 10, for a rigorous analysis. In heterogeneous media,
reflections occur at material interfaces which will convert compressional waves into shear
waves and vice versa. Distinguishing the different types of waves in a seismogram is a lot
more complicated in this case.

Wave Propagation in Fluid Media

In an inviscid fluid medium, the governing equation reduces to an acoustic wave equation
since shear stresses are zero and the remaining stress is isotropic. Modeling a fluid medium is
important for several reasons. On the one hand, the outer core of the Earth is liquid. On the
other hand, for problems in marine geophysical exploration it is necessary to incorporate the
ocean layer into the model. Moreover, since the simulation of the acoustic wave equation is
much cheaper than the elastic counterpart, it is often used as the governing equation even for
tomography problems in solid media |12} |57} 112]. Despite some limitations [99], it can at least
be used prior to an elastic inversion to improve the starting model. We assume a constant
density pr > 0 and denote the displacement potential by u and a pressure source by f. Note
that although it is uncommon to denote the displacement potential by u, we want to discuss
the acoustic and the elastic wave equation in a unified way later on and, therefore, seek for
a general “state variable” u. Furthermore, we have a scalar parameter field m that denotes
the squared velocity of compressional waves in this case. The acoustic wave equation is now
given by
pruy — prpV - (mVu) = f on Q x I,

0 on €,
u(0) =0  on Q,

0 on 002 x I.
Again, we assume that the system is at rest at initial time and impose homogeneous initial
conditions. At the free surface, we work with homogeneous Dirichlet boundary conditions
which give the fourth line in ([1.16]).
We conclude this section with two remarks.

Remark 1.1.1.

For certain applications, e.g., in global seismic tomography, it can be advantageous to consider
the elastic wave equation in spherical coordinates. This is not the focus of this thesis but we
refer the interested reader to [55] for its derivation.

Remark 1.1.2.

Other approaches work in the frequency domain, see for instance [130] and the references
therein. In this case, the physical model is given by the Helmholtz equation. A major difference
in tackling tomography problems in the frequency domain is that the PDE operator can often
be factorized by a direct solver. As a consequence, multiple seismic events can be incorporated
at much lower costs than in the time domain.

(1.16)
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Chapter 1. Introduction

1.2 Notation

Here, we provide a short list of notations that are frequently used throughout this thesis.
Note, in particular, that we employ the standard notation of computational seismology which
results in a state variable u and a parameter variable m which is different from common no-
tations in the context of optimal control or PDE-constrained optimization.

General Notation

11 p-norm in R™ with p € [1, o]

|-l x norm of a Banach space X

X dual space of a Banach space X

(,)x inner product of a Hilbert space X

(. )x=x dual pairing of a Banach space X and its dual X*

XY Banach space X is continuously embedded in Banach space Y

X —<— Y | Banach space X is compactly embedded in Banach space Y

B.(x) closed ball with radius e centered at x € X

L(X,Y) space of bounded linear operators from the Banach space X to the Banach
space Y

LH(X;Y) space of bounded multilinear mappings X x X x ... x X — Y for Banach
spaces X and Y

a®b (outer) product of second order tensors a and b, (a ® b)ijr = ai;bi

A:B (inner) product of fourth order tensors A and B, A :: B = Zijkl AiitiBijri

Inverse Problem

d spatial dimension of the state equation, usually d = 2,3

U state variable (e.g., displacements in the case of the elastic wave equation)

meM variable that parameterizes the unknown material

M.q admissible set of materials

n dimension of the parameter field

1 time interval (if not explicitly mentioned otherwise, we consider I = (0,7"))

Q c R4 bounded domain, usually a nonempty, bounded and open set with smooth
boundary

o0 boundary of domain 2
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1.2. Notation

Physical Quantities

e(u)
A p
]

P

o

Up, Vs

stress tensor defined by e(u) = §(Vu + VuT)
Lamé coeflicients in isotropic elastic material
fourth-order tensor of elastic moduli

density

stress tensor

velocities of compressional and, resp., shear waves

Function Spaces

LP ()
Who(Q)

Lebesgue space with functions v : - R, p € [1, o0]

Sobolev space of functions v € LP(2) with weak derivatives in LP(2) up to
order k, k>0, p € [1, 00

short form of the Hilbert space W*2(Q), k > 0

space of continuous functions v : @ — R

space of infinitely differentiable functions v : @ — R with compact support
in

space of k-times differentiable functions v : Q — R with S-Hélder continuous
derivatives, k > 0, 8 € (0, 1]

closure of C°(9) in WkP(Q)

Bochner space of functions on interval I with values in Banach space X,
p € [1,00], analogously: C*(I; X), H*(I; X)

subset of H¥(I;V*) with f = 0 near t = 0, V as defined in Chapter 2

Furthermore, C' > 0 denotes a generic constant.
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Chapter 2

Existence and Regularity of
Solutions to the State Equation

In this chapter, results on the existence and regularity of solutions to the governing equations
are discussed. We start by recalling some general results for linear hyperbolic equations that
can be found, for instance, in |49, 87, |91]. The reader is also referred to [90| for optimal
control problems governed by hyperbolic equations. However, since the material parameters
enter the state equation as coefficients of an elliptic operator, the forthcoming analysis is more
involved and we cannot directly refer to standard results from the literature cited above. To
this end, we consider linear hyperbolic equations with a parameterized elliptic operator and
establish the continuity and Fréchet differentiability of the solution operator that maps these
parameters to the unique solution of the corresponding PDE. Parts of this section have been
published in [19] for the elastic wave equation. Afterwards, we extend the results to a more
general setting that involves a superposition operator. This enables us, on the one hand, to
treat various different parameterizations of the material and, on the other hand, to ensure
that all values of the coefficients that enter the state equation are physically reasonable. In the
last part of this chapter, we apply the findings to the elastic and the acoustic wave equation.

2.1 Linear Hyperbolic Equations of Second Order

We start by briefly recalling some general results for the existence and the regularity of
solutions to linear second-order hyperbolic PDEs. We consider a bounded domain  c R?
(d = 2,3) with a smooth boundary and denote the time interval by I := (0,7"), T > 0. Let V'
and H be real Hilbert spaces, V dense in H, that form a Gelfand triple

Ve H=H"<V.
Later on, we will choose
V={veH Q" v, =0} and H=L*Q)"* with ke {1,d}.

Here, I'p C 09 denotes the part of the boundary with Dirichlet-type conditions and I'p = ()
corresponds to Neumann-type conditions on every part of the boundary. Let a denote a
continuous time-dependent bilinear form

a:IxVxV 3R,

23



Chapter 2. Existence and Regularity of Solutions to the State Equation

that has the following properties

Vo,weV tr a(t;v,w) is continuously differentiable on I, (2.1)

3 B1, B2 > 0 such that a(t;v,v) + By |[v]|3; > B2 |jvll;; YwveV, Vtel, (2.2)
a(t;v,w) = a(t;w,v) Yov,weV,Vtel.

For fixed ¢ € I, we identify a with the operator A(t) € L(V,V*) by
a(t;v,w) = (A{t)v,w)y-y Yo,weV
and consider equations

ui(t) + A()u(t) = (1), (2.4)

with initial data
u(0) = wug, w(0) =uy. (2.5)

Let (2.1) - (2.3]) hold. Now, we consider the variational form of (2.4)), (2.5 and seek a solution

u satisfying
(uge(t), v)v=v +a(t;u,v) = (f(t),v)yv=y VYveV

a.e. in (0,7) and u(0) = wug, ut(0) = u;.
Note, if f € L%(I; H), we continue to write (f(t),v)y+ 1 which is permissible by the embedding
H—V*,

Theorem 2.1.1.
Let [2.1) - (2-3) hold. Furthermore, let ug € V, u1 € H and f € L*(I; H). Then there exists
a unique solution (u,u;) € L2(I; V) x L*(I; H) that satisfies (2.4) and (2.5) and the mapping

L*I;H)xV x H— L*(L,V) x L*(I; H), (f,up,u1) — (u,u)
18 linear and continuous.
Proof. See Chapter IV, Theorem 1.1 in [90]. O

In fact, we actually obtain a higher temporal regularity of the solution.

Theorem 2.1.2.
Let (2.1) - (2.3) hold. Furthermore, let ug € V, w1 € H and f € L?>(I;H). Then, after
a possible modification on a set of measure zero, there exists a unique solution (u,u;) €

C(I; V) x C(I; H) that satisfies and (2.F). The mapping
L*(IH)xV xH— CLV)x C(I; H), (f up,ui)— (u,u)
18 linear and continuous.
Proof. See Chapter 3, Theorem 8.2 in [91]. O

Remark 2.1.3.
Due to the improved regularity of (u,u;) € C(I; V) x C(I; H), the initial conditions (2.5) are
well-defined.
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2.1. Linear Hyperbolic Equations of Second Order

If we admit a less regular right-hand side f € L?(I;V*) and initial data ug € H, u; € V*, we
obtain the following result.

Theorem 2.1.4.

Let and hold and let t — a(t;v,w) be twice continuously differentiable on I for
all vyw € V. Furthermore, let ug € H, uy € V* and f € L*(I;V*). Then, after a possible
modification on a set of measure zero, there ewists a unique solution (u,u;) € C(I; H) X

C(I; V*) that satisfies (2.4) and [2.5)). The mapping
LAV x HxV* = C(LH) x C(L;V*),  (f,uo,u1) — (u,ug)
1s linear and continuous.

Proof. See Chapter 3, Theorem 9.3, Theorem 9.4 and Remark 9.11 in [91]. O

By exploiting a higher temporal regularity of the right-hand side and the initial data, we are
able to improve the temporal regularity of the solution.

Theorem 2.1.5 (Improved temporal regularity).
Let (2.1) - (2.3) hold and assume that the operator A in (2.4)) does not depend on time t.
Furthermore, we denote

’L~L0 = Uup, le = ui, and

-2
U = aatl—Qf(O) — Aty_o, recursively forl > 2.

Now, let k> 1, f € H*"Y(I; H) and the following compatibility conditions hold
eV, 0<j<k-1, and u;ecH.

Then there exists a unique solution w € H*Y(I; V)N H*(I; H) N H*Y(I; V*) to (2.4) and
23).

Proof. See Satz 30.1 in [134]. O

Remark 2.1.6 (Improved spatial regularity).

Alternatively, also the spatial regularity of the solution can be improved by assuming a higher
spatial regularity of the right-hand side f and initial data ug and w;. Similar compatibility
conditions as in Theorem are required in this case, cf. Chapter 7, Theorem 6 in [49].

With the help of Theorem we can improve the temporal regularity of the solution if
we admit a higher temporal regularity of the right-hand side. However, this result does not
improve the spatial regularity of v compared to Theorem On the other hand, following
Remark a higher spatial regularity of u can be achieved by assuming a higher spatial
regularity of the right-hand side. For the forthcoming analysis, however, we seek for a setting
that yields u(t) € V when f(¢) is only in V*. This will be continued in the next section.
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Chapter 2. Existence and Regularity of Solutions to the State Equation

2.2 Extensions to a Parameterized Elliptic Operator

In the next step, we generalize the results to the case where the elliptic operator A depends
on coefficients denoted by o. To avoid confusion, we emphasize that ¢ is not related to the
stress tensor & from section [L.1]

For notational simplicity and also with the application of seismic tomography in mind, we
restrict the analysis to time-independent coefficients and homogeneous initial conditions. We

continue to work with hyperbolic equations of the following form. Let n € N and § C L ()"
be a nonempty, open and bounded set. We consider a family of continuous bilinear forms
a(o) : V xV — R and, similar as before, we identify a(o) with the operator A(c) € L(V, V™)
by

a(o)(v,w) = (A(o)v,w)y=y VYov,weV.

Additionally, we introduce a function p : {2 — R and consider equations of the following form:
puy(t) + A(o)u(t) = f(1), (2.6)

with initial data
u(0) =0, w(0)=0. (2.7)

For the further analysis, we compactly write (2.6) and (2.7) with the help of the operator

N

E(u,0) := puy + A(o)u as:
E(u,0) = f, u(0)=0, wu(0)=0. (2.8)
The variational form of is given as follows:
(puge(t), v)v=v + a(o)(u(t),v) = (f(t),v)y=y YveV andae. tin 1. (2.9)
We continue to work with the following assumptions on A and p.

Assumption 2.2.1.

(A1) S € L™®(Q)" is a nonempty, open, and bounded set and A : L>®°(Q)" — L(V,V*) is a
bounded linear operator.

(A2) There exist (1, B2 > 0 independent of o such that

a(0)(v,0) + B lol% = Bellol} VoeV, Voes.

(A3) For all o € S, a(o) is symmetric, i.e., a(o)(v,w) = a(o)(w,v) YV v,weV,Vo € S.
(A4) p:Q — R is sufficiently smooth such that pv € H () for all v € H' ().
(A5) There exist p®, p* € R with 0 < p® < p(x) < p® a.e. on .

Remark 2.2.2.

For d = 2 or d = 3 Assumption (A4) is satisfied, for instance, if p € W13(Q) N L*>(Q).
In this case, we have V(pv) = vVp + pVov € L?(Q) by the embedding H'(2) < L%(Q) and
the generalized Holder’s inequality with 1% + % = % and p =6, ¢ =3 or, resp., p = 00, ¢ = 2.
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Theorem 2.2.3.
Let Assumption hold and let o € S. Then the problem given by (2.8) possesses a unique
solution in the following settings:

(i) For every f € L*(I; H) there exists a unique solution
(u,uz) € C(I; V) x C(I; H).
The mapping L*(I; H) — C(I; V) x C(I; H), f + (u,u;) is linear and bounded.
(ii) For every f € L2>(I;V*) there exists a unique solution
(u,ug) € C(I; H) x C(I; V*).
The mapping L*(I; V*) — C(I; H) x C(I;V*), f+ (u,us) is linear and bounded.

Note that in order to achieve continuity of the solution in time, a suitable modification on a
set of measure zero might be necessary.

Proof. The properties of p and o ensure the applicability of general results for hyperbolic
equations. In fact, we have (pv,v)g > pallv||% for all v € V and thus, the usual energy
estimates can be used. Furthermore, due to Assumption (A2) and (A3), the existence
and regularity of a unique solution as well as the dependence on the right-hand side f follows
as in the proofs of Theorem (resp., Theorem and Theorem For the sake of
completeness, we show how to derive the energy estimates in the case of f € L?(I; H). This
is an easy generalization of the energy estimates derived in the proof of Chapter 3, Theorem
8.1 in [91]. See also Satz 29.1 in [134] or Chapter 7, Theorem 2 in [49] for similar results. The
following derivation requires to consider an approximate solution which is sufficiently regular
to give meaning to the dual pairings and time derivatives. Since this is analogously done in
all the Theorems cited above, we omit the details and, for simplicity, denote the approximate
solution again by u. Now, we can (formally) test with u(t) € V and obtain for every
fixedt €I
(puer(t), ur(t))v=v + a(o)(u(t), ue(t)) = (f(t), us(t)) mr-

Hence, by the symmetry of a (Assumption [2.2.1] (A3)), we obtain

d

7 [(pue(t), ue () 1 + a(o) (u(t), u(®))] = 2((2), we(t)) 1.

Integrating from 0 to ¢ and using the homogeneous initial data yields
(put(),ue(8)) i + alo) (u(t), u(t))

= (pus(0),ue(0)) mr + a(o)(u(0),u(0)) + 2/0 (f(7),w(7))m dr
zz/ot(f(f),ut(f))m.
With Assumption (A2) and (pus(t), ue(t))m > pal|ue(t)||%, we further deduce
pallue @)1 + Ballu®)y < Billu®)|F + 2/0 1f () e (7) || 22 . (2.10)
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Furthermore, we have

t t
la®)lar < u(O) 1 + /0 e ()|l dr = /0 e () 1 i
Hence, it holds
t
lu(®)3 < © /0 ue() 13 dr. (2.11)

From (2.10)), we obtain with Young’s inequality and (2.11))

t t
lue @7 + lu@®I} < C/O 1F (P 1Z dr + C/O e ()13 dr.
Finally, from Gronwall’s Lemma we deduce the a priori estimate:

lue @)1 + 1w < ClFIZ2(,m)-
O

We proceed with the main result of this section, which shows that the regularity of the solution
can be improved if the right-hand side admits a higher temporal regularity.

Theorem 2.2.4.
Let Assumption hold and let o € S. We consider f € L*(I;V*) with f = 0 near t = 0
and, additionally, f; € L*(I;V*). Then there exists a unique solution u = u(c) to the problem

(2.8) that satisfies ) ) B
ue C(L;V), weC(;H), wuyecC(;V"),

and the mapping

HYI;V*) = C(L;V) x C(I; H) x C(I; V*),  f = (u, ug, ugt) (2.12)
is linear and bounded. For fized f, the solutions u(c) are uniformly bounded in C(I;V) N
CYHI;H) for allo € S.

Proof. The proof follows the lines of the proof of Chapter 3, Theorem 9.3 for the existence
of very weak solutions in [91]. However, the crucial difference is the improved regularity in
space that is obtained by utilizing the higher temporal regularity of the right-hand side. We
consider

fe € HY(I;H) with f, — f in HY(I;V?*),
and the problem

p(uk)tt(t) + A(O’)uk(t) = fk(t), uk(O) =0, (uk)t(O) = 0. (2.13)
By formally differentiating with respect to ¢ and substituting (ux): by wg, we obtain
p(wi)e(t) + Alo)wi(t) = (fe)e(t), wi(0) =0, (wg)e(0) =0. (2.14)

Here, we used that f is zero near ¢ = 0. Since (fr)t € L?(I; H), there exists a unique solution
wy, € C(I;V)NCH(I; H) to (2.14) by Theorem We define the auxiliary function v (t) :=
fg wk(7) dT and obtain

v, € C'l(l:; V), (w)i=wr € C(L;V), (i) = (wi) € C(I; H).
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Integrating (2.14)) in time and inserting the homogeneous initial data yields
t
0= /p(Wk)tt(T) + A(o)wi(1) — (fr)e(7) dr = p(vr)u(t) + A(o)v(t) — fi(t).  (2.15)
0

By subtracting the original equation (2.13]) from (2.15]), we obtain
p(vr — ug)u(t) + A(o)(vg —ug)(t) =0, (vp —ug)(0) =0, (vp —ug)e(0) =0.

Hence, by the uniqueness of the solution due to Theorem [2.2.3] we obtain u; = v and
(ug): = wyg, in [0, T]. Thus, we have shown that vy, is the unique solution to (2.13)).

The improved regularity in space remains to be shown. In [91], Chapter 3, proof of Theorem
9.3, the energy estimates

1Car)e (7 + 1 Cur)ee @I+ < CUSRel Tz (2.16)
1Car) @)1z + I ur)e @17+ < CNEN T2 (2.17)

are derived for a.a. ¢t € I. Furthermore, using Assumption 1| (A2), (A4) and (A5), we
deduce

Ba [luk (E)[IF < a(o) (ur(t), ux(t)) + Br fur(®) 7
= (fin(t) = plur)ee(t), we(O)v=v + B [lun ()
< @ lly lur®lly + ) (t), pur())ve v | + Bu lu()1 7
< (@l + Co llCu)ee @) ly-) lur(®lly + B llun(@)IIz

< (I1e@®lly- + el el agre) ) lan@lly + ez Gl gy

where we used (2.16) and (2.17) in the last inequality. Next, we use Young’s inequality to
obtain

(ka(t)Hw + e [[(F)ell 2 I.V*)) luk @)l <
o (Ol + e Gl + 2

5 a1 -

Hence,

2
DIl < oo (IOl + e lilizgy) + el 219

Now, by the embedding H(I;V*) < C(I;V*), we can estimate || fi ()|~ < [ fellovey <
C'|[fell gr1(,v+) and finally obtain by combining (2.16) and (2-13):

ma@w@ﬁ+mem@+mwmmeécwmémwy (2.19)
0<t<T

Thus, ug (resp. (ug)t, (ug)e) remains in a bounded set of L2(I; V) (vesp. L2(I; H), L*>(I; V*)).
We can therefore extract a weakly convergent subsequence u, — @ in L?(I;V) as well as
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u, — @ in H'(I; H) and u, — @ in H?(I;V*). By the embeddings H'(I; H) < C(I; H)
and H%(I;V*) —— CYI;V*), we obtain u, — @ in C([; H) and (u); — @ in C(I;V*).
Therefore, 0 = u,(0) — @(0) in H, i.e., w(0) = 0, and 0 = (u)¢(0) — 44(0) in V*, i.e., 4(0) =
0. Hence, by passing to the limits in we find that 4 is a solution to . The continuous
dependence in follows from (2.19), cf. Remark 9.11 in [91]. By Assumption (A2),
all constants are independent of o. Thus, the set of unique solutions u(c) € C(I; V)NC(I; H)
is uniformly bounded for all o € S and fixed f € H(I;V*). O

Theorem [2.2.4] can easily be generalized if the right-hand side admits an even higher temporal
regularity.

Corollary 2.2.5.

Let Assumptz'on hold. We denote F* := Hk(I; V*), k>1, and Fé“ C F* as the subset of
source functions with f = 0 near t = 0. Then, for every f € FY and fized o € S, there exists
a unique solution u to the problem . The mapping

EY » CHY LV N CHI HYNCH YL VY, feu

is linear and bounded. Furthermore, for fized f € EF, the solutions u(c) are uniformly bounded

in Ck=Y(I, V)N CF(I; H) for allo € S.

Proof. We only have to show the improved temporal regularity of the solution, the rest follows
analogously to Theorem [2.2.4] The regularity of u is obtained by induction and Theorem
which gives the case k = 1. Now, assume the statement is true for £ € N and let f € Fé”‘l.
Similar as in the proof of Theorem [2.2.4] we consider

p(w)u(t) + Alo)w(t) = fi(t), w(0) =0, wi(0)=0. (2.20)
By the induction hypothesis, there exists a unique solution w € C*~1(I; V) n C*(I; H) N
CH1(I;V*) to (2.20)). Using the auxiliary function v € C*(I; V) N C*(I; H) N C**+2(I; V*)

defined by v(t) = fg w(7)dr and integrating (2.20) in time, we find that v is the unique
solution to

pue(t) + A(o)v(t) = f(t), ©v(0) =0, wv(0)=0.

which concludes the induction step. ]

Remark 2.2.6.

General hyperbolic equations would require stronger compatibility conditions (cf. Theorem
and Chapter 7, Theorem 6 in [49]) to establish similar results as in Theorem [2.2.4]
and Corollary Since we work with homogeneous initial data, these requirements are
implicitly given by the assumption that f is zero near ¢t = 0.

In the next step, we establish the continuity and Fréchet differentiability of the solution
u = u(o) with respect to the coefficients o.

Theorem 2.2.7.
Let Assumption hold. For allo € 8 and f € I*j(f“, k > 1, the problem given by (]2.8)
possesses a unique solution u(c) € CK=1(I; V)N C*(I; H) and the mapping

S—CFHYLV)NCHI; H) o u(o)

is Lipschitz continuous.
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2.2. Extensions to a Parameterized Elliptic Operator

Proof. By Corollary there exists a unique solution u(c) € C*(I;V) N C*1(I; H) to
[23). Let s € L>(Q)" such that o + s € S. Then there also exists a unique solution @(s) :=
u(o + s) € CH(I; V) N CHY(T; H) to E(a(s),o + s) = f with homogeneous initial data and
|@(s)|lcr(r,vy < C uniformly for all s with [|s| oo (@y» < d and ¢ sufficiently small. We denote
the difference by h := @(s) — u(o) and obtain:

0= E(a(s),0 + ) — E(u(0),0)
= p(tr(s) — uw(0)) + Ao + s)u(s) — A(o)u(o)
= phi + A(0)h + (A(o +5) — A(0))u(s)
= phi + A(o)h + A(s)u(s),

where the last step follows by Assumption [2.2.1| (A1), i.e., the linear dependence of A on the
coefficients. Furthermore, due to f € Féng and the homogeneous initial conditions, we also
have that (s) is zero near ¢ = 0. Hence, we obtain that h satisfies

E(h,0) = —A(s)a(s), h(0)=0, h(0)=0. (2.21)

Since @(s) € CF(I; V) N C*Y(I; H), we obtain —A(s)a(s) € CF(I;V*) ¢ H*(I;V*). Hence,
—A(s)ii(s) € Ff and we can apply Corollary to obtain the estimate

1Pl e gy + Ihellor1 gy < CrIIAGS)@(S)]] o0+
< O [Js]] ooy 1@(s)ll o (rv)
< O3 |[sll Lo )

O]

Remark 2.2.8.

Note that it is necessary to exploit a higher temporal regularity of the source term in order
to show the continuity (and differentiability) of the state u(o) with respect to the Coefﬁcients
o. In fact, consider f € L?(I; H) and h := 1(s) — u(0o) as in the proof of Theorem We
obtain that h satisfies

E(h,0) = —A(s)a(s), h(0)=0, h(0)=0,

and [|[A(s)a(s)|| z2(r,v+) < Clls|lpee()n- Thus, from the estimate in Theorem we would
only get that
oe€8w (u(o),u(o)) € C(I; H) x C(I; V*)

is continuous, although (u(c), u(c)t) is bounded in the stronger space C(I; V) x C(I; H). For
f € L?(I; V*) the situation is even more critical, because in this case we have (s) € C(I; H),

but A(s) € L(V,V*).

In the next step, we prove that the solution operator o — wu(o) is Fréchet differentiable if we
admit an even higher temporal regularity of the right-hand side.
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Chapter 2. Existence and Regularity of Solutions to the State Equation

Theorem 2.2.9.
Let Assumption hold and consider f € Fé“? with k > 1. Then the solution operator
S = C*UI, V)N CHI; H), o+ u(o) is Fréchet differentiable.

Proof. Let ¢ € S and s € L®(Q)" with [sll oo ya < 0 for & sufficiently small and such
that o + s € S. Similar as in the proof of Theorem we define (s) as the solution
to E(ﬂ(s),a + s) = f with homogeneous initial conditions. In order to show the Fréchet
differentiability of the solution operator, we consider the solution d(o,s) to the linearized
state equation

~ A

E,(u(0),0))d(o,s) = —E,(u(o),0) s,

i.e., d(o,s) satisfies
pdy(o,s) + A(o)d(o,s) = —A(s)u(o), d(o,s)(0) =0, d(o,s)(0)=0. (2.22)

In particular, s € L®(Q)" ~ d(o,s) € CK(I;V) N C*L(I; H) is linear and bounded by
Corollary Let r := u(s) — u(o) — d(o,s) denote the remainder term of the Fréchet
derivative. By combining the hyperbolic equations for (s), u(o) and d(o, s) we deduce

0= pru+ Ao+ 8)i(s) — A(0) (o) + d(o, 5)) — A(s)u(0)
= pry + A(o)r + A(s)(u(s) — u(o)).

Hence, r satisfies E(r,o) = —A(s)(i(s) — u(o)) with homogeneous initial data. With h =
t(s) —u(o), we obtain by Theorem that h is zero near t = 0, h € C*(I; V)N C* (T, H)
and [|hl[cr () < O8] oo (@yn- Thus, we also have —A(s)h € F¥ and applying Corollary
yields r € CK=Y(I; V)N C*(I; H) as well as the estimate

HTHCk*l(I_;V) + HTtHckfl(I‘;H) <G ||A(5)h||Hk(1;v*)
< Co|[sl ooy 1Bl ok (rvy (2.23)

<Cs HSH%OO(Q)ﬁ ‘

Hence, the remainder term r satisfies

Irll k-1 vy + Irellor—r () = © <|’3||Loo(n)ﬂ) for || oo ()2 — 0.
]

Remark 2.2.10.

Note that the Lipschitz continuity as well as the Fréchet differentiability of the solution op-
erator comes with a loss of temporal regularity of the solution. Indeed, for f € Fé€+2 we
obtain by Corollary that there exists a unique solution u € C*T1(I; V). However, by the
preceding Theorems, the mapping o + u(o) is only Lipschitz-continuous from S to C*(I; V)
and Fréchet differentiable as a map from S to C*=~1(I; V).

By further pursuing the techniques from Theorem [2.2.9) we can also establish higher-order
Fréchet differentiability of the solution operator under suitable assumptions on the right-
hand side. We proceed as follows. First, we create a candidate for the k-th-order derivative by
differentiating the state equation k£ times. Next, we show that this directional derivative itself
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2.2. Extensions to a Parameterized Elliptic Operator

satisfies a hyperbolic equation of the same kind and finally, we apply the regularity results
that we established previously and prove that the sensitivity is actually the Fréchet derivative
of order k. Here, we will require the following notation. Let s = (s1, ..., s;) be a tuple of length
i with s; € L®(Q)", j=1,...,i. For 1 < j <i we denote by s_j = (81,...,8j-1,8j41,-- -, 5i)
the (i — 1)-tuple of all elements of s except s;.

We proceed with the following Lemma.

Lemma 2.2.11.

Let Assumption hold and let k > 1, f € Fé““ and o € S§. Consider 1 < i < k
and s = (s1,...,8;) with s; € L®°(Q)" and 0 +s; € S, j = 1,...,i. Furthermore, we set
d°(c) := u(c) and define d’ := d'(o,s), as the solution of

E(d',0) = —A(s1) d°(0), d'(0)=0, d}0)=0 (i=1), (2.24)

~

E(d, o) =— iA(sj)di—l(a,s,j), di(0)=0, di(0)=0 (2<i<k). (2.25)
j=1

Then d' € C*={(I; V) N C*HY(I; H) is uniquely determined by (2.24), (2.25) and

i
HdiHcM(f;V) + }|di“0k*i(f;H) <ol [sill pooyn» 1 <i<k, (2.26)
=1

with a constant C' > 0 that depends on f and can be chosen uniformly on S.

Proof. For i = 1 and s' = (s;) the first part in (2.24) reads as follows:
pdly(,5") + A0) d(0, ") + A(s1) (o) = 0,

which is the linearized state equation that was obtained in (2.22)). By Corollary u(o) €
CH(I; V) and since f € FFt! also u(o) is zero near t = 0. Thus, A(s1)u(o) € F} and we
deduce the existence of a unique solution d' to (2.24) as well as the estimate

|‘d1“0’“*1(f;v) + Hd%Hckfl(f;H) <C H‘(”1HL°°(Q)’”L ’

where the constant C' > 0 depends on f and can be chosen uniformly on S. Furthermore,
d' is zero near t = 0. Note that for i = 1 and s = (s1), s_1 is empty and by setting
d’(o,0) = d°(0) = u(o) the right-hand sides in (2.24) and ([2.25) coincide. Assume now that
the statement is true for ¢ — 1 with 1 < ¢ < k. By the induction hypothesis, the right-hand
o o k—(i-1) ) O :

side in ([2.25)) is in £ . Hence, applying Corollary again gives the existence of a
unique solution d* € C*~¥(I; V) n C*=1(I; H) to (2.25) and

7

&l gamirvy + el nmiqrm < D2 Cllsillooyn TT Isllooyn

J=1 p=L1p#j
%
=iC H HSjHLoo(Q)ﬁ )
j=1
which yields (2.26]) for d’. O
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Lemma 2.2.12.
Let Assumption hold and consider 1 < i < k, f € Fé““, oceS8,s=(s1,...,8;) with
55 € L>®(Q)" and o + sj €8, j=1,...,i. Furthermore, let s € L>®(Q)" with o +s € S. We

define hi(o,s,s) = d'(o + s,8) — d'(0,s), where d' is defined by (resp. ), and,
furthermore, h°(a,s,0) := h%(0,5) := u(o + s) — u(o).

Moreover, let r(0,s) :== d'" (o + s;,5_;) —d " (0,5_;) — d'(o,s).

Then h' = hi(o,s,s) € C*=1(I; V)N C**Y(I; H) satisfies:

Eh,o)=— Z A(sj)h' ™Yo, s,5-5) — A(s)d' (o + s5,8), (2.27)
j=1
and h'(0) = 0, h{(0) = 0.
Furthermore, 7 = ri(o,s) € C*{(I; V) N C*¥=*Y(T; H) satisfies:
A . 1_1 . .
E(r' o) ==Y A(sj)r' No,s-;) — A(s)h' (o, s1,54), (2.28)
j=1
and r*(0) = 0, ri(0) = 0.

Proof. By inserting d‘(c + s,s) and d'(o,s) into (2.24) (resp. (2.25)) and subtracting both
equations, we obtain

0 = phiy(0,5,8) + Alo + )di(o + 5,5) — A(o)d (0, 5)

+ Z A(sy) (o + s,8-5) —d " Ho,s_5))

J=1

= E(W,0) + A(s)d' (o + 5,8) + > _ A(s;) ' (0, 5,5 ).
Jj=1

Next, we note that r(o,s) = hi"1(a,s;,5_;) — d'(0,s). Since the definition of h® coincides

with h defined in the proof of Theorem we obtain from ([2.21)) and ([2.24)
E(r',0) = —A(s1)u(o + 1) + A(s1)u(0) = —A(s1)h" (0, 51).

Furthermore, for 1 < i < k we obtain from (2.25) for d* = d(0,s) and from (2.27) for
Rl = hi=Y(g, 54,8_4):

E(r o) = E(h,0) — BE(d',0)

i—1
= — Z A(sj) N (o,s-5) — A(si) (& o + s4,5-5) —d(0,524))
j=1

1—1
==Y A(s;) " Noys_5) — A(si) W (0, si,8-).
j=1
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Now, we can prove the main statement. Here, we apply the same technique as in the proof of

Theorem [2.2.91

Theorem 2.2.13.
Let Assqmption hold and consider f € Fé€+2 with k > 1. Then the solution operator
S — C(L;V)NCYI; H), o v u(o) is k-times Lipschitz continuously Fréchet differentiable.

Proof. Let 1 <i<k,o €S and s; € L®(Q)" with 0 +s; €S, j =1,...,i+ 1. In the first
step, we inductively derive h = hi(o, s;11,8) with s = (s1,...,8;) is zero near t = 0 as well

as the estimate
i+1

1A | esesczry + 1Al sy < € TT Isiloeapn (2:29)
j=1

where the constant C' > 0 depends on f and can be chosen uniformly on S.
For ¢ = 0, Theorem yields h° = u(o + s1) — u(o) € C*(I; V) and

Hhouck(f;\/) + thHC’k(f;H) <C H31||L°°(Q)’"L :

Note that here the temporal regularity is shifted by one, since we have f € Fé‘:+2 instead of
F¥*1 this time. Furthermore, since u(o) and u(o 4 s1) are zero near ¢ = 0, the same holds for
RO.

Assume now that the induction hypothesis is true for i — 1. By Lemma we obtain
A(sip1)d® € FF7 with d' = d'(0 + si1+1,8) as well as the estimate

HdiHCk—Hl([’;v) + HdiHCk—H—l(f;H) < CH ||5jHL<>O(Q)ﬁ > (2'30)
j=1

where C' is independent of s;1. Note that also the temporal regularity of d’ has been shifted
by one since [ € F[’)“JFZ. Thus, the right-hand side in (2.27) is in Fé"’_”l and by Corollary
we deduce

12 | s vy + el s
< ZC ”SJ’HLOO(Q)ﬁ Hhi*l(‘fv 3i+17s—j)Hckﬂ+1(i;v>
j=1
i+1

+C HSiJrl”LOO(Q)ﬁ Hdi(O' + Sit1, S)Hck—iﬂ(j;v) <C H HSJ'HLOO(Q)ﬁ )
j=1

Again, since the right-hand side in (2.27) is zero near ¢ = 0, the same holds for h’.
Finally, we note that r* = r*(o, s) as defined in ([2.28) is the remainder term of the i-th Fréchet
derivative and show by induction the following estimate

i—1
HTzHck—i(f;V) + HT;iHck—i(f;H) <C HSiH%OO(Q)ﬁ H 1551l oo () - (2.31)
j=1
For i = 1, we have already shown in that
HT1HC’C*1(I_;V) + Hrtluckfl(f;H) <C H‘(”1H2L°°(Q)’”l :
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Chapter 2. Existence and Regularity of Solutions to the State Equation

Assume now (2.31)) is true for 7 — 1. Then we obtain by Lemma [2.2.12 and the previous
estimate for h'~! that the right-hand side in (2.28) is in Fé‘c_”'l and

HriHckﬂ‘(I;V) + Hriuck%(i;m
i—1
< O3 il oy 17 05l nmion vy
j=1

+ O 18l oo yn 101 (0, 868 -0) | ormie1 (v

IA

i—1 i—1 i
G 3 153l ey Wsilmqays T Nl oogcays + Ctlsill gy T 1551 oo
Jj=1 =

p= 1' ]: 1
DPF#J

IA

i—1
2
Cllsill2 oy [T 531l gy -
j=1
Hence, the remainder term of the i-th derivative satisfies

Hriuck—i(j;v) =0 <||Sz'||Loo(Q)ﬁ) for  [[sillpoo(yn = 0, 1<i<k.
The Lipschitz continuity of the derivative follows from ([2.29)). O

There are two immediate generalizations of Theorem [2.2.13| that follow from Corollary
and are stated below.

Corollary 2.2.14.
Let Assumption hold and consider k> 1,1>0 and f € FéHHQ. Then it holds:

1. The solution operator o — u(o) is k-times Lipschitz continuously Fréchet differentiable
as a map from S to CY(I; V).

2. The solution operator o — u(o) is (k + 1)-times Lipschitz continuously Fréchet differ-
entiable as a map from S to CY(I; H).

Remark 2.2.15.

Very recently and without the author’s knowledge, similar results as in this section have
been established independently in [16] and [78]. While the first paper considers general hy-
perbolic evolution equations, the latter is restricted to the acoustic wave equation. Both have
in common that they work with stronger assumptions on the right-hand sides, namely f in
H*(I; H) or even C*(I, H). Since the seismic sources we consider are modeled as smoothed
Dirac measures, requiring only f € H*(I;V*) is clearly advantageous.
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2.3 Generalizations Involving Superposition Operators

In this section, we seek to further generalize the dependence of the elliptic operator A on the
coefficients. Specifically, we want to replace the coefficients o by a (nonlinear) superposition
operator that acts on some material parameters m before they enter the elliptic operator. The
purpose of this is twofold. On the one hand, we want to be able to treat various parameteri-
zations of different physical quantities in a unified way and, on the other hand, we will use a
superposition operator to ensure the uniform coercivity of A on the whole space of material
parameters without the need of explicit constraints. In order to clarify the notation and to
distinguish it from the preceding subsection, we call m parameters instead of coefficients.
We consider superposition operators of the following form:

Definition 2.3.1 (Nemytskii or superposition operator).

Let Q C RY be a bounded measurable set with finite measure and ¢ : R — R™ continuous.
The operator ® defined by ®(m)(z) := @(m(x)) that assigns a function ®(m) : Q@ — R" to
every m :  — R"™ is called Nemytskii or superposition operator.

Note that a more general definition of Nemytskii operators can, for instance, be found in [122],
section 4.3. In particular, it would be possible to consider functions ¢ : Q x R® — R” that
depend on x and m, but this is not necessary for our purposes.

In what follows, we will collect some properties on the differentiability of the superposition
operator. Similar results can be found, for instance, in [122] (section 4.3), [109] (section 10.3),
or the monographs [5], 44].

Lemma 2.3.2.
Let ¢ : R* — R™ be Lipschitz continuous. Then the superposition operator ® defined by

®(m)(x) := @(m(x)) is Lipschitz continuous from L>°(Q)"™ to L ()"

Proof. For every m € L*°(Q)" there exists a C' > 0 such that ||m(z)||cc < C for almost all
x € Q, where ||| is the infinity norm in R". Hence, we obtain

[@(m)[| oo @) = lle(m())llze(@yr < l9(0)lloo + [l(m(.)) = £(0) | oo (o
< [1(0)lloo + L fm| Loo ()

where L denotes the Lipschitz constant of . Hence, ®(m) € L>(Q)". Furthermore, for
arbitrary my, mo € L*°(Q)" we obtain

[®(m1) — @(m2)| oo () = lp(ma () — w(ma()|l Lo )n < Llma — ma||peo@n-
Thus, ® maps Lipschitz continuously from L>(Q)" to L>()". O

In the same way, differentiability properties of ¢ can be carried over to ®.

Lemma 2.3.3.
Let ¢ : R® — R"™ be k-times Lipschitz continuously differentiable. Then the superposition

operator ® : L*°(Q)" — L*(Q)", ®(m)(z) := @(m(z)) is k-times Lipschitz continuously
Fréchet differentiable with

(q><k>(m)(h1, . hk)) (@) = ¥ (m(2)(ha(x), ... he(x)) Y D, by € L2(Q)". (2.32)
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Proof. A similar proof can be found in [122], Lemma 4.12 and Lemma 4.13, for the case
n = i = 1. We only show the case k = 1 but comment on the extension to derivatives of
higher order at the end of the proof, see also Proposition 6.9 in [44] and Satz 4.22 in [122].
Similar as before, for every m € L*(Q)" there exists a C' > 0 such that ||m(z)||ec < C for
almost all z € Q and we obtain for every h € L>(Q)"

¢/ (M)A oo @ = 11(#'(0) + ¢ (m(.)) = ¢ (0)A( ) oo ey
< ' (A Lo @yn + 1" (m()) = " (0)) ()] oo ()
< (C + Lallml| oo () 12| Lo ()
where L; denotes the Lipschitz constant of ¢'. Hence, G(m) : L®(Q)" — L®(Q)", h
¢'(m(.))h satisfies G(m) € L(L>®(Q)", L>=(Q)").
Furthermore, G : L®(Q)"™ — L(L>(Q)", L>=(Q)") is Lipschitz continuous, because we obtain
for arbitrary my, mg € L*(Q)"

[G(m1) — G(ma2)ll (oo (@ym, L0 ()7) = " sup [(G(m1) — G(m2))hl| oo )n
Loo(Q)n=

= sup  [[(¢'(ma(.) = @ (ma())A()]] oo gy
1Rl Loo (@yn=1

< Ly|lma1 — mal|peo(qn-
It remains to be shown that G(m) is the Fréchet derivative of ®. We define
r(m,h) := ®(m+ h) — &(m) — G(m)h.
The remainder term can be expressed by
r(m, h)(z) = (m(z) + h(z)) — p(m(z)) — ¢ (m(z))h(z)

1 2.33
- /0 (¢ (m(x) + 7h(z)) — ¢ (m(x))) h(z) dr. (23

Hence,

1
[lr-(m, h) ()]0 < /O (" (m(x) + Th(z)) — ¢/ (m(2)))A(2)]| 0o dT
1 (2.34)

1
g/ rLil|A(@)[% d7 < L) gy
0

Thus, we have [[r(m,h)|| e (@) = 0 (I12]] oo (@yn) for [|Allpec(@)» — 0 and @ is Lipschitz con-
tinuously Fréchet differentiable with derivative ®'(m) = ¢'(m(.)).

Now consider k£ > 2 and let be true for £ — 1. In the same way as before, we obtain
that o) (m(.)) is bounded and that m — ®) (m(.)) is Lipschitz continuous due to the
Lipschitz continuity of the derivative ¢*). Next, we consider the bounded multilinear form
G®) (m) : L®°(Q)" x ... x L®(Q)" — L¥(Q)", (h1, ..., hx) — ©*(m(.))(hy,..., hy). Setting

rk(m, b, hy) = (qﬂﬂfl(m + hy) — q»’f*l(m)) (h1, ... b)) — GE () (ha, ... hy)

and repeating (2.33) and (2.34]) yields the required estimate for the remainder term of the
Fréchet derivative. O
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Remark 2.3.4.
From the proofs of Lemma and Lemma [2.3.3| we easily observe that similar results can
be obtained for locally Lipschitz continuous ¢ and ®.

We will now consider a nonempty, open and convex set D C L%°(2)™ and a superposition
operator ® : D — S C L>®(Q)" that maps the parameters, which we seek to determine in the
inverse problem, to coefficients, which enter the hyperbolic equation. To this end, we consider
a family of continuous bilinear forms a(®(m)) : V x V — R and, similar as before, we identify
a(®(m)) with the operator A(®(m)) € L(V,V*) by

a(®(m))(v,w) = (A(®(m))v,w)y+yv Vo,weV.
Now, we consider equations

pust(t) + A(®(m))u(t) = f(1),

with initial data
u(0) =0, u(0) =0,

and compactly write them with the help of the operator E(u, m) := puy + A(®(m))u as:
E(u,m)=f, u(0)=0, u(0)=0. (2.35)
The variational form of reads as follows: For all v € V and a.e. in I:
{pug(t), v)v- v +a(®(m))(u(t), v) = {f(t), v)v= v

Now, we have to adjust Assumption to the modified setting and continue to work with
the following assumptions on ®, A and p.

Assumption 2.3.5.

(A1) D C L®(Q)" is a nonempty, open and convex set and ® : L®°(Q)" — L®(Q)" is a
superposition operator such that there exists an open and bounded neighborhood S C
L®(Q)" of ®(D). Furthermore, we assume that A : L=®(Q)" — L(V,V*) is a bounded

linear operator.

(A2) Assumption (A2) - (A5) holds for the neighborhood S.

Remark 2.3.6.

Note that the major difference between Assumption[2.3.5/and Assumption[2.2.1]is the fact that
S is required to be bounded while this is not the case for D anymore. Hence, the superposition
operator ® offers a handy alternative to ensure the well-posedness of the governing equation for
the whole space L>°(Q)™ by mapping all parameters to physically reasonable coefficients. Here,
we do not necessarily have to require that D is convex. However, since D will be associated
with the feasible region of the parameter identification problem in the next chapter, this is
a suitable assumption. On the other hand, if D is convex, we can establish the Lipschitz
continuity of the derivatives with some convenient assumptions on ®, see Theorem [2.3.9

39



Chapter 2. Existence and Regularity of Solutions to the State Equation

Corollary 2.3.7.
Let Assumptz’on hold. Then for every f € FF¥ with k > 1 and fivzed m € D there exists a
unique solution u to the problem (2.35). The mapping

EY = oY nvynckL HYNnCM YLV, feu
is linear and bounded and for fixed f € Fé“, the solutions u(m) are uniformly bounded in
CH=Y(L; V)N CF(I; H) for allm € D.
Proof. This is a direct consequence of Corollary and Assumption [2.3.5 O

In the next step, we seek to establish the continuity and Fréchet differentiability of the state u
with respect to the parameters m instead of the coefficients ¢. By imposing suitable assump-
tions on the continuity and Fréchet differentiability of the superposition operator @, this is a
straightforward extension utilizing the results and techniques from the previous section and
applying the chain rule.

Theorem 2.3.8.
Let Assumption hold and let ® be Lipschitz continuous. Then, for all f € FSC'H, k>1,

the mapping
D — CMYLV)NCHMI; H), m— u(m)

is Lipschitz continuous, where u(m) denotes the unique solution to (2.35)).

Proof. The existence of a unique solution wu(m) is guaranteed even in the stronger space
Ck(I; V) n C*1(I; H) by Corollary Consider mj,mg € D and let o1 := ®(m;) and
o2 = ®(mz). We denote the solutions to for o1, o9 by u(o1), 4(o2) and obtain by
Theorem [2.2.7]

[u(m) —w(ma)llcr-1(rvy + lue(ma) — we(mo)llor—1 (7
= [la(o1) — @(o2)|cr—r (v + [lae(o1) — @e(o2) || onr (7,m)
< Lo|lo1 — 02| oo (yn = Lo ||P(m1) — @(ma2)|| Lo ()

< Ly Lo |m1 — ma||pee)n,
where L, and Lg¢ denote the Lipschitz constants from Theorem and ®, respectively. [

We can now apply the chain rule to derive the differentiability of the parameter-to-solution
operator.

Theorem 2.3.9.
Let Assumption hold and let ® be Lipschitz continuous differentiable with ® uniformly
bounded on D, i.e., there exists a K > 0 such that

Then, for all f € Fé“”, k > 1, the parameter-to-solution operator of (2.35))
D — CMYLV)NCHMI; H), m— u(m)

is Lipschitz continuously differentiable.
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2.3. Generalizations Involving Superposition Operators

Proof. Again, we denote the solution operator of (2.8) by
: L) > S — CH YL V)N CHI H), o~ (o),

which is Lipschitz continuously differentiable by Theorem Now, we write u(m) =
4(®(m)) and applying the chain rule (cf. Theorem 2.2.1 in [31]) yields that m +— wu(m) is
continuously Fréchet differentiable as a map from D to U := C*¥~1(I;V) N C*(I; H) with
derivative given by

u'(m) = @' (®(m))®' (m).
Moreover, for arbitrary mi, ms € D, we have
[’ (m1) — ' (m2) || £ (o ()m, )
= [|a'(®(m1)) @' (m1) — @' (®(m2)) P’ (m2)|| £ (Lo (), 10) (2.36)
< (@(ma) (@ (m1) — @ (m2)) + (@ (®(m1)) — @ (@(m2)))P (ma) | (102 10)

The Lipschitz continuity of @’ (cf. Corollary[2.2.14)) together with the boundedness of S implies
that @/(c) € L(L>®(Q)™, U) is uniformly bounded on S. Hence, together with the Lipschitz
continuity of ®, we obtain

[ (®(m1)) (P (m1) — @' (ma2)) | £(poe @ym,u0) < Cllma — ma|| poo (yn- (2.37)

Furthermore, the boundedness of ® implies the Lipschitz continuity of ®, cf. Theorem 3.3.2
in [31]. Thus, by the Lipschitz continuity of @', we deduce

1@ (@(ma)) — @' (®(m2))) @' (m2)l| £z (), 10y < K Lay | ®(m1) — (m2) || Lo e

(2.38)
< K Ly Lg||my — ma|| Lo ()n,

where Ly and Lg are the Lipschitz constants of 4’ and ®. Hence, we conclude from ([2.36)),
(2.37) and ([2.38])

[/ (m1) — ' (m2) || g(zee (yn,00) < Cllma — mal|pooan-
O]

The analysis can be extended to higher-order derivatives by applying the chain rule several
times. As an alternative, we provide a direct proof of the differentiability of the parameter-
to-solution operator m +— u(m) and derive a representation of the k-th Fréchet derivative
as a solution to with a different right-hand side. The technique is very similar to the
analysis in the preceding section. However, due to the nonlinearity of ® the recursive formula
is more involved. To this end, we slightly change the notation. Let s = (s1,...,s;) be a tuple
of length i with s; € L>(Q)", j = 1,...,4. For any subset Z C {1,...,i}, we denote by sz
the tuple of length |Z| that contains only the s; with j € Z. Furthermore, the complement of
Zin {1,...,i} is denoted by Z°¢. Hence, szc is a tuple of length i — |Z| with elements s; and
je{l,...,i}\Z. We also allow for empty tuples if |Z| = 0 or |Z¢| = 0, respectively. Moreover,
for 7 € L>*(Q)", let (s, 7) := (s1,-.., S, 7) denote the (i 4+ 1)-tuple of s concatenated with 7.
Lastly, the remainder term of the i-th Fréchet derivative of ® is denoted by

Ri(m, s) := &Y (m + s) — &1 (m) — ®'(m)s.
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Chapter 2. Existence and Regularity of Solutions to the State Equation

In what follows, we will denote the i-th derivative of the solution operator m — wu(m) by
u(m). Applying this operator to a tupel s is denoted by u(?)(m)[s]. In order to include the

case i = 0 and to shorten the notation, we use a tuple of length zero and write u(?) (m)[0] :=
u® (m) = u(m).

Theorem 2.3.10.

Let Assumptz’on hold and consider k > 1 and f € Fé““. Furthermore, let ® be k-times
Lipschitz continuously Fréchet differentiable with ®®(m) € L{(D;L®(Q)"), i = 1,...,k,
uniformly bounded on D. Then the solution operator D — C(I; V) N CY(I; H), m +— u(m) is
k-times Lipschitz continuously Fréchet differentiable.

Furthermore, let s = (s1,...,;) with s; € L®(Q)" and m+s; € D, j = 1,...,i. Then the
i-th derivative applied to s is recursively defined by d' = u( (m)[s] as the unique solution to

B(d,m)==3" 3 A@Y(m)ls))u(m)lsz). d'(0) =0. di(0)=0. g
j=1 Zg‘{Il‘;.j.,i}

Proof. The proof is divided into three parts.
First, we show that d’ € C**1=¢(I; V) N C*¥*2=%(I; H) is uniquely determined by . Ina
second step, we show that m + u’(m) is Lipschitz continuous from D to £{(D; C**(I; V) N
C*=+1(T; H)). Finally, we show that d’ is the Fréchet derivative by providing an estimate for
the remainder term. Since the technique is very similar to the previous section, we slightly
shorten the presentation.
Part 1.
Since the existence of higher-order derivatives follows only from the complete proof, we replace
u(=7) in by d"~7 and show by induction that d° € C*T'=(I; V) n CF2={(I; H) is
uniquely determined by

(2

B(d,m)==3 > A@Dm)ss)d I (msz], d(0) =0, di0)=0. (4
J=1ZC{1,...3}

and ‘
I | cir-icrivy + il ooy < C T Isillpmoayn s 1< i<k, (2.41)
j=1
with a constant C' > 0 that can be chosen uniformly on D. Moreover, we recursively obtain

that d’ is zero near t = 0 and depends linearly on every sj, 3 =1,...,14, by Corollary m
For i =1 and s = (s1), (2.40]) reads as follows:

pdy + A(®(m)) d' = —A(®'(m)s1) u(m), d'(0)=0, d;(0)=0.

Again by Corollary we deduce u(m) € C*+HH(I; V) and A(®'(m)s1)u(m) € Fy. Fur-
thermore, with Assumption and the uniform boundedness of ® we deduce

[A(® (m)s1) w(m)|| crer gy < AR (m)s1)]] vy lu(m)]lorer vy
< C)|2"(m)s1)|| oo (n lu(m) [l err (v
< Clls1ll Lo (a)ns
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2.3. Generalizations Involving Superposition Operators

where the constant C' > 0 can be chosen uniformly on D. Hence, by Corollary there
exists a unique solution d' to (2.40]) which satisfies the estimate

Hdluck(f;\/) + Hd%HC'k(I_;H) <C HSlHL‘”(Q)"

Moreover, s € L®(Q)" — d' € C*(I; V) N C*¥*(I; H) is linear and d' is zero near ¢ = 0.
Assume now that the statement is true for ¢ —1 with 1 <4 < k. By the induction hypothesis,
A7 € CF1=0=I(I, V), j = 1,...,i. Le., the right-hand side in ([2.40) is in FF>7%. By the
boundedness of ®U) and the induction hypothesis for (2.41]), we obtain for any Z C {1,...,i}
1A@Y) (m)[sz]) d"7 (m)[sze] [l crra-s g
< O m) szl e s Il (s lcmva-sr
< CIJlsile@n TT Isillzoe@y = CH 185l Los ()n-
JET JjEZLC

Thus, Corollary 2.3.7: yields again the existence of a unique solution d* € C*'={(I;V) N
CF2=UT; H) to (2.39)) and from (2.42) we deduce

(2.42)

e llwer—scziy + il ens—s g < € T Isslloe

j=1
which is for d'.
Part II.
Now, we consider h’(m,s) := d'(m + s) — d*(m) for s € L>=(Q)" with m + s € D. With the
previously used notation, we have h°(m, s)[0] = u(m + s) — u(m). For s = (sy,...,s;) with

s; € L®(Q)", m+s; € D, we insert d'(m+s) and, resp., d'(m) into (2.40)), take the difference
and obtain that h' = h'(m, s)[s] satisfies h*(0) = 0, h%(0) = 0 and

E(h',m)

:E(di(m + 8)[s],m + 5) — E(d'(m)[s],m) — A(®(m + s) — ®(m))d (m + s)[s]

S Y A@O(mt s){sel) dm + 8)lsze] — AU (m)fsz]) @ (m) sz

J=1IC{1,...i}
|I\:j

- A(@(m +5) = ®(m))d' (m + s)[s] (2.43)

Z—Z Z A((@Y) (m + s) — @9 (m))[sz])d" ™ (m + s)[sze]

72 Z A(@Y) (m)[s7])h' I (m, 5)[s7¢)-
IRl

Next, we show by induction that A’ is uniquely determined by (2.43)) with homogeneous initial
conditions and satisfies

1B 0 sy + 1Bl onmsrry < C sl ooqyn [T lsill ooy, 1<i<k, (2.44)
j=1
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Chapter 2. Existence and Regularity of Solutions to the State Equation

where C' > 0 can be chosen uniformly on D.

For i =1 and s = (s1), (2.43)) reads as

E(ht,m) =— A(®(m + 5) — ®(m)))d" (m + s)[s1]
— A((®'(m + s) — @'(m))[s1])u(m + s) (2.45)
— A(®' (m)[s1]) (u(m + s) — u(m)).

We note that every term on the right-hand side of is bounded in the C*(I; V*)-norm by
C|[s]| oo (@)n 151 Lo (@) With a constant C' independent of m and s. Here, we have to employ (i)
the Lipschitz continuity of ® and , (ii) the Lipschitz continuity of &’ and the boundedness
of u and (iii) the boundedness of ®" and Theorem m Hence, the right-hand side in
is in FF and Corollary [2.3.7] gives (2.44) for i = 1. Furthermore, since d'(m + s)[s1], u(m + s)
and u(m) are zero near t = 0, the same holds true for hl.

Assume now that the statement is true for some i with 1 < i < k. From ([2.41]) and using the
Lipschitz continuity of ®U) we deduce for any Z C {1,...,i}, j € {0,...,i} and t =k +1—1

IA(@Y (m +5) — @Y (m))[s2]) &' () [sz¢] | v ey < Clisllzoe e [T lssllzseoyn- (2:46)
j=1

By the induction hypothesis and the boundedness of ®U)(m), we also obtain for any Z C
{1,...,i}and j € {1,...,7}

1A@9 (m)[sz])h* = (m, 8)[sze]ll i1 (rv+y < Clisllzoe@n [T Isillzee - (2.47)
j=1

Hence, every term of the right-hand side in is in CY(I;V*) ¢ HM1={I;V*) and,
together with the initial homogeneous conditions, Corollary gives the existence of a
unique solution h* € C*¥=4(I; V)NC*=*(I; H) to . Furthermore, we deduce the estimate
from (2.46) and (2.47)). In particular, m + d*(m) is Lipschitz continuous from D to
LH(D; CF—{(I; V) N CkH (T, H)).

Part III.
Finally, we consider r(m,s) := h*"1(m, s) — d’(m)s for s € L>°(Q)" with m + s € D. Hence,
' is the remainder term of the i-th derivative. For s = (s1,...,s;-1) with s; € L®(Q)",

m + s; € D, we have (d'(m)s)[s] = d'(m)[(s, s)]. Thus, inserting d*(m)[(s, s)] into (2.40) and
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rearranging the summations with regard to whether s € Z or s € Z¢ = {1,...,i— 1} \ Z yields

E(di(m)[(svs)],m):—z Z A(@Y (m)[sz]) " (m)[(sze, 5)]

(2.48)

=YY A@Um)l(sz,s)]) ) sz,

Now, we insert 2~ (m, s) into (2.43)), subtract (2.48) and obtain after some rearrangements
that r’ = r’(m, s)[s] satisfies r*(0) = 0, 7¢(0) = 0 and

E(r',m) = E(h'""(m, 5)[s],m) — B(d'(m)](s, 5)], m)

= — Z Z A((q)(j) (m+s) — (I)(j)(m))[SI])diilij(m + 5)[s2¢]

Y A@D s  m )lsr

|Z|=3
i—1
=> > A@YTm)[(sz,9)]) " (m)[sz] (249)
j=OZ§{‘1I,i;,]i—1}
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Chapter 2. Existence and Regularity of Solutions to the State Equation

It remains to be shown that 7' is uniquely determined by (2.49) with homogeneous initial
conditions and that it satisfies for 1 <1 < k

i—1

I len-sqay + Irillorsscraany = 0 (Il ) TL I3l for sl qye = 0 (2:50)
j=1

For i = 1 we have r'(m,s) = h%(m,s) — d'(m)s = u(m + s) — u(m) — d*(m)s and (2.49)
simplifies to

—A(RY(m, s)) u(m) — A((®(m + s) — ®(m))(u(m + s) — u(m))

Now, using the Fréchet differentiability of ® and the boundedness of u(m) € C**1(I; V) on
D gives

HA(Rl(m, s)) U(m)HckJrl(j;‘pk) =0 (HSHLOO(Q)n) for ”S”Loo(Q)n — 0. (2.51)
Furthermore, using the Lipschitz continuity of both, ® and the solution operator, we obtain
IA((@(m + 5) — @(m)) (u(m + 5) — u(m))lcr gy < Cllsl|Fooyn- (2.52)

Hence, combining ([2.51f) and (2.52)) and applying Corollary yields (2.50)) for ¢ = 1.
Assume now, that (2.50) is true for some ¢ with 1 < ¢ < k. Let Z C {1,...,i — 1} and

t =k +1—1i. From the Fréchet differentiability of ® and (2.41)), we obtain for j € {1,...,i}

IA(R (m, 8)[s2]) "7 (m)[sze] | covs vy = 0 (sl (@) HHSJHLOO " (2.53)

Furthermore, for j € {0,...,7 — 1}, the Lipschitz continuity of ®\) and (2.44) yields

JA(@Y) (m + 5) = @9 (m)[sz]) W'~ (m + 8)[sze]l| oo (13v+)

i—1
(2.54)
< Clls3 o L1l ooy

i=1

Lastly, for j € {1,...,7 — 1}, we obtain from the boundedness of ®() and the induction
hypothesis
' . i—1
1A@Y (m)[sz]))r' (m, 8)[sze] s 7y = 0 (Isllzoe (@) [T sl pooayn - (2:55)
j=1
Hence, every term of the right-hand side in ([2.49) is in C*(I;V*) ¢ H*1=(I;V*) and,
together with the initial homogeneous conditions, Corollary gives the existence of a
unique solution 7' € C*~#(I; V) N C*=*1(T; H) to (2.49). Furthermore, by combining (2.53)),
(2.54) and ([2.55)), we obtain (2.50|) which concludes the proof. O

Again, we can also use a higher temporal regularity of the right-hand side to increase the
temporal regularity of the solution.
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Corollary 2.3.11.
Consider the same Assumptions as in Theorem [2.53.10 and, in addition, let | > 0 and f €
FéHHQ. Then, we have:

1. The solution operator m +— wu(m) is k-times Lipschitz continuously Fréchet differentiable
as a map from D to CY(I; V).

2. The solution operator m — u(m) is (k + 1)-times Lipschitz continuously Fréchet differ-
entiable as a map from D to C'(I; H).

The results of this section provide the suitable framework for problems in seismic tomography
in both, fluid and solid medium. Therefore, we consider the elastic and the acoustic wave
equation in the next step and verify the assumptions of this section. It should be emphasized,
though, that the result are of greater generality and apply to linear hyperbolic equations of
second order with parameters that obey Assumption [2.3.5]

2.4 Parameterization of the Elastic Wave Equation

Now, we return to the discussion of the elastic wave equation and analyze the existence and
regularity of solutions. We set V = H'(Q)? and H = L?*(Q). From (1.6) we recall the strong
form of the elastic wave equation that is given by

puy — V- (¥:e(u)=f onQxI,
u(0)=0  on Q,
u(0) =0  on £,
(U:e(u)-n=0  onoQxI.

(2.56)

Now, we have to establish a suitable function space setting for the material parameters.
After reducing symmetry relations, the most general case with ¥ & L"O(Q)d4 still yields
21 independent components in 3d (cf. section . However, the ill-posedness of the inverse
problem and the small number of observations that are typically available will not allow for an
accurate identification of this high number of individual components. Consequently, a simpler
model with less unknowns is required. Depending on the parameterization of the governing
equations, the unknown material parameters can be the Lamé parameters, the velocity of
compressional and shear waves, further elasticity parameters like the bulk modulus or variables
that characterize anisotropy. In either case, the unknown parameter field is heterogeneous in
space and does not depend on time. The number of unknowns that we consider in a simplified
model will be denoted by n. The parameterization of the material can now be described with
the help of a superposition operator ¥ : L>®(Q)"* — L>°(Q)" with 7 = d*.

Example 2.4.1 (Perfectly elastic isotropic material).

An important special case of the parameterization was already given in with perfectly
elastic, isotropic material that is characterized by the Lamé coefficients A and u. Hence, we
could set n = 2 and m = (A, p) with A\, u € L*>(Q) and define the superposition operator
U2 ()2 — L(Q) by

Wiiki(m) = Aijop + p(dirdjs + 0idj)-
Alternatively, we could work with the isotropic elastic wave equation (1.11]) and define A(m)

and p(m) themselves as superposition operators.
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Example 2.4.2 (Anisotropy).

Another relevant parameterization includes anisotropy with Cartesian symmetry. Here, in
addition to A = A(m) and p = p(m) there are three more components aq,as, a3 (for d = 3)
that characterize anisotropy along the different coordinate axes. According to [7], the Voigt-
matrix, is given by

A+2u A+ as A+ as 0 0 0
Ada3 A+2u+a; A4 a1 0 0 0
Ata A4a A+2u+a; 0 0 0
1% 3 1 iz 1
\J 0 0 0 u 0 0 , (2.57)
0 0 0 0 p+ae 0
0 0 0 0 0 w+as

which completely determines ¥ using (|1.8)). Here, we assume that a1, as and az do not depend
on m. Inverting for anisotropic parameters is beyond the scope of this thesis, but could in
principle be incorporated into our framework as well.

Now, we want to apply the results from the previous section to establish the existence of
a unique solution to the elastic wave equation as well as the Fréchet differentiability of the
parameter-to-solution operator. In order to derive the weak form of the elastic wave equation
we consider ¥ = W(m) for a fixed m € L*(Q)" and apply Gauss’ Divergence Theorem.
Integration by parts and exploiting the symmetries of ¥ like in yield for fixed ¢ (and
sufficiently regular test functions v and w)

— /Q(V (U(x) - 5(v)(3:,t)))Tw(ac,t) dr + /(\Il(:v) ce(v)(z,t)) 'ﬁ(x))Tw(x,t) dS(z)

r
9 %
= 3 (o) ) ) 5w, t) da
gl 7 0z;
- Ly, 9 9 9
= ”Z,;l/ﬂ 2\1123141(3:) <8$kv (x,t) + amv (a:,t)) 8:cjw (z,t) dx
- 1y 9 N 9 9,
_ Jz’;l /Q Wi (@) ( St (@) + o (x,t)) < a1+ 5 (gg,t)) d

= (V:e(v),e(w))p2(qyaxa-
Hence, for fixed m € L*°(Q2)", we define the operator A(¥(m)) by
(A@(m))o, whyey = ((m) : £(0),£(w)) agyora ¥ 0,0 E V. (2.58)

Obviously, A(¥(m)) is bounded and linear in v and w, i.e., A(¥(m)) € L(V,V*). In the case
of isotropic material (2.58]) simplifies to: VYV ov,w eV :

(AW (m))v, w)y« v = (Mm) V-0,V - w) 3 () + 2 (p(m) (v), e(w)) 2(gaxa - (2.59)

Reusing the notation from the previous section, we compactly write the elastic wave equation
in the following way

E(u,m) = puy + A(¥(m))u, u(0) =0, u(0)=0, (2.60)
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and the variational form of reads as follows: For all v € V and a.e. in I:

(puat(t), v)v=v + a(¥(m))(u(t),v) = (f(t),v)v=v, (2.61)
where a(¥(m)) : V x V — R is defined by the identity

a(¥(m))(v,w) = (A(¥(m))v,w)y«y Yov,weV.

Now, we have to verify the requirements of Assumption [2.3.5] Due to the symmetry ¥,z =
Wyi5, the bilinear form a that is identified with (2.58) (resp. (2.59)) is symmetric. We keep
the conditions on the density p and modify the first part of Assumption [2.3.5 as follows:

Assumption 2.4.3.

(A1) D C L>®(Q)" is a nonempty, open and convex set and U : L>®(Q)" — L>®(Q)" is a
superposition operator such that there exists an open and bounded neighborhood S C

L®(Q)" of U(D) that satisfies for all 0 € S:
a(o)(v,0) + b1 ol = Ballolly, Vv eV, (2.62)

with constants By, B2 > 0 independent of o.

(A2) Assumption[2.2.1] (A4) and (A5) hold.

We can give a simpler condition for (2.62)) in the isotropic case. To this end, we require Korn’s
inequality:

Proposition 2.4.4 (Korn’s inequality).
Let Q C RY, d = 2,3, be an open, bounded set with piecewise smooth boundary. Then there
exists a constant C > 0 such that

(E(U),E(U))L2(Q)d><d + H’UH%Q(Q)d >C ||U||?;11(Q)d Vove Hl(Q)d
Proof. See Chapter III, Theorem 3.1 in [45]. O

Lemma 2.4.5.

Let D C L*>®(Q)" be a nonempty, open and convexr set and let X\ : L>®(Q2) — L>®(Q), u :
L>(Q) — L™®(Q) be superposition operators such that there exist g, Np, Ha, tp € R with
0<Xa <X, 0< g <pp and Ny < A(m)(z) < Xp, o < p(m)(x) < py for almost all x € Q
and all m € D. Then Assumption[2.4.5 (A1) holds.

Proof. By construction there exists an open and bounded neighborhood S C L®(Q)? of
A(D) x u(D) such that for all (A, i) € S it holds A(x) > Ae/2, fi(x) > p1a/2 a.e. in Q. Thus,
by Proposition we obtain for all (A, i) € S:

a((A, 1)) (v,0) = (AV -0,V - 0) 12(0) + (2/16(v), £(0)) 12 gyixa
1
2

v

Ao (V -0, V- U)Lz(Q) + pa (e(v), 5(”))L2(Q)dx‘i
> pa (Cllelly = o) Yvev,

where C' is the constant from Korn’s inequality. O
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In order to validate (2.62) in the anisotropic case, further physical properties of the elastic
tensor have to be exploited. For a proof we refer to [40].

Using the results from section we directly obtain the central result for the elastic wave
equation.

Theorem 2.4.6.

Let Assumption hold and consider k > 1,1 >0 and f € Fé€+l+2. Furthermore, let U :
L (Q)™ — L (Q)" be k-times Lipschitz continuously differentiable on D and with uniformly
bounded ). Then the elastic wave equation possesses a unique solution u(m) €
CHHI(L V) N CFHF2(T, H) for every m € D and the solutions u(m) are uniformly bounded
in CFHFTYUT VYN CH 2T, H) for all m € D. Furthermore:

1. The solution operator m — wu(m) is k-times Lipschitz continuously Fréchet differentiable
as a map from D to CY(I; V).

2. The solution operator m — wu(m) is (k + 1)-times Lipschitz continuously Fréchet differ-
entiable as a map from D to C'(I; H).

Proof. This follows directly from Corollary and Corollary 2.3.11 O

2.5 Parameterization of the Acoustic Wave Equation

We now turn to the acoustic wave equation that governs the propagation of seismic waves in
a fluid medium. Here, the results of section [2.3] can be carried over as well without greater
difficulty. Note that this also extends previous results for the one dimensional acoustic wave
equation presented in |78, [88].

From we recall the strong form of the acoustic wave equation

pruy — prpV - (mVu) = f on ) x I,
u(0) =0  on €,
u(0) =0  on £,
u=0 on 0 x I.

(2.63)

Here, we set V = H}(Q) and H = L*(Q) such that V < H = H* < V is a Gelfand triple.
For fixed m € L*°(§2) we define the operator A(m) by

(A(m)v,w)v+y = pr (M V0, VW) 20 Vo,w eV, (2.64)
and compactly write the acoustic wave equation as
E(u,m) = ppug + A(m)u, u(0) =0, u(0)=0. (2.65)
We define a(m) : V x V — R by the identity
a(m)(v,w) = (A(m)v,w)y=y Yov,weV.
and obtain the variational form of the acoustic wave equation as follows:
(pruw(t), v)v=yv + a(m)(u(t),v) = (f(t),v)v=y VwveVandaa. tel, (2.66)

Again, we can deduce the existence and uniqueness of solutions to the acoustic wave equation
as well as continuity and differentiability of the material-to-solution operator. Due to the
simpler structure, we do not have to invoke a superposition operator.
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2.5. Parameterization of the Acoustic Wave Equation

Theorem 2.5.1.

Let pp > 0 and consider an open, convex and bounded set D C L>()) such that there exists
mg > 0 with m(x) > mg for almost all v € Q. Then, for k > 1,1 > 0 and f € Fé<+l+2
the acoustic wave equation possesses a unique solution u = u(m) € C*HH(I; V)N
CFH2(I, H) for every m € D and the set of solutions {u(m) : m € D} c C**H([; V)N
C*UH2([; H) is bounded. Furthermore,

1. The solution operator m — u(m) is k-times Lipschitz continuously Fréchet differentiable
as a map from D to CY(I; V).

2. The solution operator m — u(m) is (k4 1)-times Lipschitz continuously Fréchet differ-
entiable as a map from D to C'(I; H).

Proof. First, we note

[{A(m)v, wiv=y| = pr [ (M Vv, Vw) 29| < pr[mll e @IVl 2 @) Vol 2 )
< Clllv|lwlly Vo,weV.

By Poincaré’s inequality, we further deduce
(A(m)v,0)v= v > prmal|Vol[F2ge = Cormalv]l; Vv e V.

Hence, the acoustic wave equation satisfies Assumption with & = D and the statement

follows from Corollary [2.2.5] and Corollary O

Remark 2.5.2.
Instead of the restrictions on the set D we could alternatively use a superposition operator
O : L°(02) — L™(Q) to ensure ®(m)(z) > m, > 0 for all m € L>°(£2). We then introduce

(A(@(m))v, w)v=y = pp (2(m) Vo, VW) 2y Vo,w eV (2.67)

and can work with a setting as in Assumption [2.4.3] to employ the results from section [2.3]
Note that the constant density in the acoustic case can obviously be considered as a special
case of Assumption [2.3.5] (A4) and (A5).
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Chapter 2. Existence and Regularity of Solutions to the State Equation

2.6 Further Perspectives

We conclude this chapter with some remarks on possible extensions and generalizations of
the results. The preceding analysis showed that we rely on a higher temporal regularity of
the right-hand side in order to establish the continuity and differentiability of the parameter-
to-solution operator. The assumptions on the source terms and the regularity of the material
parameters are suitable for the kind of tomography problems that we consider in this thesis,
cf. Remark B.2.4

Nevertheless, it would be interesting to investigate possibilities to weaken the assumptions
on the spatial regularity of the seismic source. While it suffices for our purposes to consider
V*, a more accurate modeling of point sources can be preferable for certain applications.
In particular, if we want to invert for the seismic source instead of - or in addition to -
the identification of the material structure, a different setting might be necessary. Related
work with point sources and optimal control problems in measure space exists for elliptic and
parabolic problems, see, for instance, [32, |35, 58, 66].

In a different direction, one could also consider a weaker topology of the set of material
parameters. We refer to [16] for results on the continuity and differentiability of the solution
operator for hyperbolic equations involving a weaker topology on the parameter set.
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Chapter 3

Seismic Inverse Problem

In this chapter, we analyze the parameter identification problem for seismic tomography.
Here, we start by showing that there exists a solution to the inverse problem and derive the
adjoint-based representation of the derivatives utilizing the results from the previous chapter.
In a second step, we consider additional constraints on the material parameters and utilize
a Moreau-Yosida regularization which is well known and very often used for problems with
state constraints [69, (70, |71, |72, |L02]. This penalty method leads to an optimality system
involving a semismooth operator equation and requires appropriate solution methods. Semi-
smooth Newton-type methods for optimization problems in function spaces have been studied
extensively in |67, 125, 126] and have been applied to various types of applications, see, for
instance, [86] for an optimal control problem governed by the wave equation. We incorporate
the generalized derivatives into a Newton-PCG method with a trust-region globalization.
Furthermore, estimates on the constraint violation that are based on results from [68], |126]
can be established.

The analysis of this chapter is not limited to problems in seismic tomography, but hold in
greater generality for problems in optimal control or parameter identification governed by
linear hyperbolic equations with unknown coefficients. Therefore, we carry out most of the
work based on the results from section and use the term state equation. Nevertheless, we
give concrete examples tailored to problems in seismic tomography during the course of this
chapter.

Parts of this chapter have been published in [19] for the elastic wave equation.

3.1 Parameterization of the Material

The preceding analysis of the differentiability of the solution operator has been carried out
with parameters and coefficients in L>°(€2) which is suitable because the material structure
can in general be quite irregular. On the other hand, we will require a higher regularity for a
suitable regularization to treat the ill-posedness of the inverse problem. In order to overcome
this tradeoff, we split the material properties into a reference model ¥ € L ()" that is based
on a priori knowledge and the parameter variable m € L*°(Q2)"™ that characterizes smooth
variations from this reference model. Furthermore, we choose a Hilbert space M << L ()",
i.e., M is compactly embedded in L>°(Q2)" and work with a parameterization given as follows

U(m) =V + &(m). (3.1)
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Chapter 3. Seismic Inverse Problem

Here, the superposition operator ® : L>(Q)" — L>(2)" plays the same role as before and only
a slight modification is introduced due to the reference model ¥. However, this constant offset
does obviously not affect any of the results regarding Lipschitz continuity or differentiability
and, furthermore, it holds U(*) (m) = ®*)(m) if the k-th derivative of ® exists.

Remark 3.1.1.

For problems in global seismology, a suitable reference model based on a priori knowledge is
available, e.g., the Preliminary Reference Earth Model (PREM) [46]. Also, it is a common
approach in seismology to parameterize for smooth variations from a reference model that
often only varies in depth [54} 118, 130].

Building upon the results from section we consider the following assumption on the state
equation and the involved superposition operator throughout this chapter:

Assumption 3.1.2.

Let Assumption hold with the parameterization given by . Furthermore, with k >
1, let @ : L>®(Q)" — L>®(Q)" be k-times Lipschitz continuously Fréchet differentiable with
®O(m), i =1,...,k, uniformly bounded on D.

We recall the set D that was introduced in the previous chapter when dealing with the
existence of a unique solution to the state equation. In general, Assumption (A1) will only
hold true for a subset D C L*>°(2)". Consequently, even in the absence of explicit constraints,
we have to restrict the analysis of the inverse problem to the set Mp := M N D which
requires some care. To overcome this difficulty, a strategy that allows to choose D = L ()"
by utilizing properties of the superposition operator will be discussed in section [3.2.4] In the
meantime, we continue to work with a convex and closed set of admissible material Myq C Mp.
Furthermore, and without loss of generality, we assume 0 € M,q and ®(0) = 0. This implies,
in particular, that the reference model is a physically reasonable material, which is certainly
a natural assumption.

3.2 Analysis of the Seismic Inverse Problem

In order to treat tomography problems in solid and fluid media in a unified way, we set 7 = d*
for the elastic and 7 = 1 for the acoustic case and use the spaces V and H as defined in
section [2.4] or, respectively, section [2.5] Furthermore, we define

U:=L*L;V)NHYI; H) N H*(I;V*)
and consider the state equation
E:UxM — L¥I;V*), E(u,m):= puy + A (m))u, u(0)=0, u(0)=0. (3.2

We recall that for the elastic wave equation, A(¥(m)) is defined by (2.58) and, respectively,
by (2.67)) for the acoustic wave equation.

Remark 3.2.1.

Following the analysis of hyperbolic equations in the previous section, we recall that for a
source f € Fyt! with some [ > 0, we obtain u € CH(I; V)NC"Y(I; H)NCH2(I;V*) C U, ie.,
the initial conditions make sense.
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3.2. Analysis of the Seismic Inverse Problem

In seismic tomography data is usually taken from several seismic events. We denote the number
of seismic sources by ns and assume to have a set of source functions f;, i = 1,...,ns.
Specific assumptions on the regularity of f; will be made later in this section. For every
event there exist measurements on a subdomain Q¢ x I, Q¢ C Q and we denote the data by

ul € L*(I, L2(Qf)‘i) N H?(I; (Hl(Qf)&)*) with d = d for the elastic wave equation and d = 1
for the acoustic wave equation. The seismic inverse problem can now be stated as follows

i J 3.3
wegin, I (a,m) (3.3)

st. E(uj,m)=fi, ui(0)=0, (w)=0, i=1,...,n,

where u = (uy, ... ,uns)T € U := U™ is a vector of states for every event, e.g., displacement
fields for the elastic wave equation. Furthermore, the cost functional J : U x M — R has the
special structure

s
J(ua m) = Z Jﬁt,i(ui) + aJreg(m)a
i=1
that consists of the accumulated misfit from all seismic sources and a regularization term

Jreg : M — R with parameter a > 0. The misfit functional of event ¢ is denoted by Jgq ; :
U — R and involves data uf.

Remark 3.2.2.

For notational simplicity, we assume that all seismic events are defined on the same domain 2 x
I. Without any difficulty, however, we could work with event-dependent domains 2; C €} and
different time intervals I; = [0,T;], 7 = 1,...,ns. As a consequence, this would require different

spaces Uj, e.g., U; = L2(I;, HH(Q)%) n HY(I;, L2()?) N H2(T;, (H(:)?)*). Additionally,

we could also consider seismic sources f; and data uf of different regularity. For a better

readability of the following results, however, we continue to treat all seismic events in a
unified way.

3.2.1 Existence of a Solution

We prove the existence of a solution to the seismic inverse problem (3.3) in the following
setting.

Assumption 3.2.3.
In addition to Assumption [2.3.5] we require:

(A1) M is a Hilbert space with compact embedding M << L*(2)".
(A2) Fori=1,...,ns Ja; > 0, convex and, with [ > 0, there holds:

e cither f; € F} and CY(I; H) 3 u; Jht,i(ui) is continuous,

o or fi € F\™ and CYI; V) 3 u; + Jai(w;) is continuous.

(A3) Jreg : M — R is convex, lower semicontinuous and Jyeg(m) — oo for ||m|y — oo.
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Remark 3.2.4.

In seismic tomography it is valid assumption to have homogeneous initial conditions and a
force term that has compact support in (0,7"). This means that the simulation starts with
the system at rest and the excitations at the hypocenter last only for a limited time that
is significantly shorter than the traveltimes to the receiver locations in the far field. The
assumption of a higher temporal regularity of the forcing term can be validated since wavelets
are most commonly used to model the time evolution of the seismic source. Furthermore, we
consider point sources in space which require only a slight smoothing in V* = (H!(Q)9)*.

Theorem 3.2.5.
Let Assumption hold. Then the seismic inverse problem (3.3) possesses a solution.

Proof. In a first step we show that the feasible region can be restricted to a convex and closed
set that is bounded in M. Since 0 € M,y C D, the state equation possesses a solution for
m = 0 and (u(0),0) € U x M,q is feasible for (3.3). By Assumption (A3), there exists
B > 0 such that Jreg(m) > Jo := J(u(0),0) for all m € M with |[m|y > . We denote
Bg(0) := {m € M : ||m|[ps < B} and deduce that if a minimizer exists, it must be contained
in Mg := M,q N Bg(0) which is a nonempty, convex, closed and bounded subset of M.

Now, let (u(mg), mg)ren C U x Mg be a minimizing sequence with

J(u(mg), mg) — inf J(u(m),m)=:J.
meM,q
By Assumption and Corollary the solutions u(m) are uniformly bounded in U
for all m € M,q C D. Furthermore, (my)reny C Mg, i.e., (mg)ren is bounded in M. Hence,
since U and M are reflexive, there exists a weakly convergent subsequence, for simplicity
again denoted by (u(my), mg)ken, with weak limit point (@,m) € U x M. Next, we show
that the state equation is weakly sequentially continuous. Here, it suffices to consider only
one component of u(my). For simplicity, we denote uy = u(my) and the right-hand side by f
(i.e., neglecting the index of the seismic event). For arbitrary v € L?(I; V), we obtain

|<E(uk7mk),U>L2(I;V*),L2(1;V) - <E(ﬂvm)7U>L2(I;V*),L2(1;V)|

T
/0 (p(ur)ee + AT (me))Jur(t), v(t))vev — (ptiar + AW (m))a(t), v(t))v-v dt

T
/0 (p((ur)u = (), () v v + (AW (M) (ur(t) — a(t)), v(t))v-v

(3.4)
(AT (mk)) — A(T(m)))uk(t), v(t))v=v dt

< {(un)u = e, p0) 21,20y | + [(ACP (10)0, up, — @) 21y, 2(rv) |
+ C|lmy = m| pooyn 1wkl 2y IVl 2070 -

Here, in the last step we used the Lipschitz continuity of ¥, resp. @, for the estimate

(AT (my)) — A(¥ (M) ug(t), v(t) v v = (A(Y(my) — ¥ (m))ug(t), v(t))v=v
= (A(®(my) — ©(m))uk(t), v(t)v+v
< Cllmy — m|| poo yn [lur (8) [y [[o () [|v-
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3.2. Analysis of the Seismic Inverse Problem

Since up — u € U, the first two terms tend to zero as up — u. Moreover, due to the
compact embedding M << L>(2)", we obtain [[mg — M| ;e (gy» — 0. Since uy, is uniformly
bounded in U, also the last term in (3.4) converges to zero and thus, E(ug, my) — E(u,m).
Since E(ug,my) = f for all k, we obtain E(u,m) = f. Furthermore, by the embeddings
HY(I; H) << C(I; H) and H*(I;V*) —— CY(I;V*), we obtain uy — @ in C(I; H) and
(ug)e — 1y in C(I; V*). Therefore, 0 = ux(0) — @(0) in H, i.e., u(0) = 0, and 0 = (u);(0) —
u¢(0) in V*, i.e., u(0) = 0. Hence, we obtain @ = u(m). Since M,q is closed and convex in M,
it is weakly sequentially closed and thus m € M,q4. Now, by returning to the full vector, we also
obtain @ = u(m). Furthermore, by Assumption [3.2.3](A2), Jg; is convex and continuous, i.e.,
weakly lower semicontinuous, for every i. Thus, by Assumption (A3), also J is weakly
lower semicontinuous and we obtain

J = lim J(u(myg), mg) = liminf J(u(my), my) > J(@,m).
k—o0 k—o0

Hence, (11, m) is a solution to ({3.3]). O

Due to the unique solvability of the state equation for every m € Mp, we can replace (3.3)
by the reduced problem:

min j = J(u(m), m P
meJ}dad j(m) (u(m),m) (P)
where the displacements u(m) = (u1(m), ..., un, (m))7 solve

E(uj,m) = fi, u;(0)=0, (u;):(0)=0, i=1,...,ns.

Thus, the reduced cost functional j is defined by

j:Mp —R, m— Z Jat,i(wi(m)) + adreg(m). (3.5)
=1

The restriction of j to Mp instead of M is required, because u;(m) is not necessarily well-
defined on M. Again, we postpone the discussion on the extension of the reduced cost func-
tional to the whole space M to section Clearly, with the assumptions of Theorem [3.2.5
there exists also a solution to the reduced seismic inverse problem . Fréchet differentiability
of the reduced cost functional can be established under the following assumptions. Note that
in this case the embedding M «— L*°(Q)" is not required to be compact.

Assumption 3.2.6.
Let Assumption hold with some k& > 1. Furthermore, we require:

(A1) M is a Hilbert space with continuous embedding M < L (Q)".
(A2) With [ > 0, there holds for i = 1,...,ng:

e cither f; € Fé“”“ and CYI; H) > u; Jt,i(u;) is k-times continuously Fréchet
differentiable,

eor f; € Fé’““” and CY(I;V) 3 u; Jat,i(u;) is k-times continuously Fréchet
differentiable.

(A3) Jreg : M — R is k-times continuously Fréchet differentiable.
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Theorem 3.2.7.
Let Assumption [3.2.6 be satisfied for given k > 1. Then the reduced cost functional j defined
in (3.5) is k-times continuously Fréchet differentiable on Mp.

Proof. Assumption [3.2.0] ensures the applicability of Theorem which gives the unique
solvability of the state equation and the differentiability of the solution operator from D to
CY(I; V) or, respectively, C'(I; H). Thus, due to the embedding M < L>(Q)", the solution
operator is also differentiable as a map with preimage space Mp and the differentiability
properties of Jg¢; and Jyee can be carried over to j. ]

Next, we give a specific example for a typical problem setup in seismic tomography and verify
Assumption [3.2.3] and Assumption [3.2.6]

Example 3.2.8.

Let M = (H?*(Q) N H}(Q))", ie., we have M < L>®(Q)" for d = 2,3. Furthermore,
we assume homogeneous boundary data, since the material at the surface is usually known
and we do not want to update the material parameters at the artificial boundaries of the
computational domain. For notational simplicity, we consider only one seismic event with a
source given by

f(z,t) := s(t) F(x), (3.6)

where the time evolution is modeled by the Ricker wavelet s(¢) centered at tg and with domi-
nant source frequency w. We assume a point source located at zs € €2 and model the geometry
of the source by a time-invariant moment tensor applied to a smoothed Dirac measure in V*,
cf. [92]. The corresponding force vector is denoted by F' € V*. In order to ensure that f is zero
near ¢t = 0, more precisely, that f € F, we smoothly connect s to zero for |t — to| larger than
a threshold. Data is observed around receiver locations z,, ..., z,, and we set QW =)_,B

j=1r;
where B, ;isa small ball with center x, » The cost function is defined by
17 8\ (12 1 2
Jan(u) = 5 ; 9Out) = " Ol 2 gsya dt - and  Jreg(m) = 3 [lmlfy; . (3.7)

Here, g : [0,7] — R with g € C2°(I) and g(¢) > 0 is a smooth weighting function that ensures
g(t) = g(T'—7) =0 for 7 € [0,¢) and some small ¢, i.e., the misfit is only computed in a
subinterval of I. With this choice of f and J, Assumption [3.2.3] and Assumption [3.2.6] are
clearly satisfied with £ = 2 and [ = 0. Note that with [ > 0, we can also apply the quadratic
misfit to us or even uy provided that uf is sufficiently regular.

For the rest of this chapter, we will continue to work with the cost function given by (3.7))
and f € F§. In particular, this guarantees that Theorem is satisfied with k£ > 2, i.e.,
that the reduced cost functional is at least twice continuously Fréchet differentiable.
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3.2. Analysis of the Seismic Inverse Problem

3.2.2 Adjoint-based Representation of the Derivatives

Having established the differentiability of the reduced cost functional, we can use the adjoint
approach to efficiently compute the first and second derivatives of the reduced cost functional
with respect to m. A general derivation can be found, for instance, in [73], section 1.6.
Fori=1,...,nslet L' : U x M x U x H x H — R be defined by

f/i(u,m, 2,2, 2") i=Jai(u) + (E(u,m) — f;, 2) L2(LV), L2(1V)
+ (u(0), 2") g + (w(0), 2" ) .

Then the Lagrangian L : U x M x U x H™ x H™ — R of the full problem can we written as

Ns
L(u,m,2,2,2") == aJreg(m) + ZLZ(Ui:mv zi, 20 2.

19 1
i=1

Note that actually E : U x M — L?(I; V*) C U*, but we will validate the higher regularity of
the Lagrange multiplier z; € U instead of L?(I; V) using the results of Chapter 2 in Lemma
The adjoint equation can be stated as

(Ly(u,m,z,2z',z"),0)y»u =0 VaeU. (3.8)

In the next step, we will show that z’ and z” can be expressed with the help of z. Further-
more, we outline that the adjoint equation can be interpreted as a variant of the state equation
backwards in time with a different right-hand side. To this end, we note that the states for
different seismic events i can be separated in . Likewise, the adjoint states corresponding
to different events can be computed independently. Hence, is equivalent to

/'Z{/),ﬂ>U*,U:0 \V/'[LEU, 7::].,...,7713,

<I"Zu,(ul7 m, 2, 24, %4

which gives after expanding the operator:

T s X
0= [ aOut) = (0). 60) g

T
+ /0 (iaa(D), 5(E) v v + (A (m))alt), z4(D)v-y dt (3.9)

—I—(ﬂ(O),Zé)H—I-(ﬂt(O),Z;,)H Vuel, 1=1,...,n,.

Therefore, we restrict the further analysis to a single event and drop the index ¢ to improve
the readability. Using the embeddings H'(I; H) — C(I; H), H*(I;V*) — C*(I;V*) we can
apply integration by parts and obtain for v,w € U (cf. [90], p. 283):

T
/0 (oo (), w(t)) vy dt

T
= —/O (pve(t), we(t)) i dt + (pve(T), w(T)) i — (pve(0), w(0)) g (3.10)

T
- /0 (o (8), v(E)) vy di + (pur(T), w(T)) st — (pve(0), w(0)) s
— (po(T), w ()1 + (po(0), wi(0)) s
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Furthermore, for all v,w € V', we have by the symmetry of a(¥(m))
(A(¥(m))v, w)y=v = a(¥(m))(v,w) = a(¥(m))(w,v) = (A(¥(m))w,v)v-y.  (3.11)

Hence, we obtain from (3.9), (3.10) and (3.11)) for all & € U

T
0= /0 g(O)(u(t) =’ (£), 8(1)) oy + (pze(t) + A(L(m))2 (L), alt))v+,v dt

(
+ (2" + p2(0),4(0)) 1 + (2" = p2(0), w(0))
+ (pz(T), u(T))m — (pz(T), &(T)) ur-

Taking test functions @ = pv with v € V and ¢ € CZ°(I) then gives on (0,7):

(3.12)

(S2]

<pztt(t)7v>V*,V + (A(\I/(m))z(t), U>V*,V = _g(t)(u(t> —u (t)v U)LQ(Q(S)(% Vo evV.
Furthermore, considering all ¢ € C*°(I) with ¢(T) = ¢(T) = :(0) = 0 gives 2/ = —pz(0)
and, similarly, considering ¢ € C°°(I) Wlth o(T) = o(T) = p(0) = 0 yields 2 = pz(0).
Likewise, by considering all ¢ € C°°(I) with ¢(0) = ¢:(0) = ¢(T) = 0, we obtain pz(T) = 0
and test functions with ¢(0) = ¢¢(0) = ¢¢(T') = 0 finally yields pz;(T") = 0. We note that due
to Assumption [2.3.5| we have pv = 0 < v = 0 for all v € V. Summing up, we can eliminate
7z’ and z” and interpret the adjoint equation as a vector of state equations backwards in time
with right-hand sides given by _Jf/it,i(ui) and write

E(z,m) = =Jg i (wi), z(T)=0, (2)(T)=0, i=1,...,ns. (3.13)

Thus, we can apply the results from Chapter 2] to establish existence, uniqueness and regularity
of the adjoint states.

Lemma 3.2.9. R X

Let m € Mp, u? € L*(I; LQ(Q?)d) x H?(I, (Hl(Qf)d)*), fi € E3,i=1,...,ns, and the misfit
functional given by (3.7). Then there ezists a unique adjoint state z;(m) € C*(I;V)NC*(I; H).
Furthermore, {z(m) : m € Mp} C CY(I;V) N C%*(I; H) is bounded and the mapping m +
zi(m) is Lipschitz continuous from Mp to C(I; V)N CYI; H).

Proof. We use a time transformation 7 := 7T — ¢ in order to work with initial time conditions
and drop the index 7. By Corollary we obtain u(m) € C2(I; V), hence (u(m) —u®)1lgs €
H%(I;V*), where 1gs denotes the indicator function on Q° C Q. Furthermore, g ensures that
the adjoint right-hand side is in Fj}. Again by Corollary we deduce the existence of a
unique adjoint state z(m) € C*(I; V)N C?(I; H). Furthermore, since u(m) € U is uniformly
bounded on Mp C D, the adjoint right-hand side is uniformly bounded in H?(I;V*) for
all m € Mp. Hence, also {z(m) : m € Mp} C CY(I;V) N C?*(I; H) is bounded. Similar to
the techniques in the previous sections, we obtain for sufficiently small s € M that h :=
z(m + s) — z(m) satisfies

E(hym)=f, h(0)=0, hy(0)=0, (3.14)

with
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With the linearity of A, the Lipschitz continuity of the superposition operator and the uniform
boundedness of z(m + s) € C*(I; V)N C?(I; H) we obtain

I (A(¥(m + s)) = A(¥(m))) 2(m + )|l o1 rye)
= [ (A(@(m +5) — ®(m))) z(m + sl c1(rv+) < Cllsliar-
Furthermore, the Lipschitz continuity of the solution operator (cf. Theorem [2.3.8]) yields
lg (u(m + s) — u(m)) Laallcr gy < Cll (u(m + 5) —u(m)) ler vy < Clisliae

Hence, the right-hand side in (3.14) is in Fj and bounded by C||s||s and we deduce the
Lipschitz continuity of the mapping m + z(m) from Mp to C(I; V)N CY(I; H) by Corollary
2.3.7 O

We will continue to denote the unique adjoint state for a given m by z(m) or, respectively,
z(m). Furthermore, in order to simplify the notation we eliminate z’ and z” and abbreviate

L(u7 m, Z) = ]:(ua m,z, _pzt(o)a pZ(O))
and, respectively, ' B
L*(u,m, z) := L*'(u,m, z, —pz:(0), pz(0)).
With the help of the adjoint state z, the first derivative of j is equal to
j'(m) = Ly (a(m), m, z(m)).

Hence, with u; = u;(m) and z; = z;(m), we obtain

Ns

T
(7' (m), ) are = a(Jyeg (M), 700) are v + Z/O (A(®' (m)m)us(t), zi(t))v=v dt ¥ me M.
=1

We introduce the form D : M x L*(I;V) x L?(I; V) — M* defined by
T
D(m,v,w)(m) = / (A(® (m)m)v(t), w(t))y«y dt ¥ me M. (3.15)
0

Using the Riesz representation for the derivative of the regularization term, the first derivative
of j at a given m € M can then be expressed as

(5" (m), ) are v = a(mym)ar + ZS:D(m,ui(m), zi(m))(m) YV m e M. (3.16)

i=1
Now we proceed with specific examples of the first derivatives for the elastic wave equation.

Example 3.2.10.
We consider the elastic wave equation with the full material tensor and A as defined in (2.58]).
Then the operator D is given by
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where we used the usual notation for tensor products, (a ® b);jr = a;jby and A = B =
> ik AijriBijki-
In the isotropic case, we consider A defined as in (2.59) and obtain

T d
D(m,v,w)(m) :/0 /Q (; aiiui(x,t) ({)izi(g;,t)> - (N (m)m) (z)
d

+2 [ D [e(w) (@, )i [e(2) (2, 0)]ij | - (1 (m)ri) (2)  de dt.

ij=1

Note that the superscript i in the formulas above refers to the components of the forward
and, respectively, the adjoint wavefield and not to a seismic event.

Later on, it will be helpful to utilize that the derivative of the reduced cost functional is
bounded on bounded subsets of Mp.

Lemma 3.2.11.
Let the assumptions of Lemma hold. Then, for any subset G C Mp that is bounded in
M, j'(m) € M* is uniformly bounded on G.

Proof. We use the adjoint-based representation of the derivative as given in (3.16)). In fact,
for every m in G we obtain for arbitrary m € M

Ns

(5" (m), i) arna ) < adlmllarllinllar + Y ellui(m) vy lz:(m) |2 il o oy (3.17)
i=1 .

< (allmllar +C) i ar,

since we have already shown that w;(m) and z;(m) are uniformly bounded on Mp. Hence,
j'(m) € M* is uniformly bounded on any bounded subset G C Mp. O

Note that the boundedness of G is only required for the derivative of the regularization term.
Alternatively, we could have derived that j/(m) € M* is uniformly bounded by utilizing the
Lipschitz continuity of the derivative (Theorem and the boundedness of G.

Next, we turn to the adjoint-based representation of the second derivatives. To this end, we
require the second derivatives of L? which are given as follows:

<L:itu(u7ma Z)ﬂl,ﬂ2>U*’U = (galaaZ)LQ(I;LQ(Q(S)J)v
<L2m(u7mv Z)maa>U*,U = D(m,ﬁ,z)(m),
<Lfnu(u7 m, Z)ﬁa m>M*,M = D(m,ﬂ,Z)(m),

' T
(L (s, 2)i, s e ag = /0 (A (m) (i, 1012) (), 2(8)) v v dit.

Now, operator-vector products j”(m)s for a given perturbation s € M can be computed at
the cost of two additional simulations per seismic event. Again, we refer to [73], section 1.6,
for a detailed derivation and just summarize the required steps, which are given as follows.
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For every i =1,...,n,:
1. Compute a perturbed forward wavefield d,u; by solving

E(dsu;,m) = —A(®'(m)s)u;(m), su;(0) =0, (dsu;):(0) = 0. (3.18)

2. Compute a perturbed adjoint wavefield dsz; by solving

E(8szi,m) = —g 6suilgs — A(®'(m)s)zi(m), 6s2;(T) =0, (352)¢(T) = 0. (3.19)

Then, j”(m)s is given by: V 7h € M
<j”(m)5v T?L>M*’M = Oé(S, ’I’?L)M + Z (D(ma 55ui7 Zl(m))(m) + D(m? ul(m)’ 6522)(m)
i=1

T
+/0 (A(D"(m)(s,70))ui(m)(t), zi(m)(£)) v+ dt)-

Note that the results from Chapter 2 and Lemma [3:2.9) can be applied to deduce that dsu;
and dsz; are uniquely determined and bounded in U.

3.2.3 Optimality Conditions

Now, we turn to the discussion of first-order optimality conditions for the reduced problem .
We recall the assumptions from the previous sections that j is twice continuously differentiable
on Mp and M,q C Mp is a closed and convex set with 0 € M, 4. Then the classical result for
necessary first order conditions can be stated:

Theorem 3.2.12.
Let m € M be a local solution of . Then the following optimality condition holds:

mE€ Mag, (G (m),m—m)ypr >0 Vi€ M. (3.20)
Proof. See Theorem 1.46 in [73]. O

Note that the necessary optimality conditions (3.20|) implicitly also contain the state and
adjoint equation in j'(m). Therefore, we can state an alternative formulation with the help of
the Lagrangian, cf. Corollary 1.3 in [73].

Corollary 3.2.13.
Let (,m) € U x My be a local solution of (3.3). Then there exists an adjoint state z =
(Z1,...,2n,) € U such that the following optimality conditions hold
ﬂi,m,ii,§>U*7U:O VzeU 1=1,...,ng,

,ﬁ>U*7U:O YaeU, i=1,...,ng, (3.21)
m € Mg, <Lm(ﬁ,m,2),m*m>M*7M >0 Vme My

ai’maz’i

Using the fact that M,q is a closed and convex set and M is a Hilbert space, we can also
rewrite the necessary optimality conditions with the help of a projection operator.
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Corollary 3.2.14.
Let mm € M be a local solution of and let Py, : M — Mgy denote the projection onto
M ,q with respect to ||.||ar, i.e., VmeM:

Paryy(m) € Mg, |[Pa,y(m) —mllar = min i —m]lar. (3.22)
meM{L(i

Then m satisfies the following optimality condition:
m = Par,,(m = 0Vj(m)),

where Vj(m) € M denotes the Riesz representation of j'(m) € M* and 6 > 0 is arbitrary,
but fized.

Proof. See Lemma 1.11 in [73]. O

Remark 3.2.15.

Clearly, if a local solution 7 is in the interior of M,q, i.e., if there exists an open neighborhood
B of m with B C M,q, then the optimality conditions (3.20) simplify and m satisfies j'(m) = 0
or, respectively, Vj(m) = 0 In particular, this holds true for every local solution if M,q =
Mp =M.

If M,q = Mp, the optimality conditions or already give the starting point for
Newton-type optimization methods. In the presence of additional constraints more work is
required and we will analyze the Moreau-Yosida regularization to handle the feasible set M,q.
In both cases, it will be helpful if the reduced cost functional is well-defined on the whole space
M. Therefore, we proceed with a strategy to ensure this before we turn to the discussion of
suitable optimization methods.

3.2.4 Evaluating the Reduced Cost Functional on M

In this section, we describe a strategy how the reduced cost functional can be extended to M.
What complicates matters and led to the definition of the set Mp is the fact that, in general,
Assumption (A1) is only satisfied on a subset D C L*°(Q)". This means that even in
the absence of explicit constraints, we have to restrict the analysis to the set Mp = M ND
instead of seeking a solution to the inverse problem in M. Consequently, we have to work with
an admissible set M,q C M that satisfies M,q C Mp. A natural way to define M,q would
be to consider constraints on the material parameters which will be dealt with in section
3.3l However, even if we have explicit constraints on the material, we still cannot ensure a
priori that m stays within reasonable bounds, i.e., within Mp, during the sequence of the
Moreau-Yosida regularized problems. This may cause two problems. On the one hand, this
can yield an operator A(¥(m)) violating Assumption [2.3.5] (A1) such that u(m) might not be
well-defined. On the other hand, difficulties regarding the discretization of the problem arise
since the resolution of the computational grid is based on the source frequency and the wave
velocities. Thus, an unreasonable parameter model might require a very fine mesh.

This motivates a strategy that employs suitable properties of the superposition operator ®
to circumvent these problems. In particular, we want to ensure that Assumption (A1)
is satisfied for D = L>°(02)"™ which gives Mp = M. To this end, we propose a smooth cutoff
function ¢ which guarantees that the parameters always remain within a certain range. In
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3.2. Analysis of the Seismic Inverse Problem

order to simplify the notation, we present the one-dimensional case, but the extension to
multiple parameter fields is straightforward. Consider Z;, x;, Ty, T, € R with ) < x; < Ty < Ty
and ¢ : R — R that satisfies the following properties:

e ¢ is monotonically increasing and at least twice continuously differentiable,
e v =id on [z, x,] and

e O(R) = [p(Z1), p(Tu)]-

Figure 3.1: Smooth cutoff function to ensure that the parameters remain within physically
reasonable bounds. A fourth order polynomial is used for the smooth transition in [Z;, z;] and

[T, Tai)-

We now provide a specific example of such a cutoff function that is also depicted in Figure

B.1

Example 3.2.16.
A cutoff function that has the properties outlined above can be defined as follows:

o), © <y
oi(z), T <z <m,
o(z) =4 =, 1 < x < @y, (3.23)
Oul(),  my < < Ty,
Ou(Ty), T > Ty,

with fourth order polynomials ¢; and ¢, that satisfy the following interpolation conditions:
¢u(w1) = Glz)=1, @@ =0, @'(z)=0,  &(@)=0,
Pu(Tu) = Tu, @;(wu) =1, @L(ju) =0, @Z(wu) =0, @Z(i’u) =0.
Hence, ¢; and ¢,, are uniquely determined by (3.24]) and we obtain
1

oi(z) = m (—334 + 2(z; 4 ;)2 — 6272 + 2(3x; — ;El)ilga: + xlg(a:l - 2:2‘;))

(3.24)

1

3 (—x4 + 2(xy + a‘cu)x3 — 6xyTyr? + 2(3x,, — a‘cu):fo + :cg(xu — 23‘%)) .
2(zy — Ty,)
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Now, we can use the cutoff function within the superposition operator ® in the parame-
terization of A. Thus, we ensure that Assumption is satisfied with D = L*°(Q)", i.e.,
Mp = M, and that the reduced cost function is well-defined and differentiable on M. Here,
the inner bounds z; and x, should be chosen large enough to cover all models that are phys-
ically reasonable. In particular, the solution to the inverse problem should only have values
within [z, z,] such that the cutoff function does not artificially influence the reconstruction.
The outer bounds should be chosen such that [¢(Z;), ¢(Z,,)] covers only models for which the
state equation is well-defined.

Remark 3.2.17.

Note that the proposed cutoff function ensures that only reasonable values for m enter into
the elliptic operator in the state equation. On the other hand, this does not affect the reg-
ularization term. Thus, while the misfit term of the objective function will not increase for
parameter models that exceed the outer bounds, the regularization term Jeg still penalizes
large deviations from the reference model.

Remark 3.2.18.

The cutoff function is only a valid approach if the bounds induced by the set D are “soft
constraints” in the sense that we do not expect that these bounds are active in the global
minimum of the seismic inverse problem @ Other bounds should be treated properly by
explicit constraints.

3.3 Constrained Parameter Identification Problem

In this section, we consider the case where additional constraints on the parameters are explic-
itly available. These constraints can be based on a priori knowledge and help to address the
ill-posedness and non-convexity of the problem. In order to simplify the notation, we assume
that for n > 1 every parameter field has the same regularity, i.e., we consider M = M7{" with
a Hilbert space M} << L*>(Q).

Remark 3.3.1.

From an application point of view, the assumption M = M is reasonable since the different
components of m describe similar quantities, e.g., the velocities of compressional and shear
waves, the bulk modulus or the Lamé coefficients. However, this restriction is mainly done for
notational convenience and we will comment on possible generalizations in Remark

Now, we introduce additional constraints on the set of feasible parameters. To this end, let
m®,m® € M with m® < 0 < m®. Furthermore, let p € Np, g%, ¢* € M} with ¢ <0 < g and
B € RP*™, 'We define pointwise constraints on the parameters by

n
M=AmEL®(Q)" :m* <m<mb, gf <Y bymy <gl,i=1,...p. (3.25)
j=1

By construction, the set M2 is convex and bounded. Furthermore, it is nonempty since
0 € M23. In addition, we assume throughout this section that the bounds are given such that
M2y C D, hence Myq = M2y N Mp.
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Remark 3.3.2.

We do not necessarily require that 0 € MZJ and could in principle allow for more general
bounds m® < m? and ¢* < g°. However, recalling the parameterization , it seems reason-
able to assume a feasible reference model, i.e., zero should be a feasible parameter variation.

From the definition of the feasible set it is obvious that simple box constraints can be imposed
by choosing B = 0 or p = 0. Note, however, that allows for more general constraints
that act on other physical quantities as well. The following examples show, how lower and
upper bounds on the Poisson’s ratio of the material can be enforced or the difference between
the velocities of P- and S-waves can be limited.

Example 3.3.3.

For isotropic material, the Poisson’s ratio v can be expressed in terms of the Lamé coefficients
as v(x) = M)/ (2(A(z)+p(x))), see [101]. Since A and p are positive, lower and upper bounds
in the form v* < v(x) < v® can be rewritten as 2v%u + (20% — 1)A < 0 and —2v°u + (1 —
20%)\ < 0. If we jointly invert for both Lamé coefficients, we can define A(m) = X + m; and
p(m) = fi+ms with a reference model (X, fi). Let 7 denote the Poisson’s ratio of the reference
model. Then the inequalities can be rearranged to

a
(2v% — 1)my + 2v%mg < A (1 — VT),
, (3.26)
<V
(1 —20%)my — 2vbmy < )\(E —1).

Thus, we set p = 2 and
2w —1) 20 A1-%
(S —1)
Assuming that the reference model has a strictly feasible Poisson’s ratio, we obtain ¢g® > 0.

Note that we only have upper bounds in (3.26]), but using the fact that v € (0, %], we could
easily add an (artificial) lower bound by setting

o (20 =1)mb + 20%mg
T =\ (1 = 200)ms — 2vbmb )

Example 3.3.4.
Let v, and v, denote the velocities of compressional and, respectively, shear waves. Recalling
(1.12) and (1.14), we obtain

p=pvi, A+2u=puv.

Thus, if we again consider A(m) = XA +my and p(m) = fi+mg and seek to limit the difference
of the squared velocities of compressional and shear waves by fixed bounds v%, v?, i.e.,

we can definep=1, B=(1 1) and

gt =po* — A+ @), ¢ =p’—A+p).
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In order to facilitate the notation for the forthcoming analysis, we define n. :=n + p, M. :=
Mo, e = (m®, g9, ¥ = (mb ¢*)T and compactly write the set MZS defined in ([3.25)
with the help of a linear operator S € L(M, M.) as

5= {mer=@": yp<sm<y'}. (3.27)

3.3.1 Moreau-Yosida Regularization

In this section, we discuss solution strategies for the constrained parameter identification prob-
lem. The constraints induced by M_J are handled by the Moreau-Yosida regularization. This
method is commonly used for state-constrained problems, see e.g. [69} 70, |71]. In particular,
we can apply a semismooth Newton method to the penalized problem and establish estimates
on the constraint violation for an increasing penalty parameter. Before we start the analysis,
the assumptions required in this section are summarized for convenience.

Assumption 3.3.5.
In addition to Assumption we require:

(A1) Assumption (A1) is satisfied for D = L (Q)".

(A2) The space of material perturbations is given by M = M]* with a Hilbert space M; <<
L>(Q).

(A3) The feasible set M,q is given by M2y N M with MJ$ C D as defined in (3.27).

(A4) Jgy and Jyeg are given as in Example

As has been pointed out before, Assumption (A1) can, for instance, be ensured with the
help of a superposition operator. Note, however, that the superposition operator is only used
in the weak form of the state equation and does not appear in the constraints.

For a fixed v € (0, 00) we define the penalized problem

min j,(m) := j(m) +y¢(m), (Py)
mEMD
with the penalty function
o(m) := ¢ (115m — 6T aqapne + 1[6° — Sml*32(yec ) (3.28)
=5 L2(0)re L2y ) :
Here, [|T is a vector defined pointwise by ([v(x)]"); = max{v;(z),0}, i =1,...,nc.

Following section [3.2.3] we can state the optimality conditions for the Moreau-Yosida regu-
larized problem. To this end, let m., be a local solution of (P,)). Then the following first order
optimality conditions hold:

7 () + 78" ([va — T g — Smﬁ) —0 in M". (3.29)
Equivalently, we obtain in variational form

G )i ar + 7 (S, = 917 = [0° = S, ], Sm) e =0 Y EM. (330)
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We will return to the optimality conditions in section Before, we want to achieve three
things. First, we show that there exists a solution to the penalized problem . Afterwards,
we prove that for a sequence of penalty parameters v — oo and solutions (m. ), to , every
weak limit point will be a solution of (]ED Finally, we deduce estimates on the constraint
violation depending on ~. Note that the constraints are formulated in L°° while the Moreau-
Yosida regularization penalizes violation of the constraints in L2. Since |lvg]| 12 o) — 0
does not imply ||vg||zec(q) — 0, we will utilize an interpolation inequality between L and a
stronger space.

Assumption 3.3.6.

(A1) Either M; < W7 (Q) holds for some ¢’ > d,
or My — C%8(Q) with 0 < 8 < 1 and m = 0 on 9 for all m € M.

(A2) There exist ¢ € R and 7 € M such that ¥¢(z) < 0 < ¢ < (S)i(z) < Y2(z) a.e. in Q
foralli=1,...,nc.

Lemma 3.3.7 (Interpolation between L7 and W),
Let Q C R be open, bounded and with Lipschitz boundary. Furthermore, let ¢ > d and
q € [1,00|. Then

_ : dq'
[vl|zee@) < C \|U||€V1,q/(g)”1}||};q(99) with 0 = m
and a constant C = C(d,q ,q) that is independent of v and .
Proof. This is a special case of Theorem 5.9 in [1]. O

Lemma 3.3.8 (Interpolation between L2 and CcoB),
Let Q C RY be open, bounded and v € C%P(Q) with 0 < B < 1, v € L*(Q). Furthermore, let
v>0, and v =0 on IQ2. Then

_ 28

0 0 .

||U||L°<>(Q) <C ||U||L2(Q)||U”100,ﬂ(g) with 0 = 25 +d

and a constant C = C(d, B) that is independent of v and €.

Proof. A proof can be found in [68], Proposition 2.11. O

Theorem 3.3.9.

Let Assumption hold. Then the Moreau-Yosida reqularized problem has a solution
m for all v > 0. Furthermore, (my)~>o0 is bounded in M. If, in addition, Assumption
(A1) holds, then all weak limit points of (m.)y>0 solve the seismic inverse problem .

Proof. Similar as in the proof of Theorem [3.2.5 we have to consider a convex and closed set
that is bounded in M (= Mp). Since 0 € M,q, we have

: 1
J(0) = B Z Jat,i(ui(0)) =: Jo > 0.
i—1
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and with € := \/2Jy/a and B(0) := {m € M : ||m|/as < €}, we obtain
. . « .
Jy(m) = j(m) +y6(m) = Zmlli; > Jo = 5(0) ¥ m € M\ B(0).

Thus, if a minimizer of exists, it can only be contained in B.(0).

Next, we note that ¢ is convex and continuous, hence, j, is weakly lower semi-continuous and
there exists a solution m, € B.(0) to the regularized problem by standard arguments.
Now, let m be a solution to the seismic inverse problem (]ED By the optimality of m. for
we obtain:

S lmali < Gma) < ) +0(ma) = jy(ma) < jom) = jm).  (3.31)

Since (m~)y>0 is bounded in M, there exist weak limit points. Moreover, (3.31)) yields that
y¢(m~) is uniformly bounded for all v > 0 and, hence, ¢(m) — 0 for v — oco. Now, consider a
weak limit point m* and a sequence (x)ren With m,, — m*. Due to the compact embedding
M <= L®()", we have m,, — m* in L>°(Q)" (and also strong convergence in L*(2)").

Let v := [Sm., — YOI+ + [ — Sm., |* denote the constraint violation. Since ¢(m., ) — 0 we

deduce HU;;HLQ(Q)”C — 0. Moreover, (Sm., )ken is bounded in M, and, by Assumption [3.3.6

(A1), also bounded in W' (Q)" with ¢’ > d or, respectively, in CO8(Q)"e with 0 < B < 1.
Hence, vy, is either bounded in Wha' (Q)" or in CY8(Q)". Now, an interpolation inequality

between L2(Q) and either W4 (Q) (by Lemma [3.3.7) or C%%(Q) (by Lemma [3.3.8) yields
ijy—k HLOO(Q)nc — 0. Hence, m* is feasible for .

It remains to be shown that m* is a solution to . To this end, we note that the sequence
of optimal function values of the penalized problem is monotonically increasing, since

j'Yk (m’Yk) S j’Yk (m7k+1) S j'Yk+1(m’Yk+1)'

Together with (3.31) this implies that (j,, (m.,))ken converges. By the lower semicontinuity
of 7, we obtain
jm*) < liminf j(mo, ) < lminf o, (mey) = lim j,, (mo,) < j(m).

Due to the optimality of m, all inequalities above are satisfied with equality. Hence, j(m*) =
j(m) and m* solves (P)). O

In the following, m., always denotes a solution to (F,)). Concerning the rate of convergence,
we continue to use the notation v} = [Sm, — PUIT + [ — Sm, |t and state the estimate:

Theorem 3.3.10.
Let Assumption |3.3.5 hold and, additionally, let Assumption (A1) be satisfied with the

embedding My, — W1 (Q). Furthermore, let (m., )ken C M be a weakly convergent subse-
quence with m., — m* € M. Then the infeasibility of solutions is bounded by

_1
lof 2@y =0 (w7%) (9 = o)

and " d
+ — - ) = g-
ol =0 (07)  with n= ol
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where m solves . Hence,
+ 12 2 :
o 2agqne < = (G01) = G(mny))
Yk
By Theorem m* solves (P)), hence, j(m.,,) — j(m) which shows

_1
o lza@yee =0 (%) -

Since (M., )ken is bounded in M, (Sm~, )ren is bounded in M, and by Assumption (A1)
also bounded in W4’ (€2)". Thus, an interpolation inequality yields the L*°-estimate similar
to Lemma 8.26 in |126]. O

Example 3.3.11.
We consider My = (H?(2) N H}(Q)). Then we have M << L>(Q) and M; — W4 (Q) for
all ¢ with 1 < ¢’ <6 (d =2,3). Thus, for d = 3 we obtain the estimate

_1
[03, | oo (@yne = 0 (% 8) : (3.32)

Following the derivation in [68], we obtain alternative estimates using interpolation between
LY(Q) and C%8 ().

Theorem 3.3.12.

Let Assumption[3.3.5 hold and, additionally, let Assumption[3.3.6] be satisfied with the embed-
ding My — C%P(Q) and m =0 on 9 for all m € M. Furthermore, let (m., )ren be a weakly
convergent subsequence with m,, — m* € M. Then we obtain the following estimate on the
constraint violation:

_ . I}
o e @pme < Co™ - with = Z=. (3.33)

Proof. The proof follows from [68], Corollary 2.6, but it requires that %U;Fk is uniformly
bounded in L'(Q2)" for v, — oo. In order to show this, we use 9 and 7 from Assumption

3.3.6| (A2) and define w :=m,, — %m Now, we observe that for i = 1,..., n.:
(Sm.,)i(x) > wg(lt) - E—(Sw)z(:v) _ 2(Sm7k)i($)__ (Sm)i(x) > (szft(x) > 1,
(0 (0 (0
and
Sm) <uie) = S(sunt) < - <,
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where we used 1* < 0 in the second part. By testing (3.30) with w we obtain
vk [ Lt @yme

-3 [ (8 0) = @)+ () = S @) da

< i Z /Q e (1813, (2) = 2@ )i = ([0°(@) = Sy, (0] )i) (Sw)ile) dr (3.34)

= = (1m0 = 0" = Sma )7 5w)

< po
<l —

(3" (M )y w) s -

Now, with B.(0) as defined in the proof of Theorem we have m.,, € B:(0) . Hence,
J'(m~, ) is uniformly bounded on B.(0) by Lemma and we conclude

2, L.
=2 o) < el < e (Il + Sl ) s (339)
The rest of the proof follows from Corollary 2.6 in [68]. O

Example 3.3.13.
Again, we consider M; = (H?(Q) N H}(£2)). Hence, we have the embedding M; < C%#(Q)
with g = % for d = 2,3, and for d = 3 we get the estimate

_1
o3, oy < C 7 (3.36)

Assumption (A1) in conjunction with the interpolation inequalities can also be used to
weaken the requirement Mp = M in Assumption [3.3.5] Here, the following alternative result
can be stated:

Theorem 3.3.14.

Let Assumption (A1) and Assumption but not necessarily D = L>*(Q)™ hold.
Furthermore, let G C D be a closed, convex set containing a neighborhood of M?Z5. Then,
there exists vg > 0 such that the Moreau-Yosida regularized problem has a solution m.,
for all v > ~o. Furthermore, (m~)y>~, s bounded in M and all weak limit points of (1M~y)~y>n~,
solve the seismic tnverse problem .

Proof. Studying the proof of Theorem [3.3.9 reveals that we only have to show that there
exists a closed, convex and bounded set G C Mp with m € G and 7y > 0 such that for all

Y 2 Yo:

Jy(m) > jy(m) Vme Mp\G. (3.37)
This will ensure the existence of a solution m. to in G for all v > 9 as well as the
boundedness of (1m.)y>~, in M.

First, we note that if we choose m € M,q, we only have to show (3.37) for v = 7 since this
then implies for all v > ~vq:

Jr(m) = Jao(m) > Jno (i) = j() = jy (i) ¥'m € Mp\G.
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Now, we set G := G N B.(0) with B.(0) as defined previously. Next, we prove that there
exists 79 > 0 such that j,,(m) > j,,(0) = Jo for all m € Mp \ G. If this does not hold, then
there exist sequences (Vi )reny With v, — 0o and (myg)ren C Be(0) \ G*° with

o .
3 lmallay +(me) < gy (mi) <o ¥k EN, (3.38)

where we already used the fact that j., (m) > %||m||3, > Jo for m ¢ Bc(0). Thus, (my)ken is
bounded in M. Furthermore, (3:38) yields ¢(my) — 0 and for v} := [Smg—9®]F +[yp%—Smy T,
we deduce Hv,': H L2(Qyme 0. Similar as before, we can now utilize an interpolation inequality to

deduce Hv,jH Loo(@re 0. Thus, my € G for k sufficiently large. This is a contradiction. [J

Summing up the previous results, we need to solve a sequence of penalized problems (P,|) with
increasing penalty parameters v in order to compute a solution to (]ED . Algorithm |1| describes
this outer loop for solving (3.3) by the Moreau-Yosida penalty method.

Algorithm 1 Penalty Method

1: Choose v > 0, an initial model mjy;; and € > 0.
2: for k=0,1,2,... do

3:  Solve ({P,)) using initial model mini; to a specified tolerance and obtain solution m.,, .
4 if HU;FICHLQ(Q)W < e then

5 Stop with m = m,, .

6: else

7: Choose yx4+1 > 7y and set initial model mjuir = My, .

8  end if

9: end for

Note that in our numerical experiments, we update the penalty parameter quite aggressively
instead of solving for a fixed  to a high accuracy. In particular, = is increased when the
current iterate is infeasible with some specified tolerances on the L?- and L>-norm and when
the last steps provided a good progress towards optimality of . Here, we usually choose a
reduction of the norm of the gradient by half an order of magnitude as criterion. This works
well for the type of constrained problems we are dealing with in section [£.3]and Chapter[5] We
emphasize, however, that more sophisticated strategies on updating ~ exist [70]. This would
be an interesting field for future research.

Remark 3.3.15.

It should be emphasized that due to the non-convexity of the problem, we cannot expect to
attain global solutions of . The same holds true for . Here, we have to rely on a good
starting point and a suitable regularization parameter.

3.3.2 Optimality Conditions for the Regularized Problem

We recall the optimality conditions for the penalized problem given by
J' (my) +~vS* ([va — Ot — [y — Smw]ﬂL) =0 in M* (3.39)
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Chapter 3. Seismic Inverse Problem

Due to the maximum operator in [.]T, the operator equation (3.39)) is not differentiable.
To overcome this difficulty, the concept of generalized derivatives and semismooth operator
equations can be applied. We work with the following definition, cf. [73], Definition 2.1.

Definition 3.3.16 (Semismoothness).
Let X,Y be Banach spaces and G : X — Y continuous. Furthermore, consider a set-valued
mapping 0G : X = L(X,Y). If

sup  ||G(z+s) — G(z) — Hs|ly =o(||s|]|x) for [s|lx —0,
HEOG (1+5)

then G is called semismooth with generalized derivative G (sometimes also called OG-
semismooth).

The classical choice of the generalized derivative for the operator [.]T is given in the next
Lemma.

Lemma 3.3.17.
Let Assumption hold. Then the optimality condition (3.29) is a semismooth operator
equation, which can be stated as G(m) = 0 with

G M= M, Gm) = j/(m) + 75" ([$m— v = [ = sm]*),
and with a generalized derivative given by j”(m) +yS*0D(m)S and dD(m) defined by
= 0 Ui (x) < (Sm)i(x) < ¥} (x)

(Sm)i(x) < ¢ (x) or (Sm)i(x) >
€ [0,1] (Sm)i(z) =i ( (z) =

OD;(m)(x)

I
—

(x), (3.40)

Ny

&
o
=

—~
nn

|

32

=

&

fori=1,... ,n..

Proof. We only have to consider the second part since j'(m) is smooth. By definition, we
have S : M — M, < L>®(2)". Furthermore, [.]T is semismooth from L%(Q)" to L?(Q)"
for any ¢ > 2 with a generalized derivative given by dD (cf. Proposition 4.1 in [67] with a
straightforward extension to n. > 1). Since S* € L(M.*, M*) and L?(Q)" — M.*, we deduce

that (3.29)) is semismooth. O

We conclude this section with a remark on possible extensions of the problem setting.

Remark 3.3.18.

It would be possible to work with different spaces M; for every component of the parameters
as long as every one of them is compactly embedded into L>°(€2) and, furthermore, every M;
is embedded into W14 () or C%#(Q) for applying the interpolation inequalities.

3.4 Trust-Region Newton Method

Now we turn to the discussion of obtaining points satisfying the necessary first-order optimal-
ity conditions (3.29)). Following the analysis in the previous sections, we will only consider the
case Mp = M. Note that in the absence of additional constraints, the optimality conditions

74



3.4. Trust-Region Newton Method

are given by j'(m) = 0, which can be treated as a special case of . With the adjoint-
based representation of the first and second derivatives as well as the generalized derivative
that comes from the penalty term, we have everything at hand that is required to apply a
semismooth Newton method to this nonlinear operator equation. The general iterative scheme
- yet without a globalization strategy - is outlined in Algorithm

Algorithm 2 Semismooth Newton Method

1: Choose m® € M.

2: for k=0,1,2,... do

3:  Choose Hi € 0G.

4:  Obtain s* by solving Hys" = —G(mF).
5. Update mFt!l = mF 4 s

6: end for

A superlinear rate of convergence of the semismooth Newton method can be established,
provided that m° is chosen sufficiently close to a solution m and with the textbook regularity
condition

IH Y eveany £ C ¥V H € 0G(m) ¥V m € Bs(m), (3.41)

with constants C,d > 0, cf. Theorem 2.12 in [73]. However, this regularity condition (3.41) is
hard to verify in practice.

Remark 3.4.1.

It is important to note that the superlinear convergence rate can be maintained if the gener-
alized Newton system is solved inexactly. To this end, we might interpret the inexact solution
as the exact solution to a system with a perturbed operator H,, instead of Hy, cf. Algorithm
3.16 and Theorem 3.18 in [126]. Hereby, we require the Dennis-Moré conditions to be satisfied
for the perturbed operator, see Assumption 3.14 in [126] and [42].

To ensure global convergence, we propose a trust-region scheme. This method is widely used
for globalization of Newton-type methods in finite and infinite dimensions. For a detailed
analysis, we refer to [37, [126] and limit the forthcoming presentation to the general ideas.
We consider the quadratic model

min gu(s) = (7 (mb).s),. 4+ 5 {7 (mF) + 4S5 0D(mb)S)s, ).

seM (3.42)
st 1]l < A

Here m* denotes the current iterate and Ay the trust-region radius in iteration k. dD(m*) is
a generalized derivative as defined in Lemma Hereby, the first derivatives j'(m*) and
operator-vector products j”(mF)s are computed using the adjoint representation outlined in
section Note that j”(m*) +~vS*dD(m*)S in the second term of g can be replaced by
suitable approximations Hy, for instance, quasi-Newton approximations.

The update of the trust-region radius Ay and the acceptance of a computed step is controlled
by the ratio of actual reduction, i.e., the decrease of j,, and predicted ratio, i.e., the decrease
of the quadratic model function g;. Therefore, we define

aredy(s) := jy(my) — jy(mg +s) and pred,(s) := —qi(s), (3.43)
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Chapter 3. Seismic Inverse Problem

as well as the reduction ratio g = g5 (s*) with

ared(s)

ok (s) = (3.44)

~ pred,(s)’
More details on the specific implementation of steering the trust-region radius and deciding
whether to accept or reject step s* will be given in the next section.

Proofs for global convergence and the transition to fast local convergence, i.e., a superlinear
rate of convergence, can be found in [126], chapter 7, in great generality and for different
variants of the trust-region algorithm. Here, we require that the norms of the approximated
Hessians H}, are uniformly bounded, i.e., there exists a constant Cy such that || Hy||zaz,a+) <
Cy for all k.

Approximate solutions to the trust-region subproblem can be efficiently computed by the
Steihaug-CG method [116], which will be explained in the next section.

3.5 Discretized Problem

In this section, we highlight some important considerations to solve the discretized problem.
Let Mj, denote the discretized finite element space for M equipped with a nodal basis such
that elements of m" € M), can be represented as coefficient vectors m € R™". Furthermore,
let M € R"*"n denote the symmetric and positive definite matrix that is associated with
the inner product, i.e., the inner product of two coeflicient vectors v, w € R™ is given by

(v,w)m = v Mw, (3.45)

and, likewise, the corresponding norm is denoted by
1
[vlm = (viMv)2 . (3.46)

The specific finite element spaces for the discretization of the material parameters will be
given in section Since the focus of this section is the finite-dimensional character of the
trust-region subproblem, we continue to work directly with the reduced problem and postpone
details on the discretization of the state equation. For the moment, it is sufficient to consider
E" : R™ x R® — R™ as the discretized version of the state equation. Furthermore, let
4" : R™ — R denote the discretized reduced cost functional and consider the discrete version
of h h
Inin - j(m) (£)

Now, we obtain the discretized trust-region subproblem

Sérﬁiypm qp(s) := Vjl(m*)Ts + 1sTHys (3.47)
st |Islly < A,

where Hj, is an approximation of the generalized derivative of jgl (m") in Euclidean coordi-

nates. For a proper scaling, we have to formulate the trust-region subproblem in terms of

coefficient vectors and matrices. Let gF := M*1Vj,};(mk) denote the transformation of the

discrete gradient to the M}, inner product. Similarly, the Hessian approximation Hj has to be
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3.5. Discretized Problem

transformed by fIk = M~'H,. We compute an approximate solution s* to by the Stei-
haug preconditioned conjugate gradient method [116] that is outlined in Algorithm (3| Here,
M~ is used as a preconditioner, which might be interpreted as performing the conjugate
gradient iterations in Mp. It is important to note that every CG iteration requires to solve
two additional discretized state equations per seismic source to compute a Hessian-vector
product, see section [3.2.2] This vastly dominates the computational costs of Algorithm [3] In
particular, although in all numerical examples the matrix M will not be diagonal, the costs
of computing M~!v are negligible compared to solving a single state equation.

Algorithm [3] terminates with one of the following cases:

1. negative curvature is encountered (line
2. the next iterate would be outside the trust-region (line
3. the residual is below the specified tolerance (line

4. a maximum number of CG iterations is reached.

Algorithm 3 Trust-region Newton-CG

1: Input: m”*, Hj, to set up model q,’;.
2: Choose €, > 0, max.s € N.
3: Set i =0,p’ =0, r" = —ij;(mk), 20 =M1r0 d° = 20,

4: for 1 =0,1,2,..., max.; do

5. Setn= (di, dez)

6: if n <0 then

7 Find 7 > 0 such that ||p® + 7d’||pm = Ag.
8: return s* = p’+ rd’.

9: end if

10:  Set a = (r;,z;)/n, p't' =p’ + ad’
11: if [|[p"|m > A then

12: Find 7 such that ||p’ + 7d’||p = Ay

13: return s® = p’+ rd’.

14:  end if

15:  Set r't! =’ — aH,d".

16:  if ||rjpq]|m/[rillm < ex or i == max., then
17: return s = p’tl.

18:  end if

19:  Set zitt = M~Iritl g = (rit! 2 /(rt, 2?), dt =zt pdl
20: end for

In [116], Theorem 2.1, it is shown that ¢}'(p?) is strictly decreasing. Furthermore, it can be
shown that ||p’||a is increasing and thus, the second termination criterion is reasonable.
Since the problems we consider are non-convex, the Hessian might be indefinite, thus an early
termination of the CG method is crucial, when negative curvature is encountered. In any
case, Algorithm 3| terminates with a descent direction s*. As has been pointed out in the
previous section, the decision, whether s* is accepted for updating m* or not, depends on
the ratio of actual and predicted reduction gg. This procedure is described in Algorithm
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Chapter 3. Seismic Inverse Problem

Unless explicitly stated otherwise, all numerical examples use the following configuration in
Algorithm |4t Apin = 10712, g = 0.001, n; = 0.25, 7o = 0.75 and 7 = 0.9. In particular, we
emphasize that the trust-region radius is only increased, if the current step is sufficiently close
to the trust-region boundary which proved advantageous in our numerical experiments.

Algorithm 4 Update of the Trust-region Radius and Acceptance of Steps

Input: trial step s*.
Compute gy using .
Choose Apin >0, 0<nm<m <m2<1,0< fy<1<pfand 7€ (0,1)
if o < n; then
Set Ak+1 = max{ﬁoAk, Amin}-
else if g, > 17 and ||s*|y; > 7A then
Set Ag1 = B1Ag.
else
Set Ak+1 = Ak
end if
if o > 70 then
Accept step s*.
. else
Reject step s¥.
: end if

e e e
AN 4

Since the Steihaug-CG method requires many simulations of the state equation, it is highly
desirable to avoid rejecting steps without reusing the information that has already been com-
puted previously. To this end, we propose two strategies to cope with this situation. Both
methods require additional solutions to the state equation only to compute the objective
function (either for computing the actual reduction or checking Armijo’s condition).

In the first case, we assume that all previously computed steps can be stored in memory.
If Algorithm {4] returns with the rejection of the step, we successively reduce the trust-region
radius, reuse the Steihaug-CG steps to compute a new trial step and invoke Algorithm 4 again.
Alternatively, we can continue to use the computed direction s* but perform backtracking steps
to find a point that satisfies Armijo’s condition and update the trust-region radius thereafter
to the norm of the update. This is illustrated in Algorithm [5] Note that in all numerical
examples, we will use v4 = 0.001.

Algorithm 5 Handling Rejected Steps

Set Agy1 = O'AHSkHM.
return sk = aAsk.

1: Input: rejected step s* from Steihaug-CG method, y4 € (0,1)
2: Set o4 = 1.

3: while jf;(mk + o 48F) — jf;(mk) > y404(gk, %)M do

4: opa=04/2.

5. end while

6:

7
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3.6 Discussion and Further Perspectives

In this chapter, we presented the seismic inverse problem and suitable solution strategies.
Restrictions on the admissible material have been introduced in two steps. Initially, we uti-
lized a superposition operator to guarantee that only “reasonable” material enters the state
equation, i.e., coefficients for which the elliptic operator is uniformly coercive and the theory
on existence and uniqueness of solutions can be applied. In a second step, we introduced
explicit constraints on the material parameters and treated them by the Moreau-Yosida regu-
larization. This offers a powerful framework to solve the constrained parameter identification
problem. We want so emphasize the regularizing character of the penalty method. For many
problems in seismic tomography, the constraints are usually not expected to be active in the
global minimum. Nevertheless, constraints can add prior knowledge to the problem formula-
tion and prevent convergence towards “physically unreasonable” local minima. This can be
viewed as a robustification of the inversion process. On the other hand, this means that we do
not necessarily have to drive the penalty parameter to infinity and the penalty term is only
invoked if infeasibilities are encountered during the inversion process.

On a different note, the analysis is not limited to the elastic or the acoustic wave equation and
the results can be applied to other problems in optimal control governed by linear hyperbolic
equations as well.

We conclude this chapter with some remarks on possible extensions. As mentioned before,
this thesis focuses on tomography problems that seek to determine structural parameters
within a domain of interest. In fact, however, for earthquake data neither the source time
function nor the hypocenter (especially, the depth) is known exactly. Typically, the inversion
for source parameters is done in a preprocessing step using simpler physical models that are
mostly based on traveltime tomography [115]. Nevertheless, it would be interesting to pur-
sue an all-at-once approach that simultaneously inverts for source and structural parameters.
It will be challenging, however, to establish a suitable parameterization of the source and
appropriate regularization, because the seismic sources typically only have a small spatial
support.

Regarding the minimization procedure, it would be desirable to work with more sophisticated
preconditioners, especially for the misfit term. A possible approach would reuse the gradients
from the previous iterations and set up an L-BFGS preconditioner [98]. Similar ideas have
been applied to tomography problems in [48]. In addition, there is also related work regarding
efficient preconditioners for Moreau-Yosida regularized problems, see [102].
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Chapter 4

Implementation and Numerical
Results

In this chapter, we discuss the discretization of the inverse problem and the implementation
of a matrix-free MPI-parallelized code for simulating seismic wave propagation and solving
tomography problems. In the second part, we consider examples for problems on reservoir scale
in 2d and 3d. In particular, we discuss adjoint sources, statistics on the parallel performance
of the code and, most importantly, the solution of seismic inverse problems. Parts of this
chapter have been published in [19]. Note that further numerical results follow in Chapter
and Chapter [6]

4.1 Discretization of the Wave Equation

We apply a continuous high-order finite element method for the spatial discretization of the
state and an explicit time-stepping scheme. This approach is commonly used in seismic appli-
cations, cf. [51}, {103} [123], see also |[133] for the analysis of a high-order discontinuous Galerkin
method.

We use different spatial meshes for the discretization of the state and the material parameters.
This is motivated by the fact that the data contains only a limited amount of information and
thus a coarser mesh in the parameter space prevents an over-parameterization. Additionally,
the parameter mesh might be adaptively refined based on goal-oriented error estimates |14, |1§]
or prior knowledge to acknowledge the varying amount of information in the data for different
regions of the domain. Note that using different grids for the state and the parameters requires
interpolating the parameter values onto the finer state mesh before every simulation.

Spatial Discretization of the State Space

We consider shape-regular meshes consisting of quadrilateral or, respectively, hexahedral cells
K that cover the computational domain €. Let Tj, = {K} denote the finite element mesh
and h the discretization parameter. Furthermore, let ()5 denote the space of polynomials of
degree s in each variable z;, i = 1,...,d, defined on the reference cell K,of = [—1,1]%. We
use the Lagrange polynomials of degree s with the collocation points given by the Gauss-
Lobatto-Legendre (GLL) quadrature rule |74] as basis of @)s. This yields a nodal basis for
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the numerical representation of the elements of Q5. To this end, let &;, i = 0, ..., s, denote
the collocation points of the GLL rule on the interval [—1,1]. Furthermore, let /; denote the
Lagrange polynomials associated with the points &;, i.e.,

§—¢&
li(€) = :
jmoies & S

We obtain the polynomial basis on the reference cell by tensorization of the 1d bases, i.e., for
a multi-index ¢ € {0,...,s}? we define

S

d

O Kt = R, () = Hlu(%)
i=1

By definition, the Lagrange polynomials vanish at all but one of the collocation points. Hence,
the Lagrange interpolant of a function v : Kot — R is given by

To(x) = Y o(@)e"(x) with &=(&,,.... &))"
1e{0,...,s}4

Integrals over the reference cell are approximated by the GLL quadrature rule. To this end,

let w;, i+ =0,...,s denote the quadrature weights associated with &; in 1d. We obtain
d
/ v(r)dr =~ Z w'v(€)  with weights w' = H wy,,
et 1€{0,...,5} i=1

which is exact if v € Q95_1.
Now, we introduce the finite element subspaces V;’ C V' by

wg:&ﬂecmﬁ

unli € O5(K) VK € ’]I‘h} ,

where in every component, Qs is obtained by bi- or trilinear transformations of the nodal
basis defined on the reference cell. We recall that d = d for the elastic wave equation and
d = 1 in the acoustic case. In all numerical tests presented in this thesis we use s = 4.
Detailed derivations of the spatial discretization of the elastic wave equation using this partic-
ular choice of test functions and quadrature rule can be found multiple times in the literature,
see, for instance, (34} 54, [79, |123]. Therefore, we just summarize the results.

By replacing V' by V7 in or , respectively, we obtain the Galerkin approximation
for the polynomial basis and compute the integrals with the GLL quadrature rule. With
N := dim(V}®) and a time-dependent coefficient vector u(t) € C*(I)Y, the spatially semi-
discrete formulation of the wave equation is a system of linear ordinary differential equations
which can be written in the following form:

Muy, (t) + Ku(t) = F(t). (4.1)

Here, M € RV* denotes the mass matrix (weighted by the density to include p), K € RV*N
is the stiffness matrix and F(¢) € RY is the semi-discrete force vector. Most importantly, the
quadrature rule in combination with the interpolation nodes of the Lagrange polynomials
yields a diagonal matrix M, which enables an explicit time-stepping scheme. On the other
hand, this introduces an integration error, because the GLL quadrature rule is only exact for
polynomials up to degree 2s — 1.
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Temporal Discretization of the State Space

Next, we turn to the temporal discretization of the state equation. Similar to [103], we apply
an explicit Newmark time-stepping scheme to solve the semi-discrete system (4.1)). Let

O=to<ti <...<tp, =T

be a partition of the interval I and let Aty = ¢, — t_1, kK = 1,...,n; denote the time
increment. Now, we introduce a set of independent variables uy o, uy 1, u; 2 to approximate
u(ty), u(tx) and uy(ty), respectively. Furthermore, let Fj, denote the time-discrete version of
F(ty).

The family of Newmark schemes for the fully discrete system is given by the update formulas

Wer1o = M (Kugi10 — Frp),

1
Upq1,0 = Ugo + Atgug g + §Ati (1 =2B8)uk2 + 2Bukt12), (4.2)
Upi11 = U + Al (1= 0)ug o + Ougg2) .

This scheme is second-order accurate and conditionally stable for 6 = 1/2, see [74], Chapter
9. Furthermore, for 8 = 0, we obtain an explicit time stepping scheme. Note that M and K
are time-invariant since the material parameters do not depend on time and we do not change
the state mesh during the simulation. While M is diagonal and can easily be hold in memory,
matrix-vector products Kuy1, are computed on the fly without assembling the matrix K.
A severe drawback of explicit time-stepping schemes is the limitation of the step-size by the
Courant-Friedrichs-Lewy (CFL) condition:

At < CCFL,UE~ (4.3)

P

Here, h denotes the spatial mesh width and v, the wave speed. Loosely speaking, the CFL
condition states that the time step must be chosen smaller than the time it takes the wave
to travel through the cell. When using a global time step, we have to consider the minimum
ratio over all cells in . Hence, it is desirable to choose the local mesh size according to
the local wave velocity.

Despite this limitation, parallelization can be carried out much easier with the explicit scheme
as we do not have to solve a linear system in every time step due to the diagonal mass matrix.
The explicit Newmark time stepping scheme outlined in with = 0 and 6 = 1/2 is
widely used for numerical simulations of seismic wave propagation [34, |54} [79]. Note, however,
that other (explicit) time stepping schemes can be used as well. For instance, a five-stage
fourth-order low-storage Runge-Kutta method is applied in [133].

Spatial Discretization of the Parameter Space

As previously outlined, we separate the discretization of the state and the parameter and
treat both meshes independently. For the parameter mesh, we use a continuous Galerkin
finite element discretization and introduce the finite element subspace

M; = {mh cC(O)" |my|k € Qs(K)n VKe Tiy}
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Here, T}]‘f denotes the decomposition of € for the parameter space. In general, ']I‘hM consists
of larger cells than T}, otherwise the small-scale heterogeneities in the material will not be
seen by the wavefield. In all numerical tests we will use a polynomial degree of s =1, i.e., bi-
or trilinear elements. Note that instead of using the GLL quadrature rule for the parameter
space we apply an exact integration rule, which results in a non-diagonal mass matrix M.

Remark 4.1.1.

We recall the assumptions of Chapter 3] where we require M << L>(Q2). In order to justify
the choice of bi- or trilinear elements, we point out the regularizing effect of the discretization
and the equivalence of all norms for the finite dimensional problem. Furthermore, the numer-
ical results neither show oscillating solutions nor undesirable artifacts in the reconstruction,
which justifies the choice of the discretization of the parameter space.

4.2 Implementation

Efficient inversion methods rely on a scalable code for the simulation of the elastic-acoustic
wave equation. As part of this thesis, a software package written in C++ for seismic inversion
has been developed and we briefly highlight some of its features. The implementation aims to
offer a flexible framework to simulate the propagation of seismic waves in solid and fluid media
and to solve related tomography problems. There are three main components: a container to
store seismic sources and observed data, a wave simulation code and optimization routines
to solve the inverse problem. Figure shows the individual parts and how interaction is
intended on the different levels.

Seismic data is currently assumed to stem from point-sources, which are accurate enough
to model seismic waves in the far field, and observations in form of seismograms at a set of
receiver locations.

The code has been developed to simulate the acoustic and the elastic wave equation in two
and three dimensions. We also consider the case of wave propagation in a coupled system of
fluid and acoustic media in 3d, see Chapter [6] The implementation is parallelized, utilizes
MPI-communication and works matrix-free. Due to the similar discretization scheme, the im-
plementation is inspired by the SPECFEMS3D code |13, |103]. There are, however, significant
differences concerning an object-oriented structure of the code as well as functional extensions
to efficiently compute the gradient and Hessian-vector products. We utilize the Epetra pack-
age, which is part of the Trilinos library [63] 64], to handle the distributed data structures, in
particular, Epetra_FEVector, Epetra_Map and Epetra_Export.

Parallelization is carried out in two stages. Trivially, different seismic events can be simu-
lated in parallel and communication is only required during a post-processing step to add up
the individual contributions to the cost functional and its derivatives. Moreover, the imple-
mentation allows to solve a single event on multiple cores using a spatial partitioning of the
computational domain and communication with MPI. To this end, we employ two layers of
MPI communicators, one acting globally to run the inversion and a local one to manage the
simulation of the wave equation for a single event. On the global layer, the material has to be
distributed across all processors and, in reverse direction, the individual misfits and gradients
have to be accumulated. On the second layer, every seismic event has its own MPI communi-
cator. Here, every processor needs to pass the wavefield at the boundaries of the local domain
to its neighbors in every time step. The second group of communicators is derived from the
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Figure 4.1: Schematic overview of the different components of the seismic inversion toolbox.
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global one by MPI::COMM_WORLD.Split. Thus, both communication patterns can be handled
simultaneously by invoking one of the two layers.

The optimization routines implement the previously described trust-region Newton-PCG
method, which can handle additional constraints on the material parameters by utilizing
the Moreau-Yosida regularization. Forward and adjoint simulations are carried out to effi-
ciently compute the reduced gradient and reduced Hessian-vector products. The computation
of the first derivatives requires the forward displacement field at all time-steps in reverse order.
Moreover, forward and adjoint states need to be accessed again for computing Hessian-vector
products. Note that we do not have to store the perturbed wavefields dsu and dsz, cf.
and , because the contributions to the derivatives can be computed on the fly. Currently,
we store both wavefields on disk, however, if memory poses a bottleneck, checkpointing tech-
niques [59] could be applied. For an alternative strategy, see section

The material mesh uses data structures of the deal.ii library [9} [10], which provides various
tools for finite elements. In particular, we utilize functions

e to compute the regularization term and its derivatives,

to compute the inner product as well as the preconditioner for the Steihaug-CG method,
e to process data for visualization purposes,

e to adaptively refine the grid (see Chapter @

As pointed out above, deal.ii is not used for solving the state equation.

Note that in order to offer more flexibility, state and parameter mesh are uncoupled. This
modular structure allows to easily interchange either the simulation code or the optimization
method. Using different meshes for the material and the state requires frequent mapping of
elements from one mesh onto the other. This is necessary in both directions: the material is
mapped onto the state mesh for carrying out the forward and adjoint simulations. In return,
the gradient is computed on the state mesh first, requiring forward and adjoint state, and
then mapped back to the parameter space.

Further information on the implementation and the user interface can be found in the docu-
mentation [17].

4.3 Numerical Results

In this section, we present numerical examples for the wave propagation code and seismic
tomography problems. Because the inverse problem is not convex, we can usually not expect
to converge to a global minimum. To this end, we use the term reconstruction instead of
solution. On the other hand, since all examples are based on synthetic data and we use a
moderate noise level and/or a sufficiently strong regularization, the results look promising.
Before we start with the examples, we collect a few important remarks.

In all numerical examples, we choose the regularization term as the weighted sum of the
L?-norm and the H'-seminorm, i.e., the discrete representation of

ar[mlf3a gy + a2 | V]2 g

Note that we use the same «;/ag-ratio to compute the ||.||p-norm of discrete coefficient
vectors. Typically, as is a few magnitudes larger than oy as the L?-regularization would often
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4.3. Numerical Results

yield oscillating reconstructions. In the rest of this section, all norms on the parameter mesh
are computed using and we drop the subscript M. With a slight abuse of notation,
we write V3, (mF) for the discrete gradient that is transformed to the M), inner product, cf.
section

Concerning the size of the computational domain and the frequency of the seismic sources,
all forthcoming examples refer to tomography problems on reservoir scale. This requires, in
particular, to truncate the computational domain artificially at all borders but the surface
and we have to impose absorbing boundary conditions to reduce reflections from non-physical
boundaries. Here, we follow ideas from [80] and apply dampers that relate the traction to the
velocity in the solid domain:

(U:e(u) = Upp (ug - 1)1+ vsp (ug — (ug - M) M)  on Tabs o 1.
For the acoustic wave equation, we apply a Sommerfeld-like condition [121] in the fluid domain
Vu-ii=—cluy on D™ 1.

Here, I'PS C 99 denotes the artificial boundaries. It is important to note that these absorbing
boundary conditions do not completely eliminate reflections from the boundaries and more
sophisticated strategies exist, for instance, perfectly matched layers [96].

4.3.1 Adjoint and Gradient Computations

In this section, we illustrate the interplay of forward and adjoint sources, wavefields and the
gradient of the material parameters. Here, we choose a similar setup as in the examples of
[124]. We consider a two-dimensional solid domain of 20km x 12km, a single source located
at (b[km],6[km]) and one receiver at (15[km],6[km]). In order to eliminate reflections from
artificial boundaries, we extend the computational domain for the simulation. The expansion
spans 12.5km in lateral directions and 18km in depth. The experimental setup is sketched
in Figure We use a Ricker wavelet with dominant frequency of 1Hz. The material is
homogeneous with a P-wave velocity of 2500m/s and a constant Poisson’s ratio of 0.25.

0
—6 | * v |
_12 | | |
0 5) 10 15 20

Figure 4.2: Experimental setup for the example in section The source location is indi-
cated by ¥, the receiver location by 1/. Some ray paths of the direct wave as well as reflections
from the free surface are illustrated.
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Chapter 4. Implementation and Numerical Results

By assuming a constant Poisson’s ratio, we only have one unknown parameter field left for the
inversion. To keep matters simple, we use ||u(m)(z;,.)||32(, j2 as cost functional. Obviously,
this is not a useful misfit criterion, but it helps to hlghhgiﬁt the regions that the particular
wavefronts are sensitive to. Note that in this case the adjoint source is given by a subinterval

of the recorded signal. Figure shows snapshots of the forward and the adjoint displacement
field as well as the interaction of both wavefields.

forward wavefield adjoint wavefield gradient contribution

0 I T T O‘T\ PR T | O T T T
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Figure 4.3: Snapshots of the forward (left) and the adjoint wavefield (middle) for different
time steps. The contribution to the material gradient from the current time step is depicted
in the right column. Snapshots are taken at 3s, 5s, 8 and 13s.
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4.3. Numerical Results

The paths along which the waves propagate on the way from the source to the receiver define
the part of the domain, where the data is sensitive to changes of the material parameters.
In other words, the gradient of the misfit with respect to the material coefficients is nonzero
in this area. In Figure [4.4] we depict the gradient for three different scenarios, where either
the whole seismogram or only a subinterval is used to compute the misfit. Hence, we are able
to separate waves that propagate on a direct line from the source to the receiver, from the
wavefronts that are reflected from the free surface. Such preprocessing of the data can be a
powerful tool to consider distinct waveforms and certain parts of the domain. Because of their
shape, the gradient is also called “banana-doughnut kernel” [124, 127] or Fréchet kernel [101]
in geophysical literature.

4.3.2 Parallel Scaling

In this section, we present results on the parallel efficiency of the implementation. The com-
putations have been carried out on two different architectures:

(I) AMD Opteron based 32-way nodes,
Linux Cluster at the Leibniz Supercomputing Centre (LRZ),

(IT) Cray XC30 supercomputer based on Intel® Xeon® E5 processors,
Piz Daint at the Swiss National Supercomputing Center (CSCS).

All of the following statistics are based on computations using the second configuration.

As a first example, we consider a 2d elastic simulation using the Marmousi model with 32
seismic sources. More details on the model will be given in section[5.2] The computational grid
consists of 197,633 degrees of freedom in space and 6,000 time steps for every source. Note
that by “degrees of freedom” we always refer to the number of grid points. Hence, for vector-
valued problems this number has to be multiplied by the number of individual components to
obtain the total number of unknowns. For instance, for the elastic wave equation, we have d
components of the state and if we jointly invert for A\ and u, we also have two components in
the parameter mesh. The reference configuration uses 32 cores in total and one core per source
to simultaneously solve the elastic wave equation for every event. The number of cores is then
increased up to 1024 cores. At the same time, the number of cores per source is increased from
1 to 32. The results are given in Table[4.I] indicating a reasonably strong parallel performance,
with a parallel efficiency of 88.3% on 1024 cores.

Next, we present weak parallel scaling of a 3d elastic simulation. Here, we consider a domain
of 4km x 4km x 4km and a homogeneous medium. We use a fixed number of 1,000 elements
per core, which amounts in 68,921 degrees of freedom for each core, and increase the number
of processors from 8 to 4096. The number of time steps is fixed to 1,000 for every scenario.
Due to the CFL condition, this requires to successively reduce the simulation time interval
by a factor of 0.5. The weak scaling statistic is given in Table In this example, we define
“scaling efficiency” of N cores as the ratio of the total run-time on 8 cores and the total
run-time on N cores. The results indicate only a gradual growth of the computing time when
the number of cores is increased.

As a final example, we present a strong parallel scaling statistic for a forward simulation of the
elastic wave equation. Again, we consider a domain of 4km x 4km x 4km with a homogeneous
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Figure 4.4: Sensitivity of the material with respect to certain time windows of the observed
data. The left image shows the adjoint source in both components. The right column illustrates
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(c) reflected wave

the gradient. In (a) the full seismogram is considered to compute the misfit, in (b) only the
P-wave arrival (with time window ¢ < 7s) is used and in (c) the sensitivity with respect to
the reflected waves from the free surface is computed (with time window 10.5s < ¢t < 15s).
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4.3. Numerical Results

#cores || 32 | 64 | 128 | 256 | 512 | 1024
#sources 32 32 32 32 32 32
#cores / source 1 2 4 8 16 32
total time (s) 265.3 | 130.1 | 66.6 | 33.7 | 185 9.4
speed-up 1.0 2.04 | 3.99 | 7.88 | 14.36 | 28.27

par. efficiency 1.000 | 1.020 | 0.996 | 0.985 | 0.898 | 0.883

Table 4.1: Parallel scaling statistics for a 2d elastic simulation of 32 sources. Discretization:
12,288 elements with 4th-order shape functions, 197,633 degrees of freedom, 6,000 time steps.

#£cores ‘ ‘ 8 ‘ 64 512 4096
#elements 8,000 | 64,000 | 512,000 | 4,096,000

#elements / core || 1,000 | 1,000 1,000 1,000

total time (s) 16.7 | 17.0 17.3 17.9

scaling efficiency || 1.000 | 0.979 0.963 0.935

Table 4.2: Weak scaling statistic for a simulation of the elastic wave equation in 3d. Discretiza-
tion: 1,000 elements per core with 4th order shape functions, 68,921 degrees of freedom per
core, 1,000 time steps (for all configurations).

medium and 4,000 time steps. The spatial discretization uses a mesh size of 200m, which yields
8,000 elements and 531,441 degrees of freedom. The results are given in Table Note that
the comparison to a single core is slightly unfair, because the single process can use the total
memory of the node. Nevertheless, the parallel efficiency is very good and we observe nearly
perfect scaling from 8 to 64 nodes, i.e., 1 to 4 full nodes.

#cores |1 2 4 8 16 32 64

#elements / core 8,000 4,000 2,000 1,000 500 250 125
#dofs / core 531,441 | 269,001 | 136,161 | 68,921 | 35,301 | 18,081 | 9,261
total time (s) 458.7 233.4 122.6 67.6 33.4 16.7 8.29
par. efficiency 1 0.982 0.935 0.848 | 0.859 | 0.859 | 0.865

Table 4.3: Strong scaling statistic for a simulation of the elastic wave equation in 3d. Discretiza-
tion: 8,000 elements in total with 4th-order shape functions, 531,441 degrees of freedom, 4,000
time steps.

Summing up, the results indicate the strong parallel performance of the implementation,
which shows the capability to tackle large-scale seismic inverse problems. We assume the
parallel efficiency can be improved further if non-blocking MPI communication is utilized to
full extend.
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4.3.3 Joint Inversion for Both Lamé Coefficients

Now, we turn to the first inverse problem. The results have also been published in [19]. In
this example, we invert for both Lamé coefficients, A and p, simultaneously. Here, we use
additional constraints on the Poisson’s ratio of the material to relate both parameter fields
to each other and to ensure that this quantity remains within reasonable bounds. We recall
from Example [3.3.3] that the Poisson’s ratio v is defined by

1)
v(z) = 2\(z) + p(x)’

By rearranging the terms, we can impose a pointwise lower and an upper bound on the
Poisson’s ratio v* < v < v/? by

2+ (200 = DA <0, —22bu+ (1 -2 <0. (4.5)

We refer to Example for a different representation of which includes the reference
model.

In this test setup, we consider a time interval of 2.5s and a rectangular domain of 4km x
4km with a single source in the center of the domain. Furthermore, there are 360 receivers
on a sphere in 1.2km distance from the source. The reference material has a P-wave velocity
of 2500m/s and a constant Poisson’s ratio of 0.25. There are four block perturbations of
the material with a P-wave velocity of either 2750m/s or 2250m/s. These perturbations are
created by modifying either A or u, but not both (see first row of Figure . Thereby,
the Poisson’s ratio varies from 0.15 to 0.31. Data is generated by a simulation using this
material model and adding 2% Gaussian noise. The source is modeled by a Ricker wavelet
with a dominant frequency of 10Hz. The discretized problem has 103,041 spatial grid points
for the parameter and state mesh and 3,000 time steps. Note, however, that the material is
parameterized with bilinear shape functions while the state uses 4th-order polynomials. The
initial model is homogeneous with a P-wave velocity of 2500m/s and a constant Poisson’s
ratio of 0.25.

We impose constraints on the Poisson’s ratio for the inverse problem and restrict v to
[0.15,0.31]. The regularization parameters are chosen a; = 1071 and ap = 107°.

The reconstruction is shown in the second row of Figure Here, we show v, and vs computed
from the reconstructed A and p and observe that the reconstruction matches the true material
very well. Figure shows a shotgather for all receivers before and after the inversion. Here,
the amplitude of the signal is visualized as a function of receiver location (on the horizontal
axis) and time (on the vertical axis). The order of the receivers is clock-wise. The first arrival
around 0.6s shows the P-wave and the second arrival at roughly 1s is the S-wave. While the
arrival times are the same at all locations for the homogeneous initial material, the waves
arrive delayed or premature when the true material is used . In particular, the P-wave arrival
time is affected by all four block perturbations, while the S-wave arrival time is only sensitive
to the first two. We observe a good match of synthetic and observed data. In particular, the
misfit has been reduced by 95% compared to the initial material. Note that the constraints
never become active during the inversion, hence +y is not increased and j and j, coincide for
every iterate.

In this example, we do not limit the number of CG iterations in Algorithm [3] and choose a
tolerance

x € €. (4.4)

e = 0.01 + min{L, |V, (m*)|| /| Vi (m°)|[}.
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Figure 4.5: Joint inversion for both Lamé coefficients. All images show the deviation from the
reference material. (a) true P-wave velocity (generated by modifying A on the left half and
on the right). (b) true S-wave velocity (changes only due to u) (c) reconstruction of P-wave
velocity (d) reconstruction of S-wave velocity.
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time(s)
time(s)

23 50 100 150 200 250 300 350 23 50 100 150 200 250 300 350
receiver receiver
(a) true material (b) initial material

time(s)
time(s)

50 100 150 200 250 300 350 ’ 50 100 150 200 ' 250 300 350
receiver receiver

(c) reconstructed material (d) error (amplified by 100)

Figure 4.6: Shotgather of all receivers using different material. (a) data signal for the true
material, (b) data signal simulated with initial material model, (c) data signal simulated
with the reconstructed material and (d) difference between the data signals for true and
reconstructed material, amplified by a factor of 100.
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The optimization process is shown in Table[4.4] After 22 iterations the norm of the gradient has
been reduced by more than 12 orders of magnitude and we observe a superlinear convergence
rate. However, the number of CG iterations increases significantly for the last 7 iterations.
To investigate a possible improvement, we test different strategies regarding the maximum
number of CG iterations. In order to compare the different configurations, we use a reduction of
the norm of the gradient by 6 orders of magnitude as stopping criterion, which is sufficiently
accurate for inverse problems. The computational effort is summarized in Table With
a maximum number of 20 CG iterations, 37 TR-Newton iterations are required and the
total number of simulations is higher than in the previous case. Limiting the number of CG
iterations to 40 provides a good tradeoff. Here, only two additional Newton iterations are
required compared to the unlimited case and the total number of PDEs is about 10% less.
From Figure[4.7|we see the fast local rate of convergence in the unlimited case, which is at least
superlinear. This can not be observed for the other two cases. Nevertheless, the computational
costs are dominated by the simulation of the elastic wave equation. Hence, the limit of 40 CG
iterations gives the best result in terms of computing time.

; k

it || gy (m") ng:% cg it A

0 || 1.85586 | 1.00e+00

1 || 1.64239 | 1.15e+00 1 1.00e+06
2 || 1.37926 | 1.49e+00 | 2 | 2.00e+06
3 || 1.01413 | 1.26e+00 3 2.00e+06
4 1] 0.77855 | 5.58e-01 3 | 2.00e+06
5 || 0.63894 | 6.08e-01 5 4.00e+-06
6 || 0.61081 | 6.19e-01 9 8.00e+06
7 || 0.42257 | 3.94e-01 8 4.00e+-06
8 || 0.36327 | 2.95e-01 11 | 4.00e4-06
9 || 0.29691 | 2.09e-01 12 | 4.00e+-06
10 || 0.25126 | 2.31e-01 15 | 8.00e+06
11 || 0.22447 | 1.97e-01 13 | 4.00e+-06
12 ]| 0.19257 | 2.73e-01 18 | 8.00e+06
13 || 0.16579 | 1.82e-01 | 15 | 4.00e+06
14 || 0.14928 | 3.81e-01 16 | 8.00e+06
15 || 0.11612 | 1.74e-01 19 | 4.00e+06
16 || 0.09775 | 1.77e-01 62 | 8.00e+06
17 ]| 0.09306 | 2.75e-02 48 | 8.00e+06
18 || 0.09245 | 2.81e-02 68 | 8.00e+06
19 || 0.09240 | 9.88e-04 52 | 8.00e+06
20 || 0.09240 | 7.13e-05 72 | 8.00e+06
21 || 0.09240 | 2.74e-08 74 | 8.00e+-06
22 |1 0.09240 | 2.24e-13 | 169 | 8.00e+06

Table 4.4: Tteration tableau for the test without a limit on the number of CG iterations. Note
that j and j, coincide in every iteration and we can use the reduction of the norm of the
gradient as stopping criterion. A denotes the trust-region radius.
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max cg H it Newton | avg. cg it ‘ # PDEs

20 37 15.9 1370
40 23 20.4 1060
00 21 254 1162

Table 4.5: Comparison of the computational effort for different configurations of the Steihaug-
CG method. While the number of Newton iterations decreases when more CG iterations are
allowed, the second configuration achieves the best results in terms of PDE simulations.

10
10° o
.E s cg 20
S10 1{|=cg 40
10—107
-15
10 0 10 20 30 40

iterations

Figure 4.7: The different lines depict the relative norm of the gradient in every iteration. Fast
local convergence can be observed if we do not impose a limit on the number of CG iterations.

In order to analyze the effect of constraints to more extend, we modify the problem formulation
and restrict v to values in [0.225, 0.275]. Hence, the true material is infeasible and the test setup
is rather of academic nature. We use the previous reconstruction as initial model and restart
the inversion which required 6 iterations and included 2 updates of the penalty parameter.
Since the true model is unattainable, the bounds on the Poisson’s ratio are active in the
reconstruction. This is shown in Figure Interestingly, however, the reconstructed P- and
S-wave velocities still look very similar. The final misfit is 0.0378 and, therefore, slightly
larger than in the previous case with 0.0329. Interestingly, however, the reconstructed P- and
S-wave velocities still look very similar with a maximum pointwise difference of 29m/s for
vp and 41m/s for v,. This shows that constraints can be used to add prior knowledge to
the formulation of the inverse problem in order to restrict physical quantities that cannot be
resolved by the measurements.

4.3.4 Borehole Tomography in 3D

In this example, which has also been published in [19], we consider a three-dimensional domain
of 4km x 4km x 4km and a time interval of 6s. There is one seismic source with a dominant
source frequency of 2.5Hz located in the lateral and longitudinal center at 3.75km depth.
Furthermore, there are four boreholes near the corners of the domain equipped with receivers
that measure data every 200m. In addition there is an array of 441 stations near the surface
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Figure 4.8: Joint inversion for both Lamé coefficients with unattainable true material model.
(a) and (b) depict the reconstructed P-wave and S-wave velocity. (c) indicates the Poisson’s
ratio along the diagonal line depicted in (a). The plot shows the true material with the
dotted black line, the previous reconstruction in orange and the reconstruction with “hard
constraints” in blue. Both, lower and upper bounds are active in parts of the domain.
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with 21 receivers each in lateral and longitudinal directions and a 175m spacing. Similar as
in the previous example, the “true” material has a homogeneous P-wave velocity of 2500m/s
with two ball-shaped perturbations of either 2700m/s or 2250 m/s. The material model as
well as the locations of sources and receivers are shown in Figure a). Here, we assume a
constant Poisson’s ratio of 0.25 and invert only for A\. Again, the initial model is homogeneous
with a P-wave velocity of 2500m/s. We use the lower and upper bounds of the true material
as constraints for the absolute value of A, which gives A € [3.375 - 10?,5.042 - 10%].

For the spatial discretization of the elastic wave equation, we use 531,441 grid points and
4,000 time steps. The parameter mesh has 68,921 degrees of freedom and is discretized by 41
X 41 x 41 grid points. Figure (b) shows the reconstruction, see also Figure for slices
through the domain.

1777777728 IBN\\\\ /77774

(a) true material and setup (b) reconstruction

Figure 4.9: Borehole Tomography. The test setup is shown in (a) with black dots representing
the locations of the receivers and the red dot indicating the position of the seismic source.
Furthermore, the two perturbations of the true material are visualized and projected to the
bottom for a better visibility. (b) shows the reconstruction which captures the perturbations
very well.

Only 6 Newton iterations with a maximum of 40 CG steps are required to solve the problem
to a relative tolerance of 1076, Hereby, the misfit has been reduced by more than 99%. In
total, 396 PDEs are solved during the inversion. Note that this problem is considerably easier
to solve than the example in section [4.3.3] which has mainly two reasons. On the one hand,
there is only one parameter field to determine instead of both Lamé coefficients. On the other
hand, there is a good coverage of the domain by the receivers at the surface and inside the
boreholes.

Summing up, the numerical experiments of this section show the capability of the previously
discussed inversion methods. As expected, the quality of the reconstruction and the compu-
tational effort to obtain a solution depends on the amount of information that is included in
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Figure 4.10: Borehole tomography reconstruction. The images (a) - (f) depict slices through
the domain for every plane and show the absolute value of .
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the data. Further numerical examples can be found in Chapter [5] and Chapter [} We conclude
this part with some remarks on possible extensions to enhance the practical performance with
regard to robustness and memory requirements.

4.4 Further Perspectives

Misfit Functional

The proper choice of the misfit functional is crucial for the success of the inversion. In our
numerical experiments, we use the L2-misfit which is suitable for the case of synthetic data and
a small amount of Gaussian noise. However, more sophisticated misfit criteria have been tested
and are required to quantify the difference between simulated and observed seismograms for
real data. For instance, in [128] a correlation-based misfit criterion that uses a weighted norm
of the convolution of both signals is proposed, which is very suitable if both signals differ
by a phase shift or a phase rotation. Time-frequency misfits [82, |83]give another alternative,
where phase and amplitude information of the seismograms are separated. See also [23] for an
analysis on robust misfit measures in the frequency domain. A comparative study is beyond
the scope of this thesis, but we note that different criteria can easily be incorporated into the
inversion framework, as long as they are sufficiently smooth, cf. Assumption

Regularization

In all numerical examples, we consider a Tikhonov-type regularization term, which is often the
classical choice for inverse problems. On the other hand, seismic tomography is strongly related
to problems in image reconstruction which suggests using other types of regularization that
are commonly used in this field. This can include, for instance, a total variation regularization
[48] or exploring sparsity in a curvelet space |29, |65]. While there are limitations with regard to
the infinite-dimensional framework of Chapter [3] it might be a very interesting enhancement
for practical purposes.

Wavefield Compression

For large problems in seismic tomography, I/O operations and memory requirements become
increasingly important. This is due to the fact that forward and adjoint wavefields have to be
processed asynchronously in time. In particular, the forward wavefield has to accessed during
the adjoint simulation for computing the gradient and, furthermore, both forward and adjoint
wavefield are required to compute Hessian-vector products.

Even for mid-size problems this can amount in several terabytes of data. It is well-known that
memory requirements can be traded for additional simulations using checkpointing techniques
[59]. However, this might increase the computing time significantly. A promising alternative
is proposed in [41] where the wavefield is locally compressed using different floating point
accuracies. It would be an interesting field for future research to tailor these methods to the
computation of gradients or Hessian-vector products.
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Chapter 5

Randomized Source Sampling

The computational costs of solving the seismic inverse problem are vastly dominated by the
frequent simulations of the wave equation. We recall that ns; denotes the number of seismic
events from which data is considered. The conventional formulation of the inverse problem,
which was discussed in Chapter requires ng simulations of the wave equation in order
to evaluate the objective function for a given material model. By using adjoint techniques,
additional ny PDEs have to be solved to compute the gradient. Furthermore, we require 2 ng
simulations per CG iteration during the Newton-CG method. Let Nyewt denote the number
of Newton iterations and N,.4 the average number of CG steps per Newton iteration. Then
the total number of PDEs that have to be solved is at least 2ng Npewt (1 + Naeg). Additional
simulations might be necessary if steps are rejected due to a poor ratio of actual and predicted
reduction, cf. Algorithm [d] Moreover, the numbers above implicitly assume that it is possible
to store the whole forward and adjoint wavefields for all sources. If this is not feasible due to
memory restrictions, checkpointing techniques [59] have to be employed and the number of
PDEs per iteration increases further. Hence, an approach that reduces the amount of required
simulations is highly desirable.

In seismic tomography, data is usually taken from a large number of seismic events which is in
the order of tens to a few hundreds for problems in global seismology [110}|118] and even 103
to 10° for problems in geophysical exploration on industrial data sets [107]. Here, the number
of required simulations would be computationally intractable if every source was considered
independently. A promising approach, which has been applied successfully to tomography
problems in the frequency domain [61], is to exploit the linearity of the elastic wave operator
with respect to the state and trigger several sources simultaneously as so-called super-shots.
We also refer to [112] for a simplified version in the time domain using the acoustic wave
equation. Note that similar methods are sometimes also called source stacking |30] or source
encoding [15, [81] in the geophysical community.

Building upon ideas from [61], we present an extension that is tailored to Newton-type meth-
ods, where the computational costs can be reduced further by working with an approximation
of the Hessian of the sample average. Note that some of the analysis is restricted to the finite-
dimensional parameter space, but we omit the superscript h to improve the readability. The
numerical examples in this chapter underline the applicability of the proposed method for
tomography problems in the time domain.
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Chapter 5. Randomized Source Sampling

5.1 Source Stacking

In this section, the data is assumed to have the following properties: We consider ng seismic
events with sources denoted by by f;. For each source there exist measurements uf in Qgps X 1,
Qobs C Q. Note that it is essential for the following analysis that all events are observed at
the same locations. We refer to Remark for a possible extension.

0 2 4 6 8 0 100 200 300

4 6 8 0 100 200 300
length (km) receiver

Figure 5.1: Hlustration of the source stacking approach. The left column shows snapshots
of the wavefield for two individual sources as well as the wavefield for the simultaneously
triggered sources in the bottom row. The common shotgathers for the individual and the
stacked sources are depicted in the right column. The traces start to overlap at roughly 1.6s.

As pointed out above, the key idea is to trigger different seismic sources simultaneously. This is
shown in Figure[5.1] for a simple case with two sources. Note that the wavefronts as well as the
recorded signals overlap in this approach, which can be seen from the common shotgather for
time steps greater than 1.6s. Now, we turn to the general case with a large number of sources.
Here, we combine the individual events by building the weighted sum of the corresponding
right-hand sides. For w € R"s, we define u(m,w) as the unique solution to:

E(u,m) = iwifi, u(0) =0, w(0)=0.
i=1

Due to the linear dependence of the elastic wave operator on the right-hand side, we have

u(m,w) = iwiui, where u; solves  E(u;,m) = fi, u;(0) = (u;)+(0) = 0. (5.1)

=1

102



5.2. The Marmousi Model

Consequently, we now compare the seismograms generated by u(m, w) with the weighted sum
of the measured data. To this end, we slightly change the notation of the misfit functional
and allow for two variables, the simulated wavefield and the observed data. Thus, we define
Jae 2 U x L2(I; L?(Q1s)?) — R and, furthermore,

J(m;w) == Jg (u(m,w), Zwm?) .
i=1

It is important to note that, in general, we have J(m;w) # >, w;Ja(ui(m), ul). Hence,
there is a potential loss of information using the super-shot approach instead of individual
events. From ([5.1)) it can be seen that this is solely caused by the nonlinearity of the misfit
functional.

Remark 5.1.1.

The misfit functional has to be chosen carefully such that comparing the accumulated data still
provides a meaningful value. This might be challenging for noisy measurements. In particular,
we assume only a small level of Gaussian noise and use a least squares misfit in our numerical
examples. Note, however, that the same ideas can be applied to various statistics of the
measurement errors - including distributions with large outliers - if the misfit criteria is chosen
appropriately, see [6].

We will continue with different strategies that incorporate the idea of the super-shots into the
inversion process. Beforehand, we introduce the data set that is considered throughout this
section.

5.2 The Marmousi Model

Our study is based on the Marmousi data set provided by the Institut Francais du Pétrole
Energies Nouvelles |21} [129]. It consists of a rectangular domain of 9,216m x 3,072m. The
wave velocities are highly heterogeneous and the material contains a series of normal faults
and resulting tilted blocks. The P-wave velocity ranges from 1500m/s to 5500m/s. Note that
the original data set is an acoustic model, however, we generate an elastic model by using the
P-wave velocities of the acoustic model and assuming a constant Poisson’s ratio of 0.25. This
gives the relation A = p and we invert for A only. Due to the constant Poisson’s ratio the
S-wave velocity is given by vs = (1/v/3)v,. The P-wave velocity profile is depicted in Figure
In addition, we show two other material models that are considered for our tests.

For setting up the experiment, we place 191 seismic sources at 36m depth. The signal is
recorded by 384 receivers that are distributed equidistantly on a horizontal line at 100m
depth. This setup mimics a marine seismic exploration with sources located in a thin layer
of water at the top of the domain and geophones placed at the bottom of the ocean. Note,
however, that we do not explicitly model the fluid layer by the acoustic wave equation in this
example.

Figure depicts snapshots of the elastic wavefield of a single seismic source. The heteroge-
neous media generates a lot of reflections and refractions of the waves. The parameter mesh
is uniformly refined with a 24m spacing which results in 49,665 degrees of freedom.

103



Chapter 5. Randomized Source Sampling
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Figure 5.2: P-wave velocity profile of the Marmousi data set. (a) “true” Marmousi model

(b) “smooth” Marmousi model (both can be obtained from http://www.reproducibility.|
org/RSF/book/data/marmousi/paper_html/)). In order to generate a more realistic initial
model, we assume a laterally constant velocity for fixed depth and assign the average value
of the true Marmousi model to it. This leads to the velocity profile in (c).

104


http://www.reproducibility.org/RSF/book/data/marmousi/paper_html/
http://www.reproducibility.org/RSF/book/data/marmousi/paper_html/

5.2. The Marmousi Model

Figure 5.3: Snapshots of the vertical component of the displacement field for the elastic wave
equation. Time flows by column from top to bottom.
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5.3 Sample Average Approximation

Stacking all the data into just one super-shot will probably lead to a considerable loss of
information, for instance, due to interference and cancellation of waves. However, by choosing
several different weight vectors w”* and corresponding super-shots, we hope to diminish this
effect, on the one hand, and still be able to reduce the computational costs significantly
compared to individual right-hand sides, on the other hand. Now, consider K € N, W =
{w!,...,wx} and the problem

min j(m;W) :=

meMaq ‘W| Z J(m; w) + reg(m). (5.2)

weW
Throughout this section, we work with the L? misfit.

Remark 5.3.1.
The formulation of the inverse problem in Chapter [3[is a special case of (5.2). Indeed, for
the choice K = n, and wF = eF - where e* is the k-th unit vector - the two cost functions

coincide if the regularization parameter is scaled with 1/ns.

Remark 5.3.2.

On the other hand, for fixed W, (5.2)) might also be interpreted as a special case of (]ED with
K seismic events, sources fi := Zl L wFf; and measurements ui = w) g, Hence we
can directly deduce - even in the infinite- dlmensmnal case - the existence of a solutlon to
for any fixed set W by Theorem However, it is not clear whether the optimal solutions

of and (5.2)) are related.

We may also interpret problem from a stochastic programming perspective. To this end,
we assume the weights w” are i.i.d. samples from a distribution W with support on a subset of
R™s. In this context, the first term of the cost function in is then called sample average
approximation (see [113], Chapter 5) providing an estimate for the expected misfit:

E [ (m; w)] ~ % S (miwh). (5.3)

Now the questions arise, whether for fixed m the sample average approximation converges to
E[J(m;w)] for K — oo and, furthermore, whether the solutions to (5.2)) converge for K — cc.
To this end, we define

K
p(m) = E[J(m; )] + otreg(m), 1 S ( BY + aieg(m ))
k:l

and denote

D= f d o= i .
@ mle%adw( m) and Q@ mrgj}}ladw(m)

Furthermore, the sets of optimal solutions - if they exist - are denoted by M and Mx.

In the following, we choose the probability space W to be Rademacher’s distribution, i.e.,
wh € {—1,1}" are i.i.d. samples with P(wf = 1) = P(w¥ = —1) = 0.5. This has been
proposed in [61] as a suitable strategy to choose the weights. For a finite-dimensional parameter

space M,q in (5.2), we obtain the following result:
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Theorem 5.3.3.
Let M,; = Mp = R™ and wF i.i.d. samples of Rademacher’s distribution. Furthermore, we
define € 1= \/2Jy/a with

Jo:= max J(0;w).

we{—-1,1}"s

Then ¢ (m) converges to @(m) with probability one uniformly on B:(0). Moreover, it holds
o — @ and D(Mg, M) — 0 with probability one as K — oo, where the deviation D(A, B)
of two sets A, B C R™ is defined by

D(A, B) := sup dist(a, B).
acA

Proof. For an arbitrary sample w of Rademacher’s distribution, we observe using ([5.1))
Ns Ns
lu(ms; w)|o <Y Jwil - flui(m) o = Y Jui(m)ll < C,
i=1 i=1

since w;(m) is uniformly bounded on M,q by Corollary Furthermore,
4
[[w(m; w) sz Uy HLz(] L2(Q =|| sz ui(m Ui)”p(];p(g)«i)

< Z ||(u1(m) - u?)HLQ(I;L?(Q)J)'
=1

Thus, there exist C' > 0 independent of w and m such that
|J(m;w) + adreg(m)| <C Vme B(0), VweW. (5.4)

Hence, the first statement follows by the uniform law of large numbers, cf. Theorem 7.48 in
[113]. Furthermore, W is finite, thus minimizing ¢ might itself be interpreted as a special
case of . In particular, M and My are nonempty and contained in B(0). Thus, the
convergence of the optimal values as well as the convergence of the sets of optimal solutions
is a special case of a more general setting that is proven in Theorem 5.3 in [113]. O

By employing Rademacher’s distribution, we obtain a finite set W which facilitates the re-
quirements of the cited Theorems considerably. However, Theorem 5.3 and Theorem 7.48 in
[113] can also applied to general distributions with some additional assumptions. Moreover,
the analysis can be extended to the derivatives of ¢ and ¢k

Remark 5.3.4.

Despite the result from Lemma it is hard to quantify the quality of the sample average
approximation and the amount of preserved information in practice. We refer to [61] for a
strategy to estimate ¢ — ¢ that relies on solving a few instances of for different weights.

We will now assess the practical performance of the sample average approximation by some
numerical tests. First, we consider the acoustic version of the Marmousi model and a source
frequency of 10Hz. We simulate a period of 3.6s and use a mesh with 197,633 grid points in
space and 6,000 time steps. Figure shows the sample average for up to 32 super-shots.
Again, we use Rademacher’s distribution for the probability space W.
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Figure 5.4: Sample average of the misfit for up to 32 super-shots. The black crosses denote
the misfits of single super-shots and the blue line depicts the sample average of all preceding
super-shots. The maximum and minimum values are highlighted with a red circle and the green
dashed lines indicate the interval of mean + empirical standard deviation for 32 super-shots.

In order to clarify the gain of information using several super-shots instead of only one, we
illustrate the gradient for different choices of K in Figure To this end, data is generated
with the true material model and the gradient is computed for the smoothed material (see
Figure[5.2(b). We compare the gradient for 1 to 32 super-shots in (a) - (). Clearly, the gradient
becomes smoother the more super-shots are considered. We also depict the gradient computed
with data from 8 individual seismic events in Figure (g) While the computational effort is
the same as for 8 super-shots, using super-shots instead of individual sources seems to provide
a significantly better update. In addition, we compute the full gradient of 191 individual
events and visualize the result in Figure (h) Keeping in mind that the computational costs
are proportional to the number of sources (individual or simultaneous), we observe that a
small number K seems to be a good tradeoff between preserving information and efficiency
of computation.

Remark 5.3.5.

There are some limitations of the sample average approach regarding the application to real
data. On the one hand, data might not be observed at the same locations for all sources.
This is usually the case for earthquake sources but also applies to certain experimental design
setups in geophysical exploration where the array of receivers moves with the source. To
overcome this problem, strategies on extrapolating the wavefield are discussed in [61] and the
references therein. On the other hand, corrupted data, e.g., due to a defective device, can have
a stronger influence with the super-shot approach than with individual sources. Here, either
an appropriate misfit criterion or an effective preprocessing step to filter out corrupted data
is necessary.
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Figure 5.5: Gradient of the sample average for the acoustic Marmousi model. In (a)-(f) the
gradient of the sample average misfit using 1, 2, 4, 8, 16, and 32 super-shots is shown. For a
comparison, (g) shows the gradient computed by 8 randomly selected individual events and
(h) displays the full gradient with 191 independent sources. The computational effort increases
by a factor of 2 at a time from (a) to (f) and again by almost a factor of 6 from (f) to (h).
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Now, we return to problem and observe that is has the same structure as for fixed
W. Hence, we can readily use the methods from Chapter [3] to solve the inverse problem. As
main advantage of the sample average approximation, the computational costs for evaluating
the objective function or gradient, or performing a conjugate gradient iteration now scale with
factor K = |W| instead of ns. Provided that neither the number of iterations nor the quality
of the reconstruction change considerably for K < ng, this reduces the number of simulations
significantly. In addition, the memory requirements for storing forward and adjoint wavefields
during the CG iterations are also reduced by K /ns.

The most important question is certainly, how the quality of the reconstruction is affected
by K and, furthermore, what the computational effort to obtain a solution is. To this end,
we perform a second test using the elastic version of the Marmousi model and the initial
model depicted in Figure c¢). This is a realistic scenario for a starting model as no further
information apart from a single depth profile is required. The source time function at all
locations is a Ricker wavelet with dominant source frequency of 5Hz. 1% Gaussian noise is
added to the data generated with the true Marmousi material. Again, we use i.i.d. samples of
Rademacher’s distribution for the weights of the super-shots and we do not impose constraints
on the material in this example.

The reconstructions for different numbers of super-shots are shown in Figure Note that we
only consider depths up to 1km as the reconstruction becomes less accurate at greater depths
and the error would be dominated by those regions. Compared to 8 super-shots, the recon-
struction using only one super-shot is rather noisy. On the other hand, it is quite remarkable
how much information is preserved already by a single super-shot.

In order to quantify the quality of the reconstruction, we compare it with the true material
model and with respect to three different criteria in Table Again, the comparison consid-
ers only up to 1km of depth. In particular, we specify the maximum pointwise error relatively
to the true model and utilize two criteria that are commonly used for the purpose of image
comparison. Here, we compute the 2D correlation coefficient as well as the structural simi-
larity index (SSIM), see [132]. While the different criteria rank the reconstructions in slightly
different order, there is a clear indication that the quality of the reconstruction improves with
the number of super-shots.

|1 2 4 8 16

max. error || 0.5880 | 0.5411 | 0.5618 | 0.5365 | 0.5371
corr2 0.8906 | 0.9008 | 0.9052 | 0.9031 | 0.9042
SSIM 0.3952 | 0.4072 | 0.4183 | 0.4197 | 0.4213

Table 5.1: Quantitative assessment of the reconstruction. The table indicates the maximum
pointwise error (the smaller the better), the 2D correlation coefficient (corr2, the higher the
better) and the structural similarity index (SSIM, the higher the better).

Table compares the accumulated misfit computed with the initial as well as the final model
for the different scenarios. In all cases, the total misfit has been reduced by around 92%.

The computational effort for solving this problem with different numbers of super-shots is
given in Table Slightly more Newton iterations are required for smaller number of super-
shots. Afterwards, the number of iterations seem to stabilize around 30, which suggests that
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Figure 5.6: Reconstruction of A for an increasing number of super-shots in the sample average
approximation. The images show the deviation from the initial model. The reconstructed
material improves with increasing number of super-shots. On the other hand, very few super-
shots already yield a good result.
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|1t | 2 | 4 | 8 | 16
initial misfit || 4.6689 | 4.7902 | 4.8081 | 4.8435 | 4.9401
final misfit || 0.3441 | 0.4089 | 0.4306 | 0.4383 | 0.4404

Table 5.2: Comparison of the initial and final accumulated misfits for different numbers of
super-shots K.

the sample average approach yields a similar behavior of the optimization process for an
improved approximation of the expected value . As stopping criterion we use a relative
reduction of the norm of the gradient by either 1073 or 10~%. The CG iterations are terminated
after at most 40 iterations or if the relative residual is less than 0.01.

K tol = 1073 tol = 1076

it Newton | avg. cg it ‘ # PDEs || it Newton | avg. cg it ‘ # PDEs
1 24 14.3 810 41 25.0 2255
2 25 15.3 1784 46 26.6 5354
4 28 18.8 4796 38 24.4 8196
8 24 17.0 7504 30 21.6 11584
16 23 15.6 13376 31 21.9 24256

Table 5.3: Comparison of the computational effort for different number of super-shots and
different tolerances for the optimality conditions. The table states the number of Newton
iterations, the average number of CG iterations per Newton iteration as well as the total
number of PDE simulations for different numbers of super-shots K.

In the next step, we present an extension to the sample average approach that is tailored to the
previously proposed Newton-type methods and is based on mini-batches of the samples. To this
end, let W = {w!,..., wk } be fixed. From the structure of the sample average approximation
there naturally arises the question, whether subsets (or mini-batches) of the samples can be
used to compute the objective function and/or its derivatives. Note that the gradient and
Hessian of j(m;)V) share the same structure:

Viim;W) = 1/1\/| Z (VJ(m;w) + aV Jeg(m)),
weWw

V2i(m; W) = )/1V| Z (V2J(m;w) + aV2 Jyeg(m)) -
weWw

Now, we propose a trust-region Newton-CG method using subsamples of WW. Similar ideas have
been applied to problems in machine learning [27]. We formulate Algorithm [6] in a general
way and allow for different subsets of the samples for the objective function and gradient,
on the one hand, as well as for the Hessian vector products, on the other hand. Here, we
only consider the unconstrained and finite-dimensional case, but it can also be applied to the
Moreau-Yosida penalized objective.
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Algorithm 6 Inexact Newton with Mini-Batches

1: Choose initial model m® and samples H, Ho with 0 # H C Ho C W.

2: for k=0,1,2,...do

3. Evaluate j(m*; Ho) and Vij(m*; Ho).

4:  Invoke Algorithm [3| with Hj, = V2j(m*;H) and retrieve trial step s*.
5. Invoke Algorithm (4| (and Algorithm [5} if necessary).

6:  Choose new samples () # H C Ho C W.

7: end for

The computational costs of applying the Steihaug-CG method in Algorithm 6| are proportional
to |H| instead of |[W)|. Likewise, the memory requirements are reduced. Note that the condition
H C Hy is crucial, because for every w € H the forward and adjoint wavefields are required to
compute V2j(m;w). Thus, the corresponding state and adjoint equations have to be solved
anyways. Note that the optimality conditions for (5.2)) can not be checked using only a subset
Ho C W. Hence, including a convergence criterion into Algorithm [6] necessitates to compute
Vi(m;W).

The set W in Algorithm [6] might be interpreted in two different ways. On the one hand, we
can choose W = {e!,... €™} and apply the method to the conventional problem formulation.
This is similar to problems in machine learning, where parameters of a statistical model are
estimated based on a small training set. Following the original idea of the super-shots, on
the other hand, W is not necessarily fixed a priori, as we can choose an arbitrary number of
samples of a probability distribution W. From this point of view, Algorithm [6] is similar to
stochastic descent methods that are outlined in section [5.41

Now, we evaluate the practical performance of the proposed method by reconsidering the
elastic Marmousi example and using the same setup. Algorithm [6] offers a lot of flexibility to
choose the mini-batches. We consider either K = 8 or K = 16 super-shots and choose Hy = W
in every iteration. The Hessian-vector products during the CG iterations are computed using
only a single super-shot. Here, a different super-shot is chosen cyclical from 1 to K in every
Newton iteration. In both cases, the iterates converge to the same points as before. Table
[b.4] summarizes the computational effort for 8 and 16 super-shots. Due to the approximation
of the Hessian the number of Newton iteration increases, which is expected. Furthermore,
the number of rejected steps during the trust-region iteration increases from 2 to 8 (K = 8)
and from 1 to 6 (K = 16). However, and most importantly, compared to the “full Hessian”
the number of PDE simulations reduces considerably, even for a higher tolerance. Here, we
achieve savings of 56% (K = 8) and 75% (K = 16), respectively. In a second test, we increase
the number of super-shots considered for computing the objective and gradient along the way
and continue to approximate the Hessian using only one super-shot. Here, the results do not
further improve. In contrast, increasing K from 1 to 8 results in a total number of 7984 PDEs
(compared to 5058) and increasing K from 8 to 16 requires 8088 simulations (compared to
6112).

Due to the same structure of problem @ and , it is straightforward to incorporate
additional constraints. To this end, we perform another test with the Marmousi model and
add lower bounds on the P-wave velocity. In particular, we impose A > 1.4 - 10° in the
whole domain. Due to the constant Poisson’s ratio this is equivalent (with minor rounding)
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tol = 1073 tol = 1076
it Newton ‘ avg. cg it ‘ # PDEs || it Newton ‘ avg. cg it ‘ # PDEs
8 45 17.8 3090 65 23.2 5058
16 42 17.2 3700 62 22.5 6112

Table 5.4: Comparison of the computational effort for different number of super-shots and
different tolerances on the optimality conditions. The Hessian is approximated by only one
super-shot as outlined in Algorithm @

K ([#]) tol = 1073 tol = 1076
it Newton | avg. cg it ‘ # PDEs || it Newton | avg. cg it ‘ # PDEs
8 (8) 25 17.9 8264 33 23.3 13704
8 (1) 50 19.6 3440 66 24.0 5092
16 (1) 46 20.7 4384 65 24.4 6358

Table 5.5: Comparison of the computational effort for the Marmousi model with lower bounds.
The number in brackets in the first column indicate the number of super-shots that are used
to compute the Hessian-vector products of the misfit functional.

to v, > 1450[m/s]. This bound is only relevant near the surface as the velocities increase with
depth. Note that the true Marmousi model is feasible with respect to this bound.

In a first scenario, we solve the constrained inverse problem using 8 super-shots for the approx-
imation of the objective, gradient and Hessian-vector products. In addition, we use Algorithm
[6] with the same setting as before and compute solutions to the constrained problem with
K =8 and K = 16. In shallow depth up to 100m there is a slight improvement of the recon-
struction for 8 super-shots compared to the unconstrained case, where the maximum pointwise
error is reduced from 0.22094 to 0.22068. In the rest of the domain the solutions are the same.
In addition, there is a small improvement of the final misfit to 0.438278. The regularization
parameters were chosen identically in all scenarios with o; = 1078 and oy = 5- 107°. For
K = 16 the reconstructions in the constrained and unconstrained cases are identical, although
29 of the iterates are infeasible material models which triggers an increase of +.

Finally, Table summarizes the computational effort to solve the constrained problems
using the Moreau-Yosida regularization. The number of required PDE simulations increased
only about 0.7% (K = 8) or 4% (K = 16), respectively, compared to the unconstrained case.

Summing up, this test shows a nice application of constraints where the solution can be
slightly improved by adding prior knowledge to the problem formulation. More importantly,
the computational effort for solving the constrained problem does not increase significantly.
This is also visualized in Figure which shows that in both test cases the mini-batch Hessian
based on a single super-shot is more efficient - even to get from tolerance 1073 to 1076.
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Figure 5.7: Summary of the computational effort to solve the unconstrained and constrained
inverse problem for K = 8. Even for higher accuracies, the inexact Hessian based on a single
super-shot is more efficient.

5.4 Related Approaches and Further Perspectives

Stochastic Descent Methods

If K and the random weights are fixed, the sample average approximation approach yields a
deterministic optimization problem that can be solved with any choice of nonlinear optimiza-
tion method, for instance Algorithm [f] However, since W is not necessarily fixed a priori and
samples can be chosen randomly in every iteration, the proposed method is closely related to
stochastic descent methods.

In particular, the stochastic gradient descent method (also known as Robbins-Monro method
[111]) is based on the update rule

m* = m* — o Vj(m* W),

where o > 0 is a step size and W;, is a small number of samples drawn from the distribution
W that changes in every iteration. Again, we can also allow for randomly picked individual
sources. We refer to [113], section 5.9, for a general overview on the stochastic gradient descent
method. Note, however, that most of the theoretical findings are limited to convex problems.
However, even in the non-convex case, the method often yields good results in practical
applications [61]. A key observation is that the performance of stochastic descent methods
can be accelerated by using a preconditioner, i.e., by modifying the update rule to

m*t = mF — e BTV i(mF W),

with a symmetric positive definite matrix B approximating the Hessian at the solution m. Re-
cently, limited-memory BFGS (L-BFGS) methods [97] as well as variants using Hessian-vector
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products based on mini-batches to construct the L-BFGS approximation [28| for accelerating
the stochastic gradient descent method have been proposed.

Despite being a very interesting topic, a rigorous comparison of stochastic descent methods
and its relation to the sample average approximation is beyond the scope of this thesis and
left for future research.

Source Stacking with Time Shifts

So far, all sources (possibly with weight zero) are triggered simultaneously. However, we can
also introduce a temporal delay and trigger the sources with a time shift. To this end, we
assume that all receiver locations observe continuously in time, i.e., for every event there
exist measurements u?(@) for every 6 € R with time 6 referring to the global time scale.
Furthermore, let f; : [0,7] — V*, ¢ = 1,...,ns, denote the source time functions for the
single events. Here, the length of the interval T indicates the duration for which significant
measurements are observed. For simplicity, we assume that this duration is the same for all
events. Note that f; introduces an individual time scale for event ¢ and initial time zero on
this local scale does not mean that all events happen simultaneously. Instead, let 6; denote
the initial time of event ¢ on the global time scale. Then, on the global time scale, the period
with significant measurements for event i corresponds to u?(#) with 6 € [0;,0; + T).

Now, we extend the source stacking approach by allowing for additional time shifts. To this
end, let w € R™ and 7 € [0, (ns — 1)T]" denote weight and time shift for every source. We
set

T:=T+ max 7

i=1,...,ns

and define the super-shot right-hand side with time shifts as

Fw,T : [07 T] - V7 Fw,T(t) = Z 1{T¢§t§n+T}wifi(t - Ti)'
i=1

Here, 1 denotes the indicator function. We recall the assumptions from the previous chapters
that every seismic source f; is continuous in time and has compact support in [0,7]. Hence,
these properties also hold for F, , on [0, T]. The misfit is now computed using measurements
uf(@) with 6 € [91 —73,0; + (T — Tl)]

Clearly, the sample average approach presented previously can be interpreted as a special case
of this strategy with the choice 7; = 0 for all <. Compared to the conventional approach with
individual events, the number of time steps would be reduced by a fraction of T//(nsT). Since
the number of time steps are roughly proportional to the overall costs of simulating all seismic
events, the same fraction applies to the reduction of the total costs.

In summary, allowing for time shifts might help to reduce the loss of information by shifting
the arrivals of particular wavefronts and still provide significant savings of computational time.

Optimal Experimental Design to Determine the Weights

In all the numerical examples presented above, the weights were chosen as i.i.d. samples of
Rademacher’s distribution, which is motivated by the fact that this distribution is optimal in
the sense that it minimizes the variance of E[J(m;w)] among all distributions with mean zero
and the identity matrix as covariance [75]. Despite this observation, it is not clear, however,
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whether a different choice of the weights could either provide a better descent direction or
result in fewer iterations to solve the problem. More generally, while the computational effort
using super-shots can be reduced substantially, it is also unknown, how much information
is lost by the sample average approximation, especially in the presence of very noisy mea-
surements. Hence, it is desirable to determine the weights such that as much information as
possible is preserved. Therefore, criteria to quantify the quality of information are required.
Related literature exists for linear tomography problems [38] [60] as well as a preliminary
study for the acoustic wave equation [117]. Moreover, general considerations on optimal ex-
perimental design of inverse problems can be found in [62]. Many of these criteria depend on
the spectrum of the Hessian of the sample average approximation. In order to apply these
methods, representing the second derivatives by adjoint techniques will be a crucial ingredient.
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Chapter 6

Wave Propagation at a Solid-Fluid
Interface

Complementing the results from the previous chapters, we conclude this thesis with a case
study on tomography problems with a domain that has both fluid and solid media. To this
end, we present a model that consists of a coupled system of the elastic and the acoustic wave
equation. Hereby, a fundamental assumption is that the location of the interface between
both media is known a priori. Afterwards, we apply the framework for solving tomography
problems that we have developed in the previous chapters. However, a rigorous analysis of
the coupled system in a function space setting is beyond the scope of this section.

Most of the results of this chapter have been published in [18§].

crust

mantle

outer core (fluid)

inner core (solid)

1222 km
2258 km

2867 km
25 km

Figure 6.1: Sketch of the inner structure of the Earth with a solid mantle and inner core and
a fluid outer core .
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Chapter 6. Wave Propagation at a Solid-Fluid Interface

6.1 Motivation

So far, we have treated fluid and solid media separately, considering either the elastic or the
acoustic wave equation. However, in several applications the domain of interest has both solid
and fluid regions which requires appropriate modeling. These problems occur on very different
scales, for instance, in global seismic tomography where the liquid structure of the Earth’s
outer core has to be considered, see Figure [6.1

On a much smaller scale, problems in marine geophysical exploration require an accurate
model of the ocean. An important application is the search for natural resources, especially
oil reservoirs that are located below the sea. Here, measurements are generated by a research
vessel that emits pressure waves with an airgun. Figure[6.2)sketches the setup for the collection
of reflection and refraction surveys. Geophones buried into the shallow seafloor record the
seismic response from the subsurface. The Valhall oil field in the North Sea is an example for
such an industrial data set with ongoing research .

Figure 6.2: Sketch of marine geophysical exploration: A research vessel equipped with an air-
gun cruises the sea and emits pressure waves. The seismic response of reflected and refracted
waves is recorded by a dense array of geophones located at the bottom of the ocean or buried
into the shallow seafloor (shown as red lines).

6.2 Modeling and Inverse Problem

We consider a domain that consists of a solid and a fluid layer. The solid and fluid regions are
denoted by Qg and Qp, respectively, and we set Q = QsUQp C R? with d = 2, 3. Throughout
this chapter, we assume that g and Q2 are bounded domains with smooth boundaries and
interface I'iy;. The remaining parts of the boundaries are denoted by I'r := 9Qp \ I'ipe and
I's := 09g \ T'ins, respectively. Figure shows the geometry of the domain with both layers.

As has been discussed in the previous chapters, the propagation of waves in the solid medium
is governed by the elastic wave equation and, respectively, by the acoustic wave equation in
the fluid domain. In addition, continuity of traction and continuity of the normal displacement
have to be ensured at the interface, cf. . In the solid medium, we assume a heterogeneous
and positive density pgs and a linear elastic rheology and continue to denote the displacement
field by w. In the fluid domain, we consider an inviscid fluid medium with a homogeneous
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Qp

fluid medium

solid medium

Figure 6.3: Sketch of a solid-fluid interface. Parts of the incoming waves are reflected to the
acoustic medium while other parts are transmitted to the elastic medium.

density pr > 0. In order to better distinguish both regions, we introduce a new state variable
x to denote the displacement potential. The speed of compressional waves in the fluid domain
is assumed to be constant and denoted by ¢ > 0. Furthermore, the normal vector pointing
outwards of the fluid domain is denoted by 7r and the normal vector pointing outwards of
the solid domain by 7ig, respectively.

In order to cover the more general case we place seismic sources fr and fg into both media.
Note that sources in the acoustic medium are pressure sources. The complete coupled system
in strong form is now given by:

prxt — prCAx = fr on Qp x I,
x(0) =0, x:(0) =0 on Qp,
x =0 onl'p x I,
psug — V- (U(m) :e(u)) = fg on Qg x I, (6.1)
u(0) =0, w(0) =0 on Qg, '
(¥(m):e(u))-ig =0 on I'g x I,
(U(m) :e(u)) s = —prXu iF on [ipg X 1,
—fip-Vx =1g-u on I'iny x 1.

Here, we work with the same parameterization as in Chapter [3] i.e.,
U(m) =W+ ®(m).

Remark 6.2.1.

Since we focus on marine geophysical exploration, we assume that the fluid medium is known
with a constant density and a constant velocity of compressional waves. Note however, that
we could easily extend the problem formulation using the results from section to invert
for the acoustic material as well. This would be interesting for problems in global seismic
tomography that seek to identify the structure of the Earth’s outer core.
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Remark 6.2.2.

Note that the model presented above requires exact knowledge of the location of the interface
between the solid and the fluid medium. Again, this might not be the case for problems
in global seismic tomography. We refer to [36] for a discussion of techniques to identify the
location of such interfaces. In fact, this is an inverse problem itself.

In the next step, we turn to the weak form of (6.1). Let Vg := H'(Qs)?% and, furthermore,
let Vg := H&(F r, Q) denote the space of all H 1_functions that vanish on I'. To shorten the
notation, we define the following bilinear forms:

ap: Vg x Vp = R, ar(v,w) = prc (Vv, V) 12,4
ag(¥(m)): Vg x Vg — R, as(¥(m))(v, w) == (¥(m) : £(v),e(w)) 2 q)ixd
aint : L2(Qr) x L}(Qs)? = R, aint (v, w) = pp /F v(z) w(z) - fg(x)dS(z).

Here, the normal vector 7ig in the definition of ai,; is pointing outwards of the solid and into
the fluid domain. The variational form of (6.1) can be written as:
VveVp,VweVgand aa. tel:

pr{xu(t), v)veve + ar(x(t),v) + ¢ ain (v, u(t)) = (fr(t), V)V v,

(6.2)
(ps un(t), wyvg,vs + ag(m)(u(t), w) — aint(xut (1), w) = (fs(t), w)vg,vs-

Analogously to the analysis in Chapter [3] we define the spaces

X = L3(L;Vp) N HY(I; L*(Qp)) N H*(I; V3,
U = L*(I;Vs) N HY(I; L*(Qs)%) N H?(I; V).

Furthermore, we set Y = X x U and let y = (x,u) denote the state that consists of the
displacement potential in the fluid domain and the displacement field in the solid domain.
The following notation will be useful. For an arbitrary element y € Y we split y = (y',7?)
with y! € X and y? € U. With f = (fr, fs), the weak form of the coupled system can
be written as:

E(y,m)=f & (y,m) satisfies a.e. in I,

and, additionally, the initial conditions y(0) = 0 and y;(0) = 0 have to be satisfied.

Now, we state the seismic inverse problem for the coupled system. To this end, we consider ng
seismic events with sources f; = (fr); in the fluid domain. Then, the coupled inverse problem
can be stated as follows:

: : : y(0)
min  J(y,m) st. E(yi,m)= ("] 1<i<n =0. 6.3
i T st B = (1) 1<i<n (Y0 (6:3)
Here, y = (yi)1<i<n, denotes a vector of states for different seismic events and Y := Y. Note
that the state y; only enters into the i-th component of E, while the parameters m are the
same for all components. Clearly, (6.3]) has the same structure as the seismic inverse problem
from Chapter [3| We consider cost functions J : Y x M — R of the form:

T(y.m) = Jaei(yi) + alreg(m),
=1
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i.e., we allow for observations in both solid and fluid media. In the numerical example in this
section, however, we will consider data observations uf only in the solid domain, i.e., on €; x [
with Q; C Qg. Hence, the misfit term Jg;; and the regularization term Jyo, are given by

1 1
Jot,i (yi) = 5 llui — W e iuery:  Jreg(m) = §HmH?\4-

Note that a rigorous analysis of the coupled system regarding existence and uniqueness of so-
lutions is beyond the scope of this thesis. Hence, we follow a discretize-then-optimize approach
and consider only the finite-dimensional version of (6.3)).

6.3 Adjoint Equation

Similar as before, the state variables for different seismic events can be separated in (6.3)).
Hence, the same holds true for the adjoint states and we restrict this section to the analysis
of a single seismic event and drop the index 1.

We formally derive the adjoint equation and define L(y,m,z) : Y x M x Y — R with the
adjoint state z = (21, 22) as:

T T
L(y,m,z) = J(y,'m)+bpr<y%t(t),Zl(t)>v;,vp dt+0faF(y1(t),Zl(t))dt

T T
+ 0f<ﬂs Yir(t), 22 (t))vg v dt + {as(‘P(m))(yQ(t% 22(t)) dt

- Ofaint(y%t(t), 22(t)) dt + ch aint (21 (1), y2(t)) dt (6.4)
T T

—{<fs(t)722(t)> * Vs dt—f< frt), 2" ®))veve d
—pr(y'(0), 2 (0)) 2(0p) +PF(?Jt (0),2(0
—(ps ¥2(0), 22(0)) 206yt + (ps y7(0), 2°(

2(Qp)

)L
0)) L2(Qg)d-
Thus, the adjoint equation is given by
Ly(y(m)v m, Z) = 07 (65)

where y(m) denotes the state corresponding to m. By considering the variational form of (6.5))
and carefully integrating by parts with respect to time, we obtain the adjoint equation for
given m and y(m) as

E™(z,m) = —J,(y(m),m), 2(T)=0, z(T)=0. (6.6)

With the assumption of sufficient regularity, the adjoint equation E?d in strong form can
be interpreted as a coupled system like backwards in time with final time instead of
initial conditions, interchanged interface conditions and a different right-hand-side. In case
of measurements in both fluid and solid domain, the adjoint source —Jy(y(m), m) will have
support in both media as well.

Now, we turn to the adjoint-based representation of first and second derivatives. To this end,
let z(m) denote the adjoint state for given m, which we assume to be uniquely determined by
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Chapter 6. Wave Propagation at a Solid-Fluid Interface

. It is important to note that the material parameters m do not appear in the interface
conditions. Now, we introduce the form Dgrp : M x Y x Y — L(M,R) analogously to section

B2 by

T
Dps(m,v,w)(s) = // (e(")(z,t) @ e(wh)(w, 1)) = (('(m)s) (x)) dxdt ¥V se M,

0 Qg

which enables us to express the first derivatives as
j'(m) = Dps(m,y(m), z(m)) + aJies(m). (6.7)

Furthermore, we note that the weak form (6.2) depends linearly on y and m. Thus, the
derivation of the second derivatives for the coupled system is straightforward. We obtain:

Lyy(y7 m, Z)(:gla Q2) = Jyy(?/: m)(gh :&2)7

T

Ly, 2) (i) = [ (i) £7)(0): )0 g0
T

L m.2)(3 i) = [ (9 mi)  £0P)(0): 2)0) g0

T
Loy ). va) = [ (0" ()i 12)) £ (0).£(20) gy -

In particular, we note that the derivatives have a very similar structure as in the purely
elastic case. Therefore, operator-vector products j”(m)s for a given perturbation s € M can
be computed at the cost of two additional simulations of the coupled system.

With the adjoint-based representation of the first derivatives and operator-vector products
representing the second derivatives applied to a search direction, we have everything at hand
to apply the trust-region Newton-PCG method presented in section [3.5

Remark 6.3.1.

Following the analysis from Chapter [3] it would be straightforward to include constraints on
the material as well. However, we restrict the presentation to the unconstrained case and
utilize the superposition operator ® to ensure positive wave velocities during the inversion.

We continue with a strategy to deal with the difficulty of having several local minima which
is caused by the non-convexity of the problem. This poses a severe challenge when solving the
inverse problem and has not been addressed comprehensively so far in this thesis.

6.4 Multi-Frequency Inversion and Goal-Oriented Adaptivity

High-resolution reconstructions of the material properties require high-frequency information
in the observed data. This introduces several challenges. For increasing frequencies the data is
more prone to errors induced by noisy measurements. Furthermore, it can easily be observed
that the threat of several local minima increases with frequencies. This is shown in Figure
which considers a Ricker wavelet recorded at 5km distance from the source. We use different
source frequencies of 2Hz, 5Hz and 10Hz. The arrival of the signal might be premature or
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delayed if the underlying material has a higher or lower velocity, respectively. We depict the L2-
misfit as a function of the difference in P-wave velocity in a homogeneous medium, indicating
that the basis of attraction around the global minimum shrinks with higher frequencies. In
other words, incorporating higher frequency data during the inversion necessitates an initial
model of increasing quality.

575 Y 0s 0.5 s D% —20% 0% 20% 40%
t

7/‘p

(a) source frequency 2Hz

]
05
i

-0.555 058 0.5 s - —20% 2% 20% 40%

(b) source frequency 5Hz
]

__osf
T

-0.55¢ Y ?S 058 s - —20% 0% 20% 40%

(c) source frequency 10Hz

Figure 6.4: Frequency-dependence of the misfit. The images on the left show the Ricker wavelet
for three different dominant frequencies (2Hz, 5Hz, 10Hz) in black as well as a shifted arrivals
of + 0.2s in red. On the right-hand side, we depict the resulting L?-misfit as a function of the
difference in P-wave velocity Awv,. Clearly, the basin of attraction is larger for lower source
frequencies.

Even when more sophisticated misfit criteria are used, this problem is not resolved to full
extend. This observation suggests a multi-frequency approach that sequentially inverts for
increasing source frequencies and reuses the reconstructions for lower frequencies as improved
initial material model for the subsequent inversions. Hereby, a bandpass filter can be used
to down-sample the observed measurements to lower frequencies. This approach, which is
sometimes also referred to as multi-scale inversion, has been proven effective in empirical
studies 25, 54], see also [48].

As another important advantage of this approach, inverting for lower source frequencies can
be carried out on a coarser mesh, since the discretization of the state depends on the wave-
lengths that should be resolved. Due to the CFL condition, this affects spatial and temporal
discretization and provides significant savings.
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Chapter 6. Wave Propagation at a Solid-Fluid Interface

The procedure works as follows:
0. Choose an initial parameter mesh.
For a sequence of increasing source frequencies wi < ws < ...

1. Choose the state mesh based on the dominant frequency w; of the seismic source and
the wave velocities.

2. Solve the discretized problem to a specified tolerance and reuse the reconstruction as
the next initial model.

While the state mesh depends on the velocities and frequency, it is not clear, how the param-
eter mesh should be discretized during the multi-frequency inversion. For a general discussion
of discretization techniques for inverse problems and adaptive mesh refinement, we refer to
. One option is to follow a regularization-by-discretization strategy and combine the multi-
frequency inversion approach with an adaptive grid refinement based on goal-oriented error
estimates. To this end, we add this third step to the procedure above:

3. Adaptively refine the parameter mesh using goal-oriented error estimators.

The adaptively refined grid allows to reduce the number of optimization variables without a
loss of resolution in the reconstruction. In order to capture the material heterogeneities, the
cells of the parameter mesh cannot be smaller than the cells of the state mesh. The process
is sketched in Figure 6.5

frequency w1 — w9

state mesh

parameter mesh

Figure 6.5: Multi-frequency inversion with goal-oriented adaptivity. For a sequence of increas-
ing source frequencies the parameter mesh is adaptively refined. The state mesh is uniformly
refined based on the source frequency and wave velocities.

In the following, we briefly summarize the main ideas of a posteriori error estimation and goal-
oriented adaptivity following the comprehensive analysis in . In addition, we motivate why
the grid refinement can be carried out already for an inexact solution to the coarse problem.
Further studies on goal-oriented adaptivity for problems governed by parabolic or hyperbolic
PDEs can be found, for instance, in . The main result for a posteriori error estimation
of the discretization error is given as follows, cf. :
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Theorem 6.4.1.
Let X be a Banach space and L : X — R a three times Géteauz differentiable functional.
Furthermore, let X1 C X be a subspace of X and T1 € X1 a stationary point of L on X1, i.e.,

L'(z)(v) =0 VwveX;.

Now, consider an approximation of this equation by a Galerkin method in a subspace Xo C X
and a stationary point To € Xo that satisfies

L,(fg)(’v) =0 Vove X,

If, in addition, T, satisfies
L'(z1)(22) = 0, (6.8)

then the difference L(Z1) — L(Z2) can be represented in the form
1 .
L(zy) — L(z2) = §L,(f2)(ff1 —I2)+ R

with an arbitrary o2 € Xo and a cubic remainder term R given by

l\DM—*

1
/L"’ To + se)(e,e,e)s(s — 1) ds,
0

where € := I1 — To.
Proof. See [14], Proposition 2.1. O

Remark 6.4.2.
If Xo C X7, then is obviously satisfied by the stationarity of x; in Xj.

Following the lines of the proof of Theorem in [14], Proposition 2.1, we directly obtain
the following variant.

Theorem 6.4.3.
Let X be a Banach space and L : X — R a three times Géteauz differentiable functional.
Furthermore, let X1 C X be a subspace of X and T1 € X1 a stationary point of L on X1, i.e.,

L/(aﬁ)(’u) =0 VwveX.
Furthermore, we consider a subspace Xo C X with xo € X9 and assume Ty satisfies
L/(fl)(xg) =0.
Then the difference L(Z1) — L(x2) can be represented in the form
1
L(Z1) — L(z2) = iL/(l“Q)(@ —x2)+ R

with a cubic remainder term R given by

l\)\i—‘

1

/L”’ T + se)(e,e,e)s(s — 1) ds,
0

where e := T1 — T3.
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Proof. With e := Z1 — x9, we obtain
L(7y) L'(z2 + se)(e) ds

L' (w3 + s(Z1 — x2))(e) ds + %L’(wz)(e) - %L'(M)(@) - %L’(fn)(e),

o _ o\_l

where we used
L'(z1)(e) = L'(21)(%1) — L'(%1)(w2) = 0.

Now, we can apply the trapezoidal rule for integration to obtain the remainder term:

1
/L’ To+5(F1 — w2))(€) ds — %L'(@)(e) - %L’(El)(e)
0

1
= /s ) L" (29 + se)(e, e, ) ds,
0

which yields the error representation above. O

Remark 6.4.4.

The only difference between Theorem and Theorem is that the first derivative of
L is applied to ;1 — xo instead of 1 — o with an arbitrary s € Xs. In return, x5 does not
have to be a stationary point of L in Xo.

In the context of optimal control or parameter identification problems, this error representa-
tion is applied to the Lagrangian function (6.4]). To this end, consider Y, C Y and M, C M
and let (g,7m,2) € Y x M x Y and (g, m" 2") € Y}, x M}, x Y}, be stationary points of
the Lagrangian L for the continuous and discretized problem. Due to the stationarity of
(g,m) € Y x M and, respectively, (", m") € Y}, x Mj, we have

J(g.m) = L(g.m,z), J(g",m")=L(g"m" z").
Thus, applying Theorem to L yields the estimate

o h 1 W h b .
J(g,m) — J(g",m") ~ L, (g",m", 2" (5 — i)

2
1

+ 5Lm(gh, m, 2 (m — ") (6.9)
1 h o h _ho

+§L2(yha hv h)(z_ h)a

with arbitrary gjh €Y, m" € My, and 2" € V3,

The framework of goal-oriented adaptivity is typically applied to refine the mesh for the
discretization of the state and adjoint equation based on the estimate . This has been
carried out successfully for forward simulations of the wave equation [§] as well as for optimal
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control problems involving the elastic wave equation [84} 85]. Note, however, that in both cases
the material was homogeneous. In seismic tomography, the potential savings are probably
smaller as the inhomogeneous medium results in many reflected waves with amplitudes at
very different magnitudes that might be equally important for different misfit criteria. On a
different note, integrating an adaptively refined spatial mesh, which changes over time, into
the MPI parallelized code would be a lot more involved. Furthermore, a local time stepping
scheme where the length of the time step is adjusted to the spatial size of the cell might be
required.

For these reasons, we only consider the parameter mesh and assume that state and adjoint
equation are solved exactly for Y}, = Y. Hence, we estimate the difference in the reduced cost
functional as

—_

J(m) - ](mh) ~ §Lm(u<mh>v mh7 z(mh))(m - mh)'

Here, the first two terms in vanish by the assumption Y, =Y.
h

The remaining difficulty is to approximate the unknown solution m to compute m — m”.
Typically, this is done by a local interpolation in a higher-order finite element space. Assuming
that the parameter mesh has a patch structure, we combine 2% neighboring cells and define
12211, as the bi-/tri-quadratic interpolation on the macro cells. This is visualized in Figure
for 1d. The difference /m — m" is then approximated by (73, — id)m”. Although there is no
theoretical justification, this heuristic has been proven effective in many applications [8, |14].

(), h
IQh m
f f f T
Tl—1 Tk Tr+1

Figure 6.6: Linear and quadratic interpolation on element patches in 1d.

In particular, we observe that this heuristic does not utilize the fact that m” can be chosen
arbitrarily, which motivates to solve the reduced problem for M} only inexactly and to apply
Theorem with the approximate stationary point m”. Loosely speaking, this strategy
assumes that the discretization error dominates the non-stationarity.

The considerations outlined above enable us to adaptively refine the parameter mesh during
the multi-frequency inversion. The grid refinement is implemented using deal.ii [10].

It should be emphasized that there is no theoretical justification of the effectiveness of the
refinement process. Moreover, since the state mesh is not affected, the computational savings
are rather small. Therefore, we choose a high ratio of cells to be refined during the multi-
frequency inversion. On the other hand, the error estimates are cheap to compute, especially as
they do not require the solution of a PDE and involve only the parameter mesh. Furthermore,
we expect some robustification in addition to the regularization term in the objective and
hope to avoid artifacts in the reconstruction that are caused by an over-parameterization of
the material, but not explained by the data.
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6.5 Implementation

Due to the similar structure of the weak form as well as the adjoint equation and the represen-
tation of the derivatives, most of the implementation presented in Chapter 4| can be reused.
In particular, we use fourth-order Lagrange-polynomials as shape functions and apply the
Gaufl-Lobatto-Legendre quadrature. In addition to mass matrix 1\_/15/ , stiffness matrix Kg W
and force vector Fg/p in both media, we obtain an extra term from the interface conditions
which acts on the set of elements that are adjacent to the interface. Similar as for the stiffness
terms, these contributions are computed on the fly, but for notational convenience we denote
this by a matrix B s/r- The subscripts are used to indicate solid and fluid domain. For a
complete derivation of the spatial discretization we refer to [33].

For the temporal discretization, we use the Newmark scheme as outlined in with g8 =
0 and # = 1/2. The main important difference is introduced by the interface conditions
that have to be carefully incorporated into the time-stepping scheme. Following [100], it can
still be carried out fully explicit. To this end, let uy g, ux,1,ur2 denote the time-discrete
approximations of u(ty), us(t;) and uy(tx) and, respectively, Xy 0, Xk, 1, X2 the time-discrete
approximation of x, the coefficient vector of the nodal basis representation of x”. Then the
Newmark update formulas are given as follows:

1
Xk11,0 = Xg,0 + AlpXp,1 + iAtzxk,%

1
Upi1,0 = U + Atgug + §At%uk,2,

Xp+1,2 = —1\71}1 (KFXk+1,0 + Bpugyio — FF,k+1) ) (6.10)
W12 = —Mg' (Ksupi1,0 + Bsxpi12 — Fepp),

1
X1, = X1 + S AL (Xk2 + Xk+1,2) 5

1
Wer1,1 = Up + 5 Al (Uk2 + Upt12) -

Hereby, the order of the update is important, as X112 is required for updating ug412. The
order of u and x has to be interchanged for the adjoint equation.

6.6 Numerical Example

Now, we present a numerical example that is inspired by the Valhall oil field in the North Sea.
Prior work on this field can be found in |22, |107} [114]. This example has also been published
in [18]. The geometry is given by a rectangular domain of 8km x 8km x 4km. There is a
layer of water on top of the solid domain with a constant depth of 400m. We use 36 seismic
sources that are triggered simultaneously in the fluid region at 200m depth. The source time
function for all sources is a Ricker wavelet with dominant frequency of 2.5Hz. There are 441
seismic receivers buried into the seafloor at 50m depth that form a dense array of 16km? in
the center of the domain. In the fluid domain, we set pr = 1000kg/m? and ¢ = 1500m/s. In
the solid domain, we assume a constant density of 2300kg/m? and a constant Poisson’s ratio
of 0.25, i.e., we have the relation v, = V/3v, for the velocity of compressional and shear waves
and only one parameter field to invert for. The synthetic target model has P-wave velocities
that range from 1400m/s to 3400m/s, see Figure for a vertical profile. Data is generated

130



6.6. Numerical Example

m/s
3400
3200

2800
-2400
+2000

E1coo
1400

Figure 6.7: Vertical cross section of the P-wave velocity of the target model.

by running a simulation with the target model. In order to deal with the difficulties in using
synthetic data and their potential for committing inverse crimes , we use a finer mesh for
both, the parameter and the state space and add 2% Gaussian noise to the seismograms. The
reference model varies only vertically and for every fixed depth, we use the average value of
the target model in the horizontal plane as the reference value.

Similar as before, we have to impose absorbing boundary conditions at the artificial boundaries
I‘gbs C 0€g and I‘%bs C 0Qp of the computational domain:

—c Iy (z,t) € T3> x I,
(¥ :e(u)) -1 =vpps (ug - ) 7T+ vsps (up — (ug - 1) 1) (z,t) € T35 x I

Vx -7

Furthermore, we enforce ®(m) = 0 on F%bs, i.e., the parameter model is not updated on the

artificial boundaries, in order to avoid artifacts in the reconstruction.

We solve the seismic inverse problem by sequentially inverting for source frequencies of
0.625Hz, 1.25Hz and 2.5Hz. On the finest level, we obtain a parameter mesh with roughly
100,000 degrees of freedom. The state mesh has approximately 300,000 spatial grid points and
1,000 time steps.

Figure [6.§ shows histograms for the misfit at all receiver locations before and after the opti-
mization. The accumulated misfit has been reduced by more than 83%, i.e., there is a good
match between observed and reconstructed data. Figure [6.9] compares the initial, target and
reconstructed parameter model at a vertical cross section through the domain. The inversion
output looks reasonable, especially near the surface. As expected the reconstruction becomes
less accurate at greater depths. Figure shows horizontal snapshots of the P-wave velocity
for the reconstructed and the target model. The images show the deviation from the reference
model that is homogeneous for every fixed depth.

The adaptively refined parameter meshes are illustrated in Figure [6.10] Table summarizes
the optimization process on the different frequency levels. We use a relative reduction of the
norm of the gradient by 3 orders of magnitude as stopping criterion. The computations were
carried out on a Linux cluster using 32 processors.
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Figure 6.8: (a) Histogram of the misfit at all receiver locations using the initial model.
(b) Histogram obtained with the reconstructed model. Note the different scaling of the x-axis.

The misfit has been reduced by more than 83%. All three components of the seismograms are
used to compute the misfit.
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Figure 6.9: (a) P-wave velocity for a vertical cross section through the domain at the center
of the x-y-plane. (b) Relative error between the reconstruction and the target model.
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Figure 6.10: Adaptively refined parameter meshes. (a) and (b) show vertical profiles of the
mesh in the center of the domain after the first and second refinement. (c) depicts the whole
grid after the second refinement. Cells that are colored in dark red indicate the smallest
elements.

frequency # dof it Newton #PDE solves

0.625Hz 4851 22 886
1.25Hz 15949 15 550
2.5Hz 101015 13 384

Table 6.1: Summary of the optimization process. The second column lists the degrees of
freedom of the parameter mesh. On every frequency level, the algorithm was terminated,
after the norm of the gradient had been reduced by three orders of magnitude.
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Figure 6.11: Horizontal snapshots of v, at different depths for the reconstruction (left) and
target model (right). The images show the deviation from the reference model.
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6.7 Further Perspectives

In this chapter, we discussed seismic wave propagation at a solid-fluid interface and focused on
modeling the coupled system and the numerical realization of the inverse problem. To this end,
we proposed some practical enhancements like a multi-frequency inversion and goal-oriented
adaptive mesh refinement of the parameter grid.

Dealing with existence and uniqueness of solutions to the coupled system of PDEs is beyond
the scope of this thesis but would be an interesting field for future research.

Due to the similar structure, the wave propagation code described in Chapter [4| requires only
small changes to incorporate the interface conditions. However, an efficient decomposition of
the computational domain is more challenging, because the fluid elements require significantly
less effort than the solid ones. This has not been exploited to full extend in the current
implementation and could be investigated in the future to improve the performance.
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Chapter 7

Conclusion and Outlook

In this thesis, we considered problems in seismic tomography governed by the elastic and/or
the acoustic wave equation. As some of the main contributions, we rigorously analyzed the
infinite-dimensional problem, provided results on the differentiability of the solution operator
and proved the existence of solutions to the regularized inverse problem. Despite being a field
of very active research, the focus of related literature is often limited to the discretization and
the infinite-dimensional problem has yet not been addressed in full extend.

In addition, the commonly used formulation of the inverse problem without constraints has
been extended. Here, we established a framework that allows for additional restrictions on
the material parameters and utilized the Moreau-Yosida regularization as a proper solution
method. Building upon existing work for state-constrained problems, error estimates for the
violation of the constraints have been established. It is important to note that the results
from Chapter 2 and Chapter 3 are of greater validity and can be applied to general problems
governed by linear hyperbolic PDEs of second order that depend on unknown coefficients.
The numerical results focus on the application to parameter identification in seismic tomo-
graphy. As part of this thesis, an MPI-parallelized code for simulating wave propagation in
solid and fluid media as well as for solving the related inverse problems has been developed.
This software is capable of running on large-scale computing clusters and has been tested on
up to 4096 cores. The framework features the adjoint-based computation of the gradient and
Hessian-vector products as well as a matrix-free algorithm to solve the discretized problem
with a trust-region Newton-PCG method.

The costs of conventional approaches for full-waveform tomography scale proportionally with
the number of seismic sources. Here, randomized source sampling techniques that trigger
different sources simultaneously have been proven to be a successful tool to trade a small
loss of information for huge savings of computational time to solve the inverse problem. In
particular, we accelerated a sample average approximation model by using inexact Hessian
information based on mini-batches of the samples.

Possible extensions and further related questions have already been pointed out at the end
of each chapter. In more general terms, there are two driving forces that can guide future
directions to continue the research of this thesis.

First of all, the optimization methods that have been presented in this work are suitable to
identify local minima. Since the problem is non-convex this might be a severe limitation in
cases where a sufficiently good initial material model is not available. In order to improve this
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situation and to enlarge the basin of attraction, we proposed a multi-frequency inversion and
commented on different misfit criteria. Nevertheless, there is a general trend towards statistical
inverse problems |77, [120], which seek to identify a probability distribution quantifying the
likelihood of all material models, opposed to deterministic inverse problems considered in this
thesis, which select only one specific model. This has already been applied in the context
of seismic tomography [24} 56, 93] and it would be very interesting to combine ideas from
randomized source sampling and the constrained parameter identification problem with a
stochastic Newton Markov chain Monte Carlo method.

Another direction for future research relates to the many new challenges that will arise when
real-world problems using actual recordings from earthquakes or geophysical exploration are
considered. The numerical experiments in this thesis have been carried out with synthetic
data. While the results look very promising, the presented methods yet have to prove their
suitability for application to real data.
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Appendix A

Preliminaries from Functional
Analysis

In this appendix, we collect some background material from functional analysis. For the sake
of brevity, we restrict the presentation to settings that are relevant for this thesis. It should
be emphasized, however, that many of the subsequently stated results can be generalized, for
instance, with respect to weakened assumptions on 2. The interested reader is referred to [1,
4,131}, 143, 149].

Proposition A.1 (Poincaré’s inequality).
Let Q € R? be open and bounded. Then there exists a constant C > 0 such that

gy < lull i) < Clulmq) ¥ u e Hy(Q).
Proof. A proof can be found, for instance, in [43|, Satz 6.13 . O

Proposition A.2 (Generalized Holder’s inequality).
Let p; € [1,00], i =1,...,k, and q € [1, 00| with

Then, for all v; € LPi(Q), there holds v = viva... v, € LI(Q) and

k
vl 2oy < T vill i ()-
-1

Proof. A proof can be found, for instance, in [4], Lemma 1.18. O

Proposition A.3 (Young’s inequality).
Let a,b >0, € >0 and p,q € (1,00) with % + % = 1. Then, with 0P = 0, there holds

—q/p
ab< SaP + S

p q
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Proof. A proof can be found, for instance, in [49], Appendix B. Note that the variant including
¢ is a straightforward extension by setting @ = €!/Pa and b = e~1/Pb. O

Lemma A.4 (Gronwall’s inequality).

Let I = [0,T) and consider continuous, real-valued and non-negative functions f,g,h defined
on I which satisfy for almost all t € I the integral inequality

t
£ < 9t)+ [ 5 h(r)ar
Then,
t t
f) <g(t) +/ g(7) h(7) exp (/ h(s) ds) dr

0 T
for almost all t € 1.
Proof. A proof can be found, for instance, in [49], Appendix B. O

Theorem A.5 (Weak Gauss-Green theorem).

Let Q C R? be open, bounded and with Lipschitz boundary and p,q € [1, 00] with % + % =1.

Then for all v € WYP(Q) and w € W14(Q) the following integration by parts formula holds
fori=1,...,d:

/Qaaxiv(x)w(x)d:/v:/ﬂv(w) 8iiw($)d$+/ v(z) w(z) fy(x) dS(z).

o0

Proof. A proof can be found, for instance, in [4], Theorem A6.8. O

In this thesis, we only require the special case p = ¢ = 2. Note that the extension to vector-
valued functions is straightforward.

Definition A.6 (Gateaux and Fréchet differentiability).
Let X, Y be Banach spaces, S C X a nonempty open set and F': S = Y.

(i) F is called Gateauz differentiable at x € S if the directional derivative

exists for all h € X and, furthermore, if F'(x): X =Y, h+— dF(z,h) is bounded and
linear.

(ii) F is called Fréchet differentiable at x € S if F is Gateaux differentiable at x and the
following estimate for the remainder term holds:

|F(z +h) — F(z) — F'(x)hlly = o(||hllx)  for [[h]x — 0.
Furthermore, if F is Gateauz (Fréchet) differentiable at every x in an open neighborhood of S,
then F' is called Gateaux (Fréchet) differentiable on S. F is called continuously differentiable
if the mapping x — F'(x) is continuous from X to L(X,Y).
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Derivatives of higher order can be defined in the same way. With regard to this thesis, we
focus on Fréchet differentiable functions.

Definition A.7 (Second derivatives).

Let X, Y be Banach spaces, S C X a nonempty open set and F : S — 'Y Fréchet differentiable.
F is called twice Fréchet differentiable at x € S if F' : X — L(X,Y) is differentiable at x.
The second derivative is denoted by F"(x) € L(X,L(X,Y)). To shorten the notation, we write
L2(X;Y) for the Banach space of bilinear mappings F"(z): X x X =Y.

Higher order derivatives can be defined analogously and lead to continuous multilinear map-
pings F(¥) () € L¥(X;Y). Thus, the approximation condition of the remainder term of the
k-th Fréchet derivative can be expressed as

For all hy,...,hx_1 € X:

|(FED a4 1) = PED () = FO@R) (o )| | =0 (Ullx) for (bl x —o0.

The following result states that the order of h; is arbitrary.

Theorem A.8.

Let X,Y be Banach spaces, S C X a nonempty open set and F' : S — Y. If F is k-times
Fréchet differentiable at © € S then the derivative F*)(z) € L¥(X;Y) is a multilinear sym-
metric mapping X X X x ... x X =Y, ie., for hi,...,hy € X and any permutation o of
{1,...,k}, it holds

F® (@) (hy, ... i) = FP@)(hoqy, - - - hogr)-
Proof. See Theorem 5.3.1 in [31]. O

We frequently require continuous and compact embeddings of Sobolev spaces. For this purpose,
we recall the famous theorem:

Theorem A.9 (Sobolev embedding theorem).
Let Q C R? be open, bounded and with Lipschitz boundary. Furthermore, let ki, ks € No,
1<p; <00, 1< py<ooandfBel01].

(i) If k1 > ko and k:l—p% > kg—p%, then Wk1P1(Q) is continuously embedded into Wk2:P2(()),

i.e.,
WHPH(Q) — W2 (Q).
If k1 > ko and k1 — p% > ko — z%’ then the embedding s compact, i.e.,

WhkLp1(Q) sy prk2p2 ().

(ii) If ki — pil > ky+ 3 and B € (0,1), then WPt js continuously embedded into C*2:8(Q),
i.€.,

Whkipt (Q) = C'kQ’B(Q).
If k1 — p% > ko + B, then the embedding is compact, i.e.,
WHPL(Q) ey CF2F(Q).
Proof. A proof can be found, for instance, in 1], Theorem 4.12, or, respectively, in [4], Theorem

8.9 and Theorem 8.13. O
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Example A.10.
Here are some important special cases of Sobolev embeddings:

(i) For d =1 and arbitrary k € N, we obtain H*(Q) «s< C*¥~1((Q).

(ii) With ks = 0, we obtain embeddings into LP?(Q), for instance, H?(Q2) << LP2(Q) for
1 <py<oocandde{l,23}.

(iii) For d € {1,2,3}, the embedding H'(Q) — L%(Q) is continuous and the embedding
H?(Q) << C(Q) is compact.

144



List of Figures

[1.1 Difterent Applications of Seismic Tomography|. . . . . . . .. . ... ... ... 10
1.2 Forward vs. Inverse Probleml . . . ... ... ... ... ... . ......... 11
[1.3  Deformation of a Body|{. . . . . . . ... ... .. o oo 15
[1.4  Compressional and Shear Waves| . . . . . .. ... ... ... ... ... .... 18
3.1 Smooth Cutoff Functionl . . . . . . . . . . ..o 65
4.1  Implementation Overview| . . . . . . . . . . . . . .. . 85
4.2 Experimental Setup Gradient Computation| . . . . . ... .. ... ... .... 87
4.3 Forward and Adjoint Wavefield and Gradient| . . . . . ... ... ... ... .. 88
4.4 Time Windowing of the Seismograms and Corresponding Sensitivities| . . . . . 90
4.5 Joint Inversion for Both Lameé Coefficients . . . . . . . . .. .. ... ... ... 93
4.6  Shotgather of Observed and Simulated Datal. . . . . . .. .. ... ... .... 94
4.7 Convergence Rate Plot|. . . . . . ... ... ... ... ... .. ......... 96
4.8  Active Constraints on the Poisson’s Ratiol . . . . . . . ... ... ... ... .. 97
4.9  Borehole Tomography - Setup| . . . . . . . ... .. .. ... ... ........ 98
[4.10 Borehole Tomography Reconstruction| . . . . . . ... ... ... ... ... .. 99
5.1 Source Stacking|. . . . . ... 102
(.2 Marmousi Data Setl. . . . . . .. .. ... 104
5.3 Snapshots Marmoust Wavefield| . . . . ... ... ... ... ... .00 .. 105
5.4 Sample Average Approximation|. . . . . . . .. .. ... L. 108
.5 Sample Average Gradient| . . . . . . . ... ... 109
5.6 Sample Average Reconstruction|. . . . . . . . ... ... oL 111
5.7 Comparison of Full and Mini-Batch Hessian Performancel . . . . . .. .. ... 115
6.1 Mantleand Corel . . . . . . . . . 119
6.2  Marine Geophysical Exploration| . . . . . ... ... ... ... ......... 120
6.3  Wave Propagation at a Solid-Fluid Intertace[. . . . . . . . ... ... ... ... 121
6.4 Frequency-Dependence of the Misfit| . . . . . . .. ... ... ... ... ..., 125
6.5  Multi-Frequency Inversion| . . . . . . . .. .. oo oo 126
6.6 Linear and Quadratic Interpolation|. . . . . . .. ... ... ... ... ... .. 129
6.7 Cross Section of P-wave Velocity| . . . . . .. ... ... ... L. 131
6.8 Reduction of the Misfit]. . . . . .. . . .. ... oo 132
6.9  Quality of the Reconstruction| . . . . . . . . ... ... ... ... ... ..... 132
[6.10 Adaptively Refined Parameter Meshes during Multi-Frequency Inversion| . . . . 133

145



[6.11 Horizontal Snapshots ot the Reconstructed P-wave Velocity|

146



List of Algorithms

I Penalty Method|. . . . . . . . . . . 73

semismooth Newton Methodl . . . . . . .. .. ... ... ... ... 75
13 Trust-region Newton-CG|. . . . . . . .. .. .. o oo 77
|4 Update of the Trust-region Radius and Acceptance of Steps| . . . . . . . .. .. 78
5 Handling Rejected Steps| . . . . . . . . . .. ... .. o 78
6 Tnexact Newton with Mini-Batches . . . . . ... ... ... ... .. ... .. 113

147



148



List of Tables

4.1 Parallel Scaling for Multiple Sources| . . . . . . . ... ... ... 91
4.2 Weak Scaling 3d Elastic Wave Equation| . . . . . . . .. .. ... ... ..... 91
4.3 Strong Scaling 3d Elastic Wave Equation| . . . . .. ... ... ... ...... 91
4.4 TIteration Tableaul . . . . . . . . . . . .. 95
4.5  Comparison of CG Configurations| . . . . . ... .. ... ... ... ...... 96
b.1  Quantitative Assessment of the Sample Average Reconstruction|. . . . . . . .. 110
5.2 Elastic Marmousi Model with Super-Shots: Accumulated Misfits] . . . . . . .. 112
5.3 Elastic Marmousi Model with Super-Shots: Computational Costs| . . . . . . .. 112
5.4 Elastic Marmousi Model with Super-Shots and Mini-Batch Hessian Approxi- |

mMations . . . . . .. e e e e 114
b.0  Plastic Marmousi Model with Lower Boundsl . . . .. ... ... ... ..... 114
6.1 Iteration Tableau Multi-Frequency Solid-Fluid Inversion| . . . . . . .. ... .. 133

149



150



Bibliography

R. A. Adams and J. J. F. Fournier. Sobolev Spaces. Vol. 140. Pure and Applied Math-
ematics. Amsterdam: Elsevier, 2003.

K. Aki and P. G. Richards. Quantitative seismology: Theory and methods. 2nd edition.
Mill Valley, CA: University Science Books, 2002.

K. Aki and W. H. K. Lee. “Determination of three-dimensional velocity anomalies un-
der a seismic array using first P arrival times from local earthquakes: 1. A homogeneous
initial model”. In: Journal of Geophysical Research 81.23 (1976), pp. 4381-4399.

H. W. Alt. Lineare Funktionalanalysis. Vol. 6. Berlin: Springer, 2012.

J. Appell and P. Zabrejko. Nonlinear Superposition Operators. Cambridge: Cambridge
University Press, 1990.

A. Aravkin, M. Friedlander, F. Herrmann, and T. van Leeuwen. “Robust inversion,
dimensionality reduction, and randomized sampling”. In: Mathematical Programming
134.1 (2012), pp. 101-125.

V. Babuska and M. Cara. Seismic anisotropy in the Farth. Vol. 10. Modern Approaches
in Geophysics. Dordrecht: Kluwer, 1991.

W. Bangerth, M. Geiger, and R. Rannacher. “Adaptive Galerkin finite element meth-
ods for the wave equation”. In: Computational Methods in Applied Mathematics 10.1
(2010), pp. 3-48.

W. Bangerth, R. Hartmann, and G. Kanschat. “deal.Il — a General Purpose Object
Oriented Finite Element Library”. In: ACM Trans. Math. Softw. 33.4 (2007), pp. 24/1—
24/217.

W. Bangerth and G. Kanschat. deal.II Differential Equations Analysis Library, Tech-
nical Reference. http://wuw.dealii.org.

W. Bangerth. “A framework for the adaptive finite element solution of large inverse
problems”. In: SIAM Journal on Scientific Computing 30 (2008), pp. 2965-2989.

C. Barnes and M. Charara. “The domain of applicability of acoustic full-waveform
inversion for marine seismic data”. In: GEOPHYSICS 74.6 (2009), WCC91-WCC103.

P. Basini, C. Blitz, E. Bozdag, E. Casarotti, M. Chen, H. Gharti, V. Hjorleifsdéttir,
S. Kientz, D. Komatitsch, J. Labarta, et al. SPECFEM 3D user manual. Version 2.0.

Princeton University / California Institute of Technology and University of Pau /
CNRS / INRIA. 2011.

151



[14]

[15]

[22]

[23]

[24]

152

R. Becker and R. Rannacher. “An optimal control approach to a posteriori error esti-
mation in finite element methods”. In: Acta Numerica 2001 10.1 (2001), pp. 1-102.

H. Ben-Hadj-Ali, S. Operto, and J. Virieux. “An efficient frequency-domain full wave-
form inversion method using simultaneous encoded sources”. In: GEOPHYSICS 76.4
(2011), R109-R124.

K. D. Blazek, C. Stolk, and W. W. Symes. “A mathematical framework for inverse
wave problems in heterogeneous media”. In: Inverse Problems 29.6 (2013), p. 065001.

C. Boehm. MACESOPT: User Guide. Tech. rep. Technische Universitdt Miinchen,
2014.

C. Boehm and M. Ulbrich. “A Newton-CG Method for Full-Waveform Inversion in a
Coupled Solid-Fluid System”. In: Advanced Computing. Ed. by M. Bader, H.-J. Bun-
gartz, and T. Weinzierl. Vol. 93. Lecture Notes in Computational Science and Engi-
neering. Berlin: Springer, 2013, pp. 99-117.

C. Boehm and M. Ulbrich. A Semismooth Newton-CG Method for Constrained Param-
eter Identification in Seismic Tomography. In revision. 2014.

P. Bois, M. La Porte, M. Lavergne, and G. Thomas. “Well-to-well seismic measure-
ments”. In: GEOPHYSICS 37.3 (1972), pp. 471-480.

A. Bourgeois, M. Bourget, P. Lailly, M. Poulet, P. Ricarte, and R. Versteeg. “Marmousi,
model and data”. In: The Marmousi Experience, Proceedings of the 1990 EAEG Work-
shop on Practical Aspects of Seismic Data Inversion. Ed. by G. Grau and R. Versteeg.
EAEG, Zeist, 1991, pp. 5-16.

R. Brossier, S. Operto, and J. Virieux. “Seismic imaging of complex onshore struc-
tures by 2D elastic frequency-domain full-waveform inversion”. In: GEOPHYSICS 74.6
(2009), WCC105-WCC118.

R. Brossier, S. Operto, and J. Virieux. “Which data residual norm for robust elastic
frequency-domain full waveform inversion?” In: GEOPHYSICS 75.3 (2010), R37-R46.

T. Bui-Thanh, O. Ghattas, J. Martin, and G. Stadler. “A Computational Framework
for Infinite-Dimensional Bayesian Inverse Problems Part I: The Linearized Case, with

Application to Global Seismic Inversion”. In: SIAM Journal on Scientific Computing
35.6 (2013), A2494-A2523.

C. Bunks, F. Saleck, S. Zaleski, and G. Chavent. “Multiscale seismic waveform inver-
sion”. In: GEOPHYSICS 60.5 (1995), pp. 1457-1473.

C. Burstedde and O. Ghattas. “Algorithmic strategies for full waveform inversion: 1D
experiments”. In: GEOPHYSICS 74.6 (2009), WCC37-WCC46.

R. Byrd, G. Chin, W. Neveitt, and J. Nocedal. “On the Use of Stochastic Hessian
Information in Optimization Methods for Machine Learning”. In: SIAM Journal on
Optimization 21.3 (2011), pp. 977-995.

R. H. Byrd, S. Hansen, J. Nocedal, and Y. Singer. “A Stochastic Quasi-Newton Method
for Large-Scale Optimization”. In: arXiv preprint arXiv:1401.7020 (2014).

E. Candes, L. Demanet, D. Donoho, and L. Ying. “Fast Discrete Curvelet Transforms”.
In: Multiscale Modeling & Simulation 5.3 (2006), pp. 861-899.



Y. Capdeville, Y. Gung, and B. Romanowicz. “Towards global earth tomography using
the spectral element method: a technique based on source stacking”. In: Geophysical
Journal International 162.2 (2005), pp. 541-554.

H. Cartan. Differential calculus. Vol. 1. Paris: Hermann, 1971.

E. Casas, C. Clason, and K. Kunisch. “Parabolic Control Problems in Measure Spaces
with Sparse Solutions”. In: SIAM Journal on Control and Optimization 51.1 (2013),
pp. 28-63.

E. Chaljub, Y. Capdeville, and J.-P. Vilotte. “Solving elastodynamics in a fluid—solid
heterogeneous sphere: a parallel spectral element approximation on non-conforming
grids”. In: Journal of Computational Physics 187.2 (2003), pp. 457 —491.

E. Chaljub, D. Komatitsch, J.-P. Vilotte, Y. Capdeville, B. Valette, and G. Festa.
“Spectral-element analysis in seismology”. In: Advances in Wave Propagation in Het-
erogenous Farth. Ed. by V. M. Ru-Shan Wu and R. Dmowska. Vol. 48. Advances in
Geophysics. Elsevier, 2007, pp. 365 —419.

C. Clason and K. Kunisch. “A measure space approach to optimal source placement”.
English. In: Computational Optimization and Applications 53.1 (2012), pp. 155-171.

A. Colombi, T. Nissen-Meyer, L. Boschi, and D. Giardini. “Seismic waveform sensitivity
to global boundary topography”. In: Geophysical Journal International 191.2 (2012),
pp. 832-848.

A. R. Conn, N. I. M. Gould, and P. L. Toint. Trust Region Methods. Philadelphia, PA:
SIAM, 2000.

A. Curtis. “Theory of model-based geophysical survey and experimental design: Part
1—Linear problems”. In: The Leading Edge 23.10 (2004), pp. 997-1004.

F. Dahlen and J. Tromp. Theoretical global seismology. Princeton, NJ: Princeton uni-
versity press, 1998.

S. Dain. “Generalized Korn’s inequality and conformal Killing vectors”. In: Calculus
of Variations and Partial Differential Equations 25.4 (2006), pp. 535-540.

F. R. Dalmau, M Hanzich, J de la Puente, and N Gutierrez. “Lossy Data Compression
with DCT Transforms”. In: FAGE Workshop on High Performance Computing for
Upstream. 2014.

J. Dennis Jr. and J. Moré. “Quasi-Newton Methods, Motivation and Theory”. In:
SIAM Review 19.1 (1977), pp. 46-89.

M. Dobrowolski. Angewandte Funktionalanalysis. Vol. 2. Heidelberg: Springer, 2010.

R. M. Dudley and R. Norvaisa. Concrete functional calculus. New York, NY: Springer,
2010.

G. Duvaut and J. Lions. Inequalities in Mechanics and Physics. Vol. 170. Berlin:
Springer, 1976.

A. Dziewonski and D. Anderson. “Preliminary reference Earth model”. In: Physics of
the earth and planetary interiors 25.4 (1981), pp. 297-356.

H. W. Engl. Regularization of inverse problems. Dordrecht: Kluwer, 2000.

153



154

I. Epanomeritakis, V. Akcelik, O. Ghattas, and J. Bielak. “A Newton-CG method
for large-scale three-dimensional elastic full-waveform seismic inversion”. In: Inverse
Problems 24.3 (2008), p. 034015.

L. Evans. Partial Differential Equations. Graduate Studies in Mathematics. Provi-
dence, RI: American Mathematical Society, 2010.

Exxon Neftegas Limited. Sakhalin-1 Drilling Program Marks 10th Anniversary with
World Records. 2013, accessed May 02, 2014. URL: http://www.sakhalin-1.com/
Sakhalin/Russia-English/Upstream/Files/10-year_drilling_ENG.pdf.

A. Fichtner. SES3D wersion 2.1: Programme Description and Mathematical Back-
ground. Tech. rep. Ludiwg-Maximilians-Universitdt Miinchen, 2009.

A. Fichtner, B. Kennett, H. Igel, and H. Bunge. “Full seismic waveform tomography
for upper-mantle structure in the Australasian region using adjoint methods”. In: Geo-
physical Journal International 179.3 (2009), pp. 1703-1725.

A. Fichtner, B. Kennett, H. Igel, and H. Bunge. “Theoretical background for continental-
and global-scale full-waveform inversion in the time—frequency domain”. In: Geophys-
ical Journal International 175.2 (2008), pp. 665-685.

A. Fichtner. Full seismic waveform modelling and inversion. Berlin Heidelberg: Springer,
2011.

A. Fichtner. “Full waveform inversion for structural and source parameters”. PhD
thesis. Ludwig-Maximilians-Universitat, Miinchen, 2010.

A. Fichtner and J. Trampert. “Resolution analysis in full waveform inversion”. In:
Geophysical Journal International 187.3 (2011), pp. 1604-1624.

Y Gholami, R Brossier, S Operto, V Prieux, A Ribodetti, and J. Virieux. “Which
parametrization is suitable for acoustic VTI full-waveform inversion? Part 2: applica-
tion to Valhall”. In: GEOPHYSICS 78.2 (2013), R81-R105.

W. Gong, M. Hinze, and Z. Zhou. “A Priori Error Analysis for Finite Element Ap-
proximation of Parabolic Optimal Control Problems with Pointwise Control”. In: STAM
Journal on Control and Optimization 52.1 (2014), pp. 97-119.

A. Griewank. “Achieving logarithmic growth of temporal and spatial complexity in
reverse automatic differentiation”. In: Optimization Methods and Software 1.1 (1992),
pp. 35-54.

T. Guest and A. Curtis. “On standard and optimal designs of industrial-scale 2-D
seismic surveys”. In: Geophysical Journal International 186.2 (2011), pp. 825-836.

E. Haber, M. Chung, and F. Herrmann. “An Effective Method for Parameter Estima-
tion with PDE Constraints with Multiple Right-Hand Sides”. In: SIAM Journal on
Optimization 22.3 (2012), pp. 739-757.

E. Haber, L. Horesh, and L. Tenorio. “Numerical methods for experimental design
of large-scale linear ill-posed inverse problems”. In: Inverse Problems 24.5 (2008),
p. 055012.


http://www.sakhalin-1.com/Sakhalin/Russia-English/Upstream/Files/10-year_drilling_ENG.pdf
http://www.sakhalin-1.com/Sakhalin/Russia-English/Upstream/Files/10-year_drilling_ENG.pdf

[63]

[70]

[71]

M. A. Heroux, R. A. Bartlett, V. E. Howle, R. J. Hoekstra, J. J. Hu, T. G. Kolda, R. B.
Lehoucq, K. R. Long, R. P. Pawlowski, E. T. Phipps, A. G. Salinger, H. K. Thornquist,
R. S. Tuminaro, J. M. Willenbring, A. Williams, and K. S. Stanley. “An overview of
the Trilinos project”. In: ACM Trans. Math. Softw. 31.3 (2005), pp. 397-423.

M. A. Heroux and J. M. Willenbring. Trilinos Users Guide. Tech. rep. SAND2003-2952.
Sandia National Laboratories, 2003.

F. J. Herrmann, P. Moghaddam, and C. C. Stolk. “Sparsity- and continuity-promoting
seismic image recovery with curvelet frames”. In: Applied and Computational Harmonic
Analysis 24.2 (2008). Special Issue on Mathematical Imaging — Part {IT}, pp. 150 —173.

R. Herzog, G. Stadler, and G. Wachsmuth. “Directional Sparsity in Optimal Control
of Partial Differential Equations”. In: STAM Journal on Control and Optimization 50.2
(2012), pp. 943-963.

M. Hintermiiller, K. Tto, and K. Kunisch. “The Primal-Dual Active Set Strategy
as a Semismooth Newton Method”. In: STAM Journal on Optimization 13.3 (2002),
pp. 865888,

M. Hintermiiller, A. Schiela, and W. Wollner. “The Length of the Primal-Dual Path
in Moreau—Yosida-Based Path-Following Methods for State Constrained Optimal Con-
trol”. In: SIAM Journal on Optimization 24.1 (2014), pp. 108-126.

M. Hintermiiller and M. Hinze. “Moreau—Yosida Regularization in State Constrained
Elliptic Control Problems: Error Estimates and Parameter Adjustment”. In: SIAM
Journal on Numerical Analysis 47.3 (2009), pp. 1666-1683.

M. Hintermiiller and K. Kunisch. “Feasible and Noninterior Path-Following in Con-
strained Minimization with Low Multiplier Regularity”. In: STAM Journal on Control
and Optimization 45.4 (2006), pp. 1198-1221.

M. Hintermiiller and K. Kunisch. “Path-following Methods for a Class of Constrained
Minimization Problems in Function Space”. In: SIAM Journal on Optimization 17.1
(2006), pp. 159-187.

M. Hintermiiller and K. Kunisch. “PDE-Constrained Optimization Subject to Point-
wise Constraints on the Control, the State, and Its Derivative”. In: SIAM Journal on
Optimization 20.3 (2010), pp. 1133-1156.

M. Hinze, R. Pinnau, M. Ulbrich, and S. Ulbrich. Optimization with PDE constraints.
Berlin: Springer, 2008.
T. Hughes. The finite element method. Mineola, NY: Dover Publications, 2000.

M. Hutchinson. “A stochastic estimator of the trace of the influence matrix for laplacian
smoothing splines”. In: Communications in Statistics - Simulation and Computation

19.2 (1990), pp. 433-450.

H. Igel, H. Djikpéssé, and A. Tarantola. “Waveform inverstion of marine reflection seis-
mograms for P impedance and Poisson’s ratio”. In: Geophysical Journal International
124.2 (1996), pp. 363-371.

J. Kaipio and E. Somersalo. Statistical and computational inverse problems. Vol. 160.
New York, NY: Springer, 2004.

155



156

A. Kirsch and A. Rieder. “On the linearization of operators related to the full waveform
inversion in seismology”. In: Mathematical Methods in the Applied Sciences (2013). first
published online, doi: 10.1002/mma.3037.

D. Komatitsch, C. Barnes, and J. Tromp. “Wave propagation near a fluid-solid inter-
face: A spectral-element approach”. In: GEOPHYSICS 65.2 (2000), pp. 623—-631.

D. Komatitsch and J.-P. Vilotte. “The spectral element method: An efficient tool to
simulate the seismic response of 2D and 3D geological structures”. In: Bulletin of the
Seismological Society of America 88.2 (1998), pp. 368-392.

J. R. Krebs, J. E. Anderson, D. Hinkley, R. Neelamani, S. Lee, A. Baumstein, and
M.-D. Lacasse. “Fast full-wavefield seismic inversion using encoded sources”. In: GEO-
PHYSICS 74.6 (2009), WCC177-WCC188.

M. Kristekova, J. Kristek, P. Moczo, and S. Day. “Misfit criteria for quantitative com-
parison of seismograms”. In: Bulletin of the seismological Society of America 96.5
(2006), pp. 1836-1850.

M. Kristekova, J. Kristek, and P. Moczo. “Time-frequency misfit and goodness-of-fit
criteria for quantitative comparison of time signals”. In: Geophysical Journal Interna-
tional 178.2 (2009), pp. 813-825.

A. Kroner. “Numerical Methods for Control of Second Order Hyperbolic Equations”.
PhD thesis. Technische Universitat Miinchen, 2011.

A. Kroner. “Adaptive finite element methods for optimal control of second order hy-
perbolic equations”. In: Computational Methods in Applied Mathematics 11.2 (2011),
pp. 214-240.

A. Kroner, K. Kunisch, and B. Vexler. “Semismooth Newton Methods for Optimal
Control of the Wave Equation with Control Constraints”. In: SIAM Journal on Control
and Optimization 49.2 (2011), pp. 830-858.

I. Lasiecka and R. Triggiani. “Sharp regularity theory for second order hyperbolic
equations of Neumann type”. In: Annali di Matematica Pura ed Applicata 157.1 (1990),
pp. 285-367.

R. M. Lewis and W. W. Symes. “On the relation between the velocity coefficient
and boundary value for solutions of the one-dimensional wave equation”. In: Inverse
Problems 7.4 (1991), p. 597.

F.-C. Lin, M. H. Ritzwoller, and R. Snieder. “Eikonal tomography: surface wave to-
mography by phase front tracking across a regional broad-band seismic array”. In:
Geophysical Journal International 177.3 (2009), pp. 1091-1110.

J. Lions. Optimal control of systems governed by partial differential equations. Vol. 170.
Berlin: Springer, 1971.
J. Lions and E. Magenes. Probléemes aux limites non homogenes et applications, Vol.
1. Paris: Dunod, 1968.

R. Madariaga. “Seismic Source Theory”. In: Treatise on Geophysics. Ed. by G. Schu-
bert. Amsterdam: Elsevier, 2007, pp. 59 —82.



[93]

[101]

[102]

[103]

[104]

[105]

106

J. Martin, L. Wilcox, C. Burstedde, and O. Ghattas. “A Stochastic Newton MCMC
Method for Large-Scale Statistical Inverse Problems with Application to Seismic In-
version”. In: STAM Journal on Scientific Computing 34.3 (2012), A1460-A1487.

D. Meidner and B. Vexler. “Adaptive Space-Time Finite Element Methods for Parabolic
Optimization Problems”. In: SIAM Journal on Control and Optimization 46.1 (2007),
pp. 116-142.

L. Métivier, R. Brossier, J. Virieux, and S. Operto. “Full Waveform Inversion and the
Truncated Newton Method”. In: SIAM Journal on Scientific Computing 35.2 (2013),
B401-B437.

K. C. Meza-Fajardo and A. S. Papageorgiou. “A Nonconvolutional, Split-Field, Per-
fectly Matched Layer for Wave Propagation in Isotropic and Anisotropic Elastic Media:
Stability Analysis”. In: Bulletin of the Seismological Society of America 98.4 (2008),
pp. 1811-1836.

P. Moghaddam, H. Keers, F. Herrmann, and W. Mulder. “A new optimization approach
for source-encoding full-waveform inversion”. In: GEOPHYSICS 78.3 (2013), R125—
R132.

J. Morales and J. Nocedal. “Automatic Preconditioning by Limited Memory Quasi-
Newton Updating”. In: SIAM Journal on Optimization 10.4 (2000), pp. 1079-1096.

W. Mulder and R.-E. Plessix. “Exploring some issues in acoustic full waveform inver-
sion”. In: Geophysical Prospecting 56.6 (2008), pp. 827-841.

T. Nissen-Meyer, A. Fournier, and F. A. Dahlen. “A 2-D spectral-element method for
computing spherical-earth seismograms - II. Waves in solid-fluid media”. In: Geophys-
ical Journal International 174.3 (2008), pp. 873-888.

G. Nolet. A breviary of seismic tomography. Cambridge: Cambridge University Press,
2008.

J. W. Pearson, M. Stoll, and A. J. Wathen. “Preconditioners for state-constrained
optimal control problems with Moreau—Yosida penalty function”. In: Numerical Linear
Algebra with Applications 21.1 (2014), pp. 81-97.

D. Peter, D. Komatitsch, Y. Luo, R. Martin, N. Le Goff, E. Casarotti, P. Le Loher,
F. Magnoni, Q. Liu, C. Blitz, T. Nissen-Meyer, P. Basini, and J. Tromp. “Forward
and adjoint simulations of seismic wave propagation on fully unstructured hexahedral
meshes”. In: Geophysical Journal International 186.2 (2011), pp. 721-739.

R. G. Pratt, C. Shin, and G. J. Hick. “Gauss—Newton and full Newton methods in
frequency—space seismic waveform inversion”. In: Geophysical Journal International
133.2 (1998), pp. 341-362.

R. G. Pratt and M. H. Worthington. “Inverse theory applied to multi-source cross-hole
tomography”. In: Geophysical Prospecting 38.3 (1990), pp. 287-310.

V. Prieux, R. Brossier, S. Operto, and J. Virieux. “Multiparameter full waveform
inversion of multicomponent OBC data from valhall. part 2 : imaging compressional
and shearwave velocities”. In: Geophysical Journal International (2013).

157



[107]

[108]
[109]

[110]

[111]

[112]

[113]

[114]

[115]
[116]
[117]

[118]

[119]
[120]

[121]

[122]

[123]

158

V. Prieux, R. Brossier, Y. Gholami, S. Operto, J. Virieux, O. I. Barkved, and J. H.
Kommedal. “On the footprint of anisotropy on isotropic full waveform inversion: the
Valhall case study”. In: Geophysical Journal International 187.3 (2011), pp. 1495-1515.

N. Rawlinson, S. Pozgay, and S. Fishwick. “Seismic tomography: A window into deep
Earth”. In: Physics of the Earth and Planetary Interiors 178.3-4 (2010), pp. 101 —135.

M. Renardy and R. C. Rogers. An introduction to partial differential equations. Vol. 2.
New York, NY: Springer, 2004.

F. Rickers, A. Fichtner, and J. Trampert. “The Iceland—Jan Mayen plume system
and its impact on mantle dynamics in the North Atlantic region: Evidence from full-
waveform inversion”. In: Earth and Planetary Science Letters 367 (2013), pp. 39-51.

H. Robbins and S. Monro. “A stochastic approximation method”. In: The annals of
mathematical statistics (1951), pp. 400-407.

A. Schiemenz and H. Igel. “Accelerated 3-D full-waveform inversion using simultane-
ously encoded sources in the time domain: application to Valhall ocean-bottom cable
data”. In: Geophysical Journal International 195.3 (2013), pp. 1970-1988.

A. Shapiro, D. Dentcheva, and A. Ruszczynski. Lectures on Stochastic Programming.
Philadelphia, PA: STAM, 2009.

L. Sirgue, O. Barkved, J. Dellinger, J. Etgen, U. Albertin, and J. Kommedal. “Full
waveform inversion: the next leap forward in imaging at Valhall”. In: First Break 28
(2010).

S. C. Stahler and K. Sigloch. “Fully probabilistic seismic source inversion, Part 1:
Efficient parameterisation”. In: Solid Earth Discussions 5.2 (2013), pp. 1125-1162.

T. Steihaug. “The Conjugate Gradient Method and Trust Regions in Large Scale Op-
timization”. In: SIAM Journal on Numerical Analysis 20.3 (1983), pp. 626-637.

W. Symes. “Source synthesis for waveform inversion”. In: SEG Ezpanded Abstracts.
Vol. 29. 1. 2010, pp. 1018-1022.

C. Tape, Q. Liu, A. Maggi, and J. Tromp. “Seismic tomography of the southern Cali-
fornia crust based on spectral-element and adjoint methods”. In: Geophysical Journal
International 180.1 (2010), pp. 433-462.

A. Tarantola. “Inversion of seismic reflection data in the acoustic approximation”. In:
GEOPHYSICS 49.8 (1984), pp. 1259-1266.

A. Tarantola. Inverse Problem Theory and Methods for Model Parameter Estimation.
Philadelphia, PA: STAM, 2005.

L. L. Thompson and P. M. Pinsky. “A space-time finite element method for struc-
tural acoustics in infinite domains part 1: Formulation, stability and convergence”. In:
Computer Methods in Applied Mechanics and Engineering 132.3—4 (1996), pp. 195 —
227.

F. Troltzsch. Optimale Steuerung partieller Differentialgleichungen. Vol. 2. Wiesbaden:
Vieweg Teubner, 2009.

J. Tromp, D. Komattisch, and Q. Liu. “Spectral-element and adjoint methods in seis-
mology”. In: Communications in Computational Physics 3.1 (2008), pp. 1-32.



[124]

[125]
[126]
[127]

[128]

[129]
[130]
[131]

[132]

133

[134]

[135]

J. Tromp, C. Tape, and Q. Liu. “Seismic tomography, adjoint methods, time reversal
and banana-doughnut kernels”. In: Geophysical Journal International 160.1 (2005),
pp. 195-216.

M. Ulbrich. “Semismooth Newton Methods for Operator Equations in Function Spaces”.
In: SIAM Journal on Optimization 13.3 (2002), pp. 805-841.

M. Ulbrich. Semismooth Newton Methods for Variational Inequalities and Constrained
Optimization Problems in Function Spaces. Philadelphia, PA: STAM, 2011.

R. D. Van Der Hilst and M. V. De Hoop. “Banana-doughnut kernels and mantle
tomography”. In: Geophysical Journal International 163.3 (2005), pp. 956-961.

T. Van Leeuwen and W. A. Mulder. “A correlation-based misfit criterion for wave-
equation traveltime tomography”. In: Geophysical Journal International 182.3 (2010),
pp- 1383-1394.

R. Versteeg. “The Marmousi experience: Velocity model determination on a synthetic
complex data set”. In: The Leading Edge 13.9 (1994), pp. 927-936.

J. Virieux and S. Operto. “An overview of full-waveform inversion in exploration geo-
physics”. In: GEOPHYSICS 74.6 (2009), WCC1-WCC26.

C. R. Vogel. Computational Methods for Inverse Problems. Philadelphia, PA: STAM,
2002.

Z. Wang, A. C. Bovik, H. R. Sheikh, and E. P. Simoncelli. “Image quality assessment:
from error visibility to structural similarity”. In: Image Processing, IEEE Transactions
on 13.4 (2004), pp. 600-612.

L. Wilcox, G. Stadler, C. Burstedde, and O. Ghattas. “A high-order discontinuous
Galerkin method for wave propagation through coupled elastic-acoustic media”. In:
Journal of Computational Physics 229.24 (2010), pp. 9373 —9396.

J. Wloka. Partielle Differentialgleichungen: Sobolevraume und Randwertaufgaben. Stutt-
gart: Teubner, 1982.

H. Zhu, E. Bozdag, D. Peter, and J. Tromp. “Structure of the European upper mantle
revealed by adjoint tomography”. In: Nature Geoscience 5.7 (2012), pp. 493-498.

159



	Introduction
	Seismic Wave Propagation
	Notation

	Existence and Regularity of Solutions to the State Equation
	Linear Hyperbolic Equations of Second Order
	Extensions to a Parameterized Elliptic Operator
	Generalizations Involving Superposition Operators
	Parameterization of the Elastic Wave Equation
	Parameterization of the Acoustic Wave Equation
	Further Perspectives

	Seismic Inverse Problem
	Parameterization of the Material
	Analysis of the Seismic Inverse Problem
	Existence of a Solution
	Adjoint-based Representation of the Derivatives
	Optimality Conditions
	Evaluating the Reduced Cost Functional on M

	Constrained Parameter Identification Problem
	Moreau-Yosida Regularization
	Optimality Conditions for the Regularized Problem

	Trust-Region Newton Method
	Discretized Problem
	Discussion and Further Perspectives

	Implementation and Numerical Results
	Discretization of the Wave Equation
	Implementation
	Numerical Results
	Adjoint and Gradient Computations
	Parallel Scaling
	Joint Inversion for Both Lamé Coefficients
	Borehole Tomography in 3D

	Further Perspectives

	Randomized Source Sampling
	Source Stacking
	The Marmousi Model
	Sample Average Approximation
	Related Approaches and Further Perspectives

	Wave Propagation at a Solid-Fluid Interface
	Motivation
	Modeling and Inverse Problem
	Adjoint Equation
	Multi-Frequency Inversion and Goal-Oriented Adaptivity
	Implementation
	Numerical Example
	Further Perspectives

	Conclusion and Outlook
	Preliminaries from Functional Analysis
	List of Figures
	List of Algorithms
	List of Tables
	Bibliography

