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Abstract—The integration of multiple services such as the
transmission of private, common, and confidential messages at
the physical layer is becoming important for future wireless
networks in order to increase spectral efficiency. In this paper,
bidirectional relay networks are considered, in which a relay
node establishes bidirectional communication between two other
nodes using a decode-and-forward protocol. In the broadcast
phase, the relay transmits additional common and confidential
messages, which then requires the study of the bidirectional
broadcast channel (BBC) with common and confidential messages.
This channel generalizes the broadcast channel with receiver side
information considered by Kramer and Shamai. Low complexity
polar codes are constructed that achieve the capacity region
of both the degraded symmetric BBC, and the BBC with
common and confidential messages. The use of polar codes allows
an intuitive interpretation of how to incorporate receiver side
information and secrecy constraints as different sets of frozen bits
at the different receivers for an optimal code design. In order
to show that the constructed codes achieve capacity, a tighter
bound on the cardinality of an auxiliary random variable used
in the converse is found using a method by Salehi.

Index Terms—Polar codes, bidirectional broadcast channel,
bidirectional relaying, confidential message, physical layer se-
curity.

I. INTRODUCTION

RECENT developments such as multiuser MIMO, coop-
erative multi-point transmission, or relaying have signif-

icantly increased the performance of wireless networks. One
additional research area that is gaining more importance is the
efficient physical layer implementation of multiple services
such as the simultaneous transmission of private, common,
and confidential messages. For example, in cellular systems,
operators establish not only (bidirectional) voice communica-
tion, but also offer further services that are either multicast
or subject to certain secrecy constraints. Nowadays this is
realized by allocating different services on different logical
channels and by applying secrecy techniques on higher levels.
In general, this is quite inefficient and there is a trend to merge
different services directly on the physical layer to increase
spectral efficiency.
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Currently, information is kept secret using cryptographic
techniques, which are based on the assumption of insufficient
computational capabilities of non-legitimate receivers. With
increasing computational power and improved algorithms,
these techniques are becoming less and less secure. In this con-
text, the concept of information theoretic security is becoming
attractive, since it only uses the properties of the wireless
channel in order to establish secrecy. Information theoretic
secrecy was initiated by Wyner [2], who introduced the
wiretap channel, which was later generalized by Csiszár and
Körner to the broadcast channel with confidential messages
[3]. Recently, there has been growing interest in information
theoretic secrecy, cf. for instance [4–7] and references therein.

Another key technique to improve the overall performance
and coverage for future wireless networks is the concept of
bidirectional relaying. This is mainly based on the fact that
it advantageously exploits the property of bidirectional com-
munication to reduce the inherent loss in spectral efficiency
induced by half-duplex relays [8, 9]. Bidirectional relaying
applies to three-node networks, in which a half-duplex relay
node establishes bidirectional communication between two
other nodes using a two-phase decode-and-forward protocol
[10–12]. This is also known as two-way relaying.

Here, we consider physical layer service integration for
bidirectional relaying where the relay integrates additional
common and confidential messages in the broadcast phase. In
addition to the transmission of both individual messages, it has
the following tasks as visualized in Figure 1: the transmission
of a common message to both nodes and the transmission of
confidential messages to one or both nodes, which have to be
kept secret from the other node. This necessitates the analysis
of the bidirectional broadcast channel with common and con-
fidential messages. The BBC with common and confidential
messages is of course not limited to such a two-phase scheme,
it is for example a generalization of the broadcast channel with
partial side information and degraded message sets considered
in [12]. We consider a degraded BBC, where the channel to
node 1 is stronger than the channel to node 2. In this setup any
message that can be decoded by node 2 can also be decoded by
node 1, and thus the only possible receiver of a confidential
message is node 1. Note that both receiving nodes can use
their own message from the previous phase for decoding so
that this channel differs from the classical broadcast channel
with common and confidential messages.

The capacity-equivocation region of the discrete memory-
less BBC with common and confidential messages was derived
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Fig. 1. Physical layer service integration in bidirectional relay networks. In
the initial MAC phase, nodes 1 and 2 transmit their messages m1 and m2

with rates R2 and R1 to the relay node. Then, in the BBC phase, the relay
forwards the messages m1 and m2 and adds a common message m0 with
rate R0 to the communication and further a confidential message mc for node
1 with rate Rc which should be kept secret from node 2.

in [13]. The design of practical coding schemes for the BBC
was discussed in [14], while [15] addressed the problem of
joint network and channel coding in multi-way relay channels.

To pave the way for practical implementation of such
concepts, one is interested in finding low complexity coding
schemes which achieve capacity. The coding scheme which we
consider in this paper are polar codes, which were introduced
by Arıkan and were shown to be capacity achieving for a
large class of channels in [16, 17]. Polar codes have a natural
nested structure [18], which can be used to implement the
binning schemes used in multi-user and physical layer security
scenarios, and they have been studied for a large range of
such setups [19–25]. They generally exhibit weak finite length
performance, but recently, polar codes of block length 2048
concatenated with a cyclic redundancy check and decoded
with a list decoder were developed, and shown to perform
0.2 dB away from the information theoretical limit over the
binary input AWGN channel [26, 27]. This finite block length
performance, together with their nested structure and low
complexity makes them interesting candidates for practical
implementation.

The contributions of this work are the construction of
polar codes for the BBC with common and confidential
messages and showing that the constructed codes achieve the
whole capacity-equivocation region. In order to design polar
codes for the BBC with common and confidential messages,
we first design capacity achieving schemes for the standard
symmetric BBC without confidential messages. We then use
superposition coding together with a polar code for the wiretap
channel to achieve the capacity-equivocation region. To show
that the scheme is capacity achieving, we tighten the outer
bound for the capacity-equivocation region obtained in [13]
to the degraded setting. Using the methods in [28], we further
develop a new bound on the cardinality of the range of the
auxiliary random variable U involved in the coding scheme
from [13], to show that it is sufficient to consider binary U.
This improved bound can simplify the code construction for
multi-user scenarios significantly, and the method is not widely
used in the literature.

As noted previously, the BBC with common and confiden-
tial messages is a generalization of the broadcast channel with
partial side information and degraded message sets considered
in [12], so our scheme is also capacity achieving for degraded
channels of this type. To our knowledge, this is the first work
to construct low complexity coding schemes which utilize
receiver side information in the multi-user setting.

This paper is structured as follows. In Section II, we review
polar codes for binary input symmetric channels, and for
Wyner’s wiretap channel [2]. In Section III, we introduce the
BBC with common and confidential messages and construct
polar coding schemes for it. In Section IV, we conclude the
paper.

II. POLAR CODES

We consider binary polar codes which are block codes
of length N = 2n. Let X be the binary field and let
G = RF⊗n, where R is the bit-reversal mapping defined in
[16], F = [ 1 0

1 1 ] , and F⊗n denotes the nth Kronecker power of
F . Apply the linear transformation G to N bits uN

1 and send
the result through N independent copies of a binary input
memoryless channel W (y|x). This gives an N -dimensional
channel WN (yN1 |uN

1 ), and Arıkan’s observation was that the
channels seen by individual bits, defined by

W
(i)
N (yN1 , ui−1

1 |ui) =
∑

uN
i+1∈XN−i

1

2N−1
WN (yN1 |uN

1 ), (1)

polarize, i.e. as N grows W
(i)
N approaches either an error-

free channel or a completely noisy channel. We refer to the
error-free channels as good channels, and the idea of polar
coding is to send information only over the good channels,
while keeping the input to the bad channels fixed, and known
both at the destination and the sender.

Given an index set I ⊂ {1, . . . , N} and a binary vector
uN
1 , let GI be the submatrix formed by the rows of G with

indices in I, and let uI be the corresponding subvector of uN
1 .

Given such an index set A, and a binary vector uF of length
N − |A| we define the polar code C(N,A, uF ) of length N
as follows. We call AC = F the frozen set, and the (fixed)
bits uF frozen bits. The codewords of C(N,A, uF) are given
by

xN = uAGA ⊕ uFGF ,

and the rate is given by |A|/N .
Polar codes can be decoded using the successive cancella-

tion (SC) decoding rule defined by

ûi =

⎧⎪⎪⎨
⎪⎪⎩
ui i ∈ F ,

0 if W
(i)
N (yN

1 ,ûi−1
1 |ui=0)

W
(i)
N (yN

1 ,ûi−1
1 |ui=1)

≥ 1 and i ∈ A,

1 otherwise,

(2)

where the bits ui are decoded successively from 1 to N . It was
shown in [16] that the block error probability when using SC
decoding can be bounded from above by

∑
i∈A Z

(i)
N , where

Z
(i)
N is the Bhattacharyya parameter for the channel W

(i)
N .

Further, it was shown in [29] that for any β < 1/2,

lim inf
n→∞

1

N
|{i : Z(i)

N < 2−Nβ}| = I(W ), (3)

where I(W ) is given by I(X;Y) when the input distribution
PX is uniform. This is called the symmetric capacity of W
and is equal to the Shannon capacity for symmetric channels.
Using (3), we see that if we let the good channels be given
by

GN = {i : Z(i)
N < 2−Nβ}, (4)
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the block error probability Pe using SC decoding is bounded
from above by

Pe ≤ 2−Nβ

, (5)

and the rate of C(N,GN , uF) approaches I(W ) as N grows.
Arıkan further showed that the encoder and decoder can be

implemented with complexity O(N logN).
We define the nested polar code C(N,A,B, uF) of length

N where B ⊂ A as follows. The codewords of C(N,A,B, uF)
are the same as the codewords for C(N,A, uF). The nested
structure is defined by partitioning C(N,A, uF) as cosets of
C(N,B, uFB), where the entries of uFB are zero if they cor-
respond to an index in B \A, and given by the corresponding
entry in uF otherwise. Thus the codewords in C(N,A,B, uF)
are given by

xN = uBGB ⊕ uA\BGA\B ⊕ uFGF ,

where uA\B determines which coset the codeword lies in. Note
that each coset will be a polar code with BC as the frozen set.
The frozen bits ui are either given by uF (if i ∈ AC) or they
equal the corresponding bits in uA\B.

For the following analysis we will need two results relating
degraded channels and nested polar codes. Let W1 and W2

be two symmetric binary input memoryless channels, and let
W2 be degraded with respect to W1. Denote the polarized
channels as defined in (1) by W

(i)
1,N and W

(i)
2,N , and their

Bhattacharyya parameters by Z
(i)
1,N and Z

(i)
2,N . We will use

the following lemma:

Lemma 1 ([19, Lemma 4.7]). If W2 is degraded with respect
to W1, then W

(i)
2,N is degraded with respect to W

(i)
1,N and

Z
(i)
2,N ≥ Z

(i)
1,N .

The following result for degraded wiretap channels [2] was
shown in [21–24]:

Theorem 1 ([21–24]). Let W be a degraded symmetric
wiretap channel and denote the marginal channels to the
main user and the wiretapper by W1 and W2 respectively.
Let G1,N and G2,N be the corresponding sets given by (4).
If W2 is degraded with respect to W1, the nested polar
code C(N,G1,N ,G2,N , uF) achieves the capacity-equivocation
region of the wiretap channel.

The secrecy capacity of the wiretap channel is achieved by
transmitting the message m over the channels in G1,N \G2,N ,
while sending random bits over the channels in G2,N .

In the next section we introduce the BBC with common
and confidential messages, and construct polar coding schemes
for the BBC both with and without common and confidential
messages.

III. POLAR CODES FOR THE BIDIRECTIONAL BROADCAST
CHANNEL

Let X and Yk, k = 1, 2, be finite input and output sets. Then
for input and output sequences xN ∈ XN and yNk ∈ YN

k , k =
1, 2, of length N , the discrete memoryless broadcast channel
is given by WN (yN1 , yN2 |xN ) :=

∏N
i=1 W (y1,i, y2,i|xi). Since

we do not allow any cooperation between the receiving nodes,

it is sufficient to consider the marginal transition probabilities
Wk,N :=

∏N
i=1 Wk(yk,i|xi), k = 1, 2 only.

We consider the standard model with a block code of
arbitrary but fixed length N . The set of individual messages
of node k, k = 1, 2, is denoted by Mk := {1, ...,M (N)

k }.
The sets of common and confidential messages of the relay
node are denoted by M0 := {1, ...,M (N)

0 } and Mc :=

{1, ...,M (N)
c }, respectively. Further, we use M := Mc ×

M0 ×M1 ×M2.
In the bidirectional broadcast phase, we assume that the

relay has successfully decoded both individual messages m1 ∈
M1 and m2 ∈ M2 that nodes 1 and 2 transmitted in the
previous multiple access phase. Thus mk is known at node k
and at the relay. Besides both individual messages the relay
additionally transmits a common message m0 ∈ M0 to both
nodes and a confidential message mc ∈ Mc to node 1, which
should be kept secret from node 2, cf. Figure 1.

The ignorance of the non-legitimate node 2 about the
confidential message mc ∈ Mc is measured by the
concept of equivocation rate. Here, the equivocation rate
1
NH(Mc|YN

2 M2) characterizes the secrecy level of the con-
fidential message. The higher the equivocation rate, the more
ignorant node 2 is about the confidential message. For a
rate-equivocation tuple (Rc, Re, R0, R1, R2) ∈ R5

+ to be
achievable we require, in addition to the error probabilities
of decoding the legitimate messages going to zero, the equiv-
ocation rate to fulfill

1
NH(Mc|YN

2 M2) ≥ Re − δ

for some (small) δ > 0.
The case where the equivocation rate Re equals the con-

fidential rate Rc is called perfect secrecy. This is often
equivalently written as

1

N
I(Mc; Y

N
2 |M2) ≤ δ.

The BBC with common and confidential messages was an-
alyzed in [13] for discrete memoryless channels. Its capacity-
equivocation region is restated in the following theorem:

Theorem 2 ([13]). The capacity-equivocation region of the
BBC with common and confidential messages is the set of rate-
equivocation tuples (Rc, Re, R0, R1, R2) ∈ R5

+ that satisfy

0 ≤ Re ≤ Rc

Re ≤ I(V;Y1|U)− I(V;Y2|U)
Rc + R0 +Rk ≤ I(V;Y1|U) + I(U;Yk), k = 1, 2

R0 +Rk ≤ I(U;Yk), k = 1, 2

for random variables U−V−X− (Y1,Y2). The cardinalities
of the ranges of U and V can be bounded by

|U| ≤ |X |+ 3, |V| ≤ |X |2 + 4|X |+ 3.

For the following analysis of polar codes we need the case
where the marginal channels are degraded, i.e., X−Y1−Y2.

Corollary 1. The capacity-equivocation region of the de-
graded BBC with common and confidential messages is the
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set of rate tuples (Rc, Re, R0, R1, R2) ∈ R5
+ that satisfy

0 ≤ Re ≤ Rc

Re ≤ I(X;Y1|U) − I(X;Y2|U)
Rc +R0 +Rk ≤ I(X;Y1|U) + I(U;Yk), k = 1, 2

R0 +Rk ≤ I(U;Yk), k = 1, 2

for random variables U − X − Y1 − Y2. The cardinality of
the range of U can be bounded by

|U| ≤ |X |.
Proof: The achievability follows immediately from the

non-degraded case in Theorem 2, cf. also [13]. The converse
and the bound on the cardinality of U is devoted to the
appendix.

By considering the case of perfect secrecy, i.e. Re = Rc,
we obtain the secrecy capacity region.

Corollary 2. The secrecy capacity region of the degraded
BBC with common and confidential messages is the set of
rate tuples (Rc, R0, R1, R2) ∈ R4

+ that satisfy

Rc ≤ I(X;Y1|U)− I(X;Y2|U)
R0 +Rk ≤ I(U;Yk), k = 1, 2

for random variables U − X − Y1 − Y2. The cardinality of
the range of U can be bounded by

|U| ≤ |X |.
Polar codes that achieve this region were designed in [1].

Remark 1. The improved bound on the cardinality of U
is particularly helpful when designing coding schemes. In
the following subsections we will see that it allows us to
consider binary input coding schemes when designing codes
for a binary input channel, where a looser bound might have
required non-binary schemes.

Remark 2. Note that by letting Re = 0 in Corollary 3 we
drop the secrecy constraint on the message mc. In this case
the BBC with common and confidential messages specializes
to the broadcast channel with partial receiver side information
and degraded message sets considered in [12]. Thus the BBC
with common and confidential messages is a generalization of
the broadcast channel with partial receiver side information
and degraded message sets, and any scheme that is capacity
achieving for the first is also capacity achieving for the second.

In the next subsections we design polar coding schemes for
the BBC, and then for the BBC with common and confidential
messages.

A. Polar Codes for the BBC

First consider a binary input BBC W with marginal chan-
nels W1 and W2 with no common and confidential messages.
The capacity region is given by

R1 ≤ C1 (6)
R2 ≤ C2 (7)

where C1 and C2 are the capacities of W1 and W2 respec-
tively.

m2 m1 ⊕m2︸ ︷︷ ︸
G1,N

︸ ︷︷ ︸
G12,N

︸ ︷︷ ︸
G2,N

︸ ︷︷ ︸
BN

m1

Fig. 2. Frozen sets and encoding for the BBC. A Part of m1 (m2) is
transmitted over G1,N (G2, N), and the remaining part of m1 and m2 are
transmitted as m1 ⊕m2 over G12,N .

In the following theorem we present a polar coding scheme
for this channel. Note how the values of the frozen bits for
the two users correspond to the side information available.

Theorem 3. Let W be a BBC with binary input alphabet and
symmetric marginal channels W1 and W2. Then there exists
a polar coding scheme that achieves the rates given by (6)
and (7). The encoders and decoders can be implemented with
complexity O(N logN).

Proof: Fix 0 < β < 1/2. Let W
(i)
k,N and Z

(i)
k,N for

k = 1, 2 denote the polarized marginal channels and their
Bhattacharyya parameters. Now define the following sets:

G1,N = {i : Z(i)
1,N < 2−Nβ

and Z
(i)
2,N ≥ 2−Nβ}, (8)

G2,N = {i : Z(i)
1,N ≥ 2−Nβ

and Z
(i)
2,N < 2−Nβ}, (9)

G12,N = {i : Z(i)
1,N < 2−Nβ

and Z
(i)
2,N < 2−Nβ}, (10)

BN = {i : Z(i)
1,N ≥ 2−Nβ

and Z
(i)
2,N ≥ 2−Nβ}, (11)

where G1,N are the channels that are good only for node 1,
G2,N the channels that are good only for node 2, G12,N are
the channels that are good for both nodes, and BN are the
channels that are bad for both nodes. Consider the polar code
C(N,G1,N ∪ G2,N ∪ G12,N , uF) with input bits given by

ui =

⎧⎪⎨
⎪⎩
m2i if i ∈ G1,N ,

m1i if i ∈ G2,N ,

m1i ⊕m2i if i ∈ G12,N ,

where we assume that the messages m1 and m2 are binary
vectors. The frozen sets and the encoding is shown in Figure 2.
Since node 1 knows m1 it treats the input bits in G2,N as
frozen and decodes the input bits ui for i ∈ G1,N ∪ G12,N

using the SC decoder (2). Finally it subtracts the bits of m1

that appear in bits in G12,N . Thus the rate for node 1 becomes

R1,N =
|G1,N |+ |G12,N |

N
. (12)

Node 2 treats the input bits m2 in G1,N as frozen and gets the
rate

R2,N =
|G2,N |+ |G12,N |

N
. (13)

By the definition of G1,N ,G2,N ,G12,N ,BN and using (3) - (5)
we see that the error probability goes to zero as N increases,
and that the rates R1 and R2 approach the capacities C1 and
C2. Finally, the complexity of the encoder and the decoder is
the same as for the point-to-point channel.

Note that we can use some of the input bits in G12,N to
transmit a common message m0, unknown at both destina-
tions, by transferring parts of the rates R1 and R2 to R0.
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Corollary 3. Let W be a BBC with binary input alphabet
and symmetric marginal channels W1 and W2, where W2 is
degraded with respect to W1. If we consider an additional
common message m0, the scheme in Theorem 3 achieves the
following rate triples, which is the capacity region,

R0 +R1 ≤ C1 (14)
R0 +R2 ≤ C2. (15)

Proof: It is easy to see that C1 and C2 are outer bounds
to the capacity region. Since W2 is degraded with respect to
W1 we have G2,N = ∅ by Lemma 1. Thus, by (3),

lim
N→∞

R0,N+R1,N = lim
N→∞

|G1,N |+|G12,N |
N

=C1, (16)

and

lim
N→∞

R0,N+R2,N = lim
N→∞

|G12,N |
N

=C2, (17)

which completes the proof.

Remark 3. Note that the condition that W2 is degraded
with respect to W1 ensures that G2,N = ∅. If W1 and
W2 are not ordered by degradation, the highest rate for
the common message that can be achieved is given by
lim infN→∞ |G12,N |/N . This quantity is called the compound
capacity CP,SC(W1,W2) of W1 and W2 using polar codes
and SC decoding. In general, CP,SC(W1,W2) is lower than
the minimum of the capacities of W1 and W2. Methods to
calculate upper and lower bounds on CP,SC(W1,W2) were
developed in [30].

In the next subsection we show how to design polar codes
for a degraded BBC with common and confidential messages.

B. Polar Codes for the BBC with Confidential Messages

We consider the case where W1 and W2 are binary sym-
metric channels (BSC) with transition probabilities p1 and p2,
with p2 > p1.1 We call such a channel a binary symmetric
BBC. Using the upper bound on |U| from Corollary 1 and the
same arguments as in [31, Example 15.6.3] it is easy to show
that choosing U to be a Ber(1/2) binary random variable, and
pX|U to be a BSC(α), with 0 < α < 1/2 is optimal. In this
case the capacity-equivocation region in Corollary 1 becomes

0 ≤ Re ≤Rc

Re ≤h2(α � p1)− h2(p1)− h2(α � p2) + h2(p2)

Rc +R0 +Rk ≤h2(α � p1)− h2(p1) + 1− h2(α � pk),

k = 1, 2

R0 +Rk ≤1− h2(α � pk), k = 1, 2,

where h2(x) = −x log x − (1 − x) log(1 − x) and
α � β = (1− α)β + α(1− β).

Our main result is the following:

Theorem 4. There exists a polar code CBBC designed for the
binary symmetric BBC, and a polar code CWT designed for
the binary symmetric wiretap channel such that transmitting

XN = XN
BBC ⊕XN

WT ,

1This apparent simplification is made to make the exposition clearer. Our
results generalize to arbitrary q-ary input BBCs with degraded marginal
channels using results from [17].

for XN
BBC ∈ CBBC and XN

WT ∈ CWT achieves the capacity-
equivocation region for the binary symmetric BBC with com-
mon and confidential messages. The encoders and decoders
can be implemented with complexity O(N logN).

Proof: Fix 0 < α < 1/2. We first design CBBC

for a binary symmetric BBC with a common message with
transition probabilities α � p1 and α � p2. If XN

WT is statisti-
cally indistinguishable from an i.i.d. Ber(α) vector, then, by
Corollary 3, CBBC achieves all rate triples satisfying

R0 +Rk ≤1− h2(α � pk), k = 1, 2.

Both nodes can now decode XN
BBC and remove its contri-

bution. Note that since the channels are symmetric, the error
probabilities do not depend on the values of the frozen bits,
and we can choose them to be zero [16]. Also note that
since XN

BBC and XN
WT are independent, XN

BBC provides no
information about XN

WT . Thus, assuming that node 2 decodes
XN

BBC does not increase the equivocation of mc at node 2.
Let CWT be a polar code with input weight α′ ∈ Q

designed for a binary symmetric wiretap channel with tran-
sition probabilities p1 and p2 using Theorem 1. To design
a polar code with rational input weight α′, we augment the
binary channel with a virtual q-ary input and then design a
polar code for this augmented channel. This technique was
introduced by Gallager [32], and used for polar codes in [17,
19]. Since any α ∈ R can be approximated arbitrarily well by
an α′ ∈ Q, such a construction achieves all rate-equivocation
pairs satisfying

Rc ≤h2(α � p1)− h2(p1),

Re ≤h2(α � p1)− h2(p1)− h2(α � p2) + h2(p2).

In order to make the codewords of CWT statistically indis-
tinguishable from an i.i.d. Ber(α) vector we average over all
possible values of the frozen bits of CWT . Let Pe,BBC(uF),
Pe,WT (uF), and Pe(uF ) be the average error probabilities of
CBBC , CWT , and the overall scheme respectively, when using
uF as the frozen bits for CWT . Choosing uF uniformly at
random we can make the average error probability

EUF [Pe(UF )] ≤ EUF [Pe,BBC(UF ) + Pe,WT (UF )]

arbitrarily small by choosing N large enough, since the
codewords of CWT are i.i.d. Ber(α) when averaged over uF .
Since the average error probability is small there exists at least
one uF such that Pe(uF ) is small, and using this uF as the
frozen bits for CWT makes the overall error probability small.

Finally, the complexity of the encoders and the decoders
are the same as in the point-to-point setting.

Remark 4. Consider a BBC with non-degraded marginal
channels. As in Remark 3, R0 is bounded from above by
CP,SC(W1,W2), but more importantly, the analysis of the
equivocation rate Re becomes difficult. It was conjectured in
[23] that it is possible to achieve the secrecy capacity of non-
degraded wiretap channels using polar codes. A proof of this
conjecture would also apply to our scheme.
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IV. CONCLUSIONS

We have given a polar coding scheme with complexity
O(N logN) for the degraded symmetric bidirectional broad-
cast channel with common and confidential messages. The
different side information available at the different nodes is
used in an intuitive way as different values of the frozen bits
in the constituent polar codes. In order to show that the coding
scheme is optimal, we have specialized the outer bound from
[13] to the degraded setting. This outer bound includes an
auxiliary random variable U ∈ U , and using methods from
[28] we have shown that U can be chosen to have cardinality
equal to the cardinality of the input alphabet X . This allowed
us to completely characterize the capacity-equivocation region
and show that polar codes can achieve the whole region.

APPENDIX

A. Proof of Weak Converse

For any sequence of codes for the degraded BBC with
common and confidential messages with error probabilities
going to zero, we want to show that there exist random
variables U−X−Y1 −Y2 such that

1
NH(Mc|YN

2 M2) ≤ I(X;Y1|U)− I(X;Y2|U) + o(N0)
1
N (H(Mc) +H(M0) +H(Mk)) ≤ I(X;Y1|U) + I(U;Yk)

+ o(N0), k = 1, 2
1
N (H(M0) +H(Mk)) ≤ I(U;Yk) + o(N0), k = 1, 2.

We do this by using techniques similar to [33] and the Fano-
like inequalities

H(McM0M2|YN
1 M1) ≤ Nε

(N)
1 ,

H(M0M1|YN
2 M2) ≤ Nε

(N)
2 ,

from [13]. Let M012 = (M0M1M2) and introduce the random
variable Ui = (M012Y

i−1
1 ).

We first bound N(R0 +R1) ≤ H(M0) +H(M2) as

H(M0) +H(M2) ≤I(M012; Y
N
1 ) +Nε

(N)
1

≤
N∑
i=1

I(M012Y
i−1
1 ; Y1i) +Nε

(N)
1

=

N∑
i=1

I(Ui; Y1i) +Nε
(N)
1 .

Then we bound N(R0 +R2) ≤ H(M0) +H(M1) as

H(M0) +H(M1) ≤I(M012; Y
N
2 ) +Nε

(N)
2

≤
N∑
i=1

I(M012Y
i−1
1 Yi−1

2 ; Y2i) +Nε
(N)
2

(a)
=

N∑
i=1

I(M012Y
i−1
1 ; Y2i) +Nε

(N)
2

=

N∑
i=1

I(Ui; Y2i) +Nε
(N)
2 ,

where (a) follows from the degradedness Xi −Y1i −Y2i.

We bound H(Mc):

H(Mc) ≤I(Mc; Y
N
1 |M012) +Nε

(N)
1

≤I(McX
N ; YN

1 |M012) +Nε
(N)
1

=

N∑
i=1

I(XN ; Y1i|M012Y
i−1
1 ) +Nε

(N)
1

=

N∑
i=1

H(Y1i|M012Y
i−1
1 )−H(Y1i|M012Y

i−1
1 XN )

+Nε
(N)
1

=

N∑
i=1

H(Y1i|M012Y
i−1
1 )−H(Y1i|M012Y

i−1
1 Xi)

+Nε
(N)
1

=

N∑
i=1

I(Xi; Y1i|M012Y
i−1
1 ) +Nε

(N)
1

=

N∑
i=1

I(Xi; Y1i|Ui) +Nε
(N)
1 .

Finally we bound NRc ≤ H(Mc|YN
2 M2) as

H(Mc|YN
2 M2)

= H(Mc|YN
2 M012) + I(Mc;M0M1|YN

2 M2)

≤ H(Mc|YN
2 M012) +Nε

(N)
2

= I(Mc; Y
N
1 |YN

2 M012) +H(Mc|YN
2 M012Y

N
1 )

+Nε
(N)
2

≤ I(Mc; Y
N
1 |YN

2 M012) +Nε
(N)
1 +Nε

(N)
2

≤ I(McX
N ; YN

1 |YN
2 M012) +Nε

(N)
1 +Nε

(N)
2

= I(XN ; YN
1 |YN

2 M012) +Nε
(N)
1 +Nε

(N)
2

= H(XN |M012Y
N
2 )−H(XN |M012Y

N
2 YN

1 )

+Nε
(N)
1 +Nε

(N)
2

= H(XN |M012Y
N
2 )−H(XN |M012Y

N
1 )

+Nε
(N)
1 +Nε

(N)
2

= I(XN ; YN
1 |M012)− I(XN ; YN

2 |M012)

+Nε
(N)
1 +Nε

(N)
2

=
N∑
i=1

I(XN ; Y1i|M012Y
i−1
1 )− I(XN ; Y2i|M012Y

i−1
2 )

+Nε
(N)
1 +Nε

(N)
2

=

N∑
i=1

H(Y1i|Yi−1
1 M012)−H(Y1i|Yi−1

1 M012X
N )+

−H(Y2i|Yi−1
2 M012) +H(Y2i|Yi−1

2 M012X
N )

+Nε
(N)
1 +Nε

(N)
2

≤
N∑
i=1

H(Y1i|Yi−1
1 M012)−H(Y1i|Yi−1

1 M012Xi)+

−H(Y2i|Yi−1
2 Yi−1

1 M012) +H(Y2i|Yi−1
2 M012Xi)

+Nε
(N)
1 +Nε

(N)
2
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(b)
=

N∑
i=1

H(Y1i|Yi−1
1 M012)−H(Y1i|Yi−1

1 M012Xi)+

−H(Y2i|Yi−1
1 M012) +H(Y2i|Yi−1

1 M012Xi)

+Nε
(N)
1 +Nε

(N)
2

=

N∑
i=1

I(Xi; Y1i|Ui)− I(Xi; Y2i|Ui) +Nε
(N)
1 +Nε

(N)
2 ,

where (b) follows from the Markov chain
(Yi−1

1 ,Yi−1
2 ,M012) − Xi − Y2i, which is due to the

channel being memoryless.
Now we get the desired bounds by letting J be a R.V.

uniformly distributed over {1, . . . , N}, and choosing U =
(UJ, J),X = XJ,Y1 = Y1J, and Y2 = Y2J.

B. Proof of Bound on Cardinality of U
We follow [28] closely, and use their notation. By [28,

Lemma 3] the capacity-equivocation region is given by

{(Re, Rc, R0, R1, R2) ∈ R5
+ : ∀(λ1, λ2, λ3, λ4, λ5) ∈ R5

+,

λ1Re + λ2(Rc +R0 +R1) + λ3(Rc + R0 +R2)+

λ4(R0 +R1) + λ5(R0 +R2) ≤ G(λ1, λ2, λ3, λ4, λ5)},
where G(λ1, λ2, λ3, λ4, λ5) is given by the supremum of

λ1(I(X;Y1|U)−I(X;Y2|U))+λ2(I(X;Y1|U) + I(U;Y1))+

λ3(I(X;Y1|U)+I(U;Y2)) + λ4I(U;Y1)+λ5I(U;Y2),

taken over all R.V. U s.t. PUXY1Y2 = PUPX|UPY1Y2|X. Now
let P be the set of probability distributions on X , and let
PX ∈ P . We define the following |X | functions on P :

fj(PX) =PX(j), j = 1, 2, . . . , |X | − 1,

f|X |(PX) =λ1(IPX(X;Y1)− IPX(X;Y2))

+ λ2(IPX(X;Y1)−HPX(Y1))

+ λ3(IPX(X;Y1)−HPX(Y2))

− λ4HPX(Y1)− λ5HPX(Y2),

where IPX(X;Yi) and HPX(Yi) are the corresponding mutual
information and entropies when the distribution of X is PX.
Each probability distribution PU defines a measure μ(dPX)
on P . Let P ∗

X be the probability distribution that achieves
G(λ1, λ2, λ3, λ4, λ5), and let μ∗ be the corresponding mea-
sure. Note that∫

fj(PX)μ
∗(dPX) =P ∗

X(j), j = 1, 2, . . . , |X | − 1,∫
f|X |(PX)μ

∗(dPX) =λ1(IP∗
X
(X;Y1|U)− IP∗

X
(X;Y2|U))

+ λ2(IP∗
X
(X;Y1|U)−HP∗

X
(Y1|U))

+ λ3(IP∗
X
(X;Y1|U)−HP∗

X
(Y2|U))

− λ4HP∗
X
(Y1|U)− λ5HP∗

X
(Y2|U).

From f1(P
∗
X), . . . , f|X |−1(P

∗
X) we can calculate HP∗

X
(Y1) and

HP∗
X
(Y2) and form∫

f|X |(PX)μ
∗(dPX) + (λ2 + λ4)HP∗

X
(Y1)+

(λ3 + λ5)HP∗
X
(Y2) = G(λ1, λ2, λ3, λ4, λ5).

Now it follows from [28, Lemma 2] that it is sufficient to
consider R.V. U with |U| ≤ |X |.
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broadcast phase in the two-way relay channel,” in Information Sciences
and Systems (CISS). 41st Annual Conference on, Mar. 2007, pp. 271–
276.

[15] O. Iscan, I. Latif, and C. Hausl, “Network coded multi-way relaying
with iterative decoding,” in Personal Indoor and Mobile Radio Commu-
nications (PIMRC), IEEE 21st International Symposium on, Sep. 2010,
pp. 482 –487.

[16] E. Arıkan, “Channel Polarization: A Method for Constructing Capacity-
Achieving Codes for Symmetric Binary-Input Memoryless Channels,”
IEEE Trans. Inf. Theory, vol. 55, no. 7, pp. 3051 – 3073, Jul. 2009.

[17] E. Sasoglu, E. Telatar, and E. Arıkan, “Polarization for arbitrary discrete
memoryless channels,” in Information Theory Workshop (ITW), IEEE,
Oct. 2009, pp. 144 –148.

[18] R. Zamir, S. Shamai, and U. Erez, “Nested linear/lattice codes for
structured multiterminal binning,” IEEE Trans. Inf. Theory, vol. 48,
no. 6, pp. 1250–1276, Jun 2002.

[19] S. B. Korada, “Polar codes for channel and source coding,” Ph.D.
dissertation, EPFL, 2009.

[20] S. B. Korada and R. Urbanke, “Polar Codes for Slepian-Wolf, Wyner-
Ziv, and Gelfand-Pinsker,” in Information Theory Workshop (ITW),
IEEE, Jan. 2010, pp. 1–5.

[21] M. Andersson, V. Rathi, R. Thobaben, J. Kliewer, and M. Skoglund,
“Nested Polar Codes for Wiretap and Relay Channels,” IEEE Commun.
Lett., vol. 14, no. 8, pp. 752 –754, Aug. 2010.

[22] H. Mahdavifar and A. Vardy, “Achieving the secrecy capacity of wiretap
channels using polar codes,” IEEE Trans. Inf. Theory, vol. 57, no. 10,
pp. 6428 –6443, Oct. 2011.

[23] E. Hof and S. Shamai, “Secrecy-achieving polar-coding,” in Information
Theory Workshop (ITW), IEEE, Sep. 2010, pp. 1 –5.

[24] O. Koyluoglu and H. El Gamal, “Polar coding for secure transmission
and key agreement,” in Personal Indoor and Mobile Radio Communi-
cations (PIMRC), IEEE 21st International Symposium on, Sep. 2010,
pp. 2698 –2703.

[25] R. Blasco-Serrano, R. Thobaben, M. Andersson, V. Rathi, and
M. Skoglund, “Polar codes for cooperative relaying,” IEEE Trans.
Commun., vol. 60, no. 11, pp. 3263 –3273, Nov. 2012.

[26] I. Tal and A. Vardy, “List Decoding of Polar Codes,” ArXiv e-prints,
May 2012.



1908 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 31, NO. 9, SEPTEMBER 2013

[27] B. Li, H. Shen, and D. Tse, “An adaptive successive cancellation list
decoder for polar codes with cyclic redundancy check,” IEEE Commun.
Lett., vol. 16, no. 12, pp. 2044–2047, Dec. 2012.

[28] M. Salehi, “Cardinality bounds on auxiliary variables in multiple-user
theory via the method of Ahlswede and Körner,” Dept. Stat., Stanford
Univ., Stanford, CA, Tech. Rep. 33, 1978.

[29] E. Arıkan and E. Telatar, “On the rate of channel polarization,” in Proc.
IEEE Int. Symp. Inf. Theory, Seoul, Korea, Jul. 2009, pp. 1493 –1495.

[30] S. Hassani, S. Korada, and R. Urbanke, “The compound capacity of
polar codes,” in Communication, Control, and Computing. 47th Annual
Allerton Conference on, Oct. 2009, pp. 16 –21.

[31] T. Cover and J. Thomas, Elements of Information Theory. New York,
NY, USA: John Wiley & Sons, Inc., 1991.

[32] R. G. Gallager, Information Theory and Reliable Communication. New
York, NY, USA: John Wiley & Sons, Inc., 1968.

[33] H. D. Ly, T. Liu, and Y. Liang, “Multiple-Input Multiple-Output Gaus-
sian Broadcast Channels With Common and Confidential Messages,”
IEEE Trans. Inf. Theory, vol. 56, no. 11, pp. 5477–5487, Nov. 2010.

Mattias Andersson (S’07) received the M.Sc. de-
gree in Engineering Physics from the KTH Royal In-
stitute of Technology, Stockholm, Sweden in 2007.
In 2007 he joined the Communication Theory lab-
oratory of the School of Electrical Engineering at
the KTH Royal Institute of Technology, Stockholm,
Sweden. His research interests include digital com-
munications and information theory with focus on
code design for physical layer security.

Rafael F. Schaefer (formerly Wyrembelski) (S’08-
M’12) received the Dipl.-Ing. degree in Electrical
Engineering and Computer Science in 2007 from
the Technische Universität Berlin, Germany, and the
Dr.-Ing. degree in Electrical Engineering in 2012
from the Technische Universität München. Between
2007 and 2010 he worked as a research and teach-
ing assistant at the Heinrich-Hertz-Lehrstuhl für
Mobilkommunikation at the Technische Universität
Berlin, Germany. Since November 2010 he has been
with the Lehrstuhl für Theoretische Information-

stechnik at the Technische Universität München, Germany, where he is
currently working as a Post-Doctoral researcher.

Tobias J. Oechtering (S’01-M’08-SM’12) received
his Dipl.-Ing. degree in Electrical Engineering
and Information Technology in 2002 from RWTH
Aachen University, Germany, his Dr.-Ing. degree in
Electrical Engineering in 2007 from the Technische
Universität Berlin, Germany, and his Docent degree
in Communication Theory in 2012 from KTH Royal
Institute of Technology. Between 2002 and 2008
he has been with Technische Universität Berlin and
Fraunhofer German-Sino Lab for Mobile Commu-
nications, Berlin, Germany. In 2008 he joined the

Communication Theory Lab at the KTH Royal Institute of Technology,
Stockholm, Sweden and has been an Associate Professor since May 2013.
Presently, he is serving as an editor for IEEE Communications Letters. Dr.
Oechtering received the “Förderpreis 2009” from the Vodafone Foundation.
His research interests include information theory, distributed detection, and
signal processing for wireless communication, as well as communication for
networked control.

Mikael Skoglund (S’93-M’97-SM’04) received the
Ph.D. degree in 1997 from Chalmers University of
Technology, Sweden. In 1997, he joined the KTH
Royal Institute of Technology, Stockholm, Sweden,
where he was appointed to the Chair in Commu-
nication Theory in 2003. At KTH, he heads the
Communication Theory Lab and he is the Assistant
Dean for Electrical Engineering.

Dr. Skoglund’s research interests are in the the-
oretical aspects of wireless communications. He
has worked on problems in source-channel coding,

coding and transmission for wireless communications, Shannon theory and
statistical signal processing. He has authored and co-authored more than 300
scientific papers in these areas, and he holds six patents.

Dr. Skoglund has served on numerous technical program committees for
IEEE conferences. During 2003–08 he was an associate editor with the IEEE
Transactions on Communications and he is presently on the editorial board
for IEEE Transactions on Information Theory.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket true
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage false
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Cadmus MediaWorks settings for Acrobat Distiller 8)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


