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Lehrstuhl f̈ur Physik funktionaler Schichtsysteme, E10

Magnetization of correlated electron systems:
MnSi thin films, CrB 2 single crystals and

two-dimensional electron systems in MgZnO/ZnO

Matthias Brasse
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Short Abstract

Torque magnetometry at low temperature and in high magneticfields is
performed to investigate magnetic properties of material systems exhibit-
ing electronic correlations. This work includes studies onMnSi thin films,
single crystals of CrB2 and two-dimensional electron systems (2DESs)
formed at the interface of MgZnO and ZnO. From the experiments on
MnSi we infer a preliminary magnetic phase diagram and a uniaxial
magnetic anisotropy. We report the angular and temperaturedependence
of three de Haas-van Alphen (dHvA) frequencies in CrB2 and compare
the results with band structure calculations. In MgZnO/ZnObased 2DESs
the dHvA effect, induced non-equilibrium currents and unexpected further
signatures in the magnetization are observed. The data allow us to
determine the thermodynamic energy gaps, the effective charge carrier
mass, the resistance of quantum Hall states and the microscopic nature
and density of the residual disorder.

Magnetische Eigenschaften von Materialsystemen, die elektronische Kor-
relationen aufweisen, werden bei tiefen Temperaturen und in hohen Mag-
netfeldern mit Drehmoment-Magnetometrie untersucht. Es handelt sich
dabei konkret um MnSi-D̈unnfilme, um Einkristalle aus CrB2 und um
zweidimensionale Elektronensysteme an der Grenzfläche von MgZnO
und ZnO. Die Experimente an MnSi lassen Rückschl̈usse auf das mag-
netische Phasendiagramm und die uniaxiale magnetische Anisotropie zu.
Wir zeigen die Winkel- und Temperaturabhängigkeit von drei de Haas-
van Alphen (dHvA) Frequenzen in CrB2 und vergleichen die Ergeb-
nisse mit Bandstrukturrechnungen. In MgZnO/ZnO-basierten zweidimen-
sionalen Elektronensystemen werden der dHvA Effekt, induzierte Nicht-
Gleichgewichtsstr̈ome sowie unerwartete weitere Signaturen in der Mag-
netisierung beobachtet. Aus den Daten lassen sich die thermodynamischen
Energiel̈ucken, die effektiven Massen der Ladungsträger, die Widerstände
in Quanten-Hall Zusẗanden sowie die mikroskopischen Eigenschaften und
die Dichte von Kristallfehlern bestimmen.
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Abstract

Electronic correlations in condensed matter give rise to a manifold of elec-
tronic, magnetic or structural phenomena. This makes correlated materials
interesting for basic research. If reliable methods to control and tailor
the electronic correlations become available these materials are also can-
didates for device applications with novel functionalities.
In this thesis we investigate the magnetization of three, different, corre-
lated electron systems: thin films of MnSi (manganese silicide), single
crystals of the intermetallic compound CrB2 (chromium diboride) and two-
dimensional electron systems (2DESs) formed at the interface of an oxide
heterostructure realized by MgZnO (magnesium zinc oxide) and ZnO (zinc
oxide). We study these materials by means of highly sensitive cantilever
torque magnetometry at low temperatures and in high magnetic fields. The
following results are obtained:

• MnSi thin films : The torque magnetometry experiments allow us to
infer a preliminary magnetic phase diagram. We observe two transi-
tions: First, atTc ≈ 39 K we find a transition from a paramagnetic
to a magnetically ordered phase. Second, atBc ≈ 1 T we identify
a further transition from a non-collinear spin state to a field polar-
ized state. Spike-like signatures are present at temperatures around
29 K and at magnetic fields of approximately0.4 T, which point
at the existence of a skyrmion phase. We study the angular depen-
dent torque magnetization and find a dominating uniaxial magnetic
anisotropy with an easy plane. The anisotropy constants range be-
tween1.2 kJm−3 and7.9 kJm−3.

• CrB2: We study the angular and temperature dependence of the
de Haas-van Alphen (dHvA) effect of a CrB2 single crystal at tem-
peratures down to0.3 K and in magnetic fields up to14 T. Three
distinct dHvA frequencies are observed which belong to closed ex-
tremal cyclotron orbits on the Fermi surface of CrB2. Comparison
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with electronic structure calculations1 considering an incommen-
surate cycloidal magnetic order suggests that two of the observed
dHvA oscillations arise from Fermi surface sheets formed bybands
with strong B-px,y character. It is likely that the third orbit corre-
sponds to a Cr-d derived Fermi surface sheet. We compare the mea-
sured effective masses with the calculated band masses and find a
mass enhancement of a factor of about two. Correspondingly,upper
bounds of the electron-phonon coupling constants are determined
which range between1− 1.3 for the different orbits.

• Two-dimensional electron system at the interface of
MgZnO/ZnO : We report the angular and temperature depen-
dence of the dHvA effect of a 2DES in the oxide heterostructure
MgZnO/ZnO. The temperature dependence of the dHvA amplitudes
allows us to determine the effective charge carrier mass which yields
m∗ = 0.31 me. In addition we find that the thermodynamic energy
gaps at low filling factors are enhanced over the values expected in
the single particle picture, which we attribute to electron-electron
interaction effects. At the same time, non-equilibrium currents
(NECs) are observed. Decay times, temperature and sweep rate
dependencies of the NECs are studied. From the data we infer
an estimate of the resistivity of the quantum Hall state yielding
∼ 10−10 Ω/�. Unexpected signatures of both, dHvA effect and
NECs, allow us to identify the microscopic nature and density
of residual disorder. The acceptor-type scatterers give rise to a
magnetic thaw down effect which enhances the dHvA amplitude
beyond the electron-electron interaction effects.

1Electronic structure calculations were performed by Dr. JanKuněs, Academy of Sciences,
Praha 6 16253, Czech Republic and by Prof. Livio Chioncel, University of Augsburg,
86135 Augsburg, Germany.
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1. Introduction

The second half of the 20th century was marked by the rise of semiconduc-
tors in science and technology. Modern life would be unthinkable with-
out semiconductor technology. For instance, about1018 transistors are
produced every year [Ahn03]. They are employed in cars, computers or
smartphones. The starting point of this boom was in the late 1940s with
a major scientific breakthrough. Bardeen and Brattain invented the first
transistor based on germanium [Bar48]. A transistor allowsto amplify and
switch electronic signals accompanied by rather low power consumption.
The discovery led the foundation for the development of fieldeffect tran-
sistors (FETs) and complementary metal-oxide-semiconductors (CMOS),
which are at the heart of modern logic devices. At the same time, deci-
sive progress in the growth of semiconductors was achieved.Sophisticated
growth techniques were indispensable to synthesize ultra-clean structures
and they were the key for further scientific advances and device develop-
ment. For instance, Cho and Arthur invented the technique ofmolecu-
lar beam epitaxy (MBE) [Cho75] allowing to grow highly ordered atomic
layers and high-quality heterostructures. This innovation paved the way
for the growth of atomically sharp semiconductor interfaces hosting very
clean low dimensional electron systems. The discovery of the quantum
Hall effect in a two-dimensional electron system (2DES) realized with a
silicon metal-oxide-semiconductor FET [Kli80] was a further milestone in
the semiconductor research field. Up to date, the research activity in this
field is still going on. Scientists search for novel ways to tailor the semi-
conducting materials via doping, nanostructuring or othermethods. From
today’s point of view, this progress had enormous impact on the develop-
ment of devices for applications.
Today, transistors and microchips approach already nanometer scale di-
mensions. Moore’s law [Moo65] predicts, that the number of transistors
on integrated circuits doubles every two years. Will this development con-
tinue forever? Taking into account the resolution limits set by lithography
techniques and considering that the onset of quantum mechanical tunne-
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1. Introduction

ling might set limits to the further miniaturization of transistors, the end of
Moore’s law might be in sight. This development is also foreseen by the
industry which started to look for alternative materials and architectures
for computing beyond 2020 [Ard06].
A possible remedy may be to change the computing architecture concep-
tually. Currently, the working principle of semiconducting devices is quite
conventional. They exploit the charge degree of freedom of the electrons
or holes. Other degrees of freedom, for instance the one arising from spin
or from orbital angular momentum, are not considered. Therefore, a key
idea for further device development is to include also otherdegrees of free-
dom, which would open up a new era.
At this point, materials exhibiting electronic correlations might enter the
stage. The term correlation arises from the Latin wordcorrelatio - mutual
relationship. In other words, the behavior of an electron isnot indepen-
dent of the other electrons in these systems, but they interact. This is in
contrast to semiconducting materials, where electrons aregenerally free
to move individually and usually treated in a single particle picture. Cor-
relations between the conduction electrons are generally induced by the
Coulomb interaction. They are responsible for the emergence of previ-
ously unimagined physical phenomena. Correlated materials often reveal
novel ground states with fascinating electronic properties like, for instance,
superconductivity, magnetism or antiferromagnetism. Furthermore, they
often exhibit rich phase diagrams when exposed to external perturbations
that might be provided by temperature, electric or magneticfields. Thus,
from the perspective of a scientist, correlated materials offer great oppor-
tunities to explore a rich variety of phenomena which are mediated by
correlation effects and might lead to novel functionality.
Compounds which exhibit electronic correlations are mostly rather com-
plex in terms of their composition. The materials often involve transition
metals, rare earth elements or oxygen, which render in general also the
electronic structure complicated. Owing to this, the research activity in
this field was rather reserved. In recent years, however, enormous progress
in growth and synthesis of correlated materials has been made. The me-
thods for their characterization have been improved and a deeper theore-
tical understanding of correlation phenomena has been gained. It is now
possible to grow for instance atomically sharp interfaces of correlated ma-
terials or to tailor bulk systems in order to control and exploit correlation
effects. In this regard there are currently analogies to thedevelopment of
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the semiconductor science some 50 years ago, as presented above.
Hence, correlated materials bear great potential for functionalities and they
may also become interesting for applications in the future,if reliable growth
and characterization methods are available. However, it iswell known that
” it is hard to beat silicon”. Or, in more general terms, due to the vast abun-
dance of Si and the well established manufacturing techniques, we have
to admit that it is unlikely that any material will replace Sion the long
run. Still, correlated systems have at least the potential to complement
semiconductors and to replace them in niche applications.
There is a variety of correlated materials which exhibit fascinating physi-
cal phenomena and which are potential candidates for applications. For
instance, correlations are found in many differing systemsincluding bulk
crystals, thin films and low dimensional systems. Among the many dif-
ferent materials we focus on three highly interesting correlated electron
systems in this thesis: thin films of MnSi (manganese silicide), single
crystals of the intermetallic compound CrB2 (chromium diboride) and
2DESs formed at the interface of an oxide based heterostructure realized
by MgZnO (magnesium zinc oxide) and ZnO (zinc oxide). In the follow-
ing we briefly introduce these correlated electron systems and motivate our
research.

MnSi thin films

Non-centrosymmetric magnetic materials have attracted enormous atten-
tion in recent years [M̈uh09, Lee09, Yu10a, Yu10b, Sek12, Ton12, Rit13].
This includes metallic as well as insulating compounds. Electronic cor-
relations are omnipresent in these material systems which is manifested
in the appearance of rich phase diagrams. For instance, different magnetic
phases such as helical, conical and ferromagnetic order arereported [Pfl04,
Müh09, Bau13]. In addition, chiral spin structures, so-called skyrmions,
have been observed [M̈uh09, Ton12, Bau13]. This spin structure is partic-
ularly attractive due to its exotic topology. Skyrmions aresmall magnetic
vortices. They are made up of a core spin with up- or downward direction.
The peripheral spins twirl around the core exhibiting a unique chirality.
It was found that a regular lattice of skyrmions is formed in helimagnets
[Müh09, Ton12]. The dense and regular array of magnetic vortices gives
rise to a gigantic topological Hall effect [Neu09] and an emergence of elec-
trodynamics was reported [Sch12b]. The authors showed thatit is possible
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1. Introduction

to move the skyrmion lattice by means of small electrical current densities.
In view of these effects helimagnets are very attractive forpotential appli-
cations in data storage or spintronic devices.
The prototype system in the group of helimagnets is MnSi. Thephase di-
agram and in particular the skyrmion phase of bulk MnSi has been widely
studied by a variety of different spectroscopy techniques [Müh09, Ton12,
Bau13]. Very recently it became also possible to grow high-quality thin
film MnSi [Hig09, Kar10, Kar11, Li13], which we address in this work.
From a technological perspective, the miniaturization of MnSi is one key
aspect for its integration into modern device application.However, in con-
trast to bulk MnSi, the magnetic properties of MnSi thin filmsare not yet
well established. Thereupon we focus in this work on the magnetic pro-
perties of MnSi thin films and investigate the magnetic anisotropy as well
as the magnetic phase diagram as a function of magnetic field and temper-
ature.

CrB2 single crystals

The class of transition-metal and rare-earth diboridesMB2 (M =Cr, Mn,
V, Zr, Nb, Tm, Tb, ...) comprises an unusual combination of structural
properties. They exhibit high mechanical and thermal stability in combi-
nation with high electrical and thermal conductivities [Bau13]. Further,
these materials offer a great variety of different electronic ground states
[Nag01, Bar69, Fed09, Vaj01, Gre09]. Among them, MgB2 is an outstand-
ing compound which has recently attracted enormous attention. MgB2 is
a high-temperature superconductor [Yel02, Car03, Xi08]. Of all conven-
tional, phonon-mediated superconducting materials it exhibits the highest
superconducting transition temperature atTc = 39.5 K [Xi08]. In addition,
the unique electronic structure of MgB2 gives rise to two superconducting
gaps having different superconducting transition temperatures [Coo03]. So
far, superconductivity was not reported in any diboride compound except
for MgB2. CrB2, another member of the diboride family, is isostructural
to MgB2. Instead of superconductivity, antiferromagnetism was reported
as ground state [Fun77, Bau13]. Intuitively the question arises, why the
ground state properties of both systems are totally different although, from
a structural point of view, the compounds are very similar. To answer this
question the knowledge of the electronic structure of CrB2 is indispens-
able. Concerning MgB2, the electronic properties have been reviewed in
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detail [Xi08]. This is not the case for CrB2 as it only recently became pos-
sible to grow high quality single crystals [Bau13]. This allows us for the
first time to tackle the electronic structure and the Fermi surface properties
of CrB2. In this work we address the electronic band structure experimen-
tally by means of the de Haas-van Alphen (dHvA) effect.

2DES at the interface of MgZnO/ZnO

Research on oxide interfaces has flourished over the past years [Oht04,
Man10, Hwa12]. In bulk transition metal oxides electronic correlations al-
ready play an important role and give rise to hitherto unknown, fascinating
phenomena [Dag05, Tok00]. So why care about interfaces? There are two
answers to this questions. First, the introduction of interfaces into semi-
conductors opened the avenue for novel physics and new device opportu-
nities. ”Often it may be said that the interface is the device”, was said by
Herbert Kroemer in his Nobel lecture. He was right as nowadays powerful
transistors, lasers, etc. rely on interfacial phenomena. Along this path it
was natural to search for novel effects at the interface of correlated electron
systems also. Second, at the same time, sophisticated growth techniques
became available. They allowed to grow atomically sharp interfaces. The
breakthrough in this research field came in 2004 with the discovery of
a 2DES at the interface of the two oxide materials SrTiO3 and LaAlO3

[Oht04]. Although both materials are insulating on their own, surprisingly
the interface was found to be conducting. On top of that, the 2DES formed
at the interface of LaAlO3 and SrTiO3 exhibits a superconducting transi-
tion [Rey07] and also magnetism at low temperatures [Ber11,Lee13]. A
multitude of correlation phenomena are thus present in thismultilayer sys-
tem.
Another oxide heterostructure, formed by ZnO and MgZnO, also started to
attract enormous attention when an interface 2DES was reported [Tsu07,
Ram07, Hwa12]. In contrast to the SrTiO3/LaAlO3 2DES, which ex-
hibits a relatively low mobility on the order of 1000 Vs/cm2 [Man10], the
MgZnO/ZnO based 2DES exhibits high mobilities on the order of 500,000
Vs/cm2 at∼ 1 K [Tsu07, Tsu08, Tsu10] almost competing with standard
semiconductor based 2DESs. The high quality of the 2DES allowed to
investigate the quantum Hall effect (QHE) in an oxide heterostructure for
the first time [Tsu07]. Besides, the observation of both fractional QHE
[Tsu10] and quantum Hall ferromagnetism [Koz12] indicates, that field
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1. Introduction

induced correlation effects play an important role at this interface. In
this work we investigate the magnetization of the 2DES at theinterface
of MgZnO/ZnO, which has not been addressed so far. By this means we
intend to get insights into the ground state energy spectrumof the 2DES,
which cannot be accessed via excitation spectroscopy.

Outline

In this work we employ cantilever magnetometry to investigate experimen-
tally the aforementioned material systems. This allows us

• to study the magnetic anisotropy and the magnetic phase diagram of
MnSi thin films,

• to provide the Fermi surface topology and the effective masses of
charge carriers in CrB2 single crystals,

• to investigate equilibrium and non-equilibrium magnetization phe-
nomena in MgZnO/ZnO based 2DESs.

The thesis is organized as follows: In Chapter 2 the basic theoretical con-
cepts relevant for this work are introduced. This chapter issubdivided
into the categories magnetic anisotropy, equilibrium magnetization phe-
nomena and non-equilibrium magnetization phenomena. In the first part,
a phenomenological approach is used to introduce the concept of mag-
netic anisotropy and the respective energy contributions.Following a sim-
ple energy ansatz we derive the expected torque magnetization of a MnSi
thin film applying numerical model calculations. Second, the equilibrium
magnetization properties of three- and two-dimensional electron systems
are discussed. The derivation of the dHvA effect from a free energy ap-
proach is sketched. Furthermore we show how to include effects of finite
temperature and residual disorder in the discussion. Third, we consider
non-equilibrium magnetization phenomena, i.e. non-equilibrium induced
currents, again using a phenomenological approach.
Chapter 3 is dedicated to the introduction of the experimental techniques.
This includes the description of the cantilever magnetometer, the experi-
mental setup as well as a consideration of the experiment sensitivity.
In Chapter 4 the investigated material systems are introduced and basic
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properties are discussed. This is followed by a descriptionof the prepara-
tion techniques used in this work.
The magnetization of MnSi inferred from cantilever magnetometry is dis-
cussed in Chapter 5. Our results suggest a preliminary phasediagram.
Further we discuss the magnetic anisotropy of MnSi thin films.
The dHvA effect and Fermi surface properties of CrB2 are presented in
Chapter 6. The analysis of the dHvA data as a function of magnetic field
strength, field angle and temperature allows us to provide the topology of
certain parts of the Fermi surface of CrB2 and to determine the effective
masses of the charge carriers along with mean free paths. Theexperimental
data is compared to band structure calculations to allow fora comprehen-
sive interpretation of the data.
In Chapter 7 we discuss the magnetization of MgZnO/ZnO based2DESs.
We observe and analyze the dHvA effect and non-equilibrium induced cur-
rents. Thereby we get information about the ground state energy spectrum
of the 2DES as well as about the underlying density-of-states (DOS).
Finally, the results are summarized in Chapter 8 and a brief outlook is
given.
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2. Fundamental theoretical
concepts

In this chapter fundamental theoretical concepts relevantfor this work are
introduced. It divides into three main parts.
In the first part we consider ferromagnetic thin films exposedto external
magnetic fields. In this regard the concept of magnetic anisotropy will be
discussed. Here, we follow a phenomenological approach. Further, we
introduce the contributions to the magnetic free energy of aferromagnetic
material. This allows us to model the torque magnetization of a ferromag-
netic MnSi thin film in a simple approach.
Second, the equilibrium magnetization of two and three dimensional elec-
tron systems in high magnetic fields and at low temperature isdiscussed. In
other words, we recall the Landau diamagnetism of an electron gas. Start-
ing from a quantum mechanical point of view the quantizationof electrons
in high magnetic fields is revisited. In conjunction with a thermodynamic
approach the dHvA effect is then derived. We show how to treatfinite tem-
perature and disorder effects either by an analytical approach, the so-called
Lifshitz-Kosevich formalism, or by numerical model calculations.
Third, we introduce the effect of non-equilibrium currents(NECs) in a
2DES. Here, we give a brief overview of the phenomenologicalunder-
standing of NECs before we focus on the magnetization arising from in-
duced currents in a 2DES.

2.1. Magnetic Anisotropy

Below a critical temperatureTc a ferromagnetic material exhibits a spon-
taneous magnetizationM in absence of an external fieldB. The term mag-
netic anisotropy is used to describe the dependence of the energy of a
ferromagnet on the direction of the magnetization. In an isotropic mag-
netic material the magnetization has no preferential direction in absence
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2. Fundamental theoretical concepts

of a magnetic field. Conversely, in a magnetically anisotropic material
the magnetization direction will preferably align along a direction corre-
sponding to a local minimum of the energy surface. The direction pointing
towards a local minimum is usually referred to as the easy axis. Direc-
tions of large energy are called hard axes [Sko08]. The origin of magnetic
anisotropy can be intrinsic as well as extrinsic. Intrinsiccontributions may
stem from the symmetry of the host crystal. It is usually referred to as
magnetocrystalline anisotropy. The shape of a sample can also induce an
anisotropy. An extrinsic source of magnetic anisotropy is for instance pro-
vided by stress which causes magnetoelastic anisotropy.
In this section we introduce the magnetic anisotropy contributions relevant
for the description of MnSi thin films exposed to a magnetic field. Note,
that we introduce the anisotropy in a phenomenological approach follow-
ing Refs. [Mor01, Chi09]. For simplicity we do not consider microscopic
origins. These can be found for instance in Ref. [Sko08]. Furthermore we
discuss the contributions to the magnetic energy density. Finally numerical
calculations are performed which specifically model the magnetic energy
and the related torque magnetization curves of ferromagnetic MnSi thin
films.

2.1.1. Phenomenology

In a phenomenological ansatz, the anisotropy is modeled by symmetry
considerations and anisotropy constants are commonly usedto parametrize
the dependence of the magnetic anisotropy on the magnetization angle.
The simplest and most common phenomenological anisotropy model is
a uniaxial anisotropy. Let us consider the coordinate system shown in
Fig. 2.1. The following parametrization of the magnetization M and the
magnetic fieldB in terms of polar coordinates is used:

M = (M,Θ,Φ) (2.1)

B = (B, ϑ, ϕ) (2.2)

If we assume a magnet of volumeV exhibiting a uniaxial anisotropy
along thez-direction, the corresponding uniaxial anisotropy energydensity
Ea/V can be expanded in a series of powers ofcos2 Φ [Mor01, Chi09]

Ea/V = K1
u cos2 Φ+K2

u cos4 Φ+ ... , (2.3)
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Figure 2.1.: Coordinate system relative to the sample.

whereKi
u denotes thei-th order anisotropy constant. In most materials, the

magnitude of the individual terms decrease significantly with increasing
orderi [Sko08]. Since the materials investigated in this work werefound
to exhibit only first order anisotropies, we neglect higher order terms from
now on and setK1

u = Ku. The energy surfaces of a first order uniaxial
anisotropy alongz are depicted in Fig. 2.2. ForKu > 0, the energy surface
forms a prolate spheroid extended along thez direction (magnetic hard
axis) with minimum energy in thex, y-plane (magnetic easy plane). For
Ku < 0 an oblate spheroid is recovered with a magnetic easy axis along z
and a magnetic hardx, y-plane.
Apart from uniaxial anisotropies, crystals with cubic anisotropy are also
quite common. Examples are the itinerant ferromagnets nickel or iron.
However, the MnSi thin film studied in this work did not revealcubic
anisotropies, as will be detailed in the next section. Therefore, a discussion
of cubic anisotropy is omitted here.

2.1.2. Contributions to the magnetic energy density

In this section the contributions to the magnetic energy density E/V will
be introduced. We consider contributions from the Zeeman energy, the
shape anisotropy as well as the magnetocrystalline anisotropy.
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Figure 2.2.: First-order energy density surfaces sketched for a uniaxial anisotropy
along z. (a) ForKu > 0, the energy density surface forms a prolate spheroid
extended along thez direction (magnetic hard axis) with minimum energy in the
x, y-plane (magnetic easy plane). (b)Ku < 0 results in an oblate spheroid with a
magnetic easy axis alongz and a magnetic hardx, y-plane.

Zeeman interaction

The Zeeman energy densityEZ/V describes magnetostatic energy of the
magnetizationM in an external fieldB. It is given by

EZ/V = −M · B. (2.4)

M preferably aligns alongB due to the Zeeman term. However, strictly
speaking the Zeeman energy is not an anisotropy energy in theclassical
meaning since it vanishes atB = 0.

Shape anisotropy

If a sample is magnetized there is in general a discontinuityof the mag-
netization at its surface. As a consequence, the divergenceof M is non-
vanishing∇ · M 6= 0. In order to fulfill Maxwell’s equation∇ · B =
µ0∇ · (H + M) = 0 an equal and opposing divergence ofH has to be
induced. This field is commonly referred to as the demagnetizing field.
It arises from magnetic dipolar interactions which induce magnetic sur-
face poles. The contribution to the energy density, the so-called shape
anisotropy or demagnetization term, can be expressed as

ED/V =
1

2
µ0M · Ñ · M . (2.5)
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2.1. Magnetic Anisotropy

Ñ denotes the demagnetization tensor which depends on the sample shape.
For a thin film, as discussed in this work, all components ofÑ vanish
except for the one which describes the direction perpendicular to the film
surface. It is given byN⊥ = 1 [Chi09]. Assuming a thin film with sample
normaln ‖ z the shape anisotropy can be written as

ED/V =
1

2
µ0M

2 cos2 Φ. (2.6)

In this configuration the shape anisotropy turns into a uniaxial anisotropy
favoring an in plane magnetization orientation. The corresponding energy
surface is shown in Fig. 2.2 (a).

Magnetocrystalline anisotropy

In most cases the symmetry of a crystal influences the direction of the
spontaneous magnetization. This effect is usually referred to as magne-
tocrystalline anisotropy. Microscopically, the primary source of magne-
tocrystalline anisotropy is spin-orbit coupling [Mor01] which causes the
magnetic moments to couple to the orbital motion of the electrons and
thereby to the crystal axes.
In this thesis MnSi thin films grown on Si substrates were investigated
(see Sec. 4.1 for material properties). Although bulk MnSi crystallizes in
the cubic structure [Bau13], Ref. [Kar12] reported a stronguniaxial, easy
plane type anisotropy in thin film MnSi. This is due to epitaxially induced
tensile stress. In analogy to Ref. [Kar12] we treat this phenomenom as
a uniaxial magnetocrystalline anisotropy densityEC/V . In first order it
takes the form (c.f. Eq. 2.3)

EC/V = Ku cos
2 Φ. (2.7)

In helimagnets such as MnSi, the exchange interaction and the
Dzyaloshinskii-Morya interaction are usually also considered [Bak80,
Kar12]. These energy contributions are essential to explain the formation
of the helical, conical or skyrmion phase. In this work, however, we do
not have clear evidence for the existence of those phases (c.f. Chapter 5).
Therefore it is questionable whether the two energy contributions play a
dominant role for our data and observations. Therefore we donot regard
the exchange and the Dzyaloshinskii-Morya interaction in the following
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model calculations.

2.1.3. Torque magnetization of thin film MnSi - model
calculations

In this section we present numerical model calculations of the torque mag-
netization of MnSi thin films. They are based on the anisotropy energy
considerations shown above. The results of the calculations are instructive
by themselves and further they will be helpful to analyze andinterpret the
experimental results shown in Chapter 5.
For the calculations the following assumptions were made: First, we ne-
glect domain effects. Instead we model a single domain stateof MnSi
using a macrospin approach (c.f. Stoner-Wohlfahrt model, [Sto48]). Sec-
ond, to agree with the experiment, we setϑ = 90◦ such that the magnetic
field rotates in the (x, z)-plane. Thus, the magnetic field orientation is fully
described by the angleϕ as depicted in Fig. 2.1. Third, by definition the
torque axis points along they direction, to comply with the experimen-
tal situation (c.f. Chapter 3). In regard of this we do not consider they
component ofM in the following calculations, because our torque mag-
netometer is not designed to be sensitive on this component in the exper-
iment. Finally, it is convenient to introduce the anisotropy field Ba given
by [Bur77]

Ba = 2K∗
u/Ms, (2.8)

to compare the effect of anisotropies with the strength of the applied mag-
netic fieldB = µ0H. Here,Ms denotes the saturation magnetization and
K∗

u is the effective anisotropy constant as defined below in Eq. 2.11.
The anisotropy energy density of the MnSi thin film in a magnetic field is
given by

Ea/V = (EZ + EC + ED) /V, (2.9)

with Zeeman termEZ, anisotropy energyEA and demagnetization term
ED. For a uniaxial anisotropy the energy can then be rewritten as

Ea/V = −MB cos(Φ− ϕ) +Ku cos
2 Φ+

1

2
µ0M

2 cos2 Φ. (2.10)
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2.1. Magnetic Anisotropy

Hence, we can summarize the anisotropy terms arising from shape and
magnetocrystalline anisotropies to give an effective anisotropy constant

K∗
u = Ku + 1/2µ0M

2. (2.11)

For a given field strengthB, field directionϕ and magnetization magnitude
M , the orientation ofM in equilibrium, i.e. the angleΦ, is obtained by
minimizing Eq. 2.10 with respect toΦ:

1

V

∂Ea

∂Φ
= 0 (2.12)

The resulting torque densityΓ/V = M × B is then calculated from

Γ/V =M ·B · sin(Φ− ϕ). (2.13)

This formalism allows us to simulate the torqueΓ as a function ofϕ for
different values ofB.
In a first set of model calculations, we assume that the MnSi film is satu-
rated such thatM =MS. According to Ref. [Li13] the saturation magnetic
moment per Mn atom in the cubic unit cell amounts to0.42 µB. For a given
sample of areaA = 3.1 × 3.6 mm2 and film thicknessdMnSi = 30 nm
(c.f. sampleSI 097, Chapter 4) the magnetization yieldsMs = 1.64 ·
105 JT−1m−3. The authors of Ref. [Kar12] reported values ofKu for dif-
ferent film thicknesses. For the given sample parameters an anisotropy
constantKu ≈ 4 kJT−1m−3 is reported. Hence, the resulting anisotropy
field yieldsBa ≈ 0.25 T.
Correspondingly simulated torque curves are shown in Fig. 2.3. Follow-
ing Ref. [Bur77], the shape of theΓ(ϕ) curve is determined by the re-
lation between anisotropy fieldBa andB. To illustrate this effect, we
showΓ for B = 0.04 T, B = 1.5 T andB = 10 T in Fig. 2.3. For
B < Ba (B = 0.04 T) the magnetization does not follow the external
field. The uniaxial anisotropy dominates and the magnetization resides
near the easy axis all the time. As a consequence,Γ(ϕ) shows the pe-
riodicity of a sinusoidal function with small torque amplitudes. At very
large fieldB = 10 T ≫ Ba, M follows B closely andΓ(ϕ) strictly reflects
the periodicity of the magnetocrystalline anisotropy energy term, which in
our case is a uniaxial anisotropy proportional tocos2 ϕ. ForB = 1.5 T,
which complies well with our experimental situation, the curve periodic-
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Figure 2.3.: Simulation ofΓ(ϕ) for a ferromagnetic single domain MnSi thin film
with A = 3.1× 3.6 mm2 anddMnSi = 30 nm. The solid curves are obtained for a
saturated film withM = Ms. ForB = 0.04 T (B < Ba) the magnetization does
not follow the external field as the anisotropy energy dominates and the torque is
a sinusoidal function with small amplitude. ForB = 1.5 T andB = 10 T (B >
Ba),M follows the external field more closely as the energy term is dominated by
the Zeeman energy. The resulting torque exhibits the periodicity of the uniaxial
anisotropy induced by the crystal and the sample shape. The torque maxima are
independent of the field strength in this regime. The dashed curve is obtained for
B = 0.8 T andM = 0.8 Ms. The torque peak-to-peak variation is reduced
compared to the saturated MnSi film.

ity is equal to the one atB ≫Ba and thus governed by the anisotropy
term. Further, it is important to note that the amplitudes ofthe torque ex-
trema are independent of the field strengthB for B ≫ Ba. According to
Refs. [Bur77, Chi09] the maximum torque values are directlyrelated to
the anisotropy constantK∗

u in the high field regime.

From Eq. 2.10 we infer thatEa/V takes a local minimum atϕ = 90◦ and
ϕ = 270◦, which corresponds to the fact thatM lies in the easy plane. In
the simulation we find atϕ = 90, 270◦ a rather shallow slope for small
B with B > Ba. This is an indication for the position of the easy axis
(EA) [Hub98]. In contrast, nearϕ = 0◦ andϕ = 180◦ the slope is steeper
which indicates the hard axis (HA).
In addition, we performed calculations assuming that the external field is
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2.2. Equilibrium magnetization phenomena: De Haas-van Alphen effect

too weak to saturate the MnSi film. For this case phenomenological dif-
ferences to the case discussed above are identified: The resulting behavior
of the angular dependent torque is shown by the dashed curve in Fig. 2.3.
Here,B was set to0.8 T andM = 0.8 Ms. AlthoughB is larger than
the anisotropy fieldBa, the peak-to-peak variation is smaller compared to
the case whenM = Ms. In this scenario no direct conclusion about the
anisotropy constantK∗

u can be inferred because the extrema depend on the
value ofM [Bur77, Chi09].

2.2. Equilibrium magnetization phenomena:
De Haas-van Alphen effect

In 1930 de Haas and van Alphen discovered the oscillatory variation of the
magnetic susceptibility as a function of the magnetic field in the semimetal
bismuth [Haa30]. Nowadays, these oscillations are usuallyreferred to as
the de Haas-van Alphen effect [Ash76]. Since its discovery the dHvA ef-
fect has been studied intensively in various solid state systems such as met-
als, heavy fermion systems, superconductors or low dimensional electron
systems [Sho84, Suz93, Car03, Stö83]. The dHvA effect is a pure quan-
tum mechanical phenomenon and hence it provides valuable information
about the quantum mechanical ground state of the host system. In par-
ticular regarding three dimensional electron systems (3DESs), the dHvA
effect became a powerful and well established tool to determine Fermi sur-
face properties, scattering rates and effective masses. Reference [Sho84]
provides an extensive review on the dHvA in metals. The dHvA effect in
2DESs has rarely been studied. This is due to the weaker signal strength
in low dimensional systems as will be discussed in Sec. 3.4. Importantly,
the dHvA effect provides a direct quantitative measure of thermodynamic
ground state properties in a 2DES. It is a magnetization phenomenon oc-
curring in thermodynamic equilibrium. Non-equilibrium phenomena, such
as induced currents, will be discussed in the next section. In the following
a brief review on the basic concepts of the dHvA effect is given.

2.2.1. Thermodynamic relations

The magnetizationM is a thermodynamic quantity and is directly related
to several thermodynamic quantities of an electron system.For the deriva-
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tion of M it is convenient to introduce the Helmholtz free energyF and
the thermodynamic potentialΩ given by

F = U − TS, Ω = F − χN, (2.14)

with the internal energyU , the entropyS and the temperatureT . The
thermodynamic potential depends further also on the chemical potentialχ
and the particle numberN . The corresponding differentials yield:

dF = −SdT −MdB + χdN (2.15)

dΩ = −SdT −MdB +Ndχ. (2.16)

Please note, that we ignore the vector character ofM andB for the mo-
ment. The magnetization is related to the free energy and thethermody-
namic potential by

M = −
(
∂F

∂B

)∣∣∣∣
T,N

, M = −
(
∂Ω

∂B

)∣∣∣∣
T,χ

. (2.17)

Thus, one can use eitherF or Ω to deriveM and conceptually there is
no difference in both methods. In 3D systems, it turns out that, from a
mathematically point of view, it is more convenient to useΩ instead ofF
[Sho84]. In 2D systems, however, we will rely onF to determineM . For
the 2DES we regard a system with fixed particle numberN instead of a
fixed chemical potential andF is the natural quantity to deriveM .
ForT → 0 we may replaceF byU in Eq. 2.17. In other words, in the limit
of low temperatures the magnetization directly reflects thethermodynamic
ground state energyU . Measuring the equilibrium magnetizationM as a
function ofB thus provides direct information about the thermodynamic
ground state energy spectrum of the system.
Moreover, from Eq. 2.15 the Maxwell relation

(
∂M

∂N

)∣∣∣∣
B

= −
(
∂χ

∂B

)∣∣∣∣
N

(2.18)

can be deduced. It provides a link between the chemical potential χ and
the magnetizationM . This will be useful to determine the thermodynamic
energy gaps from the dHvA oscillations in 2DESs (c.f. Eq. 2.43).
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2.2. Equilibrium magnetization phenomena: De Haas-van Alphen effect

2.2.2. Quantization of orbits in a magnetic field

In the classical picture, electrons exposed to an external magnetic field ex-
perience the Lorentz force. In response the electrons startto orbit around
the magnetic flux lines. In this section we treat this situation by means of
quantum mechanics which will finally lead to the well-known quantization
of the electron orbits in response to a uniform magnetic field[Ash76]. We
consider a free electron gas of non-interacting charge carriers with effec-
tive massm∗. The Hamiltonian for noninteracting electrons in a magnetic
field of the formB = (0, 0, Bz) is given by

Ĥ =
(p̂+ e · A)

2m∗
, (2.19)

wherep̂ = ~

i∇ denotes the momentum operator andA is the vector poten-
tial. In the Landau gaugeA = (0, x ·Bz, 0) the Schr̈odinger equation (SE)
yields

[
∂2

∂x2
+

(
∂

∂y
− ieBz

~
· x

)2

+
∂2

∂z2
+

2m∗

~2
· E

]
Ψ(x, y, z) = 0.

(2.20)
The solution takes the formΨ(x, y, z) = e[i(βy+kzz)]u(x) which we insert
into the SE to obtain the equation of a harmonic oscillator:

[−~2

2m∗

∂2

∂x2
+
m∗ω2

c

2
(x− x0)

2

]
u(x) =

(
E − ~2k2z

2m∗

)
u(x). (2.21)

Here,

ωc =
eB

m∗
(2.22)

denotes the cyclotron frequency,x0 = −kyl2B is the guiding center coordi-
nate of a cyclotron orbit in real space andlB = (~/eB)1/2 is the magnetic
length. ki stands for thei-th component of the wavevectork. The corre-
sponding eigenenergies are given by

Ej =

(
j +

1

2

)
~ωc +

~2k2z
2m∗

j = 0, 1, 2.... (2.23)
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Figure 2.4.: Schematic sketch of Landau tubes for a free electron gas whose sur-
faces of constant energies are spherical. The Landau tubes are cylindrical with a
common axis alongB. A hypothetical Fermi surface is depicted by the broken
curve. Only the parts of the Landau tube inside the Fermi surface are occupied at
T = 0.

Let us consider the resulting eigenenergies in reciprocal space. In the plane
perpendicular to the external field, i.e. the(kx, ky)-plane, the energy is
quantized and the allowed states follow circles. The electron motion along
kz is not affected by the magnetic field and the parabolic energyterm is
recovered. In sum the permitted states lie on tubes ink-space, the so-
called Landau levels (LLs), as schematically depicted in Fig. 2.4 for a free
electron gas. The Landau tubes are cylindrical in this case with a common
axis parallel to the external fieldB. Further, a hypothetical spherical Fermi
surface (FS) is depicted by the broken curve. Only states inside the FS
are occupied atT = 0. Note that in general, i.e. for an arbitrary energy
landscape in a solid state system, there is no requirement that the tubes are
cylindrical or that they run parallel toB [Sho84].

For any particular value ofkz the LLs are degenerate. If the sample area
perpendicular to the quantizing field is given byA = Lx · Ly the distance

between two guiding centers is given by∆x0 = ∆kyl
2
B =

(
2π
Ly

)
(~/eB).
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For a givenkz this results in the number of states with constant energy
N = Lx

∆x0

= LxLyeB/h. Per unit area and considering spin degeneracy
gs we obtain as degeneracy of the LLs

NL =
eB

h
· gs. (2.24)

For a spin degenerate systemgs = 2. Notice, that both, the Landau en-
ergies and their degeneracy increase linearly as a functionof magnetic
field. The quantization of the electron motion therefore obviously affects
the density-of-states (DOS) and the magnetization of solids which finally
leads to the dHvA effect. In the following we sketch the derivation of the
dHvA effect for the more general case of a 3D electrons systemwith ar-
bitrary Fermi surface. After that we turn to the special caseof a 2DES,
which is intuitively easier to understand.

2.2.3. DHvA effect in 3DESs

In this section we discuss the dHvA effect in 3D. Its derivation involves
very elaborate mathematics and because of that only the mainresults which
are important for this thesis are shown and interpreted here. An extensive
review can be found in Refs. [Sho84, Zim65]. We first consideran ideal
electron gas atT = 0 and include finite temperature or disorder effects at
a later stage.

Ideal electron gas atT = 0

The derivation starts from the thermodynamic potentialΩ introduced in
Eq. 2.14. Again, without loss of generalityB ‖ z is assumed. AtT = 0
and for an electron system of volumeV , Ω is given by

Ω = −V eB
π2~

∑

j

∫ kj

0

(χ− Ej) dkz, (2.25)

where the summation is over all possible statesEj . The upper limit of
integrationkj is the value ofkz such that~2k2j /2m

∗ = χ− (j+1/2)~ωc.
Performing the integration assuming an arbitrary shaped FSand non-in-
teracting electrons the oscillatory part of the thermodynamic potential is
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obtained as a function ofB:

Ωosc= const× B5/2

√
P ′′

∞∑

p=1

1

p5/2
cos

[
2πp

(
~P

2πeB
− 1

2

)
± π

4

]
(2.26)

P denotes the area of the extremal cross section of the Fermi surface in
the plane perpendicular to the direction ofB. P ′′ is the corresponding
local curvature of the Fermi surface around the extremal cross section.
The formula can be interpreted with the help of Fig. 2.4. According to
Eq. 2.23 the Landau tubes grow outwards as the magnetic field increases
and its intersection with the Fermi surface moves up or down.In this
field regime the effect on the energy, i.e. the thermodynamicpotential, is
negligible. At an extremal area, however, the tube leaves the Fermi surface
altogether. This process has a significant effect on the energy. According to
Eq. 2.23 the energy separation of Landau tubes is given by~ωc. ThusΩosc

varies periodically. The periodicity finds its manifestation in thecos term
in Eq. 2.26. Considering only the first harmonic (p = 1) the periodicity is
given by

~P

eB
= 2π(n+ γ), (2.27)

wheren is an integer andγ is a phase correction. In other words, the oscil-
lations in the energy are periodic in1/B and the corresponding frequency
f is directly related to the extremal cross section of the Fermi surface by
the Onsager relation [Ons52]

P =
2πef

~
. (2.28)

Note that a complicated Fermi surface may have several extremal cross
sections perpendicular to the field direction. They all contribute with an
oscillatory term of the form shown in Eq. 2.26.
M can be determined by differentiatingΩ with respect toB as shown in
Eq. 2.17. However, at this point we have to take the vector character ofM
andB into account. It is convenient to divide the oscillatory magnetization
M into a component parallel (M‖) and perpendicular (M⊥) to B. At T = 0
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they are given by [Sho84]

M0
‖ = const× fB1/2

√
P ′′

∞∑

p=1

1

p3/2
sin

[
2πp

(
~P

2πeB
− 1

2

)
± π

4

]
(2.29)

M0
⊥ = − 1

f

∂f

∂θ
M‖. (2.30)

As expected, the magnetization oscillates periodically with the reciprocal
field. Here, ∂f∂θ denotes the partial derivative of the dHvA frequencyf
with respect toθ, specifying the direction ofB in the plane in which the
variation ofΩ is most significant [Sho84]. Further,∂f∂θ is often considered
as a so-called anisotropy factor because it takes the anisotropy of the Fermi
surface into account. For instance, for a highly symmetric Fermi surface
(e.g. a sphere)∂f∂θ vanishes. In this case the perpendicular magnetization
componentM0

⊥ disappears.

Lifshitz-Kosevich formalism

So far, the idealized situation of a free electron gas at zerotemperature was
discussed. In reality, however, certain aspects have to be considered which
all lead to a damping and phase smearing of the dHvA oscillations [Sho84].
In our discussion we include now the effects of finite relaxation time and
finite temperature. This is done in the framework of the well established
Lifshitz-Kosevich (LK) formalism [Lif54, Lif55, Din52, Sho84, Was96].

• Finite temperature
At finite temperatureT , the Fermi distribution

F (E,χ, T ) =

[
1 + exp

(
E − χ

kBT

)]−1

(2.31)

governs the occupation of the allowed states. It can be shownthat the
effect of finite temperature can be included in the above schematics
by introducing a reduction factorRT. It takes the form

RT =
X

sinhX
, with X =

2π2kBm
∗T

~eB
. (2.32)

• Finite relaxation time
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Electron scattering due to residual disorder leads to a broadening of
the otherwise sharp Landau levels. This effect is usually described
in terms of a finite relaxation timeτ . As shown by Dingle [Din52] a
finite relaxation time leads to a reduction of the oscillation amplitude
which can be modeled by a reduction factor of the form

RD = exp
(
−πmb

eBτ

)
. (2.33)

Here,mb denotes the electronic band mass. It is in general different
from the quasiparticle effective massm∗, which can be renormalized
by many-body interactions.

Including the effects of finite temperature and finite relaxation time the
oscillatory part of the magnetization (see Eq. 2.29) can be rewritten to give
the LK formula

M‖ =M0
‖RTRD (2.34)

M⊥ =M0
⊥RTRD. (2.35)

In conclusion, the LK formalism provides a valuable tool to include the
effects of finite temperature and finite sample disorder in the analysis of
the dHvA oscillations. It allows to quantify important material parameters
such as the effective massm∗ or the relaxation timeτ .
Note that the LK formalism as derived here is strictly only true for a 3D
system with constant chemical potential. The formation of well separated
LLs, however, induces oscillations of the chemical potential. When a Lan-
dau tube leaves a Fermi surface as shown in Fig.2.4,χ moves to the next
Landau tube. The corresponding oscillation amplitude inχ is negligible,
because the occupancy change of one LL is much smaller than the number
of charge carriers enclosed by the whole Fermi surface [Sho84, Ush09].
This justifies the assumption of a constant chemical potential.
Regarding a 2DES, this is generally not the case as will be elaborated in
the next section. All the same the LK formalism has also proven to give
consistent results when dealing with 2DESs [Sho84, Ush09].Therefore,
we also rely on the LK formalism when analyzing the dHvA oscillation in
a 2DES as done in Chapter 7.
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2.2.4. DHvA effect in 2DESs

Having introduced the dHvA effect for an arbitrary Fermi surface of a
3DES, we now turn to the special case of 2DESs. The 2DESs investigated
in this work are realized at the interface of MgZnO/ZnO heterostructures.
In the following we assume that the growth direction and thusthe sample
normal points along thez-axis such that the electrons are quasi-free to
move in the(x, y)-plane of the interface. The confinement potential results
in a quantization of the energy levels into subbands along the z-direction.
It was shown in Ref. [Tsu07], that the energy separations between the two
lowest subbands are very large compared to the Fermi energy.Owing to
the large energy separation we can assume that only the lowest subband of
energyE0,z is occupied at low temperatures. The dispersion withkz can
hence be disregarded from now on. Of course this consideration simplifies
the discussion of the dHvA effect compared to the 3D case significantly.
The zero-field density of states is therefore given by

D(E) =

{
0 ∀E < E0,z

m∗

π~2 ∀E ≥ E0,z

(2.36)

Further, for MgZnO/ZnO heterostructures an isotropic conduction band
valley centered at theΓ point was reported [Tsu07]. The effective mass
m∗ amounts to0.31±0.01me as determined from temperature dependent
measurements in this work (see Chapter 7). The band structure Land́e fac-
tor of ZnO is given byg = 1.93 [Tam08].
In the presence of a magnetic field, which yields a componentB⊥ per-
pendicular to the plane of the 2DES, the energy levels are quantized as
introduced in Eq. 2.23. Instead of tubes, the energy levels follow circles
in 2D. Regarding the MgZnO/ZnO based 2DES we can estimate theLan-
dau splitting~ωc. It scales with~ωc = 0.37 meV·B⊥. Please note, that
the cyclotron frequencyωc depends on the magnetic field component per-
pendicular to the 2DESωc = eB⊥

m∗ . Likewise, the Landau splitting is also
dependent onB⊥.
The external field interacts also with the spin degree of freedom of the
charge carriers, which has not been considered so far. This effect is taken
into account by the Zeeman interaction given byEσ = 1

2σgµBB with the
spin projectionσ = +1 for spin up (↑) andσ = −1 for spin down (↓). It
lifts the spin degeneracy of the electrons in the 2DES. In MgZnO/ZnO, the
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2. Fundamental theoretical concepts

Zeeman splitting scales withEσ = 0.11 meV·B for non-interacting elec-
trons. It is thus on the same order of magnitude as the Landau splitting in
the given MgZnO/ZnO 2DES. Note thatEσ depends on the total magnetic
field. Taking the spin degree of freedom into account the energy spec-
trum of a 2DES (non-interacting electrons) in an applied magnetic fieldB
derived from Eq. 2.23 can be expressed as:

Ej,σ = Ej + Eσ = E0,z +

(
j +

1

2

)
~ωc +

1

2
σgµBB. (2.37)

Due to the limited number of electrons, not all energy levelsare occupied.
The filling factorν defines the number of occupied energy levels. It de-
pends on the electron densityns and the degeneracyNν defined in Eq. 2.24
atgs = 1 and can be expressed as

ν =
ns

Nν
=

hns

eB⊥
. (2.38)

In order to discuss and quantitatively analyze the dHvA effect in a 2DES
we apply numerical model calculations following Refs. [Sch02, Wil08,
Wil04a]. The starting point of the calculation is the free energyF which
enables us to deriveM according to Eq. 2.17. Thereby we assume that the
particle numberN remains constant, which is realistic for a non-contacted
2DES. In the following an idealized 2DES atT = 0 will be discussed
before we approach a more realistic situation including finite temperature,
disorder and finally electron-electron interactions.

Ideal 2DES

Considering an ideal 2DES atT = 0 the energy spectrum is composed of
discrete energy levelsEj,σ and the corresponding DOS is a series of delta
peaks given by

D(E) = Nν

∞∑

j=0

δ(E − Ej,σ). (2.39)
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2.2. Equilibrium magnetization phenomena: De Haas-van Alphen effect

The chemical potentialχ and the free energy can then be determined in a
self consistent way from the number of electronsN = Ans per areaA via

N = A
∫ χ

0

D(E)dE, (2.40)

FT=0 = U =

∫ χ

0

ED(E)dE. (2.41)

UsingM = −∂F/∂B|T,ns from Eq. 2.17 we calculate the magnetization
of an ideal 2DES. This allows us to model the evolution ofχ andM as a
function ofB⊥ as shown in Fig. 2.5 (a) and (b) (solid line), respectively.M
is presented in units of the effective Bohr magnetonµ∗

B = µB (me/m
∗).

For an ideal 2DES atT = 0 K χ jumps discontinuously between two
adjacent energy levels at integerν. The periodicity of the oscillations in
the reciprocal field is directly related to the carrier density ns by

∆

(
1

B⊥

)
=

e

hns
. (2.42)

So the carrier density can be measured from the oscillation period∆
(

1
B⊥

)
.

The amplitude of the oscillations inχ corresponds to the energy gap∆E
between the spin-split LLs. Thus this energy gap reflects directly the dis-
crete energy spectrum of the 2DES.
Let us consider the magnitude of∆E separately for even and oddν for
small Zeeman splittinggµBB < ~ωc:

• At even ν spin polarization is not relevant. The energy gap is
reduced by the spin splitting. From Eq. 2.37 we can infer that
∆EL = Ej+1,↓ − Ej,↑ = ~ωc − gµBB. We will refer to the en-
ergy gap at evenν as Landau gaps in the following.

• At odd ν spin polarization is present in the 2DES. The degree de-
pends onν. The energy gap is given by∆EZ = Ej,↑ − Ej,↓ =
gµBB, which we denote the Zeeman gap.

Please notice, that the above considerations are strictly only true as long
as spin splitting is smaller than the Landau splittinggµBB < ~ωc. In our
experiments on the MgZnO/ZnO based 2DES, this condition is always ful-
filled as will be detailed in Sec. 7.3.3.
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Via Maxwell’s relation introduced in Eq. 2.18 the jumps in the chemical
potential in Fig. 2.5 (a) are directly related to the jumps inthe magnetiza-
tion shown in Fig. 2.5 (b) or vice versa. For an ideal 2DES the relation can
be simplified [Wie97] to give

∆M

N
=

∆χ

B
. (2.43)

Real 2DES

In analogy to the 3D case, we have to take finite temperature effects and
residual sample disorder into account to provide a more realistic scenario
of the real 2DES.

• Level broadening
Disorder and scattering effects result primarily from electron-
impurity scattering at lowT [Ush09] and lead to a broadening of
the delta-shaped energy levels. The deviation of the DOS from
the ideal behavior provides thus important information about the
sample disorder and the equilibrium ground state properties of
the 2DES. Several phenomenological approaches have been pro-
posed to model the DOS [Wil08, Ush09] in 2DESs, but no com-
prehensive microscopic theory has been presented yet. Following
Refs. [Sch02, Wil04a, Zhu03, Wil08] we employ model calculations
assuming Gaussian broadened LLs. Along this line the DOS canbe
written as

D(E) =
eB⊥

h

∞∑

j=0

1√
2πΛ

exp

[
(E − Ej,σ)

2

2Λ2

]
(2.44)

whereΛ denotes the broadening parameter. Ando and Uemura
[And74b] derived an analytical expression forΛ assuming short
range scattering. It is given byΛ = e~

m∗

√
2/πµ

√
B⊥. Inserting

µ = 3.8 × 105 cm2/Vs (samplezn0259, c.f. Sec. 4.3) we obtain
Λ = 5× 10−2

√
B⊥ meVT−1/2. Figure 2.5 (a) displays a gray scale

plot of the corresponding DOS for a 2DES in MgZnO/ZnO with
ns = 1.7 × 1011 cm−2 as a function ofB⊥. Dark (white) color
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Figure 2.5.: (a) Calculated DOS (gray scale plot) for a 2DES in MgZnO/ZnO with
ns = 1.7 × 1011 cm−2 and Gaussian broadened energy levels. The broadening
parameterΛ is given by0.05 ×

√
B meV/

√
T. Dark (white) color corresponds to

a high (low) value of the DOS. The evolution of the chemical potentialχ is shown
for an ideal 2DES atT = 0 (solid line) and for a real 2DES atT = 0.3 K (dashed
line) and atT = 1.0 K (dotted line), respectively. Note that the spin splitting
is included in the calculations. (b) Corresponding magnetizationM of the 2DES.
For an ideal 2DES the predicted sawtooth is recovered. In reality, finite temperature
and disorder reduce the dHvA amplitudes.
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corresponds to a high (low) value of the DOS.

• Finite temperature
Finite temperature effects become important in a real 2DES.The
occupation of the states in equilibrium at temperatureT is governed
by the Fermi distribution

F (E,χ, T ) =

[
1 + exp

(
E − χ

kBT

)]−1

. (2.45)

In accordance to the ideal 2DES, we can determineχ andF self consis-
tently by solving

N = A
∫

F (E,χ, T )D(E)dE, (2.46)

F = χN − kBTA
∫
D(E) ln

[
1 + exp

(
χ− E

kBT

)]
dE. (2.47)

The chemical potential and the corresponding magnetization atT = 0.3 K
(dashed line) andT = 1.0 K (dotted line) taking Gaussian level broaden-
ing into account are shown in Fig. 2.5 (a) and (b), respectively. Compared
to the ideal 2DES, the discontinuities inχ andM are smoothed out. Fur-
ther, the oscillation amplitudes and thus the single-particle energy gaps are
reduced.
When the level broadening is small compared to the energy gaps, Eq. 2.43
is nonetheless a good approximation to determine the oscillation ampli-
tudes ofχ from the peak-to-peak dHvA amplitudes∆M . They are a mani-
festation of the energy spectrum with energy gaps∆E and the underlying
DOS of the 2DES. In this work we will refer to them as thermodynamic
energy gaps∆E which are determined via

∆E =
∆MB

N
(2.48)

They directly reflect the ground state energy spectrum of the2DES.
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2.2. Equilibrium magnetization phenomena: De Haas-van Alphen effect

Many-body effects in 2DES: Exchange interaction

So-called many-body effects are present in a 2DES if the electrons do not
behave independently of each other. The dimensionless Wigner-Seitz pa-
rameterrs is an important parameter to estimate the relevance of many-
body effects. It is given by [Ful12]

rs =
1

a∗B
√
πns

, (2.49)

wherea∗B = 4πǫ0ǫr~
2/m∗e2 denotes the effective Bohr radius. For ZnO,

the dielectric constantǫr amounts to8.5 [Tsu08]. Insertingm∗ = 0.31me

andns = 1.7 · 1011 cm−2 (c.f. samplezn0259) we obtain the effective
Bohr radiusa∗B = 14.5 Å andrs = 9.0. For comparison, a non-interacting
electron system usually yieldsrs . 2, e.g.rs ≈ 0.5 in GaAs based 2DESs
[Tsu08]. The largers-parameter thus indicates, that electron-electron in-
teractions play an important role in the MgZnO/ZnO 2DES.
It is well known that in high magnetic fields electron-electron interaction
effects can enhance the dHvA amplitude∆M over the value predicted
in the single particle picture [Jan69, Mac86, And74a]. Thisphenomenon
has been observed in many different experiments [Eng82, Nic88, Wie97,
Mei01].
A well established tool to describe many-body interactionstheoretically
is the Hartree-Fock approximation (HFA). It considers the so-called ex-
change interaction effects. These are interaction effectsthat can be well
described by a mean field theory. However, the HFA neglects contribu-
tions that go beyond a simple mean field approach. Those contributions
are usually referred to as correlation effects. Correlation effects can be
only included by perturbations to the SE. A quantitative treatment of the
correlation effects will not be discussed here.
In the following we consider the exchange interaction. Physically, the ex-
change interaction is a consequence of the Pauli exclusion principle. The
average spatial separation between electrons of the same spin direction
is larger compared to one of electrons with opposite spins. In view of the
Coulomb repulsion, the first situation is energetically favorable. This leads
to a renormalization of the energy gap between spin-up and spin-down
states whenever the population of the two spin split levels is not balanced.
This provokes (partial) spin polarization. In addition, the change of the
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relative occupation of the two spin states by changing the magnetic field
induces an oscillatory variation of the energy gap between the different
spin states [And74a].
We will briefly outline the major results of the HFA in the following. De-
tailed reviews can be found in Refs. [And74a, Mac86, Man97, Mei01]. In
the HFA the exchange interaction is given by

E(int)
j,σ = − e2

4πǫ0ǫrlB

∑

j′

cj,j′ (νj′,↑ − νj′,↓) . (2.50)

The term(νj′,↑ − νj′,↓) denotes the partial filling factor and the coeffi-
cientscjj′ are the Fourier transformations of the integrated matrix ele-
ments of the Coulomb potential [Mac86, Mei01, Man95]. For low lying
LLs the values forcjj′ are calculated in Ref. [Mac86]. AtT = 0 the inter-
nal energyU is obtained by a summation over single particle energies and
exchange interaction terms

U =
N

ν

∑

j,σ

(νj,↑ − νj,↓)
(
Ej,σ + E(int)

j,σ

)
. (2.51)

This approach was first used by MacDonaldet al. [Mac86] to calculate the
chemical potential and the magnetization of an interacting2DES. The au-
thors pointed out that the Maxwell equation derived in Eq. 2.18 still holds
true in the framework of the HFA. Therefore the discontinuity in χ is still
directly related to the one inM . Along this line they predicted significant
enhancements of the energy gaps at even and odd filling factors.
It was found theoretically and was also substantiated in experiments that
the exchange enhancement is especially pronounced at odd filling factors,
where spin splitting occurs. This enhancement is often described in terms
of the enhanced effective Landé factorg∗ [And74a]. In the HFA the Zee-
man gap∆EZ is expressed as

∆EZ = |g|µBB +
e2

4πǫ0ǫrlB

∑

j′

cj,j′ (νj′,↑ − νj′,↓) = g∗µBB. (2.52)

Fully self consistent model calculations of the magnetization properties of
a MgZnO/ZnO 2DES using a HFA approach are beyond the scope of this
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thesis. In the analysis of the experimental data in Chapter 7we therefore
refrain ourselves to a phenomenological description of theexchange en-
hancement using the methodology of the enhanced effectiveg∗ factor.

In conclusion, the dHvA effect monitors the groundstate thermodynamic
properties. The Zeeman and the Landau splitting are directly reflected by
the dHvA amplitudes. In addition, many-body interactions are included in
the quantum oscillatory magnetization of a 2DES. Thereby important in-
formation about the interactions in the 2DES and the underlying DOS can
be gained.

2.3. Non-equilibrium induced currents

The dHvA effect introduced above is an equilibrium phenomenon and well
related to other thermodynamic equilibrium quantities. Besides, 2DESs
exposed to high magnetic fields exhibit further effects. Themost promi-
nent example is the quantum Hall effect (QHE) discovered in 1980 [Kli80].
It is characterized by a Hall resistance exhibiting plateaus at integer filling
factors. The plateaus are quantized in units ofh/e2. In addition, the lon-
gitudinal resistance vanishes at integer filling factors atlow temperatures.
In this regime the currents are assumed to flow dissipationless in quasi-one
dimensional edge channels.
Non-equilibrium currents (NECs) have been observed near integer filling
factors in the QHE regime. They are a manifestation of the QHEand can
be measured in a contact free configuration exploiting the induced mag-
netic moment. This will be detailed in the following where werevisit the
phenomenology of NECs. After that the so-called charge redistribution
model will be introduced. The model is helpful to explain thetemperature
dependent properties of the NECs.

2.3.1. Phenomenology

The situation of a 2DES exposed to an external magnetic field is schemat-
ically depicted in Fig. 2.6. A sweeping magnetic field∂B∂t induces an
electromotive forceε around the perimeter of the sample. As a result,
a currentI is induced which circulates around the sample enclosing the
areaA. The current is usually referred to as a non-equilibrium current
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Figure 2.6.: Schematic sketch of non-equilibrium currents (NECs) in a disc-
shaped 2DES induced by a time varying magnetic field∂B/∂t in the QHE regime.
The currentj flows around the perimeter of the sample. Due to the Lorentz force
the charge carriers are redistributed as indicated. A radial Hall electric field Er

builds up which is perpendicular to the induced current.

(NEC). Obviously, a magnetic momentM = IA follows from a NEC.
Away from integer filling factors, the currents dissipate very rapidly due
to the residual resistivity of the 2DES. Near integer fillingfactors and at
sufficiently low temperature, the resistivity vanishes in the QHE regime
such that NECs percolate quasi-dissipationless. In this regime the associ-
ated magnetic moment has been detected. The direction of thecurrents and
thereby the direction of the associated magnetic moment changes polarity
upon changing the sweep direction. For this reason the non-equilibrium
magnetization signal is easily distinguished from the dHvAeffect, which
does not depend on the direction of the magnetic field sweep. As a fur-
ther consequence of the magnetic field, the charge carriers of the induced
current are subject to the Lorentz force. The charge carriers are redis-
tributed from the edge to the center of the 2DES or vice versa as indicated
in Fig. 2.6. This results in a radial Hall electric fieldEr. Note, that NECs
can also be induced by varying the carrier density rather than the magnetic
field [Ruh09, Fau05], but this will not be employed in this thesis.

2.3.2. Charge redistribution model

In this section the charge redistribution model will be briefly outlined. It
is helpful to understand basic properties of the NECs which includes their
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temperature dependence as well as asymmetries in the NECs between dif-
ferent sweep directions. A detailed derivation is given in Refs. [Mat04a,
Kav05, Ush09, Dya91].
We assume a disc-shaped 2DES which is subject to a time varying mag-
netic field as depicted in Fig. 2.6. The magnetic momentM is induced by
the tangentially circulating current distributionjφ(r). In the QHE regime
the Hall angle is90◦ and hencejφ(r) = σxyEr, whereσxy denotes the
transversal conductivity. ThusM is given by

M = π

∫ R

0

jφ(r)r
2dr = π

∫ R

0

σxyEr(r)r
2dr. (2.53)

We pointed out above that charges in the 2DES are redistributed in pres-
ence of a sweeping magnetic field. However, they do not solelyaccumulate
at the edge but they are distributed over the disc [Dya91]. Insome regions
of the 2DES there is an additional electron density∆n which raises the
chemical potential above its equilibrium value. In other sample regions the
electron density is depleted by∆n causing a decrease of the local chemi-
cal potential. This scenario is schematically depicted in Fig. 2.7. As a first
approximation, the authors of Refs. [Mat04a, Kav05, Ush09]assumed a
uniform excess charge density+e∆n for r < R/

√
2 and a uniform charge

depletion−e∆n for R/
√
2 ≤ r ≤ R. Using this charge distribution the

Hall electric fieldEr is calculated and inserted into Eq. 2.53 to give

M = const× σxy∆n(T )R
3. (2.54)

From this outcome we conclude thatM exhibits the same temperature
dependence as∆n.
Regarding∆n the following functional form was found [Ush09, Kav05]:

∆n =

∫ E0/2+kBT lnC

E0/2

D(E)dE (2.55)

whereC is a constant smaller than unity andE0 is the energy of the equi-
librium position ofχ as defined in Fig. 2.7. The temperature dependence
of ∆n is therefore governed by the form of the DOS in the localized-state
region between the highest occupied and the lowest unoccupied LL.
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Figure 2.7.: DOS of a real 2DES. Disorder broadened LLs with localized (shaded
region) and extended (unshaded region) states. The position of the chemical po-
tentialχeq in equilibrium at integerν is indicated. In a non-equilibrium situation,
charges accumulate in or deplete from different regions within the 2DES.In re-
gions of accumulation (+e∆n) the chemical potentialχneq increases, in regions of
depletion (−e∆n) it decreases locally (after Ref. [Ush09]).
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magnetometer

A variety of methods are available for magnetization measurements. How-
ever, if high sensitivity in combination with low measurement tempera-
tures are desired, superconducting quantum interference device (SQUID)
magnetometers or torque magnetometers are commonly used [Wil10]. The
performance of commercial SQUID magnetometers is typically very good
at low magnetic fields where a magnetic moment sensitivity of∼ 10−10 J/T
[Stö83] is reached. The dHvA effect in 2DESs was first observed with
SQUID magnetometers [Stö83]. Later, Meinelet al. [Mei97] developed
a more sophisticated ac SQUID technique reaching a magneticmoment
sensitivity of∼ 10−14 J/T at10 T. This allowed them to investigate the
fractional QHE in the magnetization of a 2DES [Mei99]. However, the
performance of a SQUID magnetometer is usually severely degraded in
high magnetic fields. The detection of magnetic quantum oscillations, at
the same time, relies on the application of high magnetic fields. Only at
relatively high magnetic fields, the Landau level separation is large enough
to be traced in a typical dHvA experiment. Therefore, torquemagnetome-
ters became the tool of choice to study magnetization phenomena at high
magnetic fields requiring high magnetic moment sensitivity.
Torque magnetometers divide into two categories, torsion balance magne-
tometers and cantilever magnetometers. Many concepts of the former have
been proposed so far [Eis85b, Haa84, Eis85a, Tem88, Wie98, Mat04b]. Its
working principle is as follows. A sample is attached to a wire or a fiber
and subject to a magnetic field. If the sample exhibits a non-vanishing
magnetic moment, it exerts a torque being proportional to the magnetic
moment. In consequence, the torque twists the wire or fiber. The sensi-
tivity relies on the torsional modulus of the used wire. Indeed, the first
measurement of the dHvA effect in metals in 1930 [Haa30] was carried
out by a torsion balance magnetometer.
The alternative approach is the use of cantilever magnetometers, which
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3. Micromechanical cantilever magnetometer

has been applied throughout this thesis. Its working principle as well as
the respective readout scheme will be introduced in the following. Further
the experimental setup will be described and the sensitivity of the magne-
tometer will be discussed.

3.1. Principle of operation

The working principle of a micromechanical cantilever magnetometer
(MCM) is depicted in Fig. 3.1. The sample is attached to the free end
of a flexible, singly clamped beam or paddle. In a uniform magnetic field
B a torqueΓ acts on the magnetic momentM1 of the sample. It is given
by

Γ = M × B. (3.1)

The torque deflects the free end of the cantilever beam by an angleη away
from its equilibrium position. In our considerations we neglect magnetic
field gradients which would induce an additional forceF = ∇(M ·B) onto
the cantilever. The high field homogeneity of our magnets (c.f. Sec. 3.3)
justifies this assumption.
A key ingredient for the measurement technique to work is that the sample
exhibits an anisotropic magnetic momentM , which has to be tilted with
respect toB, i.e. M ∦ B. OtherwiseΓ in Eq. 3.1 vanishes. We will
briefly discuss this implication for the materials and physics discussed in
the course of this thesis.

• MnSi thin films
MnSi thin films, which are expected to be paramagnetic or ferro-
magnetic at low temperatures, possess an intrinsic anisotropy as dis-
cussed in Sec. 2.1. Thus, on the one hand the requirement of an
anisotropic momentM is usually fulfilled. On the other hand, how-
ever, the interpretation of the torque signal is not always straightfor-
ward, because the exact orientation ofM is usually unknown.

• dHvA effect in 3DESs
For the investigation of the quantum oscillatory magnetization via

1Please note that we often refer toM as the magnetization instead of magnetic moment.
Since we usually know the volumeV (or the areaA) of the electron system, these two
terms are interchangeable.
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Figure 3.1.: Schematic side view of a cantilever magnetometer. A torqueΓ =
M × B is exerted onto the free-standing cantilever paddle which is deflected by
∆d. In the capacitive readout scheme the deflection is monitored by a capacitance
change.

torque magnetometry we also rely on the anisotropy of the oscilla-
tory magnetic moment. In Eq. 2.29 an expression for the oscillatory
magnetization componentsM‖ andM⊥ was derived. In combina-
tion with Eq. 3.1 the oscillatory torque yields:

Γ =M⊥B = − 1

f

∂f

∂θ
M‖B (3.2)

Thus, an anisotropic Fermi surface, i.e.∂f∂θ 6= 0, is required, oth-
erwise the torque vanishes. For instance, when we regarded ahy-
pothetical ideal 3D electron gas with a spherical Fermi surface the
torque signal was argued to be zero.

• dHvA effect and NECs in 2DESs
In 2DES, the Fermi surface is naturally anisotropic, because it is
confined to two dimensions. In other words, the orbital motion of
the electrons is restricted to the two-dimensional electron system.
Thus, the resulting orbital momentM is perpendicular to the 2DES
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plane. In order to observe a torque, the 2DES normal has to be tilted
by an angleα with respect to the direction of the magnetic field.
For knownα, the magnetic moment can be inferred straightforward
from the torque signal via

|M | = Γ

B sinα
. (3.3)

Owing to this relation cantilever magnetometry allows to directly
determine the orbital magnetic moment in 2DESs. The same consid-
eration holds true for NECs. As discussed in Sec. 2.3, NECs induce
an orbital moment which is perpendicular to the 2DES plane.

In addition to the bending of the cantilever beam as depictedin Fig. 3.1,
torsion of the cantilever beam is in principle also possibleaccording to
Eq. 3.1. Without any loss of generality, we setB = (0, 0, B) in the fol-
lowing considerations. Then, ifMy 6= 0, thex-component of the torque
does not vanish. Consequently, the MCM beam would experience a tor-
sional moment. The torsional modulusG of the cantilever beam, which
determines the torsional deflection, is, however, typically smaller than the
Young’s modulusY of the spring, which governs the bending of the beam
(e.g. for GaAsY = 8.3× 1010 N/m2 andG = 3.2× 1010 N/m2 [Gar62]).
Moreover, torsional deflections are suppressed in the experiment by the ap-
plication of MCMs with two beams as detailed in Sec. 3.3. Therefore, we
neglect torsional moments and consider only deflections of the cantilever
as indicated in Fig. 3.1.
For small deflection anglesη Hook’s law holds true and we can rewrite
Eq. 3.1 by

Γ = kη = k
∆d

L
, (3.4)

wherek denotes the spring constant andL the length of the cantilever
beam. The deflection of the cantilever∆d is thus proportional to the ex-
erted torqueΓ.

3.2. Capacitive readout

The deflection of the cantilever in response to a torque can bemeasured by
various methods. A well established technique is the fiber optical readout
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of the MCM deflection detailed in Ref. [Spr06]. Here, a glass fiber is po-
sitioned close to the cantilever surface and the deflection of the cantilever
beam can be detected via a Fabry-Perot type interference pattern. Further,
methods relying on piezo-resistive MCMs [Wil98] or on a resonant read-
out scheme [Har99] were applied. For the data reported in this thesis we
use the capacitive readout scheme. It is advantageous compared to other
techniques because the wiring is easily integrated into an existing cryostat
and it can be used with any MCM design.
The working principle is schematically depicted in Fig. 3.1. In case of a
non-metallic MCM, its backside has to be metalized. This step can obvi-
ously be omitted for a MCM made of a conducting material. In combi-
nation with a counter electrode placed on the substrate the beam forms a
plate capacitor. In equilibrium, the capacitanceC0 is given by

C0 =
ǫ0A

d
, (3.5)

whereA denotes the area of the electrodes andd is the distance between
the electrodes which are assumed to be parallel. A cantilever deflection
∆d causes a change in the capacitance. For small deflections∆d

d << 1
we can write

C(d+∆d) =
ǫ0A

d+∆d
=
ǫ0A

d

(
1 +

∆d

d

)−1

(3.6)

≈ C0

(
1− ∆d

d
+ ...

)
. (3.7)

Thus the capacitance change∆C is proportional to the deflection∆d. Tak-
ing Eq. 3.4 into consideration we find that the relation between torque and
capacitance change is linear:

Γ = K∆C (3.8)

Here,K denotes a constant of proportionality which is determined via
an in situ calibration of the MCM. Throughout this thesis an electrostatic
calibration routine was used [Sch00]. A dc voltageU was applied between
the cantilever and the ground plane. The resulting attractive force between
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3. Micromechanical cantilever magnetometer
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Figure 3.2.: Electrostatic calibration of
a CuBe based MCM.∆C as a function
of applied dc voltageU (datapoints). A
quadratic fit (line) yieldsκ.

the capacitor plates is expressed as

|F | = CU2

2d
. (3.9)

The effective torque introduced by the electrostatic forceis given by

Γ = β |F |L =
βCLU2

2d
. (3.10)

The factorβ characterizes the reduced mechanical response of a cantilever
to a force applied to the end of the beam as compared to a torque[Sch00,
Tim72, Wil04a]. It depends on the cantilever material as well as its di-
mensions. In this work we designed and used two different MCMs, which
will be introduced in Sec. 3.3. For MCMs based on GaAsβ amounts to
∼ 0.73, for CuBe based MCMsβ ≈ 1. Combining Eq. 3.8 and Eq. 3.10
we obtain

∆C = κU2 with κ =
βC0L

2dK
. (3.11)

Here,C0 is the capacitance at zero applied voltage. Measuring the capaci-
tance as a function of applied voltage allows to determineκ. A calibration
curve of a CuBe based MCM (see Sec. 3.4) is shown in Fig. 3.2.κ is ob-
tained from a quadratic fit routine. Replacingd in Eq. 3.11 we expressK
as

K =
βC2

0L

2ǫ0Aκ
. (3.12)
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Figure 3.3.: Sketch of a CuBe based sensor machined out of a50 µm thick CuBe
foil. The dimensions of the cantilever paddle are4× 5 mm2 and the length of the
beam is given by1.5 mm.

3.3. Experimental setup

For the experiments conducted in this work two types of MCMs were used.
They either consisted of copper beryllium (CuBe) or of gallium arsenide
(GaAs). Therefore we refer to them as CuBe or GaAs based MCMs in the
following. The usage of different cantilever materials anddesigns became
necessary because the experiments required different sensitivities. This
will be discussed in Sec. 3.4.
Figure 3.3 depicts the design of the MCMs based on CuBe. They were ma-
chined out of a50 µm thick CuBe foil [Chr94] which defined the thickness
of cantilever beam and paddle. The dimensions of the cantilever paddle,
which accommodated the sample, were4 × 5 mm2. The MCM consisted
of two beams. This feature increased its stability and helped to prevent
torsion of the cantilever paddle. Their lengths were given by 1.5 mm and
they were200 µm wide. The gap between the counter electrode and the
cantilever paddle was set tod ≈ 150 µm. The MCM was attached to a
printed circuit board, which provided the adequate electrode design.
The schematics of GaAs based MCMs are sketched in Fig. 3.4. Length

and width of the MCM paddle were given by1.2 mm and2.0 mm, re-
spectively. The beam length was1 mm and its width yielded150 µm. d
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3. Micromechanical cantilever magnetometer

amounted to∼ 150 µm. The thickness of the beam and paddle was set
to ∼ 4.5 µm. Such a small, well-defined thickness was achieved by us-
ing specially designed GaAs heterostructures and optimized etching tech-
niques (c.f. Chapter 4). The cantilever was attached to a sapphire substrate.
Comparing both cantilever designs, the CuBe based MCMs are quite ro-
bust and can accommodate rather large and heavy samples. In contrast,
GaAs based MCMs are fragile and require thin and light samples. For
the experiment, both MCMs were contacted with coaxial cables provid-
ing accurate shielding. A highly-sensitive capacitance bridge1 was used to
measure the capacitance via a three-terminal method.
The MCMs were mounted into a3He cryostat reaching temperatures down
to ∼ 0.27 K. They allowed a precise temperature control in the regime
0.27 K≤ T . 60 K.
The magnetic field was provided by superconducting magnet systems. Two
magnet systems have been used throughout this thesis. First, an axial mag-
net providing fields up to 14.5 T with a relative homogeneity better than
10−4 in a spherical volume of 1 cm3 around the field center was used.
Second, a vector magnet system2 was set up and used in the framework
of this work. It provided fields up to 9 T along the axial direction and a
maximum rotatable field of 4.5 T. Its field homogeneity was specified to
be better than10−3 in a spherical volume of 1 cm3 around the field center.

3.4. Sensitivity

In this section we discuss the choice and design of the MCM forour ex-
periments, which depended in particular on the physics of the material to
be investigated. In the course of this thesis three different material sys-
tems were studied: MnSi thin films, CrB2 bulk crystals and MgZnO/ZnO
heterostructures. Regarding MnSi thin films the focus of thediscussion
was its magnetic phase diagram and anisotropy properties. Concerning
the latter material systems we were interested in the quantum oscillatory
behavior of the magnetization. The expected signal amplitudes vary sig-
nificantly between the different material systems as will beestimated in
the following.

1Andeen Hagerling, models AH2500A and AH2700A.
2American Magnetics, 9.0 Tesla/ 4.5 Tesla 2-Axis, superconducting magnet system.
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Figure 3.4.: Sketch of a GaAs based MCM. The thickness of paddle and beam is
∼ 4.5 µm. The dimensions of the cantilever paddle are4× 5 mm2 and the length
and width of the beam is given by1.5 mm and150 µm, respectively.

For ferromagnetic materials the signal strength depends primarily on the
magnetic moment per unit cell and the volume of the sample. InMnSi,
the magnetic moment per unit cell is given by1.68 µB [Li13]. Thus, if we
assume a film thickness of10 nm and a typical sample area of3× 3 mm2

we obtain a maximum signal amplitude on the order of∆M = 10−9 J/T.
Measurements of the dHvA effect represent a considerably larger chal-
lenge, especially in the case of a 2DES. The signal amplitudeof the dHvA
effect depends crucially on the number of free charge carriers. In a 3D
metal, there are typically1020 electrons in a volume of1 mm3. However,
as reported in Sec. 2.2, the torque signal, i.e. the amplitude of the quan-
tum oscillatory magnetization, depends in particular on the shape of the
Fermi surface. For metals, typical amplitudes of∆M are on the order of
10−9 J/T atB = 1 T for a sample volume of1 mm3 [Sho84].
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3. Micromechanical cantilever magnetometer

In a 2DES there are typically1010 electrons per mm2. For an isotropic
2DES the Fermi surface reduces to a circle. As detailed in Sec. 2.2.4 each
electron of an ideal 2DES without spin splitting contributes two effective
Bohr magnetonsµ∗

B to the magnetic moment in an applied field atT = 0K.
For a sample with an area of 1 mm2 we thus expect a signal amplitude of
∼ 10−13 J/T or smaller. Taking these numbers into consideration we de-
signed the MCMs in such a way as to meet these sensitivity requirements.
For MnSi thin films and the CrB2 single crystal we designed and used a
MCM as depicted in Fig. 3.3. Experimentally we obtained calibration con-
stantsK on the order of∼ 2 × 10−5 Nm/pF. For a typical measurement
with averaging times of∼ 0.4 s the rms noise of the capacitance bridges
yields 5 aF, which results inδC ≈ 4 aF. Thus the torque resolutionδΓ
is given byδΓ = KδC and the magnetic moment sensitivity can be ex-
pressed asδM = δΓ

B . At B = 10 T we obtainδM ∼ 1× 10−11 J/T.
The investigation of the dHvA effect in 2DESs required a higher sensitiv-
ity. Therefore we chose GaAs based MCMs as shown in Fig. 3.4 tostudy
the 2DES confined in MgZnO/ZnO heterostructures. Here, a magnetic
moment sensitivity ofδM ∼ 4× 10−14 J/T was achieved experimentally.
The sensitivity can of course be further improved by increasing the aver-
age time or by software based averaging. An overview of the used MCMs
and their respective, experimentally determined sensitivities is given in Ta-
ble 3.1.

Sample MnSi CrB2 MgZnO/ZnO

Sensor type CuBe CuBe GaAs
K (Nm/pF) 2.49× 10−5 1.96× 10−5 1.07× 10−7

δM (J/T) atB = 10 T ∼ 1× 10−11 ∼ 1× 10−11 ∼ 4× 10−14

Table 3.1.:Experimentally determined sensitivities of the MCMs used in this work
atT ≈ 0.28 K.
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4. Materials, sample details and
preparation

In this chapter we introduce the material systems relevant for this thesis.
Three different material systems were investigated: MnSi thin films, CrB2
single crystals and MgZnO/ZnO heterostructures. In the following, funda-
mental properties of these materials are reviewed and details of the specific
samples used in this work are given. Further, the preparation process of the
cantilever sensors is shown in Sec. 4.4.

4.1. MnSi thin films

Compounds that crystallize in the B20-type structure have attracted enor-
mous attention during the last years [Müh09, Yu10a, Yu10b, Sek12, Rit13].
Their crystal structure is cubic, but non-centrosymmetric. The type of
magnetic order present in these bulk materials is mainly dueto the in-
terplay of three contributions to the free energy. Those areferromagnetic
exchange energy, spin orbit coupling and the Dzyaloshinskii-Moriya inter-
action. The latter is an antisymmetric spin exchange interaction character-
istic for the given crystal structure. The combination of these energy terms
results in a variety of potential magnetic configurations [Bau12]. The per-
haps most intriguing example is the so-called skyrmion phase, which is
composed of a regular array of spin vortices with non-zero topological
winding number [M̈uh09]. Further, helical spin structures, conical spin
structures as well as field induced collinear spin structures are possible.
Bulk MnSi is the most prominent example of this material class [Müh09,
Yu10a, Rit13]. It undergoes a phase transition from a paramagnetic state to
a helimagnetic state atTc ≈ 29.5 K. At B > Bc1 ≈ 0.1 T the conical phase
appears and atB > Bc2 ≈ 0.6 T the system turns into a field-polarized
state. Close toTc and at moderate fieldsB ≈ 0.4 T a phase pocket exists
that hosts the skyrmion phase as was discovered recently [Müh09, Yu10a].
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Figure 4.1.: Schematic of MnSi thin films grown onto Si (111) substrates.

Apart from being very interesting from a fundamental research viewpoint
this material system might also be a promising candidate forspintronic
applications since the skyrmion motion can be driven by verylow cur-
rent densities [Jon10, Sch12b]. However, the integration of bulk crystals
into state of the art nanometer-scale chip technology mightbe challenging.
Along this line, MnSi in the form of micro- or nanostructureswould be
more favorable. Therefore, the fabrication of epitaxial thin film MnSi has
become interesting and intensive efforts have been dedicated to this goal
[Hig09, Kar10, Kar11, Li13].
The samples used in this thesis were fabricated in the group of Prof. Thor-
sten Hesjedal at the University of Oxford. They used molecular beam
epitaxy to grow the MnSi thin films onto Si (111) substrates. Mn, evap-
orated in an effusion cell, and Si, evaporated by an electronbeam, were
co-deposited on the Si substrate to form the MnSi thin film. Good crys-
talline quality of the thin films was established by X-ray diffraction of
several reference samples [Wie].
To allow for cantilever magnetometry the samples were cut using a wire-
saw and oriented along the

[
112

]
- and the

[
110

]
-direction, respectively,

as denoted in Fig. 4.1. Two samples have been investigated inthis work.
Sample areas along with the respective thickness of the MnSifilm dMnSi

are summarized in Table 4.1.
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4.2. CrB2 single crystals

Sample dMnSi (nm) A (mm2)

SI 078 10 3.5×4
SI 097 30 3.1×3.6

Table 4.1.: Overview of MnSi samples.

4.2. CrB2 single crystals

CrB2 is an itinerant antiferromagnet belowTN = 88 K. Although itiner-
ant antiferromagnetism was observed long ago in the resistivity, magnetic
susceptibility and specific heat [Bar69, Vaj01, Bal05], relatively little is
known about this material. Its C32 crystal structure, whichis character-
istic for all diborides, is shown in Fig. 4.2. Closest-packed Cr layers and
honeycomb B layers alternate along the[001] direction. The crystal has
thus a rather two-dimensional character. The intralayer bonding forces in
the boron layer, resulting fromπ andσ bonds, are much stronger than the
interlayer bonding forces to the Cr layers. NMR studies of CrB2 powder
samples [Kit78, Kit80] provided the first microscopic evidence for itin-
erant antiferromagnetism suggesting that CrB2 is located in the middle of
the local moment and the weakly antiferromagnetic limits. Cycloidal mag-
netic order was inferred from neutron scattering experiments [Fun77]. An
ordering wave vectorq = 0.285q110 andq110 = 2π/a2 was stated and
a reduced ordered magnetic moment of 0.5µB f.u.−1 was found, which is
characteristic of itinerant magnetism.
In this thesis the properties of a single crystal prepared byoptical float-
zoning [Bau13] were investigated. The crystal along with its structural and
electrical pre-characterization data were provided by thegroup of Prof.
Pfleiderer at the Technische Universität München. For the growth, 99%
isotopically enriched11B was used to make neutron scattering experiments
possible (10B is a strong neutron absorber [Ama36]). Further details of the
growth process are reported in Ref. [Bau13].
The sample was oriented by means of Laue x-ray scattering [Bau13]. To
allow for cantilever magnetometry, it was cut by a wiresaw togive a cuboid
of 2.45 × 2.2 × 0.8 mm3 parallel to[001] × [100] × [120], respectively.
Reference samples from the same ingot were pre-characterized and an ex-
cellent sample quality was established [Bau13]. The electrical resistivity of
the samples decreases monotonically with decreasing temperature and dis-
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Figure 4.2.: C32 Crystal structure of CrB2. Boron and chromium layers alternate
along the[001] direction.

plays a distinct cusp atTN followed by a temperature dependence consis-
tent with a spin-gap of∼ 220K. The resistivity is moderately anisotropic
by a factor of1.5 to 4.5 at all temperatures (the resistivity for current along
[100] is larger). At zero temperature the resistivity drops to a small sample-
dependent value of a fewµΩcm [Bau13]. The residual resistivity ratio is
11 for current along[100] and31 for current along[001]. These values
are the highest ones reported in literature. Finally, no contributions from
Fe impurities have been observed which is in contrast to crystals used in
earlier works [Bal05, Cas72].

4.3. MgZnO/ZnO heterostructures

Zinc oxide (ZnO) is a wide-band gap semiconductor. Its largedirect band
gap of3.37 eV makes ZnO promising for advanced electronics. Possi-
ble applications include light-emitting diodes and lasers[Bag97], trans-
parent conducting oxide layers for flat-panel displays and for field effect
transistors [Nom03, Tsu07]. Recent progress in epitaxial growth of ZnO
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4.3. MgZnO/ZnO heterostructures

has led to the realization of high-quality MgZnO/ZnO heterostructures
[Aka10, Fal11]. The discovery that a 2DES forms at the interface of both
materials without any intentional doping paved the way for an immense
boost of this research field and meanwhile the QHE as well as the frac-
tional QHE in this material system has been reported [Tsu07,Tsu10].
The samples investigated in this work have been grown and kindly pro-
vided by Y. Kozuka from the group of Prof. M. Kawaski, QPEC, Uni-
versity of Tokyo. They were fabricated using molecular beamepitaxy as
described in detail in Ref. [Aka10, Fal11]. The sample schematics are de-
picted in Fig. 4.3 (a) and (b) in bird’s eye and side view, respectively. On
top of a0.35 mm thick Zn-polar ZnO substrate, a ZnO buffer layer fol-
lowed by a MgxZn1-xO layer was grown. The growth direction was the
[0001] direction and a Mg content ofx ∼ 0.01 was used [Fal11].
The formation of the 2DES at the interface is strongly related to the polar
crystal structure of ZnO. It crystallizes in the wurtzite structure and there-
fore polarization effects along the[0001] direction have to be considered
[Kob80]. Both, the buffer ZnO as well as the MgZnO layer exhibit a spon-
taneous polarizationPsp as denoted in Fig. 4.3 (b). While the ZnO buffer
layer grows relaxed onto the ZnO substrate, there is a lattice mismatch
between the ZnO and the MgxZn1-xO layer. This mismatch results in a
compressive strain in the MgZnO layer along[0001] inducing a piezoelec-
tric polarizationPpe [Yan07]. At the abrupt interface of ZnO and MgZnO
the contributions from piezoelectric and spontaneous polarization induce
an interface chargeσ expressed as follows [Amb00, Tam08]:

σ = PZnO − PMgZnO = P ZnO
sp + Ppe− PMgZnO

sp (4.1)

The interface charge gives rise to an electric field inside the whole struc-
ture. Finally, the electric field induces a band bending as depicted in
Fig. 4.3 which confines free charge carriers at the interface. For posi-
tive σ free electrons accumulate at the interface, which is the case for the
samples investigated in this thesis [Fal11, Tsu07]. An analogous mech-
anism causes the formation of the 2DES in AlGaN/GaN heterostructures
[Amb00]. Following Ref. [Tsu07, Tam09] a schematic potential diagram
can be constructed as depicted in Fig. 4.3 (c). A triangular quantum well
at the interface drops below the Fermi level. The authors of Ref. [Tsu07]
reported further, that at low temperatures only the lowest subband is occu-
pied.

61



4. Materials, sample details and preparation

ZnO substrate

P
sp

P
sp

P
pe

E
V

E
C

E
F

[0001]

Mg
x
Zn

1-x
OZnO

Mg
x
Zn

1-x
O 

(strained)

ZnO (relaxed)

2DES

e
n

e
rg

y

[0
0

0
1

]

d
ZnO

d
MgZnO

0.9
 m

m

1.8 mm

(a) (b)

(c)

Zn-polar

2DES

Figure 4.3.: Schematic of a MgZnO/ZnO heterostructure in bird’s eye (a) and side
view (b). The MgxZn1-xO layer is grown onto a relaxed ZnO layer. Both, ZnO
and MgZnO, exhibit a spontaneous polarizationPsp because they crystallize in the
wurtzite structure. Due to the lattice mismatch between both materials MgxZn1-xO
is strained compressively and a piezoelectric polarizationPpe is induced addition-
ally. At the interface a polarization discontinuity results which finally leads to
an accumulation of free charge carriers. (c) Schematic potential diagram near the
interface following Ref. [Tsu07].EC andEV denote the conduction- and valence-
band, respectively. A triangular quantum well at the interface drops below the
Fermi levelEF and confines a 2DES.

Transport measurements on a reference 2DES from the same batch have
been performed by our Japanese collaborators. From Shubnikov-de Haas
oscillations and Hall effect measurements the electron density ns and the
mobility µ were inferred. Further details about the two samples investi-
gated in this work are summarized in Table 4.2.
The as-grown heterostructures were machined to get a flip chip sample
suitable for the cantilever sensors. Hence, the heterostructures were cut
by a wire-saw and thinned from the backside. The resulting sample (and
2DES) area was0.9× 1.8 mm2 and the thickness approximately30 µm as
schematically depicted in Fig. 4.3 (a).
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4.4. Sensor preparation

Sample dZnO (nm) dMgZnO (nm) ns (cm−2) µ (cm2/Vs)

zn0257 400 220 4.1× 1011 2.9× 105

zn0259 690 380 1.7× 1011 3.8× 105

Table 4.2.: Overview of MgZnO/ZnO samples.dZnO anddMgZnO denote the thick-
ness of the ZnO buffer layer and of the strained MgZnO layer, respectively. ns and
µ are the electron density and the mobility, respectively.

4.4. Sensor preparation

Micromechanical cantilever sensors based on GaAs and on CuBe were
used in this work as reported in Chapter 3. In the following the respective
preparation techniques will be outlined.

4.4.1. GaAs based sensors

GaAs/AlAs heterostructures grown by molecular beam epitaxy were used
for the fabrication of MCMs. The wafers incorporating the heterostruc-
tures were provided by Dr. Ch. Heyn in the group of Prof. W. Hansen
from the University of Hamburg. Figure 4.4 (a) depicts the layer sequence
of the heterostructure that was used for the cantilever preparation in this
work. Onto a GaAs bulk substrate a GaAs/AlAs superlattice was grown,
which serves as etch stop layer in the preparation process. This is followed
by a4400 nm thick GaAs layer. On top of the heterostructure, there areIn-
GaAs self-assembled dots. They were removed in the preparation process
and they are not relevant for this work.
The preparation of the sensor comprised the following steps[Sch00],
which are illustrated in Figs. 4.4 (b-f).

1. The InGaAs dots were removed by a short, non-selective chemical
etching process using a phosphoric acid/hydrogen peroxideetching
solution.

2. The cantilever contour was defined by optical lithographyon the
front side of the GaAs heterostructure. Subsequently the het-
erostructure was etched laterally as depicted in (c) using the phos-
phoric acid/hydrogen peroxide etching solution. This process de-
fines the cantilever contour. Note that the etching was performed
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Figure 4.4.: Preparation process of the GaAs based sensors. (a) Layer sequence of
the GaAs/AlAs heterostructure. (b) Removal of the InGaAs dots by non-selective
chemical etching. (c) Definition of the cantilever contour by optical lithography
and subsequent chemical etching. (d) Polishing the heterostructure from the back-
side to reduce overall thickness followed by lithography step to define the back-
contact of the sensor. Subsequently a selective etching process fromthe backside
removes the GaAs up to the etch stop layer. (e) Removal of the etch stop layer. (f)
Evaporation of AuPd to metallize the backside of the cantilever.

to a depth& 5 µm such that the AlAs/GaAs layer surrounding the
contour was removed.

3. The heterostructure was then mechanically polished fromthe back-
side to reach a total thickness of∼ 150 µm. This procedure defined
the distanced between cantilever backside and the counterelectrode
as will become clear in the following.

4. The heterostructure was processed further from the polished back-
side in order to obtain a free standing cantilever. The contact
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4.4. Sensor preparation

area at the backside, which is the cantilever foot at the sametime,
was defined by a resist contour via optical lithography. Then
the heterostructure was etched from the backside using a citric
acid/hydrogen peroxide etching solution, which is highly selective
as shown in (d) . Thereby the GaAs at the backside of the het-
erostructure was removed until the GaAs/AlAs superlatticewas
reached. At this point the GaAs/AlAs superlattice served asetch
stop layer and guaranteed a uniform thickness of the cantilever beam
and paddle.

5. The GaAs/AlAs etch stop layer was removed by a non selective etch-
ing process as displayed in (e). The final thickness of cantilever
beam and paddle was approximately4 µm.

6. Finally the cantilever was metalized from the backside toallow for
capacitance measurements. For this a17 nm thick AuPd layer was
evaporated as depicted in (f).

A sapphire plate was used as substrate material. It was structured via op-
tical lithography and subsequent Cr/Au evaporation and lift-off to provide
the counter electrode, the electrode for the cantilever backside as well as a
guard ring. The cantilever contact area was then attached tothe respective
electrode on the sapphire substrate using conducting silver paste. For this
process a micro-manipulator setup was used. In the final step, the sam-
ple was attached to the free standing cantilever paddle using high vacuum
grease. The cantilever glued to the sapphire substrate and accommodating
the sample is schematically depicted in Fig. 3.4.

4.4.2. CuBe based sensors

For larger samples and larger expected torque signals we chose the alloy
copper beryllium (CuBe) as cantilever material. This material is character-
ized by a high strength (Young’s modulusY = 12− 16× 1010 N/m2) and
is therefore often chosen for the fabrication of springs. Inthis work, CuBe
foils with a thickness of50 µm were used for the cantilever preparation.
The preparation procedure was as follows:

1. Photoresist was applied to cover one side of the CuBe foil uniformly.
This will be denoted the backside of the foil in the following.
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2. On the front side of the foil the contour of the cantilever was defined
by optical lithography.

3. The CuBe was removed via a wet chemical etching process using a
FeCl3 solution.

4. In order to remove the resist from front- and backside of the can-
tilever the structure was rinsed in acetone.

The process provides the cantilever spring. In addition, wemachined three,
50 µm thick spacers out of the CuBe foil. They were used to define the dis-
tanced ≈ 150 µm between the backside of the cantilever and the counter
electrode. A printed circuit board was designed to fit our cantilevers and
to provide a counter electrode and the relevant cantilever contact. Finally
the spacers along with the cantilever were mounted onto the printed circuit
board as schematically depicted in Fig. 3.3. The sample was glued to the
free standing cantilever paddle. The dimensions of the cantilever paddle
were4× 5 mm2 and the length of the beam was given by1.5 mm.
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5. Magnetization of MnSi thin
films

In this chapter we report results from cantilever torque magnetometry ex-
periments on MnSi thin films. Regarding bulk MnSi, crystal growth is
well established and the phase diagram has been studied intensively dur-
ing the last years [M̈uh09, Yu10a, Bau12]. In contrast, the growth of high
quality MnSi thin films has only recently become possible [Kar11, Li13].
During the course of this thesis, the phase diagram of thin film MnSi was
still under debate and controversial results were published [Kar11, Kar12,
Ton12]. Meanwhile, Lorentz transmission electron microscopy studies
have been reported [Li13] which locally resolved the magnetic structure
of thin film MnSi. However, the behavior on the macroscopic scale has
not been refined yet, since there are no publications in line with the micro-
scopic picture so far [Li13]. For this purpose torque magnetometry was
applied in order to investigate the magnetic long-range order. The inten-
tion was to gain further insights into the phase diagram of thin film MnSi.
The chapter is organized as follows: Sec. 5.1 briefly recapitulates the ex-
perimental methods applied in this specific experiment. In Sec. 5.2 can-
tilever magnetometry results as a function of magnetic fieldB, tempera-
tureT and field orientation are shown. The phase diagram inferred from
the torque magnetometry experiments is discussed in Sec. 5.3. Finally the
magnetic anisotropy of thin film MnSi is addressed in Sec. 5.4.

5.1. Methods

Two samples of different MnSi thicknessdMnSi have been investigated:SI
097 (dMnSi = 30 nm) andSI 078(dMnSi = 10 nm). Details of the sam-
ple structure and further sample properties can be found in Sec. 4.1. Both
samples yielded qualitatively the same results. Thus, if not marked dif-
ferently, results obtained with sampleSI 097are shown in the following.
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5. Magnetization of MnSi thin films

This sample showed a better signal to noise characteristic due to the larger
dMnSi compared toSI 078. The experiments have been performed using
CuBe based cantilever sensors as described in Chapter 3. Samples were
glued to the free standing cantilever plate, as depicted schematically in
Fig. 5.1. The orientation of the

[
110

]
crystal axis was parallel to the can-

tilever axis. The cantilever deflection was read out using the capacitive
technique shown in Chapter 3. We performed the experiments in the vec-
tor magnet system (c.f. Sec. 3.3). Thereby the magnetic fieldwas rotated
in the

[
110

]
− [111] crystal plane as shown in Fig. 5.1.ϕ denotes the an-

gle betweenB and the[111] direction. Measurements were performed in
a 3He cryostat allowing temperatures from0.28 − 60 K. The temperature
was recorded by a calibratedCernoxtemperature sensor mounted on the
sample stage. Prior to all experiments, the samples were zero-field cooled.
We note, that the in-plane superconducting magnet coil exhibited large flux
jumps in the experiment. As a consequence readout overshoots and jumps
in the capacitance occurred. These problems persisted at relatively large
anglesϕ > 50◦ and large magnetic fieldsB > 1.5 T. Owing to the tech-
nical limitations measurements in this regime were not regarded for the
discussion.

[111]

B f

C

[110]

Figure 5.1.: Side view of the can-
tilever sensor including the MnSi thin
film sample. ϕ denotes the angle be-
tweenB and the[111] crystal direction.
The field is applied in the[111]-

[

110
]

plane.

5.2. Experimental results

Torque as a function ofB

Figure 5.2 (a) shows the torqueΓ as a function ofB for various angles.T
was set to 29 K. In all measurements we applied the following field sweep
procedure at constant angleϕ: B = 0 T → 3 T → −3 T → 3 T → 0 T.
Comparing the curves at different angles, we note that the variation of |Γ|
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Figure 5.2.: (a)Γ(B) for differentϕ atT = 29 K. The field sweep procedure was
B = 0 T → 3 T → −3 T → 3 T → 0 T. At smallϕ we observe a hysteresis.
Forϕ = 0◦ spike-like features are found nearB ≈ 0.4 T. They are reminiscent of
Barkhausen jumps. (b)Γ(B) atϕ = 0◦ for different temperatures. From bottom
to top the temperature was set toT = 12 K, T = 29 K, T = 45 K and the curves
are shifted vertically for clarity. AtT = 12 K the torque is hysteretic, but the
curve is smooth nearB ≈ 0.4 T. No hysteretic or spike-like signature is found at
T = 45 K. (c) Γ(B) atϕ = 15◦. From bottom to topT was set to: 2 K, 22 K,
29 K, 35 K, 40 K, 45 K, 50 K. For temperatures up toT = 35 K a characteristic
transition fieldBc is identified.Bc is extracted as marked by the dashed lines. (d)
Bc as a function ofT for ϕ = 15◦ (squares) andϕ = 45◦ (circles). ForT ≤ 35 K,
Bc decreases fromB ≈ 1.2 T to B ≈ 0.75 T with increasingT . Bc drops to 0
betweenT = 35 K andT = 40 K. The angular variation ofBc is weak.
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5. Magnetization of MnSi thin films

as a function ofB is strong for largeϕ. Forϕ = 0◦ andϕ = 5◦, the curves
of up- and downsweeps are not identical but hysteretic inB. For largerϕ
no hysteresis is resolved. Atϕ = 0◦ the curve is, except for the hysteresis,
almost flat. However, aroundB ≈ 0.4 T, spike-like structures are seen.
They occur after sweepingB from one field direction through zero to the
opposite direction. The systematics are comparable to switching processes
(Barkhausen jumps) of a conventional ferromagnet near the coercive field.
Note that at larger angles the spike-like features are absent. Instead, at
|B| ≈ 0.8 T all curves exhibit a change in the slope which we attribute to
a magnetic transition as discussed later.
In Fig. 5.2 (b) we reconsider the behavior ofΓ(B) atϕ = 0◦ for different
temperatures. From bottom to top the temperature was set toT = 12 K,
T = 29 K, T = 45 K and the curves are shifted vertically for clarity.
At both, T = 12 K and T = 45 K, spike-like features are absent. At
T = 12 K andT = 29 K Γ(B) is hysteretic while it is flat atT = 45 K.
Figure 5.2 (c) showsΓ(B) atϕ = 15◦. From bottom to top the temperature
was set to: 2 K, 22 K, 29 K, 35 K, 40 K, 45 K, 50 K. At lowT the variation
of |Γ| as function ofB is more pronounced. The curve atT = 2 K exhibits
a hysteresis, which is absent at elevatedT . ForT < 40 K, the shapes of
Γ(B) differ qualitatively from the ones at higherT . Starting fromB = 0 T
|Γ(B)| increases significantly up toBc ≈ 1 T. At Bc the slope changes
abruptly. This is followed by a smooth increase of|Γ(B)| with a small
slope at largeB. In order to extractBc we fit two linear functions as
denoted by the dashed lines. Hence,Bc is the interception point of both
fits. ForT ≥ 40 K the data exhibit a uniform slope and a transition field is
not resolved.
We summarize the obtained values forBc atϕ = 15◦ andϕ = 45◦ as a
function ofT in Fig. 5.2 (d). At both angles, the temperature dependence
of Bc is similar. ForT ≤ 35 K, Bc decreases fromB ≈ 1.2 T to B ≈
0.75 T with increasingT . For T ≥ 40 K Bc is zero since no change of
slope inΓ(B) was observed.

Torque as a function ofT

The temperature dependence ofΓ is shown in Fig. 5.3. The experiment was
conducted as follows: First,T was set to 55 K. Second,B = 0.4 T was
applied atϕ = 90◦. Third,T was ramped down to 15 K and the torque was
recorded simultaneously. With decreasingT , Γ decreased smoothly. At
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Figure 5.3.: Γ as function ofT atB =
0.4 T and ϕ = 90◦. Starting from
T = 55 K, the temperature is swept
down to 15 K. Near Tc ≈ 39 K the
curve exhibits a deflection point. We at-
tribute this feature to the transition tem-
perature of MnSi between the paramag-
netic (PM) and the ferromagnetic (FM)
state.

Tc ≈ 39 K the curve displays a deflection point. Apart from this signature,
no further significant variation was found. This experimentwas repeated
for various field strengths and angles. However, the deflection point was
only resolved atϕ = 90◦.

Torque as a function ofϕ

The angular dependence ofΓ is shown in Fig. 5.4. At fixed absolute value,
the field orientation was varied fromϕ = −105◦ to α = 105◦ and vice
versa. Figure 5.4 (a) shows the results forT = 4 K. The four curves cor-
respond toB = 0.3 T, B = 0.5 T, B = 0.7 T, B = 1.5 T. All curves
exhibit one torque maxima and one minima in the angular regime studied.
This behavior corresponds to a twofold magnetic symmetry over a360◦

range. The torque maxima (minima) increase (decrease) withincreasing
field strength. A rotational hysteresis is present in all curves. The hystere-
sis loop atB = 1.5 T does not close due to a drift over time forϕ ≤ 140◦.
Different temperatures are addressed in Fig. 5.4 (b).B was set to0.8 T
for all measurements andT was varied from 4 K to 50 K. The torque
maxima (minima) show a strongT dependence. The peak-to-peak varia-
tion of Γ(ϕ) decreases significantly with increasingT . At T = 4 K and
T = 35 K, a rotational hysteresis can be found. In contrast, there is no
hysteresis forT = 50 K.
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Figure 5.4.: (a)Γ(ϕ) atT = 4 K. The field sweep direction is depicted by arrows.
B was set to0.3 T, 0.5 T, 0.8 T and1.5 T. All curves exhibit a rotational hysteresis.
The torque extrema increase with increasingB. At B = 1.5 T drifts over time
occurred. (b)Γ(ϕ) atB = 0.8 T for variousT . Torque extrema and rotational
hysteresis decrease with increasingT . At T = 50 K no hysteresis is observed.

5.3. Phase diagram inferred from torque
magnetometry

In this section we discuss the torque magnetometry results focusing on the
classification and assignment of magnetic phases in thin filmMnSi. The
results will be interpreted in the context of other recent works on the phase
diagram of thin film MnSi [Li13, Kar12].
From the observations presented in Sec. 5.2 we derive the following state-
ments:

• The hysteresis observed in theΓ(B) andΓ(ϕ) data is a clear indica-
tion for the existence of collective magnetism in the MnSi sample.
The hysteresis inΓ(B) was observed only at lowT , whereas the
rotational hysteresis persisted up toT ≤ 35 K. At largerT , the hys-
teresis was absent. We conclude that collective magnetism is present
for T ≤ 35 K.

• The temperature dependence shown in Fig. 5.3 revealed a deflec-
tion point atT ≈ 39 K. In combination with the conclusions drawn
above this observation supports the notion that a phase transition
into a magnetically ordered phase took place atTc ≈ 39 K whenT
was varied from high to low temperatures. AboveTc ≈ 39 K, the
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5.3. Phase diagram inferred from torque magnetometry

MnSi thin film is presumably paramagnetic. This statement issup-
ported by the measurement results forΓ(ϕ) at T = 50 K. Here no
rotational hysteresis was found which points towards a paramagnetic
state of MnSi.

• Next we consider the change of the slopes inΓ(B) atBc for T ≤ 35.
In this temperature regimeBc ranged from∼ 1.2 T to∼ 0.75 T. For
T > 35 K we observed no change in the slope ofΓ(B). In addition,
theΓ(ϕ) data suggests collective magnetism belowand aboveBc

for T < Tc which is manifested by the rotational hysteresis. Thus
we attribute the change of slopes atBc occurring atT < Tc to a tran-
sition between two magnetically ordered states. ForT > Tc, MnSi
is paramagnetic and no transition atBc is expected, which is consis-
tent with our observations. In the context of the results reported in
Ref. [Li13], we interpret the behavior atBc as a transition from an
ordered, but non-collinear, spin state into a field polarized state.

• ForB aligned along the sample normal spike-like features inΓ(B)
nearB ≈ 0.4 T have been found atT = 29 K. They are reminiscent
of the well-known Barkhausen jumps in ferromagnets. On account
of this resemblance we attribute these features to domain nucleation,
domain wall movement as well as domain reorientation processes in
the MnSi thin film. Li et. al. [Li13] reported a skyrmion phase
in MnSi thin films in this temperature and field region. Interest-
ingly, the spike features are not present at low temperatures, e.g. at
T = 12 K, although we identified a magnetically ordered phase in
this temperature regime. Thus one could speculate that the observed
structures are caused by the formation of the skyrmion phase.

From these consideration we extract a preliminary phase diagram which
is shown in Fig. 5.5. At highT , the MnSi thin film is paramagnetic. At
Tc ≈ 39 K andB < Bc a transition into a ferromagnetic, non-collinear
spin state takes place. ForT < Tc MnSi turns into a field-polarized state
atBc ≈ 1 T. Bc andTc are found to be rather insensitive to the direction
of the applied field.
The phase diagram and the extracted values forBc andTc are in reason-
able agreement with the findings reported in Refs. [Kar12, Li13]. On top
of that these works report a helical, a conical and a skyrmionphase in
the regimeB < Bc andT < Tc. In particular, Li. et al. [Li13] found
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Figure 5.5.: Phase diagram of thin film MnSi inferred from torque magnetometry.
Data points are adopted from Fig. 5.2 (d). AtT . 39 K andB . 1 T, the MnSi
thin film exhibits collective magnetism. We denote this regime as non-collinear
spin state which possibly comprises a skyrmion phase (see text). AtB ≈ 1 T a
transition to a field-polarized state takes place. ForT ≥ 39 K the MnSi thin film
is paramagnetic.

a pronounced skyrmion phase pocket belowBc and in the temperature
range15 K< T < Tc. Our experiments, however, do not hint at the ex-
istence of further phase boundaries in the phase diagram in this regime.
Nevertheless, in the light of the work of Li.et al. we assume that an
extended skyrmion phase could be present in our samples as well. An in-
dication, that supports this notion is the observation of spike-like features
atT = 29 K. Above, we speculated that the well known domain processes
cause the spikes. In addition, the spikes may as well correspond to the
formation or destruction of different skyrmion domain phases. As was
speculated in Ref. [Li13] magnetic long range order might besuppressed
in MnSi thin films but instead a domain-like skyrmion structure might ex-
ist. In our opinion the torque magnetometry experiments corroborate the
speculations about missing long-range order in the skyrmion phase. At
T = 12 K, we did not observe spike-like features. In this temperature
regime the skyrmion phase is suppressed according to Ref. [Li13]. Thus,
the observation is in accordance with the line of argumentation above.
Finally, let us tackle the question why there are no further phase bound-
aries observed belowTc andBc. It is supposed [Kar12, Li13] that phases of
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5.4. Magnetic anisotropy

conical or helical spin structures are also stable in this regime. However,
if the magnetic configuration and thus the magnetic torque between two
states is very similar, the corresponding transition mightnot be resolved
by our measurement technique. This may explain the absence of further
phase boundaries.

5.4. Magnetic anisotropy

We now focus on the discussion of the magnetic anisotropy properties of
thin film MnSi as inferred fromΓ(ϕ) measurements shown in Fig. 5.4.
Comparing the data with the numerical model calculations introduced in
Sec. 2.1.3 the following conclusions can be drawn:

• The MnSi thin film exhibits a predominantly uniaxial anisotropy.
The twofold symmetry of theΓ(ϕ) curves is a clear indication of the
presence of one easy axis. The direction of the easy axis is inferred
from the slopes of the torque vs. angle curves. Atϕ = −90◦ and
ϕ = 90◦ the curves exhibit a smaller slope than atϕ = 0◦. Thus, the
easy axis is aligned along the

[
110

]
direction giving rise to an easy

plane. The hard axis points along the[111] direction. In addition, the
occurrence of a rotational hysteresis aroundϕ = 0◦ also indicates
the existence and orientation of the hard axis. These results are in
accordance with Ref. [Kar12].

• The observation of a rotational hysteresis can be traced back to two
phenomena. BelowBc, the spins are not ordered collinear such that
M is belowMs. In this regime the hysteresis can be attributed to
the presence of domain wall displacements as well as irreversible
magnetization rotation [Chi09]. AtB = 1.5 T, which is aboveBc,
the hysteresis still persists. In this regime, irreversible magnetization
rotation causes the rotational hysteresis.

• The maxima (minima) ofΓ(ϕ) increase (decrease) with increas-
ing B. From the comparison with the calculations presented in
Sec. 2.1.3 this behavior is expected for torque measurements on a
specimen which is not magnetically saturated, so thatM < Ms. The
conclusions drawn in Sec. 5.3 yield aBc of approximately1.1 T at
4 K. Thus forB < Bc the MnSi thin film is not saturated. In this
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5. Magnetization of MnSi thin films

regime, methods to determine the magnetic anisotropy usually fail
[Bur77, Chi09].

• The shape of theΓ(ϕ) curves suggest thatB > Ba, whereBa de-
notes the anisotropy field as introduced in Sec. 2.1.3. Further, we as-
sume that we can setM =Ms at the highest applied fieldB = 1.5 T.
Hence, the usual procedure to determine the anisotropy constants
from torque curves [Bur77, Chi09, Hub98] can be applied. How-
ever, we have to bear in mind that the CuBe cantilever and the Si
substrate also have to be taken into account. Both, CuBe and Si, are
rather weak diamagnets [Can77, Cor11] and thus contribute weakly
to the acquired torque signal. Therefore, for the matter of simplifi-
cation their contribution will be neglected in the following analysis.
Following Refs. [Bur77, Hub98], the method of torque correction
was applied. For knownB andM s, the angle between them, denoted
byϕ−Φ, is calculated viaϕ−Φ = arcsin [Γm/BMs]. Γm denotes
the measured torque. This allows us to determineΦ, i.e. the angle
betweenM and the[111] direction (c.f. Fig. 2.1 and Fig. 5.1). More-
over, the torqueΓint plotted as function of the angleΦ represents the
so-called intrinsic torque. Both,Γm(ϕ) andΓint(Φ) normalized by
the volume of the MnSi film, are plotted in Fig. 5.6. Obviously, the
transformation ofΓm(ϕ) into Γint(Φ) is analogous to a shearing of
the curve. If the extrema stay invariant under this torque correction
operation, the desired information, namely the anisotropyconstant
K∗

u , can directly be determined from the plot [Bur77, Hub98]. Itis
given by the torque extrema as denoted in Fig. 5.6. Via

K∗
u = Ku + 1/2µ0M

2 (5.1)

we can evaluateKu. For SI 097 (dMnSi = 30 nm), Ku yields
1.2 kJm−3 and agrees within the error bar with the value reported
in Ref. [Kar12]. RegardingSI 078 (dMnSi = 10 nm), we obtain
Ku = 7.9 kJm−3, which is about a factor of 4 smaller than theKu

reported by Karhuet al. [Kar12]. Further they found a strong de-
pendence ofKu on growth related parameters and annealing times
which might also be the reason for the observed discrepancy of Ku

atdMnSi = 10 nm.
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Figure 5.6.: Γm(ϕ) denotes the measured torque density of 30 nm thick MnSi.
Γint(Φ) is the derivative of the anisotropy energy density. The peak-to-peak varia-
tion yields2K∗

u . Assuming a simple uniaxial anisotropy, the anisotropy constant
Ku amounts to1.2× 103 J/m−3.
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6. De Haas-van Alphen effect
and Fermi surface properties
of CrB 2

In this chapter the de Haas-van Alphen (dHvA) effect in single crystal
CrB2 inferred from the quantum oscillatory components of the torque mag-
netization is investigated. Parts of the results presentedhere have been
submitted for publication [Bra13a].
The chapter is organized as follows: First, the experimental methods are
presented in Sec. 6.1. Then experimental results of angularand tempera-
ture dependent cantilever magnetometry measurements are shown and an-
alyzed in Sec. 6.2. This is followed by a description and analysis of band
structure calculations in Sec. 6.3. Finally experimental findings and calcu-
lations are compared and discussed in Sec. 6.4 before a briefcomparison
with the isostructural compound MgB2 is outlined in Sec. 6.5.

6.1. Experimental methods

For the experiment we employed cantilevers based on CuBe foils (c.f.
Sec. 3.3). The capacitive readout scheme was applied to measure the can-
tilever deflection. A3He cryostat was used to measure at temperatures
between0.3 K and 3.5 K. The temperature was monitored with a cali-
bratedCernoxtemperature sensor. The measurements were conducted in
an axial magnet allowing magnetic fields up to14 T. The sample stage was
equipped with a mechanical rotator to change the angle of thecantilever
and attached sample with respect to the magnetic field in situwith a res-
olution better than0.2◦ [Rup13]. Details of the CrB2 sample have been
described in Chapter 4. In our magnetometry experiments we address the
antiferromagnetic phase of CrB2 since we are well belowTN = 88 K
[Bar69, Vaj01]. The dHvA effect was investigated in two principal planes
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Figure 6.1.: Side view of the cantilever with attached sample to illustrate the ori-
entation of the applied field with respect to the crystal axes. (a) Rotation ofB in the
hexagonal basal plane denoted by angleϕ. (b) Rotation ofB in the [001] − [120]
plane denoted by angleψ.

of the hexagonal crystal structure as illustrated in Fig. 6.1. In a first set of
experiments, the magnetic field was rotated in the hexagonalbasal plane
([100] − [120] plane) described by the angleϕ with respect to the[100]
direction (see Fig. 6.1 (a)). After that, the sample was rotated by90◦ on
the cantilever. In a consecutive cooldown cycle the field wasapplied in the
[001] − [120] plane as shown in Fig. 6.1 (b). Here,ψ denotes the angle
betweenB and the[001] axis.

6.2. Experimental results

Figure 6.2 (a) shows the raw torque data versus magnetic fieldB (black
line) in the hexagonal plane (c.f. Fig. 6.1 (a)) forϕ = 5◦ and atT = 0.3 K.
The quantum oscillations are superimposed on a monotonic background
signal. In order to extract the oscillatory signal component Γosc a high-
order polynomial was fitted in1/B. This fit was then subtracted from the
data to dispose of the background signal leaving the pure dHvA signal.
Γosc is shown in Fig. 6.2 (a) as a red line. The dHvA frequenciesf were
determined by Fast-Fourier-Transforms (FFT) ofΓosc(1/B). For a con-
sistency check, another method, the so-called Maximum Entropy Method
(MEM) [Sig92], was also applied to extract the dHvA frequencies. Both,
FFT and MEM, gave the same results. Therefore only FFT spectra will be
considered in the following. Figure 6.2 (b) depicts the corresponding FFT
spectrum forϕ = 5◦. We can identify three distinct maxima which we
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Figure 6.2.: (a) The torqueΓ (black line) and the oscillatory torqueΓosc (light line)
as a function of magnetic fieldB for ϕ = 5◦ atT = 0.3 K. (b) Fourier Transform
of Γosc(1/B) revealing three distinct orbitsα, β andδ. (c)Γosc for three different
anglesψ at T = 0.3 K. (d) Corresponding FFTs showing one dHvA orbit that
shifts in frequency as function ofψ.

assign to the frequenciesfα, fβ andfδ. According to the Lifshitz-Onsager
relationPi = 2πefi/~ derived in Eq. 2.28, the dHvA frequenciesfi are
directly connected to extremal orbits with cross sectionalareaPi .
In Fig. 6.2 (c) we presentΓosc for three different anglesψ with the mag-
netic field applied in the[001]− [120] plane (c.f. Fig. 6.1 (b)). The curves
are shifted in vertical direction for clarity. The corresponding FFTs are
shown in Fig. 6.2 (d). Here, only one frequencyfβ is clearly resolved.
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Figure 6.3.: (a) Angular dependence of the dHvA frequencies for a rotation of
the magnetic field in the[100] − [120] plane showing three orbitsα, β andδ (b)
Expanded view of the angular dependence ofα andβ. Both orbits exhibit a60◦

periodicity. Lines are60◦ periodic sinusoidal fits to illustrate the periodicity.

6.2.1. Angular dependence

The angular dependence of the dHvA effect was studied in bothprincipal
planes. A map of the[100] − [120] plane is shown in Fig. 6.3. The or-
bits α, β andδ are recovered at frequenciesfα ≈ 300 T, fβ ≈ 1600 T
andfδ ≈ 1950 T, respectively. They were traced over an angular regime
∆ϕ > 90◦, indicating that they belong to closed Fermi surface sheets. Fur-
ther, the orbitsα, β andδ show only a small variation in frequency. This
characteristic indicates that the cross sectional area perpendicular to the
basal plane varies only slightly as a function ofϕ. Figure 6.3 (b) shows
an expanded view of the frequency branchesα andβ. The variation in
frequency corresponds to a peak-to-peak change in extremalarea of about
10 % for orbitα and2 % for orbitβ. Besides, the data exhibit a small but
clear60◦ periodicity. The underlying lines are60◦ periodic sinusoidal fits
to the data to illustrate this behavior. The periodicity is consistent with the
hexagonal symmetry of the CrB2 crystal. Concerning orbitδ no definite
statement can be made about its periodicity since it was not resolved over
the whole frequency regime. Whether this is an intrinsic effect or due to
experimental limitations is unclear at present.
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The angular dependence of the dHvA frequencies in the[001]−[120] plane
is shown in Fig. 6.4. Only the orbitβ in the range1380 T≤ fβ ≤ 1620 T
is present. The orbitsα andδ are not resolved. The orbitβ can therefore
be traced in both symmetry planes again identifying the Fermi surface cor-
responding toβ as a closed surface. In a first approach, we describe this
Fermi surface as an elongated ellipsoid. This is schematically depicted in
the inset of Fig. 6.4. The orbit of the extremal areaPβ is then the intersec-
tion of a plane with an ellipsoid [Sch12a], given by

Pβ = πvw/

√
sin2 ψ + (v2/w2) cos2 ψ, (6.1)

wherev andw denote the semi-major and semi-minor axes of the ellipse in
reciprocal space. The resulting fit shown in Fig. 6.4 is in good agreement
with the data points and yieldsv = (2.38± 0.01) · 109 m−1 andw =
(2.05± 0.01) · 109 m−1. Here, v is the reciprocal-space extent of the
ellipsoid along the[001] direction. We thus deal with a FS sheet that is
well described as an ellipsoid elongated in the[001] direction. In the basal
plane the FS pocket exhibits a very small six-fold modulation of its surface.

The absence of orbitsα andδ forB applied in the[001]-[120] plane cannot
be explained by open FS sheets as already inferred above. In addition,
when we compare both data sets (Fig. 6.3 and Fig. 6.4) forB aligned along
the symmetry direction

[
120

]
, the frequencies are visible in the experiment

for one direction of the torque while they are absent for the other. If an
orbit turns into an open orbit in a certain field direction, this will cause its
disappearance regardless of the torque direction. Thus, the disappearance
of this orbit in only one torque direction cannot be caused bythe orbit
turning into an open orbit, but must be caused by another mechanism. As
introduced in Eq. 2.29 the torque forB applied in the[001]-[120] plane can
be written asΓosc = − 1

f
∂f
∂ψM‖B, wheref denotes the dHvA frequency

andM‖ the magnetization component parallel to the magnetic field.For
a Fermi surface with low anisotropy∂f∂ψ can go to zero [Sho84], causing
the oscillatory torque signal to vanish in specific symmetryplanes. This
effect could account for the absence of the frequency branchesα andδ in
Fig. 6.4.
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Figure 6.4.: Angular dependence of orbitβ for rotation of the magnetic field in the
[001]− [120] plane. Orbitsα andδ are missing. The data is fitted by a curve (solid
line) expected for an ellipsoidal Fermi surface sheet. The inset showsa schematic
sketch of an ellipsoidal Fermi surface sheet where the dashed lines enclose the area
Pβ for an arbitrary angleψ.

6.2.2. Temperature dependence

The temperature dependence of the dHvA effect for orbitβ is shown in
Fig. 6.5 (a). The magnetic field was applied alongψ = 80◦. It was ori-
ented at small angles off the symmetry axis (ψ = 90◦) because the torque
signal vanishes for the field aligned parallel to the symmetry axis. The
temperature was varied fromT = 0.3 K up to T = 3.5 K. The dHvA
amplitudes clearly decrease with increasing temperature.
In order to analyze the dHvA data we applied the Lifshitz-Kosevich (LK)
formalism (c.f. Sec. 2.2.3). From the FFTs of the dHvA data weextracted
the amplitudes of the FFT peaks as a function ofT . The normalized FFT
peak amplitudes of orbitsα andβ are shown in Fig. 6.5 (b) (data points).
The expression

RT = X/ sinhX, with X =

(
2π2kBm

∗T

~eB

)
(6.2)
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Figure 6.5.: (a) Temperature dependence of orbitβ at ψ = 80◦. Going from
largest to smallest dHvA amplitudes the temperature was set toT = 0.3 K, T =
0.8 K, T = 1.5 K, T = 2.0 K, T = 2.5 K, T = 3.5 K. (b) Normalized FFT
amplitudes I(T) (symbols) and LK fit (solid line) as a function of temperature. The
FFT amplitudes were obtained using a fixed-field window as depicted e.g. in(a). In
the expression forRT the average field of this windowB = (Bmin +Bmax)/2 was
used. The fits yield the effective massesm∗

α/me = 1.22 ± 0.12 andm∗

β/me =
0.86± 0.07.

was fitted to the data (line). Here, the average field of the FFTwindow
B = (Bmin + Bmax)/2 was inserted.m∗ was used as free fit parameter.
The LK fit yieldsm∗

α/me = 1.22± 0.12 andm∗
β/me = 0.86± 0.07. The

error bars were determined from the standard deviation of the LK fit. For
orbit δ, the LK formalism was only applied at temperaturesT ≤ 1.5 K due
to the small signal-to-noise ratio at largerT . We obtain an effective mass
m∗
δ/me = 1.07±0.06 for this orbit. This value might contain a systematic

error, since only few data points could be collected.
Provided with the effective mass the mean free paths can be determined.
Therefore the LK formula (c.f. Eq. 2.34)

Γosc∝
∑

orbits

B3/2RDRT sin

(
2πf

B
+ γ

)
(6.3)

is fitted to our data. Here,γ accounts for the phase. We inserted
m∗ as determined above. This analysis yields the Dingle factorRD =
exp [−πmb/eBτ ], which is used as free fit parameter. The results for orbit
α andβ are shown in Fig. 6.6 (a) and Fig. 6.6 (b), respectively. The fits
agree reasonably well with the experimental data.
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Figure 6.6.: Experimental dataΓosc vs.B atT = 0.3 K (symbols) for orbit (a)α
atϕ = 5◦ and (b)β atψ = 80◦. The LK formula (Eq. 6.3) is fitted (solid line)
usingm∗

α/me = 1.22 andm∗

β/me = 0.86 as determined above. The fits yield the
mean free pathslα = 26 nm andlβ = 69 nm.

Following Refs. [Yel02, Arn11], we obtain a good estimationfor the mean
free paths as follows: Considering free electrons we can replacemb/τ by
~kF/l in the expression forRD. Here,kF denotes the Fermi wave vector
andl is the mean free path. If we approximate that the frequencyf arises
from a circular area in reciprocal space we can writeπk2F = 2πef/~. This
procedure allows us to determinel from the LK fit. Values for the mean
free path extracted this way are 26 nm, 69 nm and 67 nm for orbitsα, β
andδ, respectively.

6.3. Electronic structure of CrB2

In order to further analyze and interpret our experimental findings, elec-
tronic structure calculations have been performed. These calculations were
done by our collaboration partners J. Kuneš and L. Chioncel and they were
published in Ref. [Bra13a]. First, the theoretical methodswill be briefly
explained in Sec. 6.3.1. Second, results from the electronic structure calcu-
lations for spin polarized CrB2 are presented in Sec. 6.3.2. This is followed
by an analysis of the expected angular dependence of the dHvAfrequen-
cies and band masses in Sec. 6.3.3.
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6.3. Electronic structure of CrB2

6.3.1. Theoretical methods

J. Kuněs and L. Chioncel applied the local spin density approximation
(LSDA) method of density functional theory by using the full-potential
linearized augmented plane-wave method implemented in theWIEN2k
package [Bla12, Las04, Kun04]. In the calculations they used the exper-
imental values for the lattice parametersa = 2.969 Å and c = 3.066 Å.
The results were compared to calculations in the Generalized Gradient Ap-
proximation (GGA) of the exchange and correlation functionals and were
found to be consistent. Cycloidal magnetic order with ordering vectorq
was treated using the generalized Bloch theorem [San98]. Comparing the
total energies for severalq-vectors along the[110] and[100] directions the
lowest energy was found forq = 0.3± 0.05q110 in good agreement with
q = 0.285q110 found in Ref. [Fun77] and substantiated by neutron scat-
tering experiments performed in the groups of Prof. Pfleiderer and Prof.
Böni at the Technische Universität München [Reg]. Additional calcula-
tions for the collinear ferromagnetic state and the nonmagnetic state were
performed in order to find out how sensitive different parts of the Fermi
surface are to the magnetic order. Results of the calculations for the non-
magnetic state are presented in Appendix A.
Further, we evaluated the results of the band structure calculations using
the SKEAF (Supercell K-space Extremal Area Finder) [Rou12]tool. This
numerical algorithm allows to extract the dHvA frequenciesas well as the
band massesmb for an arbitrary orientation of field with respect to the
crystal axes.

6.3.2. Results from band structure calculations

The electronic structure calculations suggest that mainlyB-p and Cr-d
states are present at the Fermi level (c.f. Appendix A). The band struc-
ture of CrB2 assuming cycloidal magnetic order is depicted in Fig. 6.7.
In total, three bands (denoted in blue, black and orange color) cross the
Fermi level. The corresponding Fermi surfaces are shown in Figs. 6.8 (a-
c). We plot the Fermi surface sheets originating from different bands sep-
arately for clarity. The Fermi surface shown in Fig. 6.8 (a) corresponds
to the band depicted in blue and consists of a singly connected trunk-like
structure with multiple extrusions centered around theL points at the Bril-
louin zone boundary. It has dominantly Cr-d character and is hole-like.
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Figure 6.7.: Calculated band structure of CrB2 with a cycloidal magnetic ordering
wave vectorq = 0.3 q110 using the WIEN2k package. In total, three bands (blue,
orange, black) crossEF.

In Fig. 6.8 (b) the Fermi surface sheets corresponding to theblack band
in Fig. 6.7 are depicted. Here a complicated multiply connected structure
centered aroundΓ is present. In addition we find multiple copies of two
different singly connected pockets. It is important to notethat among these
FS sheets only the two copies of the pocket located between the A- and H-
point have a ball-like closed surface of high symmetry, likethat observed
in the experiment. Except for this electron pocket, which isderived from
B-p states, the Fermi surface sheets of this band can be traced toCr-d or-
bitals. In Fig. 6.8 (c) we show the Fermi surface pockets arising from the
band depicted in orange. Here, two copies of a ball-shaped pocket located
between A and H and two copies of a dumbbell-shaped pocket arepresent.
They are closed and electron-like. The spherical pocket is due to B-p or-
bitals whereas the dumbbell-shaped sheet has dominantly Cr-d character.
We note that the ball-shaped pockets in (b) and (c) also occurin the non-
magnetic calculation, which is presented in the Appendix A.There, they
are single copies centered around the A point. The doubling of the pockets
and the shift along the A-H direction in the magnetic calculation is a direct
consequence of the lifting of the spin degeneracy and the direction of the
magnetic ordering wave vector, respectively.
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Figure 6.8.: (a-c) Fermi surface sheets of CrB2 corresponding to the three bands
that crossEF shown in Fig. 6.7. For clarity, they are plotted separately. (a) The
Fermi surface sheet corresponding to the blue band consists of a singly connected
structure centered around the L point. It has predominantly Cr-d character. (b)
Fermi surface corresponding to the black band. Two ball-shaped, B-p derived
Fermi surface pockets are present between the A- and the H-points. The extremal
orbit δ assigned to the experimentally observed dHvA frequency is shown in yel-
low. The remaining Fermi surface sheets of this band are of Cr-d character. (c)
Two ball-shaped and two dumbbell-shaped Fermi surface pockets originate from
the orange band in Fig. 6.7. The orbitβ is allocated to the ball-shaped pocket as
indicated. This pocket is also predominantly B-p-like. The dumbbell-shaped pock-
ets have Cr-d orbital character. The frequency of theα orbit seen in the experiment
matches reasonably well to this pocket (see Table 6.1). In light of the fact that the
pocket is of Cr-d orbital character we refrain from a clear assignment (see text).
(d) Real-space coordinate system with respect to the orientation of the 1. Brillouin
zone.
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The calculations suggest an ordered magnetic moment of 1.3µB f.u.−1,
while early experiments [Fun77] reported0.5 µB. Besides, neutron scat-
tering data [Reg] as well as NMR experiments in Ref. [Mic07] show hints
of further ordering vectors. The resolution of this discrepancy between
experiment and theory is not the topic of this work. However,since this
uncertainty could potentially influence the interpretation of our dHvA data,
J. Kuněs and L. Chioncel performed additional band structure calculations.
Thereby we want to assess to what extent the Fermi surface sheets, which
we associate with the experimental orbits, are sensitive tothe magnetic or-
der. In particular calculations for the collinear spin state and for nonmag-
netic CrB2 were done (c.f. Appendix A). The general outcome is, that the
two different ball-shaped Fermi surface sheets with B-p orbital character
are quite insensitive to the magnetic order. The main effectin going from
the nonmagnetic to the cycloidal order is the lifting of the spin degeneracy
and the corresponding shift of the pockets away from the A point along the
A-H direction. The changes in shape and size are only minor. In contrast,
the remaining Fermi surfaces sheets, which are dominantly of Cr-d orbital
character, change radically between the cycloidal magnetic, collinear mag-
netic and non-magnetic calculations, i.e., they are highlysensitive to the
type and magnitude of the magnetic order parameter.

6.3.3. Extraction of dHvA frequencies and band masses

The SKEAF [Rou12] tool allows us to analyze the Fermi surfaceof CrB2

shown in Fig. 6.8 and to extract the dHvA frequencies as well as the band
masses from the calculations. In analogy to the experiment,B-field orien-
tations within the[100] − [120] plane and within the[001] − [120] plane
were considered. In account of that, Fig. 6.8 (d) illustrates the orientation
of the real space crystal axes with respect to the orientation of the first
Brillouin zone. The SKEAF results are depicted in Fig. 6.9. For clarity,
we plot the dHvA frequencies corresponding to the differentbands sepa-
rately, as done in Fig. 6.8. Figure 6.9 (a) and (b) show the dHvA frequen-
cies extracted from the FS sheet depicted in Fig. 6.8 (a). Thecalculated
frequencies range between13 kT and25 kT and thus well above the ex-
perimentally observed frequencies. The angular dependence of the dHvA
frequencies corresponding to the FS sheets derived from theblack band
(c.f.Fig. 6.8 (b)) is illustrated in Figs. 6.9 (c-d). Only frequencies below
5 kT are shown. Still, a large number of extremal orbits is found due to the
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Figure 6.9.: Angular dependence of the dHvA frequencies extracted from the band
structure calculations using the SKEAF [Rou12] tool. The results of the different
FS sheets are plotted separately for clarity (c.f. Fig. 6.8) (a) In plane and (b) out-
of-hexagonal plane dHvA frequencies extracted from the calculated FS shown in
Fig. 6.8 (a). (c) In plane and (d) out-of-hexagonal plane dHvA frequencies cor-
responding to the calculated FS shown in Fig. 6.8 (b). Only frequencies below
f = 5 kT are shown. Many frequency branches are present. Orbitδ is indicated by
circular data points. (e) In plane and (f) out-of-hexagonal plane dHvA frequencies
corresponding to the calculated FS sheets shown in Fig. 6.8 (c). Two frequency
branches are recovered corresponding to the ball-shaped pocket (orbit β, indicated
by✁) and to the dumbbell-shaped pocket (indicated by△).
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complicated structure of the Fermi surface. The frequency branch which
corresponds to the B-p derived, ball-like, pockets is highlighted. The fre-
quency is approximately2.5 kT and its variation is very small for field
orientations in both, the[100] − [120] plane and the[001] − [120] plane.
Further, the topology suggests that it is a closed orbit. Figure 6.9 (e) and
(f) show the dHvA frequencies extracted from the FS sheet in Fig. 6.8 (c).
Two frequency branches are present. One of them belongs to the ball-
shaped pocket (✁) in the range1.7 kT < f < 2.0 kT, the other corre-
sponds to the dumbbell-like pocket (△) at 0.2 < f < 0.9 kT. For field
orientations in the hexagonal basal plane (c.f. Fig. 6.9 (e)) we observe a
dominating twofold symmetry. Further, a very weak six-foldmodulation
is present. For magnetic fields oriented in the[001] − [120] plane (c.f.
Fig. 6.9 (f)), both orbits exhibit a single, twofold symmetry. At ψ . 30◦

the frequency branch corresponding to the dumbbell-like pocket (△) splits
into several branches. This behavior is expected because the dumbbell-
like FS sheet exhibits two to three different extremal areasnormal to the
orientation of the magnetic field at smallψ.
Further, the SKEAF tool allows to extract the band masses from the DFT
calculations for any extremal Fermi surface area. To compare with the ex-
periment, the band masses atϕ = 5◦ were calculated. For the orbits high-
lighted in Fig. 6.9 (which correspond to the orbitsα, β andδ as shown in
the following Sec. 6.4) the frequencies and the effective masses are sum-
marized in Table 6.1. Our experimental results (fexp, m∗ and l) are also
included therein.

Orbit α β δ

Band Cr-d B-px,y B-px,y

fcalc (T) (734) 1899 2452
fexp (T) 308 1608 1951
m∗/me 1.22± 0.12 0.86± 0.07 1.07± 0.06
mb/me (0.93) 0.37 0.53
l (nm) 26 69 67
λ (0.3) 1.3 1.0

Table 6.1.: Experimental and calculated dHvA frequencies, effective massesm∗,
band massesmb, mean free pathsl and electron-phonon coupling constantsλ.
The calculated values for orbitα are given in brackets because they refer to the
dumbbell-shaped pocket that cannot be assigned unambiguously.
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6.4. Comparison of experiment and theory

To allocate the three experimentally observed orbitsα, β andδ, we com-
pared them with the calculated FS considering the followingcriteria: the
dHvA frequency and its angular dependence (giving information about
size, shape and topology), the charge carrier masses and theexclusiveness
(i.e., are there other candidates that might also match, or is the assignment
unique?) [Bra13a].
Following these criteria, the experimentally observed orbits β andδ were
assigned to the two ball-shaped sheets between A and H formedby B-p
electrons as listed in Table 6.1 and illustrated in Fig. 6.8 (b-c). This as-
signment can be made due to

• the good frequency (FS cross section) match,

• the closed-surface topology,

• the nearly spherical shape of the FS sheets in both experiment and
calculation,

• the sufficiently light band masses and

• the fact that there are no other Fermi surface sheets that areanywhere
close to match these criteria.

In particular, the Cr-d derived sheets look very different, such that even
moderate changes in the magnetic order are unlikely to produce similar
pockets. In addition, the charge carriers of most Cr-d derived sheets are
much too heavy to be resolved under the applied experimentalcondition.
The measured frequencies differ by300 − 500 T from the calculations.
This corresponds to a remaining discrepancy ink-space extent of only0.2
to0.3 % of the Brillouin zone cross sectional area, which represents a good
agreement. Rigid band shifts on the order of100 meV can bring the calcu-
lated frequencies ofβ andδ into coincidence with the experimental results.
However, the shape of the remaining, Cr-d derived, FS sheets, is heavily
affected by the band shift. Besides, we do not have a clear physical picture
of the underlying mechanisms and thus the information gained by the band
shift is rather limited. In account of these reasons we did not follow such
an analysis further.
Details of the Fermi surface shape are also qualitatively reproduced: The
nearly ball-shaped pocket giving rise to theβ orbit is slightly elongated
in the [001] direction in both, experiment and calculation. The very small
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6. De Haas-van Alphen effect and Fermi surface properties ofCrB2

sixfold modulation of theβ orbit for rotation in the basal plane seen in
the experiment (Fig. 6.3 (b)) is already present in the nonmagnetic calcu-
lation (c.f. Appendix A). In the cycloidal magnetic calculation, performed
for one single domain of the ordering vector, the weak modulation is also
present, but a twofold symmetry dominates. However, if we assume that
the different domains corresponding to the symmetry related q-vectors are
equally populated, an apparent sixfold symmetry will be restored, provided
that the overlapping frequency branches from the differentdomains are not
spectrally resolved in the FFT. For the observed frequency modulation am-
plitude of 15 T this condition is fulfilled in the experiment [Bra13a].
The measured frequency and topology of orbitα match best with the
dumbbell-shaped electron pocket alongΓ-K shown in Fig. 6.8 (c). It is
therefore tempting to tentatively assignα to this Fermi surface sheet as
indicated with(α) in Fig. 6.8 (c) and Table 6.1. It is a closed surface and
there is no other sheet providing similarly small cross sections on a closed
surface. The frequency match is satisfactory. The measuredeffective mass
m∗/me = 1.22 ± 0.12 and the band massmb/me = 0.93 are in good
agreement. However, the observation that the dHvA frequency vanishes
in the experiment upon field rotation in theψ-direction is not expected
for the dumbbell structure. On the contrary, a signal from the neck orbit
of the dumbbell would be expected to appear upon rotation about ψ (c.f.
Fig. 6.9 (f)). As noted above, the dumbbell electron pocket has dominantly
Cr-d character and its cross section and topology is thus significantly af-
fected by the magnetic order. In account of these arguments we refrain
from a definite assignment of theα orbit to the dumbbell pocket. The cal-
culated values for theα orbit are given in brackets in Table 6.1 as they refer
to the dumbbell pocket that does not support all experimental observations
unambiguously.
The calculated Fermi surface of CrB2 suggests many more possible ex-
tremal orbits as seen in Fig. 6.9. All of them arise from Cr−d dominated
Fermi surface parts. In most cases, these are either large orbits or orbits
with heavy effective mass. Thus, going to lower experiment temperatures
and higher magnetic fields might enable their observation.
Comparing the calculated band masses of the charge carrierswith the ex-
periment, we find that the quasiparticle massesm∗ are strongly enhanced
over the band massesmb for the B-p pockets (Table 6.1). We attribute
this finding to many-body interactions that are not includedin the band
structure calculations [Was96]. Assuming that electron-phonon interac-
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tion is the dominant source of these interactions in the B-p derived Fermi
surface sheets as it is in the isostructural compound MgB2, we calculate
an upper bound for the electron-phonon coupling constantλ defined by
m∗ = (1 + λ)mb [Car03]. For the orbitsβ andδ the values ofλ are rel-
atively large and amounted to1.3 and1.0, respectively (Table 6.1). The
σ-bonds formed by thepx,y orbitals in the boron layer (c.f. Fig. 4.2) are
very strong and thereby they are probably very sensitive to the B-B bond
length. Owing to this characteristics strong electron-phonon coupling in
the B-p sheets of CrB2 is likely.

6.5. Comparison with MgB2

The comparison of our dHvA experiments with the results fromdensity
functional theory proves that parts of the Fermi surface in the itinerant an-
tiferromagnet CrB2 derive from bands with clear B-p electron character.
More precisely, the B-p states at the Fermi level are dominantlypx,y states
as seen in Fig. A.2. In view of this characteristic it is instructive to compare
Fermi surface properties of CrB2 with those of the isostructural compound
MgB2 as detailed in Ref. [Bra13a]. MgB2 is a conventional high tem-
perature superconductor withTc = 39 K [Nag01, Cav01, Bud01, Hin01,
Pic02]. Band structure calculations and studies of the quantum oscillatory
magnetization suggested consistently the existence of twosuperconduct-
ing gaps [Yel02, Car03, Maz02]. The two band superconductivity arises
from theσ andπ bands formed by the B-px,y and by the B-pz electrons, re-
spectively. Interband impurity scattering between both bands is almost ab-
sent [Kor01, Maz02]. The B-px,y derived bands in MgB2 exhibit relatively
large electron-phonon coupling constants ofλ = 0.96−1.2 [Yel02, Liu01].
The strength of the electron-phonon coupling is thereby directly related to
having partially filledσ-bonding B-px,y states at the Fermi level. Sinceσ
bonds are strong and the B-px,y states are sensitive to the B-B bond length
this leads to a large electron-phonon coupling especially for the cylindrical
hole sheets aroundΓ-A present in the FS of MgB2 [Car03, Car07].
Thus, comparing both, CrB2 and MgB2, the B-p states at the Fermi level
are dominantly B-px,y states. We determined an upper bound of the electron-
phonon coupling constantsλ = 1−1.3 in CrB2 which compares well with
MgB2. Interestingly, the overall mass enhancements observed inCrB2 are
comparable to those of MgB2. In addition, the mean free paths extracted
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for CrB2 are in good agreement with the corresponding values in MgB2

(lMgB
2
= 38 − 68 nm [Car03]). The shape of the B-px,y derived Fermi

surface sheets in CrB2 is, however, in contrast to MgB2. In CrB2 closed
three-dimensional sheets have been identified (Fig. A.2(c-d)), whereas in
MgB2 they are cylindrical and open [Car03, Car07].
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7. Magnetization of a 2DES in a
MgZnO/ZnO heterostructure

Having studied the magnetization of a magnetic thin film and of a bulk sys-
tem in the previous chapters we now turn to the magnetizationof a 2DES
confined in a MgZnO/ZnO heterostructure. 2DESs formed in GaAs or
Si based heterostructures have been intensively studied inthe last decades
and a profound understanding of their orbital and spin magnetism has been
gained. In recent years also oxide heterostructures have attracted tremen-
dous interest [Oht04, Hwa12] because they exhibit remarkable properties
such as superconductivity [Rey07], magnetism [Ber11] or the fractional
quantum Hall effect (QHE) [Tsu07, Tsu10]. Among them, MgZnO/ZnO
based heterostructures are outstanding. The 2DES with small carrier den-
sityns formed at MgZnO/ZnO interfaces exhibit extremely high mobilities
µ at low temperatureT [Tsu07, Tsu10]. At the same time, the electron-
electron interaction parameterrs ∝ n−0.5

s (c.f. Eq. 2.49) is large allow-
ing for electron correlation effects in an applied magneticfieldB [Tsu08,
Tsu10, Koz12]. The magnetic properties of oxide heterostructures at high
magnetic fields, i.e. the de Haas-van Alphen effect and non-equilibrium
currents, have not been investigated so far. This work reports the first
experimental observation of the dHvA effect and NECs by means of can-
tilever magnetometry measurements. The results will be presented in this
Chapter. Parts of the results have also been submitted for publication
[Bra13b].
The chapter is organized as follows: First, the experimental methods are
introduced in Sec. 7.1 before a brief overview of the experimental results
is given in Sec. 7.2. In Sec. 7.3 the dHvA effect in MgZnO/ZnO het-
erostructures is discussed as a function of magnetic field orientation and
as a function of temperature. Further, the results are compared with model
calculations. Section 7.4 is dedicated to the non-equilibrium phenomena
observed in MgZnO/ZnO 2DESs. The magnetic field sweep dependence
as well as the temperature dependence of the NECs are discussed. Particu-

97



7. Magnetization of a 2DES in a MgZnO/ZnO heterostructure

lar results of the dHvA effect and of the non-equilibrium effects suggest the
existence of an asymmetric density of states (DOS) caused bythe presence
of repulsive scatterers. This phenomenon will be discussedin Sec. 7.5. Fi-
nally we analyze overshoot effects in the magnetization. Inthe light of the
presence of repulsive scatterers we interpret this finding as magnetic thaw
down of electrons in Sec. 7.6.

7.1. Experimental methods

In this work two samples from different MgZnO/ZnO heterostructures,
zn0257and zn0259, were investigated. Samplezn0257was character-
ized by a high electron densityns = 4.1 · 1011 cm−2 and lower mobility
µ = 2.9 · 105 cm2/Vs in comparison tozn0259with ns = 1.7 · 1011 cm−2

andµ = 3.8 · 105 cm2/Vs. In both cases, the active areaA of the investi-
gated 2DESs was0.9× 1.8 mm2. Further sample details were introduced
in Chapter 4.
For the magnetization studies on samplezn0257we used a fiber-optical
readout technique, which is described in Refs. [Spr06, Ruh06]. The ex-
periment was performed with GaAs based cantilevers in a3He cryostat
allowing magnetic fields up to14 T and temperatures down to0.28 K. The
angle betweenM andB, which is denoted in the inset of Fig. 7.1 (a), was
set toα = 15◦.
The experiments on thezn0259sample were performed with the capaci-
tive readout technique, which was presented in detail in Chapter 3. GaAs
based cantilevers were used. The experimental geometry is sketched in the
inset of Fig. 7.1 (a). The measurements were performed in a3He cryostat
that allows temperatures down to0.28 K. Two sets of experiments were
done. First, the measurements were conducted in a vector magnet system
as described in Chapter 3. Within one cooldown cycle we investigated the
2DES in the angular regime36.8◦ ≤ α ≤ 67.0◦. Second, in order to
investigate the behavior also at high magnetic fields, we inserted the sam-
ple into an axial magnet system allowing14 T in a subsequent cooldown.
Here, data was acquired at two fixed anglesα = 36.8◦ andα = 52◦.
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Figure 7.1.: (a) Capacitance raw data as a function ofB⊥ of the MgZnO/ZnO
heterostructure samplezn0259, atT = 0.28 K andα = 52◦. The inset displays a
sideview of the experimental geometry. The magnetic background signal (dashed
line) is subtracted to give the oscillatory magnetization signal shown in (b). At
ν = 1, the data exhibits the dHvA effect as well as NECs, which change sign upon
changing the sweep direction (arrows). The inset shows a blow-up of the dHvA
effect atν = 2 for the field range3.0 T < B < 4.0 T. An overshoot of the dHvA
signal is observed (marked by the horizontal arrow). NECs are absent atν = 2.

7.2. Experimental results: Overview

We first focus on the experimental results of samplezn0259obtained in
the 14 T magnet system. The raw capacitance data as a functionof B⊥ =
B cosα atT = 0.28 K andα = 52◦ is depicted in Fig.7.1 (a). The mag-
netic quantum oscillations are superimposed on a smoothly varying mag-
netic background. A low-order polynomial was fitted inB (denoted by the
dashed line) and subtracted from the raw data. Applying the calibration
routine described in Sec. 3.2 the oscillatory magnetic signal is obtained as
shown in Fig. 7.1 (b). The data clearly exhibits the dHvA effect, as jumps
∆M in the magnetization occur atν = 1 andν = 2. In addition we ob-
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7. Magnetization of a 2DES in a MgZnO/ZnO heterostructure

serve signatures arising from NECs atν = 1. They can be distinguished
from the dHvA effect since there is a sign change inMNEC upon chang-
ing the magnetic field sweep direction [Ush09, Sch03]. Finally, there are
spike-like overshoots of the dHvA effect present atν = 2 (denoted by the
horizontal arrow in the inset of Fig. 7.1 (b)). They can be neither described
by the NECs nor can they be understood in terms of the dHvA effect. In
the following sections, these three observations of samplezn0259will be
analyzed and discussed.
In samplezn0257, neither the dHvA effect nor NECs were observed, ir-
respective of the measurement temperature. Reasons for their absence are
unclear. However, one may speculate about possible origins: First, the
size of the respective signal may be much smaller compared tozn0259,
due to the different heterostructure characteristics. Second, we applied the
optical readout technique for the investigation of samplezn0257. It might
be possible that the application of laser light during the measurements,
which is necessary for the optical readout, obscure the dHvAeffect or the
non-equilibrium currents in the MgZnO/ZnO heterostructure. Further clar-
ification via reference experiments is necessary. The measurement results
of samplezn0257will not be discussed further in the following.

7.3. De Haas-van Alphen effect

In this section the dHvA effect in MgZnO/ZnO is discussed. First, re-
sults from angular dependent and temperature dependent measurements
are presented in Sec. 7.3.1 and Sec. 7.3.2, respectively. The experimental
data is compared with model calculations. This analysis is followed by a
discussion of the angular dependent behavior of the dHvA effect and of the
observed enhancements of the dHvA oscillations amplitudesat even and
odd filling factors in Sec. 7.3.3.

7.3.1. Angular dependence

In Fig. 7.2 (a) and (b)M is plotted as a function ofB⊥ nearν = 3 and
nearν = 2, respectively. Datasets for different tilt angles as denoted in the
figures were obtained atT = 0.28 K. For clarity, only one sweep direction
is shown and the curves are shifted in vertical direction. The jumps inM

100



7.3. De Haas-van Alphen effect

 

 


 


 

2.0 2.5

0

2

M
 (

1
0

-1
3
 J

/T
)

M
 (

1
0

-1
3
 J

/T
)

0

5

3.0 3.5 4.0

ν=2ν=3

67°
62°

57°

52°

47°

37°

∆M
63°

62°

59°

58°
(a) (b)

B  (T) B  (T)

1

0

-1

3 4

B  (T)

7

M
/N

 (
µ

B
)

ν=3

NEC

ν=2

ν=1
α=52°

experiment
theory

(c)

*

Figure 7.2.: Angular dependence ofM(B⊥) near (a)ν = 3 and (b)ν = 2. Curves
are shifted in vertical direction for clarity. The peak-to-peak dHvA amplitude∆M
is denoted. Atν = 2 we observe an overshoot of∆M for all measured angles
marked by the horizontal arrows. This overshoot is not considered inthe evaluation
of ∆M . (c) Experimental data (line) atα = 52◦ andT = 0.28 K along with model
calculations (dashed and dotted line) normalized per electron viaMe =M/(nsA).
The behavior of an ideal 2DES (T = 0, Λ = 0) is depicted by the dashed line.
The calculation for a real 2DES atT = 0.28 K andΛ = 0.05 meV/

√
T ×

√
B⊥

is represented by the dotted line. Atν = 3, experimental data and calculations for
a real 2DES match well. Atν = 2, the dHvA amplitude∆M is approximated
very well by an ideal 2DES.∆M is enhanced over the expected dHvA amplitude
atν = 1, where large NECs are superimposed on the experimental data.
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at ν = 3 appear atB⊥≈ 2.3 T, the position ofν = 2 is atB⊥≈ 3.5 T.
Thus, according toν = hns/(eB⊥), ns amounts to1.7 × 1011 cm−2,
which is in perfect agreement with the value determined by prior transport
characterization on a reference 2DES. The data enables us todetermine
the peak-to-peak dHvA amplitude∆M as denoted in Fig. 7.2 (a). Non-
equilibrium phenomena are absent atν = 3 andν = 2. Instead we observe
an overshoot of the dHvA effect atν = 2 for all angles. Please note that
the overshoot is not dependent on the field sweep direction.
Measurement results obtained in the high field magnet atα = 52◦ are
shown in Fig. 7.2 (c). Here we plot the magnetization per electron given
by Me = M/(nsA). The data is presented in units of the effective Bohr
magnetonµ∗

B = µB(me/m
∗) considering an effective mass ofm∗ =

0.31 me (see Sec. 7.3.2). Apart fromν = 2, 3 we also observe the dHvA
effect atν = 1 atB⊥≈ 7 T in the high field magnet. However, a large
signal arising from NECs is superimposed on the dHvA oscillation.
From the angular dependencies of the dHvA amplitudes shown in Fig. 7.2
we extract the normalized dHvA amplitude per electron∆Me,ν =
∆Mν/(nsA). Fig. 7.3 (a) summarizes∆Me,ν in units ofµ∗

B for ν = 1 to 3.
Analyzingν = 2, where spin polarization is absent, we find that∆Me,ν=2

varies from1.3 to 0.78 µ∗
B in the angular regime fromα = 36.8◦ to 62.0◦

(triangles). ∆Me,ν=2 seems to decrease with increasingα. The corre-
sponding thermodynamic energy gaps∆Eν=2 = ∆Me,ν=2·B are depicted
in Fig. 7.3 (b).∆Eν=2 ranges from0.82 to0.61 meV in the angular regime
studied. For an ideal (disorder-free), non-interacting 2DES the energy gap
at ν = 2 should amount to∆Eν=2 = ~ωc − gµBB (c.f. Sec. 2.2.4). The
line in Fig. 7.3 (b) denotes the calculated energy gap for theideal 2DES.
The band structure Landé factorg = 1.93 for ZnO [Tam08] was consid-
ered here. The experimentally determined values for∆Eν=2 are in good
quantitative agreement with the predicted values.
Turning towards the spin filling factors,∆Me,ν=3 is in the range of
0.45 to 0.80 µ∗

B in the angular regime fromα = 52.0◦ to 67.0◦. The
corresponding energy gaps displayed in Fig. 7.3 (b) (squares) take values
from 0.20 to 0.34 meV. Regardingν = 1, ∆Me,ν=1 amounts to2.0 µ∗

B at
α = 36.8◦ and2.3 µ∗

B at α = 52.0◦. The energy gaps are2.5 meV and
2.9 meV, respectively.
From the energy gaps at odd filling factors, we extract the Zeeman splitting
∆EZ = |g∗|µBB. The effective Land́e factorg∗ is used to parametrize the
magnitude of the spin splitting. From the data shown in Fig. 7.3 (b) we
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7.3. De Haas-van Alphen effect

extract a maximumg∗ = 1.1 for ν = 3. This value is reduced compared
to the band structureg factor of ZnO. Forν = 1, we find a maximum g∗

of 5.1 atα = 36.8 ◦. This value is significantly enhanced overg = 1.93.
It is well known thatg∗ can be enhanced when approaching the quantum
limit, i.e. in large fieldsB (see Sec. 2.2.4).
Model calculations, which were introduced in Sec. 2.2.4, were applied to
compare the experimental magnetization curves with theoryand to illus-
trate the respective discrepancies. Further they are helpful to perform a
more detailed and quantitative analysis regarding the curve shape and the
dHvA amplitudes∆Mν . A single-particle DOS with Gaussian-broadened
Landau levels

D(E) =
eB⊥

h

∞∑

j=0

1√
2πΛ

exp

[
(E − Ej,s)

2

2Λ2

]
(7.1)

was assumed [Wil08].Λ accounts for the level broadening. According to
Ref. [And74a]Λ can be expressed asΛ = e~

m∗

√
2/πµ

√
B⊥. It amounts to

5× 10−2
√
B⊥ meV/

√
T for the investigated heterostructure.

Along with the experimental data, Fig. 7.2 (c) shows simulated magnetiza-
tion traces (dashed and dotted line). In the calculations the band structure
Land́e factorg = 1.93 [Tam08] was used. The dashed curve depicts the
magnetization trace of an ideal, disorder-free 2DES, i.e. at T = 0 and con-
sidering delta-like Landau levels. A real 2DES, taking finite temperature
(T = 0.28 K) and finite level broadening (Λ = 5 × 10−2

√
B⊥ meV/

√
T)

into account, is given by the dotted curve.
The shape of the experimentalMe(B⊥) curve does not resemble the saw-
tooth predicted for an ideal, i.e., disorder-free 2DES atT = 0 K. Instead
we observe a finite slope inMe(B⊥) at ν = 2 andν = 3, which is re-
produced satisfactorily in the model calculations with finiteΛ andT . Re-
garding the dHvA amplitudes, neither the calculation assuming an ideal
2DES nor the one for the real 2DES is able to model the experimental data
in its entirety. Atν = 3, ∆Me is in good agreement with the simulation
for the real 2DES. Going toν = 2, the dHvA amplitude is in better quan-
titative agreement with the model calculations assuming anideal 2DES.
The calculations for the real 2DES, however, underestimates the gap. At
ν = 1, the experimental value∆Me is obviously enhanced over the simu-
lated dHvA amplitudes.
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Figure 7.3.: (a) DHvA amplitudes per electron∆Me,ν = ∆Mν/(nsA) as a func-
tion ofα. (b) Thermodynamic energy gaps∆Eν as a function ofα. The solid line
denotes the energy gap expected forν = 2 in a disorder-free 2DES atT = 0.

7.3.2. Temperature dependence of energy gaps

In this section we show results from temperature dependent measurements.
During the experiments, the temperature was monitored witha calibrated
Cernoxtemperature sensor which was attached to the sample stage. The
temperature dependence of∆Mν=2 and∆Mν=3 was investigated atα =
62.0◦, the one of∆Mν=1 atα = 36.8◦.
In Fig. 7.4 (a)M(B⊥) nearν = 2 is shown for temperatures ranging
from 0.28 K (top curve) to1.6 K (bottom curve). The curves are shifted
in vertical direction for clarity.∆Mν=2 decreases with increasing temper-
ature and the curvature becomes smoother. Going from higherto lower
temperatures, the field position ofν = 2, i.e. the position of the steepest
slope, moves towards higher fields. The position of the steepest slope at
T = 0.28 K and atT = 1.6 K are indicated by the dashed line.∆Beq de-
notes the shift. Further, we observe an anomalous overshootof the dHvA
amplitude atT = 0.28 K as denoted by the horizontal arrow. At elevated
temperatures, the overshoot is absent. The latter two observations will be
discussed in Sec. 7.5.

The corresponding normalized dHvA amplitudes, i.e.
∆Mν=2(T )/∆Mν=2(T = 0.28 K), are plotted in Fig. 7.4 (b). A
smooth decrease of∆Mν is found as the temperature increases. The
respective uncertainties in reading off∆Mν are denoted by the error bars.
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Figure 7.4.: (a) Temperature dependence ofM(B⊥) at ν = 2 andα = 62.0◦.
From top to bottom, the temperature was set toT = 0.28 K, T = 0.40 K, T =
0.60 K, T = 0.80 K, T = 1.1 K, T = 1.3 K and toT = 1.6 K. Going from
higher to lowerT , the field position ofν = 2 moves towards larger magnetic
fields. We denote this shift by∆Beq, where we take the position ofν = 2 at
T = 1.6 K as reference. Exemplarily, the dashed lines denote the field position
of ν = 2 at T = 0.28 K andT = 1.6 K, respectively. (b) Normalized dHvA
amplitudes forν = 2 at α = 62.0◦ as a function ofT (data points). Error bars
denote the uncertainty in reading off∆Mν=2. The LK fit (line) yields an effective
mass ofm∗ = 0.31 ± 0.01 me. (c) DHvA amplitudes per electron at spin filling
factors (data points) as a function ofT . The dashed and dotted lines are obtained
from model calculations atν = 3 andν = 1, respectively. Consideringν = 1,
the experimental values are larger than the calculated ones. We attribute thisto
exchange enhancement.
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We analyze the data using the Lifshitz-Kosevich (LK) formalism (c.f. Sec.
2.2.3). According to the LK formula,∆M(T ) can be expressed as

∆M(T ) =M0
X

sinh(X)
, X =

(
2π2kBm

∗T

~eB

)
. (7.2)

Further, we assume that∆M(T = 0.28 K) is the low temperature satu-
ration value so that we can replaceM0 by ∆M(T = 0.28 K) in Eq. 7.2.
Fitting Eq. 7.2 to the data allows us to extractm∗ as the free fitting param-
eter. We obtainm∗ = 0.31 ± 0.01 me. This value is in good agreement
with values reported in the literature [Tsu08, Koz12, Kas12].
The temperature dependence of the dHvA amplitudes at odd filling factors
is depicted in Fig. 7.4 (c). Note, that the temperature dependent mea-
surements for each filling factor were performed at different angles, i.e.
∆Mν=3(T ) was determined atα = 62◦ and∆Mν=1(T ) atα = 36.8◦. In
both cases,∆M(T ) decreases with increasing temperature.∆Mν=3(T )
could not be traced over the whole temperature regime. This behavior is at-
tributed to the level broadening at elevated temperatures which smears out
the dHvA oscillations. Atν = 1, large signals arising from NECs were su-
perimposed on the dHvA effect as shown in Fig. 7.1. Owing to this feature,
the uncertainty in reading off∆Mν=1 is relatively large compared to the
other filling factors. The respective uncertainties are denoted by error bars.
The dashed line shows the numerically calculated temperature dependence
of ν = 3 consideringg∗ = 1.93 andΛ = 5×10−2

√
B⊥ meV/

√
T. The ex-

perimental values are systematically smaller than the calculated ones, but
the relative trend is comparable. We also calculated the temperature depen-
dence ofν = 1 expected forg∗ = 1.93 andΛ = 5× 10−2

√
B⊥ meV/

√
T.

The result is denoted by the dotted line. The experimentallyobserved
dHvA amplitudes are clearly enhanced over the calculated ones within the
whole temperature range. Please note that due to the differentα the calcu-
lated values for∆Mν=1 are smaller than for∆Mν=3 atT . 0.8 K, which
may be counterintuitive at first glance.
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7.3.3. Discussion

Angular dependence

We first turn to the angular dependence of the thermodynamic energy gaps
which was described in Sec. 7.3.1. Earlier transport experiments per-
formed on MgZnO/ZnO heterostructures with comparablers parameter
revealed coincidence phenomena in tilted magnetic fields [Tsu08, Koz12].
The condition for coincidence is that the Landau level splitting ∆EL =
~ωc equals the Zeeman splitting∆EZ = g∗µBB. As ωc ∝ B cosα this
condition is met for certain angles given bycosα = g∗m∗/(2mei), the
so-called coincidence angles. Here,i denotes an integer value. The co-
incidence condition manifests itself in the dHvA effect in that the ther-
modynamic energy gap∆Eν = ∆Me,νB⊥ and correspondingly∆Me,ν

vanishes. The experimentally obtained values for∆Eν are displayed in
Fig. 7.3 (b). In the experiment, we were limited to angles below α = 67◦.
In this angular regime, we did not observe a disappearance of∆Eν=2 or
∆Eν=3. Thus, we conclude that coincidences are absent in the angular
regime studied.
However, neglecting the data point atα = 62◦, ∆Eν=2 shows a decreas-
ing trend with increasingα as mentioned in Sec. 7.3.1. If we extrapolate
values of∆Eν=2 to larger angles, one might speculate that∆Eν=2 would
disappear between70◦ and80◦. According to the coincidence condition
the first coincidence is expected atα = 72.6◦. Here we used the band
structure Land́e factorg = 1.93 [Rey65] andm∗ = 0.31 me. Thus, our
experimental results are in reasonable agreement with thisprediction. Fur-
ther, we infer from this discussion thatg∗ is not significantly enhanced at
ν = 2. This result is in line with the theory of an oscillatingg∗ factor
[And74a], that predictsg∗ = g = 1.93 at even filling factors.

Energy gaps at spin filling factors

The energy gaps at spin filling factors as a function ofα are summarized
in Fig. 7.3 (b). First, we focus on the gap atν = 3. From the data we ex-
tracted a maximumg∗ of 1.1. This value is reduced compared to the band
structure Land́e factorg = 1.93 of ZnO. Model calculations including fi-
nite level broadeningΛ = 5× 10−2

√
B⊥ meV/

√
T and finite temperature

shown in Fig. 7.2 (c) reproduce the shape and amplitude of thedHvA os-
cillation at ν = 3 very well. Thus, we attribute the reduction of theg∗
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factor to the level broadening and finite temperature effects.
Turning toν = 1, the energy gap is enhanced and we find a maximumg∗

of 5.1 atα = 36.8◦. This value is slightly smaller than the one reported in
Ref. [Koz12], whereg∗ = 7.28 was found by addressing excited states in
a transport experiment on a sample with comparablers parameter. In addi-
tion, we also observed the enhancement of∆Mν=1 over a broad tempera-
ture regime as indicated in Fig. 7.4 (c). The enhancement of the spin split-
ting has often been observed in high mobility 2DES [Nic88, Gol90] and is
commonly attributed to the exchange interactionEEx [Mac86, Eng82]. It
is given by

∆EZ = |g|µBB + EEx = |g∗|µBB. (7.3)

The relevant energy for the exchange interaction is the Coulomb energy
EC = e2

4πǫ0ǫrlB
as introduced in Sec. 2.2.4. We therefore conclude that

strong Coulomb type interaction effects are present and alter the ground
state energy spectrum of the MgZnO/ZnO heterostructure. Asa conse-
quence, the energy gap atν = 1 is enhanced by a factor of∼ 2.5.

Energy gap atν = 2

Regarding energy gaps at even filling factors in high mobility 2DESs, their
enhancement was predicted theoretically by (screened) Hartree-Fock cal-
culations [Mac86, Man97, Gud00]. Experimentally, however, this effect
was observed only rarely in GaAs based heterostructures [Hay92, Mei01,
Sch02, Wil04b]. The dHvA oscillation atν = 2 andα = 52◦ is depicted
in Fig. 7.2 (c), which includes the experimentally observedM(B) curve
along with model calculations. The calculated dHvA amplitudes which
incorporate the effect of disorder and finite temperature, are systematically
smaller than the measured ones atν = 2. In spite of the disorder, which ap-
parently reduces∆M , ∆Mν=2 is close to the value predicted for an ideal,
disorder-free 2DES with non-interacting electrons. In addition, the angu-
lar dependence of the measured energy gaps atν = 2 shown in Fig. 7.3 (b)
also follows closely the line expected for an ideal 2DES. From these obser-
vations we conclude that exchange enhancement renormalizes the energy
gap atν = 2 in the MgZnO/ZnO heterostructure as well. Moreover, the
enhancement of the energy gap atν = 2 counteracts the reduction of this
energy gap by disorder and finite temperature. Thereby the energy gap at
ν = 2 is close to the value expected for an ideal 2DES.
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All in all, our dHvA experiment substantiates that electron-electron inter-
actions play an important role in the magnetic field dependent ground state
properties of the MgZnO/ZnO heterostructure at both even and odd integer
filling factors.

7.4. Non-equilibrium currents

This section focuses on the non-equilibrium magnetizationof the
MgZnO/ZnO 2DES. The circulating currents are induced when subject-
ing the 2DES to a time varying magnetic field [Jon95]. In the investigated
MgZnO/ZnO 2DES, NECs have only been observed nearν = 1. At larger
filling factors, NECs were not resolved. Figure 7.1 depicts the magneti-
zation signal stemming from NECs atT = 0.28 K andα = 52.0◦. Fig-
ure 7.5 shows the result forα = 36.8◦. The data reveals that the NECs
for up- and downsweeps of the magnetic field are asymmetric interms of
the maximum peak height of the magnetization signal.Md

NEC (Mu
NEC) de-

fines the absolute value of the NEC maximum (minimum) observed in a
downsweep (upsweep) of the magnetic field. It is indicated inFig. 7.5.
The signalMd

NEC arising from downsweeps is larger thanMu
NEC obtained

during an upsweep of the magnetic field. In addition, the overall signal
shape also differs for up- and downsweep. For the analysis inthe follow-
ing sections we average the NEC signals between both sweep directions to
obtainMNEC =

(
Md

NEC +Mu
NEC

)
/2 [Smi12]. We start by discussing the

sweep-rate dependence of the NECs and the associated QHE breakdown
in Sec. 7.4.1. After that we focus on the decay of the induced currents and
determine the resistivityρxx of MgZnO/ZnO based 2DES in the quantum
Hall state. Finally the temperature dependent behavior is investigated in
Sec. 7.4.3.

7.4.1. Sweep-rate dependence of NECs - Quantum Hall
effect breakdown

In this section we investigate the dependence of the magnitude ofMNEC on
the field sweep-rate. Therefore we measuredMNEC as a function of differ-
ent sweep-ratesdBdt ranging from0.02 T/min to0.40 T/min atT = 0.28 K.
The proportionality between induced magnetic momentMNEC and circu-
lating non-equilibrium currentI is given byMNEC = IA, whereA denotes
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Figure 7.5.: NECs in the MgZnO/ZnO heterostructure atα = 36.8◦ andT =
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the 2DES area. Here, we assume that the current flows around the perime-
ter of the sample. The currents are generated by an electromotive force
ε that depends on the field sweep rate viaε =

∣∣A cosα dB
dt

∣∣. Figure 7.6
showsI as a function ofε. Two regimes can be distinguished: Initially
the induced current increases linearly with the electromotive force as in-
dicated by the linear fit (dashed line). The fit yields the slope∆I/∆ε =
5.7× 102 A/V. In Ref. [Ush09] a simple model was introduced to estimate
the corresponding resistivityρxx of the 2DES [Jon95] in this regime. The
induced current in a rectangular sample is given by

∆I =
1

ρxx

∆ε

12A cosα
(a2 + b2), (7.4)

wherea and b denote the length and the width of the sample.A is the
sample areaa × b. Insertinga = 0.9 mm andb = 1.8 mm we can calcu-
lateρxx. Thus we obtainρxx ≈ 5 × 10−4 Ω/�, which is the resistivity of
the ”zero-resistance” QHE state. For comparison, in related experiments
on GaAs based 2DESs resistivities on the same order of magnitude were
found [Ush09]. From this result we infer that the propertiesof the QHE
state in the MgZnO/ZnO 2DES are comparable to the ones of GaAsbased
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indicated by the linear fit (dashed line).
At largeε the curve saturates indicating
the QHE breakdown.

systems. This finding is another indication for the high quality of the oxide
based 2DES.
After the initial increase the curve saturates atε ≈ 5 nV. The saturation
currentIs amounts to3.4 µA. Those characteristics, the initial linear in-
crease together with the saturation at largeε, have also been observed in
GaAs based heterostructures [Ush09, Smi12]. The fact thatI saturates
at largeε indicates the high-current breakdown of the quantum Hall ef-
fect [Jon96]. This breakdown occurs when the current density exceeds a
critical valuejc causing a sharp increase inρxx away from its dissipation-
less state. In the single particle edge-state picture the circulating current is
confined to a small stripe of widthlB =

√
~/eB away from sample edges

[Büt88, Jon96]. Along this line we calculate an upper bound forthe critical
current density byjc = Is/lB which amounts to4 × 103 A/m. However,
according to Ref. [Nac99], the single particle picture underestimates the
width of the conductance channel. A more realistic scenariois reported in
Refs. [Nac99, Fon91]. Here, the authors claim that the channel width can
be well approximated byζ =

l2B
πa∗ , wherea∗ = 14 × 10−10 denotes the

effective Bohr radius calculated for ZnO. Using the relationshipjc = Is/ζ
we obtain a critical current density of approximately102 A/m. For com-
parison, in GaAs based 2DES the typical breakdown current densities are
on the order of1 A/m [Nac99]. Thus our measurements suggest break-
down current densities in MgZnO/ZnO based 2DES which are by afactor
of 100 larger compared to GaAs based 2DES.
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7.4.2. Decay of the induced currents

When the magnetic field sweep is stopped abruptly at the centerof the NEC
signal, the current and thus the magnetic moment do not drop abruptly to
zero but the current persists [Jon95, Haa84]. In order to investigate this
behavior in MgZnO/ZnO heterostructures, we measured the decay of the
NEC atν = 1. A current is induced by sweeping the magnetic field, i.e.
by an electromotive forceε, at T = 0.28 K. The magnetic field sweep
is then stopped at the center of the NEC signal, here atB⊥ = 7 T in
case of a downsweep, and maintained for the duration of the experiment.
We record the magnetic moment as a function of time which allows us
to determine the decay time of the induced current. Results for up- and
downsweeps of the magnetic field are consistent and we therefore focus
here on the decay of the current induced during a downsweep. The results
obtained with two different, initial electromotive forcesε ≈ 2 nV and
ε ≈ 7 nV, are shown in Fig. 7.7 as open symbols. Please note that theupper
curve is shifted by4 µA for clarity. Both curves initially decrease rapidly
with increasingt while the decrease levels off at largert. The current
decay induced byε ≈ 2 nV (upper curve) can be best fitted by a single
exponential decay of the formI = C1 exp(t/t2) (line). The decay timet2
amounts to 54 s. In contrast, for the lower curve a single exponential fit
does not give satisfactory results because the initial current decay fort .
20 s is too fast. Accordingly, the data is fitted by a sum of two exponential
decays of the formI = C1 exp(t/t1) + C2 exp(t/t2) (line). From the fit
we obtain the characteristic decay timest1 = 15 s andt2 = 61 s.
The model introduced in Eq. 7.4 fails to describe the persistence of the
NECs. In Refs. [Ker07, Ush09] the authors proposed the following mech-
anism for the current decay. In response to a sweeping magnetic field
circulating currents are induced. As a result a Hall electric field is built up
between the edge and the center of the 2DES (c.f. Sec. 2.3). Thereby en-
ergy is stored capacitively between sample edge and sample center. When
the magnetic field sweep is stopped, a charge equalization process is ini-
tiated. This process is accompanied by scattering processes giving rise to
an exponential decay of the circulating currents.
We first consider the decay curve obtained withε ≈ 7 nV. Here, we can
distinguish between two decay regimes: an initial fast decay and a long
lasting smooth decay. According to Fig. 7.6 the electromotive force is
large enough such that QHE breakdown occurs. In this regime the resistiv-
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Figure 7.7.: Decay of the induced NECs atB⊥ = 7 T andT = 0.28 K for an
initial electromotive forceε of ∼ 2 nV (circles) and∼ 7 nV (squares). Note that
the upper curve is shifted by4 µA for clarity. The upper curve is fitted by a simple
exponentialI = C1 exp(t/t2) (line) and yields a decay time oft2 ≈ 54 s. The
lower curve exhibits two decay regimes. An initial very fast decay is followed by a
smooth decay. Accordingly the data is best fitted by an exponential with two decay
times of the formI = C1 exp(t/t1) + C2 exp(t/t2) (line). The characteristic
decay timest1 andt2 are given by 15 s and 61 s, respectively.

ity is finite. The resulting dissipation induces the fast initial decay of the
induced current fort . 20 s. When the Hall electric field drops below a
critical value, the quantum Hall state recovers. Accordingly, the decay is
slowed down fort & 20 s. It is characterized by the decay timet2. For
ε ≈ 2 nV, we infer from Fig. 7.6 that no breakdown of the QHE occurs.
Hence, the current decay is a single exponential with decay time t2.
A semiclassical model can be applied to infer the resistivity ρxx from the
current decay in the quasi-dissipationless regime. Following Refs. [Haa84,
Jon95]ρxx can be expressed as

ρxx =
ρxy

ωct2
, (7.5)

whereωc denotes the cyclotron frequency andρxy amounts toh/e2 at
ν = 1. Inserting our values fort2 we obtainρxx ≈ 10−10 Ω/� for the
”zero-resistance” resistance QHE state.
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For comparison, in the experiments on the sweep rate dependence of the
induced currents resistivities on the order of10−4 Ω/� were found as re-
ported in Sec. 7.4.1.ρxx inferred from the current decay is thus several
orders of magnitudes smaller. Similar discrepancies inρxx inferred from
the different experiments were also found in GaAs based 2DES. The au-
thors of Refs. [Ker07, Ush09] attributed this discrepancy to the residual
dissipation and possible QHE breakdown in the sweep rate driven experi-
ments, which enhance the resistivity above its quasi-dissipationless value.
It is likely that this effect also accounts for the differences stated here.
High mobility 2DESs in GaAs heterostructures yield decay times of sev-
eral hours and resistivities on the order of10−14 Ω/� [Jon95, Ker07]. As a
consequence we learn that the dissipation in the MgZnO/ZnO 2DES seems
to be larger such that the decay of the induced current is muchfaster. This
might be due to residual disorder or the presence of scattering centers in
the immediate vicinity of the 2DES (see Sec. 7.5 for comparison). Fur-
ther, according to Eq. 7.5 the effective electron mass in theinvestigated
MgZnO/ZnO samples is about an order of magnitude larger compared to
GaAs. According to Eq. 7.5, this effect also enhances the resistivity.
In conclusion, the decay of the NECs provides a unique tool tostudy the
resistance of the QHE regime in a contactless configuration.In the QHE
regime, elastic and inelastic backscattering are suppressed in the QHE edge
channels [B̈ut88]. This effect guarantees the quasi-dissipationless charge
transport. In contrast to magnetotransport experiments, whereρxx andρxy

exhibit zero and constant plateau values, respectively, NECs are a very sen-
sitive gauge to probe and quantify the effective suppression of backscatter-
ing in the QHE effect regime. Thus experiments on NECs are in this sense
a powerful complementary choice to characterize the QHE regime.

7.4.3. Temperature dependence of NECs

The temperature dependence of the NECs nearν = 1 is shown in
Fig. 7.8 (a). For clarity, only the downsweeps are shown. Thedata was
recorded atα = 36.8◦. The temperature was varied from0.28 K (top
curve) to1.6 K (bottom curve).Md

NEC decreases with increasing tempera-
ture. AtT ≥ 1.1 K the NEC was not resolved anymore. Further, the field
position of the maximum of the NEC signal moves as a function of tem-
perature. Coming from high temperatures, the maximum movestowards
largerB. We denote the displacement of the NEC maxima relative to the
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Figure 7.8.: (a) Temperature dependence ofM(B) displayed for downsweeps at
ν = 1 andα = 36.8◦. From largest to smallest NEC signal the temperature was
set toT = 0.28 K, 0.4 K, 0.5 K, 0.6 K, 0.7 K, 0.8 K, 0.9 K, 1.1 K, 1.3 K and 1.6 K.
Thus,MNEC decreases with increasing temperature. ForT ≥ 1.1 K no NEC signal
was resolved. Going from higher to lower temperatures the maximum NEC signal
moves to largerB. We denote this shift by∆Bneq relative to the position ofν = 1.
(b)MNEC as a function ofT (squares) and corresponding exponential fit (line).

field position ofν = 1 by ∆Bneq. In Fig. 7.8 (a), the dashed lines indicate
the NEC maxima atT = 0.28 K as well as the position ofν = 1. This
behavior will be discussed in Sec. 7.5. Figure 7.8 (b) depicts the extracted
valueMNEC as a function of temperature (indicated by squares). The data
were fitted by a simple exponential decayM = M0 exp(−T/Tc), where
Tc = 0.19 K is obtained as a fitting parameter.
The temperature dependent behavior can be explained by the charge redis-
tribution model of induced currents introduced in Sec. 2.3.As pointed out
in Fig. 2.7, the shape of the DOS in the region of localized states governs
the temperature dependent behavior ofMNEC. We derived:

MNEC = const× σxy∆n(T )R
3 with ∆n =

∫ E0/2+kBT lnC

E0/2

D(E)dE

(7.6)
In the case of a high mobility 2DES the DOS is exceptionally small mid-
way between two Landau levels. Approaching the Landau levels,D(E)
will significantly increase. For Gaussian shaped Landau levels as assumed
in Sec. 7.3.1, the increase is exponential. Thus, accordingto Eq. 7.6,∆n
decreases asT increases (note thatlnC is negative). Thus,MNEC is ex-
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pected to decrease exponentially with temperature. In Ref.[Mat04a] the
exponential dependence ofMNEC as a function of temperature was also
reported for a high mobility GaAs based 2DES. In contrast, for low mo-
bility samples with high residual disorder, a linear dependence was found
(c.f. Refs. [Ush09, Mat04a]). Therefore we conclude that the temperature
dependence of the NECs suggest the presence of a high mobility 2DES
in our MgZnO/ZnO sample with consistent characteristics asobserved in
high mobility GaAs based 2DESs.

7.5. Asymmetric density of states (DOS) and
nature of scattering centers

In the previous sections we discussed the dHvA effect as wellas NECs.
Regarding the temperature dependence of both, dHvA effect and NECs,
some features remained unexplained. As shown in Fig. 7.4, the position of
ν = 2, i.e. the steepest part ofM(B), moves to largerB for decreasing
T . This field shift is manifested in an equilibrium feature. Therefore we
denote the separation between the position ofν = 2 at lowT and the one
atT = 1.6 K by ∆Beq. Concerning the NECs, a shift was observed as well
as depicted in Fig. 7.8 (a). The field position of the temperature-dependent
maximum inMNEC shifts towards smaller magnetic field values with in-
creasingT . The shift is a nonequilibrium magnetization phenomenon
which occurs nearν = 1. Correspondingly,∆Bneq denotes the separa-
tion between peaks at lowT and the peak atT = 0.9 K. Figure 7.9 (a)
summarizes the relative shifts∆Beq/Bν=2 (triangles) and∆Bneq/Bν=1

(squares) as a function ofT . ∆Beq/Bν=2 is zero forT > 1.1 K and in-
creases almost linearly with decreasing temperature belowT ≈ 1.1 K. The
behavior of∆Bneq/Bν=1 is similar, except that the linear increase sets in
atT ≈ 0.8 K. In addition, the overall relative shift∆Bneq/Bν=1 is smaller
than∆Beq/Bν=2 as a function ofT . A linear fit, exemplarily done for
∆Bneq/Bν=1 (line), indicates the linear behavior at low temperatures.
The relative shift of both,∆Bneq and∆Beq, is consistent in temperature
and we thus suppose that they have the same microscopic origin. Follow-
ing Ref. [Tsu07] we exclude that the observed shifts arise from temperature
dependent variations inns as they set in only forT > 1 K. Please note,
that the direction of the shift in both cases coincides with the high energy
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side of the Landau levels in the energy spectrum.
We first focus on∆Bneq. NECs occur when the Fermi energy resides in
localized states in the QHE regime. The field position of the maximum
NEC is directly connected to the field position of the minimumin ρxx

[Ruh09, Kav05]. It is therefore instructive to consider magnetotransport
data at this point. Figure 7.9 (b) shows results obtained on areference
MgZnO/ZnO 2DES withns = 1.7 · 1011 cm2 andµ = 3.8 · 105 cm2/Vs at
T = 0.5 K. The data was provided by Y. Kozuka of the Kawasaki group.
Rxx, Rxy and the classical Hall slope extrapolated from the low field data
(dashed line) are shown. Atν = 2 andν = 1, the Hall plateaus inRxy do
not occur symmetrically with respect to the classical Hall slope. Instead,
the Hall plateaus as well as theRxx minima are shifted to larger fields. For
illustration, we included∆Bneq and∆Beq from the magnetization data at
T = 0.5 K in Fig. 7.9 (b). The displacements in the dHvA effect and non-
equilibrium magnetization are consistent with the asymmetries obtained
in transport measurements. Therefore we conclude, that themicroscopic
origin of the separate observations is the same.
For an equilibrium property such as the dHvA effect, a temperature de-
pendent shift has not been reported before. Instead, displacements and
asymmetries of QHE plateaus and correspondingρxx minima have al-
ready been found in transport measurements on GaAs-based heterostruc-
tures [Fur86, Hau87, Ray09]. They were attributed to scattering centers
being present in the immediate vicinity of the 2DES. Repulsive scattering
centers altered the DOS in such a way that it was asymmetric exhibiting
an impurity tail at its high energy side [Bon06]. This feature is sketched in
Fig. 7.9 (c). Conversely, attractive scatterers led to the opposite asymme-
try [Ray09]. As a consequence, localized states of the lowerenergy level
and extended states of the next higher energy level in the DOScould over-
lap resulting in a shift of theρxx minima towards higher magnetic fields
for repulsive scatterers. From the direction of the observed field position
shifts we infer that the interaction of charge carriers and scatterers in the
MgZnO/ZnO heterostructure is of repulsive nature.
We further observed a pronounced asymmetry between up- and down
sweep NEC signals as shown in Fig. 7.5. In the context of an asymmetric
DOS the charge redistribution model (c.f. Sec. 2.3) can explain this ob-
servation. According to Eq. 7.6MNEC depends on the DOS between the
LLs. If we assume an asymmetric DOS as shown in Fig. 7.9 (c),∆n de-
pends crucially on the position of the Fermi level as indicated in Fig. 2.7.
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It differs for the Fermi level residing above or below integer filling factor
ν. If we approach integerν from above (downsweep of the magnetic field)
or from below (upsweep of the magnetic field) different∆n develop and
correspondingly theMNEC signals differ. Consistent with the experiment
MNEC is indeed expected to show an asymmetric behavior dependingon
the field sweep direction.

7.6. Indications for magnetic thaw down

We further observed spike-like overshoots of the equilibrium magnetiza-
tion as denoted by the horizontal arrows in Figs. 7.1, 7.2 and7.4 (a) show-
ing magnetization curves nearν = 2 at T = 0.28 K. This effect has also
been observed nearν = 1 at elevated temperatures where NECs were
absent. Temperature dependent data are shown in Fig. 7.10 (a). The over-
shoot decreases as the temperature increases. AtT = 2 K, the overshoot
is absent and the pure dHvA effect is recovered. ForT = 1.6 K, up-
and downsweep of the magnetic field are shown. Obviously, theobserved
overshoots do not depend on the field sweep direction which suggests an
equilibrium phenomenon.
In addition, we tested the dependence of the overshoot on theillumina-
tion of the sample. Therefore a blue light-emitting-diode (LED) was used
and the samples were illuminated in situ for approximately30 s prior to
further measurements. Figure 7.10 (b) shows the result atν = 2 and at
two different anglesα = 52◦ andα = 62◦ before (line) and after (dotted
line) illumination. At both angles, the overshoot is more pronounced after
illumination. Note, that we do not observe a substantial variation of the
electron density or the dHvA amplitude by the illumination of the sample.
We exclude NECs as the origin of the overshoots because they do not de-
pend on the field sweep direction. In Refs. [BS06b, BS06a] overshoots
in M(B) were reported for tunnel-coupled bilayer 2DESs. The authors
speculated that correlation effects or a peculiar form of the DOS were re-
sponsible for the overshoots. Considering the additional magnetotransport
data taken on a MgZnO/ZnO heterostructure 2DES we attributethe over-
shoots in our case to an asymmetric DOS and the so-called magnetic thaw
down of electrons [Bis12]: an acceptor state is negatively charged and re-
pels conduction electrons. However, the local confinement of the electrons
in the 2DES in combination with an applied magnetic field keeps the elec-
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of T . At low T , both,∆Bneq and∆Beq, increase linearly with decreasingT as
indicated by the black line for∆Bneq/Bν=1. AboveT ≈ 1 K, they are both zero.
(b) Transport characterization of the MgZnO/ZnO reference 2DES atT = 0.5 K
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atν = 1 andν = 2 does not occur in the center of the respective plateau. Instead,
the plateaus as well as theRxx minima are shifted to larger fields. The shifts∆Bneq

and∆Beq observed in the magnetometry experiment are indicated. (c) DOS in the
presence of repulsive scatterers. An impurity tail exists at the high energy side of
the LLs [Bon06].
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Figure 7.10.: (a) Temperature dependence ofM(B⊥) nearν = 1 at α = 52◦.
The dHvA amplitude is superimposed by an overshoot. ForT = 1.6 K the up- and
downsweeps are both shown and they coincide. This indicates that the overshoot is
not dependent on the field sweep direction. (b) Overshoot of the dHvAamplitude
before (line) and after (dotted line) sample illumination atα = 52◦ andα = 62◦

obtained atT = 0.28 K. Data are taken in the dark. The overshoot is enhanced by
illumination of the sample.

tron near the acceptor. The authors of Refs. [Bis12, Bon03] attribute this
behavior to a combined effect of confining potential and Lorentz force.
As a result, discrete electron levels can exist above the extended Landau
states. Those states are called magnetoacceptor (MA) states. This situ-
ation is schematically depicted in Fig. 7.11. If the Fermi energy resides
between the localized acceptor levels and the free Landau levels electrons
are transferred into the lower-lying extended Landau states. This process
is referred to as magnetic thaw down [Bis12]. When the magnetic thaw
down takes place, the free energyF of the electron system is reduced ac-
cordingly. Correspondingly, there is a sudden increase inM = − ∂F

∂B .
This process would enhance the equilibrium dHvA amplitude.It is likely
that the magnetic thaw down process caused the overshoots which were
observed in the experiment. Following Ref. [Wie97], we estimate the av-
erage density of the magnetoacceptorsnMA via nMA = ns∆BMA/Bav.
Here,∆BMA denotes the field window of the rising magnetization slope
as defined in Fig. 7.10 (a) andBav is the mean field value. This analysis
yieldsnMA ≈ 109 cm−2.
The observed temperature and illumination dependence is consistent with
this explanation. At elevated temperatures, the Fermi distribution smears
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Energy Figure 7.11.: Extended Landau states
|ΨL > and localized magnetoacceptor
states|ΨMA > in the QHE regime (af-
ter Ref. [Bis12]). When the Fermi level
resides between the acceptor and Lan-
dau states, localized electrons at accep-
tors thaw down into delocalized Landau
states.

out and the influence of the asymmetric DOS reduces. Illuminating the
sample prior to the measurement might ionize potential scatterers in the
vicinity of the DOS. Thus, it is likely that additional MAs are created
which enhance the overshoot.
In the following we summarize the indications that support the notion of
an asymmetric DOS caused by the presence of acceptor-type scatterers:

• Temperature-dependent shifts of the field position ofν = 2 by∆Beq

in the dHvA effect.

• Temperature-dependent shifts of the NEC maximum by∆Bneq ob-
served nearν = 1.

• In transport measurementsRxx minima and QHE plateaus are asym-
metric with respect to the classical Hall slope.

• Overshoots of the dHvA amplitude which we attribute to magnetic
thaw down.

• Asymmetry ofMNEC in up- and downsweeps of the magnetic field.

We attribute the origin of the asymmetric DOS to the presenceof repul-
sive scattering centers. They form impurity bands and thereby render the
DOS asymmetric. Our torque magnetometry data have allowed us to deter-
mine the nature and number of scatterers and thereby get detailed insight
into the microscopic sample structure. This might help to further optimize
MgZnO/ZnO heterostructures. One may now speculate about the origin
of the repulsive scatterers in the immediate vicinity of the2DES in the
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MgZnO/ZnO heterostructure. A possible explanation for repulsive scatter-
ing centers would be the presence of Zn vacancies at the interface, which
were reported in Ref. [Ued03].
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8. Summary and outlook

In this work, we studied the magnetization of correlated electron systems.
More precisely, MnSi thin films, CrB2 single crystals and 2DESs formed
at the interface of MgZnO and ZnO were considered. Micromechanical
cantilever magnetometry was employed to investigate the electron systems
at low temperature and in high magnetic fields. The micromechanical sen-
sors were fabricated in the framework of this thesis. We designed and
tailored the sensors based on either GaAs or CuBe to suit bestthe exper-
iments. This allowed us to perform highly sensitive magnetization mea-
surements at optimized conditions with all three material systems. The
experiments were conducted using vacuum-loading3He systems allowing
a precise temperature control. The magnetic field was provided by super-
conducting magnets, either an axial 14 T magnet system or a 9 T/4.5 T
vector magnet system. The latter had been set up during this thesis.
Cantilever magnetometry proved to be a powerful tool to investigate the
magnetization of the correlated electron systems. It is a contactless and
non-invasive technique. Thereby we were able to study

• the magnetic anisotropy and the magnetic phase diagram of MnSi
thin films,

• the dHvA effect and the Fermi surface topology of CrB2 single crys-
tals and

• the equilibrium and non-equilibrium magnetization phenomena in
MgZnO/ZnO based 2DESs.

In the following we give separate summaries of the main results of the
material systems studied. Further, a brief outlook is given.

MnSi thin films

In the experiments on MnSi thin films a magnetic moment sensitivity on
the order of10−11 J/T was reached using micromechanical sensors based
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on CuBe. The experimental results allowed us to infer a preliminary mag-
netic phase diagram. AtTc ≈ 39 K the transition from a paramagnetic to a
magnetically ordered phase was unambiguously identified. At the critical
field Bc ≈ 1 T a further transition was evident, which we ascribed to a
transition from a non-collinear spin state to a field polarized state. More-
over, spike-like signatures were observed at temperaturesaround 29 K and
at a magnetic field of approximately0.4 T. In the context of Ref. [Li13] it is
possible that this phenomenon can be attributed to the skyrmion phase. An-
gular dependent experiments suggested a dominating uniaxial anisotropy
with an easy plane. The anisotropy constants of a 10 nm and a 30nm thick
MnSi film were determined and amounted to7.9 kJm−3 and1.2 kJm−3,
respectively.
According to Refs. [Kar12, Li13], it is likely that MnSi thinfilms host a
conical, a helical and a skyrmion phase belowBc. Further highly sensitive
magnetometry measurements are necessary to elucidate the phase diagram
in this regime. We would then expect to observe further phasetransitions.
In this regard, it might be fruitful to investigate thinner and smaller sam-
ples with GaAs based sensors, which allow for higher magnetic moment
sensitivities.
Once the skyrmion phase is identified unambiguously, it willbe interesting
to combine magnetization and magnetotransport experiments. This would
allow to monitor the static magnetization properties in combination with
spin-transfer torque effects at the same time on the same sample. For such
a combined transport-magnetization experiment the interferometric read-
out [Spr06] established in our group could be applied. This experiment
may be promising to further characterize the magnetic properties of the
skyrmion phase.

CrB2 single crystals

The angular and temperature dependence of the dHvA effect ina single
crystal of CrB2 at low temperatures was studied. Three extremal cross
sections of the FS have been evaluated. The experiment suggested that
all orbits are closed. The Lifshitz-Kosevich analysis of the data provided
effective masses of 0.8 to 1.22me for the different orbits. Further, the ex-
perimental results were compared to results obtained from band structure
calculations for the cycloidal magnetic order and the nonmagnetic state of
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CrB2. We allocated two orbits to B-p-derived Fermi surface pockets of
nearly spherical geometry. The shape of those pockets was found to be
insensitive to the magnetic order. The third orbit could notbe assigned to
a Fermi surface pocket without ambiguity. Comparison of themeasured
effective massesm∗ with the calculated band massesmb yielded a mass
enhancement factor of up to 2. We obtained an upper bound of the phonon
coupling constantsλ of about1−1.3. General Fermi surface properties of
CrB2 were compared to the ones of the isostructural compound MgB2 and
certain analogies were identified.
In the present work, we were limited to magnetic fields below 14 T and
temperatures greater than0.3 K. It is likely that these experimental limi-
tations are responsible for the fact that the remaining Cr-d derived Fermi
surface pockets, which are predicted by theory, were not observed in the
experiment. Thus, going to lower temperatures and larger fields might
be a promising way to explore the heavyd electron states also. In such
an experiment the heavy masses could be determined and, via acompar-
ison with the band structure calculation, the mass enhancement may be
determined. Along this line important quantitative information about the
electron correlation effects could be accessed and furtherproperties of the
antiferromagnetic phase such as the nesting properties might be inferred.
Despite the similarities between CrB2 and MgB2 concerning crystal and
electronic structure, which we pointed out in Sec. 6.5, the ground state
is antiferromagnetic and superconducting, respectively.Nevertheless, it
is now interesting to speculate about the implications of the similarities.
Since the B-px,y orbitals in MgB2 are at the heart of its superconducting
properties it might be possible to generate superconducting instabilities
in CrB2 as well. A potential route along this line discussed in the litera-
ture [Bra13a, Bau13] is the application of hydrostatic or uniaxial pressure
to CrB2. Preliminary calculations suggested that the closed, B-p derived
Fermi pockets expand when the ratioc/a of the crystal axes is reduced.
Thus CrB2 might be a promising candidate to study the evolution from
itinerant antiferromagnetism to superconductivity.

2DES at the interface of MgZnO/ZnO

In this thesis we report the first-time observation of the dHvA effect and
NECs in a 2DES in an oxide heterostructure, i.e. in MgZnO/ZnO. The
dHvA effect was studied as a function of field angle and temperature. We
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8. Summary and outlook

observed quantum oscillations at filling factors smaller than ν = 4. A
Lifshitz-Kosevich analysis of the dHvA amplitude atν = 2 allowed us to
determine the effective electron mass which yieldedm∗ = 0.31 me. We
further compared our data with numerical model calculations in the single
particle picture. We found enhancements of the energy gaps at ν = 2 (Lan-
dau gap) as well as atν = 1 (Zeeman gap) over the expected value in the
single particle picture. The enhancement was ascribed to the exchange in-
teraction and we determined an effectiveg∗ factor of 5.1 atν = 1. NECs
were observed aroundν = 1. The analysis of the decay of the induced
currents enabled us to estimate the resistivityρxx of the QHE state.ρxx

amounted to∼ 10−10 Ω/� for ν = 1. The temperature and sweep rate
dependence of the NECs in MgZnO/ZnO is similar to those observed in
a high-mobility GaAs based 2DES. Therefore we infer that thequality of
the QHE state is comparable for the two different 2DESs. Further, we
observed unexpected signatures of both, dHvA effect and NECs. The po-
sition of the steepest slope of the dHvA oscillation shiftedas a function
of temperature. A consistent temperature dependent shift was found when
regarding the extrema of the NECs. This effect was attributed to the pres-
ence of an asymmetric DOS, which was most likely caused by repulsive
scattering centers in the direct vicinity of the 2DES. The asymmetry in
the DOS enables a magnetic thaw down of electrons from magnetoaccep-
tor states. Thereby, the quantum oscillatory magnetization was enhanced
even beyond the electron-electron interaction.
Future magnetization experiments may focus on the following aspects.
First, we observed a renormalization of the ground state energy due to
electron-electron interaction. In angular dependent transport experiments
coincidence phenomena were observed from which an enhancement of the
productg∗m∗ was inferred [Tsu08, Koz12]. To further elucidate the ex-
change enhancement and possible correlation effects, the coincidence con-
dition may be met in angular dependent magnetization measurements at
higher magnetic fields. This would allow to directly monitorthe ground
state energy as a function of angle in the high field regime. Inaddition,
one could correlate magnetotransport and magnetization experiments us-
ing the interferometric readout technique [Spr06]. The experiment would
allow to directly compare the energy gaps inferred from excitation spec-
troscopy with the ones obtained from the dHvA effect.
Second, we found an enhancement of the dHvA amplitude beyondthe
exchange enhancement which we attributed to magnetic thaw down. Mag-
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netic thaw down has been observed in transport experiments,but, apart
from the investigations in this work, it has not been discussed in the con-
text of the magnetization of a 2DES before. We found that illumination
and temperature were control parameters to tune the relevant overshoots.
Further investigations that focus on these effects may givenew insights
into the origin and impact of magnetic thaw down.
Oxide interfaces are likely to bring the physics of 2DESs to anew stage.
The 2DES in MgZnO/ZnO combines large mobilities and effective charge
carrier masses with low electron densities and a low dielectric constant.
Let us first consider the transport scattering timesτtr = µm∗/e, which
are a measure of the cleanness and quality of the 2DES [Hwa12]. In
MgZnO/ZnO based 2DESsτtr is on the order of 100 ps, which is only
about one order of magnitude smaller compared to high mobility GaAs
based 2DESs. This illustrates that oxide based 2DESs are notfar behind
semiconductor based 2DESs anymore in terms of quality and cleanness of
the electron system.
At the same time MgZnO/ZnO based 2DESs display largers parameters.
They are on the order of 10 and thus much greater than in GaAs based
2DESs. This indicates that exchange and correlation effects are far more
important in the MgZnO/ZnO based 2DES.
If growth conditions can be improved further to establish 2DES exhibit-
ing largerrs values with increased mobility, even stronger correlationef-
fects and eventually new physics may be observed. An examplemay
be a metal to insulator transition in the limit of lowns as speculated in
Refs. [Gol11, Hwa12].
In conclusion, electron systems at oxide interfaces, in particular the
MgZnO/ZnO based 2DESs, offer a playground for the physics of2DESs in
the limit of high mobility and largers parameter. They afford thus a great
opportunity to search for correlation phenomena which may give rise to
unforeseen physical phenomena.
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A. Electronic structure
calculations for nonmagnetic
CrB 2
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Figure A.1.: Density of states (DOS) of nonmagnetic CrB2 calculated by L.
Chioncel and J. Kuněs with the WIEN2k package [Bla12]. The main contribu-
tion to the total DOS at the Fermi level arises from Cr-d (red) states, but also B-p
(blue) states are present.

Electronic structure calcuations for nonmagnetic CrB2 are presented in or-
der to underscore which parts of the CrB2 Fermi surface are sensitive to
the exact form of the magnetic order and which parts are not. The calcula-
tions were performed by our collaboration partners J. Kuneš and L. Chion-
cel in the framework of the local density approximation (LDA) method of
density functional theory by using the full-potential linearized augmented
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A. Electronic structure calculations for nonmagnetic CrB2

plane-wave method implemented in the WIEN2k package [Bla12]. In the
calculations the experimental values for the lattice parametersa = 2.969 Å
andc = 3.066 Å were used. The results of the LDA were consistent with
the Generalized Gradient Approximation (GGA) of the exchange and cor-
relation functionals.
Figure A.1 shows the total, site and orbital-projected density of states
(DOS) of nonmagnetic CrB2. These results are similar to earlier works
[Liu75]. At the Fermi level, by convention at0 eV, mainly B-p and Cr-d
states are present. Contributions from B-s can be neglected. The corre-
sponding band structure can be seen in Fig. A.2 (a). In total,four bands
cross the Fermi level. The symbol size of the fat band plot denotes the
strength of the in-plane B-px,y orbital character. From this plot it can be de-
duced that two of the bands, which cross the Fermi level near the A-point,
have predominantly B-px,y character. These are shown in an expanded
view in Fig. A.2 (b). In contrast, bands, which cross the Fermi level near
other points in the Brillouin zone, have predominantly Cr-d orbital charac-
ter.
The corresponding Fermi surface sheets are shown in Fig. A.2(c-d). Cen-
tered around the A-point, two electron-like Fermi surface sheets arise from
bands with B-px,y orbital character. In the calculations for cycloidal mag-
netic order reported in Chapter 6, these pockets are shiftedby ±q/2 away
from the A-point. The shape of the B-p derived sheets is, however, not
significantly affected by the introduction of magnetic order. To further
substantiate this important conclusion, calculations forthe collinear ferro-
magnetic state were performed (not shown). We found that also for this
case the B-p pockets remain largely unaffected. These supplementary cal-
culations thus underscore the validity of the assignment ofthe dHvA orbits
to the B-p-derived pockets made in Sec. 6.4. The remaining Fermi surface
sheets have dominantly Cr-d character and are radically different from the
magnetically ordered states. The Fermi surface of nonmagnetic CrB2 in-
cluding all bands is shown in Fig. A.3.
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Figure A.2.: Electronic structure of nonmagnetic CrB2 calculated with the
WIEN2k package. (a) Band structure of CrB2. The fat band plots indicate B-
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that arise from in-plane B-px,y orbitals and cross the Fermi level. All other bands
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orbital character. Note that in the calculation with cycloidal magnetic order shown
in Fig. 6.8, the spin degeneracy of these Fermi surface sheets is lifted and they are
shifted by±q/2 away from the A-point. Their shape is, however, not significantly
affected by the magnetic ordering.
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A. Electronic structure calculations for nonmagnetic CrB2

Figure A.3.: Complete Fermi surface
of nonmagnetic CrB2. The Fermi sur-
face sheets derived from Cr-d orbitals
are radically different from the ones
predicted for the cycloidal magnetic or-
der.
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B. List of abbreviations

abbreviation explicit
2DES two-dimensional electron system
3DES three-dimensional electron system
CrB2 chromium diboride
CuBe copper beryllium
dHvA de Haas-van Alphen
DOS density-of-states
EA easy axis
FM ferromagnet
FS Fermi surface
GaAs gallium arsenide
HA hard axis
HFA Hartree-Fock approximation
LK Lifshitz-Kosevich
LL Landau level
MA magnetoacceptor
MBE molecular beam epitaxy
MCM micromechanical cantilever magnetometer
MnSi manganese silicide
NEC non-equilibrium current
PM paramagnet
QHE quantum Hall effect
SE Schr̈odinger Equation
ZnO zinc oxide
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[Hub98] A. Hubert und R. Scḧafer: Magnetic domains: The analysis of magnetic
microstructures, Springer, 1998.

[Hwa12] H. Y. Hwang, Y. Iwasa, M. Kawasaki, B. Keimer, N. Nagaosa und
Y. Tokura: Emergent phenomena at oxide interfaces, Nat Mater11, 103
(2012).

[Jan69] J. F. Janak:g-factor of the two-dimensional interacting electron gas, Phys.
Rev.178, 1416 (1969).

[Jon95] C. Jones, A. Usher, M. Elliott, W. Herrenden-Harker, A. Potts, R. Shep-
herd, T. Cheng und C. Foxon:The decay of induced eddy currents in a two-
dimensional electron system, Solid State Communications95, 409 (1995).

[Jon96] C. Jones, A. Usher, M. Elliott, W. Herrenden-Harker, A. Potts, R. Shep-
herd, T. Cheng und C. Foxon:Contactless detection of current breakdown
of the quantum Hall effect, Solid State Communications97, 763 (1996).

[Jon10] F. Jonietz, S. M̈uhlbauer, C. Pfleiderer, A. Neubauer, W. Münzer,
A. Bauer, T. Adams, R. Georgii, P. Böni, R. A. Duine, K. Everschor,
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B. Rupprecht, M. A. Wilde und D. Grundler:Origin and limiting mechanism
of induced nonequilibrium currents in gated two-dimensional electron sys-
tems, Phys. Rev. B80, 115336 (2009).

[Rup13] B. Rupprecht, S. Heedt, H. Hardtdegen, T. Schäpers, C. Heyn, M. A.
Wilde und D. Grundler:Frequency anomaly in the Rashba-effect induced
magnetization oscillations of a high-mobility two-dimensional electron sys-
tem, Phys. Rev. B87, 035307 (2013).

[San98] L. M. Sandratskii:Noncollinear magnetism in itinerant-electron systems:
Theory and applications, Advances in Physics47, 91 (1998).

[Sch00] M. P. Schwarz, D. Grundler, I. Meinel, C. Heyn und D. Heitmann: Mi-
cromechanical cantilever magnetometer with an integrated two-dimensional
electron system, Applied Physics Letters76, 3564 (2000).

144



Bibliography

[Sch02] M. P. Schwarz, M. A. Wilde, S. Groth, D. Grundler, C. Heyn und D. Heit-
mann:Sawtoothlike de Haas-van Alphen oscillations of a two-dimensional
electron system, Phys. Rev. B65, 245315 (2002).

[Sch03] M. P. Schwarz, D. Grundler, C. Heyn, D. Heitmann, D. Reuter und
A. Wieck: Induced nonequilibrium currents in the magnetization of meso-
scopic dots in the quantum Hall regime, Phys. Rev. B68, 245315 (2003).

[Sch12a] J. M. Schneider, B. A. Piot, I. Sheikin und D. K. Maude:Using the
de Haas-van Alphen effect to map out the closed three-dimensional Fermi
surface of natural graphite, Phys. Rev. Lett.108, 117401 (2012).

[Sch12b] T. Schulz, R. Ritz, A. Bauer, M. Halder, M. Wagner, C. Franz, C. Pflei-
derer, K. Everschor, M. Garst und A. Rosch:Emergent electrodynamics of
skyrmions in a chiral magnet, Nat Phys8, 301 (2012).

[Sek12] S. Seki, X. Z. Yu, S. Ishiwata und Y. Tokura:Observation of skyrmions
in a multiferroic material, Science336, 198 (2012).

[Sho84] D. Shoenberg:Magnetic oscillations in metals, Cambridge University
Press, 1984.

[Sig92] T. I. Sigfusson, K. P. Emilsson und P. Mattocks:Application of the
maximum-entropy technique to the analysis of de Haas-van Alphen data,
Phys. Rev. B46, 10446 (1992).

[Sko08] R. Skomski:Simple models of magnetism, Oxford University Press, 2008.

[Smi12] M. J. Smith, A. Usher, C. D. H. Williams, A. Shytov, A. S. Sachra-
jda, A. Kam und Z. R. Wasilewski:Induced currents in the quantum Hall
regime: Energy storage, persistence, andI-V characteristics, Phys. Rev. B
86, 195314 (2012).

[Spr06] J. Springborn, N. Ruhe, C. Heyn, M. Wilde, D. Heitmann und
D. Grundler: Gate-controlled de Haas-van Alphen effect in an interacting
two-dimensional electron system, Physica E: Low-dimensional systems and
nanostructures34, 172 (2006).
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