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Abstract

We present two feasibility conditions for EDF when
deadlines are less than or equal to periods. The complexity
of these conditions isO(n) and O(n · log n) respectively.
For O(n), we show that our feasibility condition is better
than the one of Devi if the difference between the maximum
and minimum deadline is less than11−U . For O(n · log n),
which is also the complexity of Devi’s condition, we show
that our condition is always better than Devi’s condition.

1. Introduction

Feasibility conditions are not exact, however, they are
less complex than exact solutions. This latter is the reason
why they are eligible for allocation algorithms where the
complexity of allocation heuristic itself makes the use of
exact feasibility tests almost impractical.

Additionally, feasibility conditions are useful to per-
form on-line acceptance tests on dynamic real-time sys-
tems, where a trade-off between exactness and running time
is required.

For this technical report, we assume all task parameter to
be integers.

1.1. Known feasibility conditions

Density condition: The density condition [2] presents a
complexityO(n), but it is too pessimistic. Its expression
follows:

n∑
i=1

ei

di
≤ 1. (1)

Wheredi is the relative deadline of thei-th task,pi repre-
sents its period,ei the corresponding worst-case execution
demand, andn the number of tasks.

Devi’s condition: Devi’s condition [1] is less pessimistic
than the density condition, but it presents higher complexity

O(n · log n). This feasibility condition consists in verifying
the following inequality for allk for which 1 ≤ k ≤ n and
di ≤ pi hold:

k∑
i=1

ei

pi
+

1
dk

k∑
i=1

(
pi − di

pi

)
· ei ≤ 1. (2)

Devi’s condition requires all tasks to be sorted in non-
decreasing order of relative deadlines. So if indexi is less
thanj, the relative deadlinedi will be less than or equal to
dj . This prerequisite makes it useless for on-line allocation
algorithms.

1.2. A better condition with O(n)

We assume thatemin ≤ dmin holds, where indexmin
denotes the task with the shortest deadline. The main idea
is to calculate the feasibility bound for the task set as stated
in [3]; if this bound is less than or equal to the minimum
deadline of the task set, it will be not necessary to verify
any deadline and the feasibility of the task set will be guar-
anteed. This condition can be mathematically expressed as
follows: ∑n

i=1(1−
di

pi
) · ei

1− U
− 1

1− U
≤ dmin.

Recalling thatU =
∑n

i=1
ei

pi
and rearranging terms we

obtain:
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≤ 1. (3)

LEMMA 1 The feasibility condition given in 3 performs al-
ways better than the density condition.

Proof: We proceed rearranging equation 3:
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This is the density condition 1 minus the factor1dmin
.

Consequently, the thesis holds true.

LEMMA 2 The feasibility condition given in 3 performs
better than Devi’s condition ifdmax − dmin < 1

1−U .

Proof: Assuming that Devi’s condition holds for allk ≤
n − 1, we proceed verifying if it also holds for last task
k = n. So, replacingk by n in 2,

∑n
i=1

ei

pi
by U anddk by

dmax—recall that tasks are sorted in non-decreasing order
of deadlines sodn = dmax is the longest deadline, we get:
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Rearranging terms:
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Inequality 3 can also be expressed as:
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As the left members of both 4 and 5 are identical. In-
equality 3 will perform better than Devi’s condition when-
ever the following holds:

dmax < dmin +
1

1− U
,

dmax − dmin <
1

1− U
.

1.3. A better condition with O(n · log n)

The idea remains the same, but this time, we consider
tasks to be sorted in non-decreasing order of deadlines (like
for Devi’s condition). So, we must calculate the feasibility
bound for allk for which1 ≤ k ≤ n holds:∑k

i=1(1−
di

pi
) · ei

1− Uk
− 1

1− Uk
≤ dk. (6)

WhereUk is the processor utilization of the firstk tasks.

LEMMA 3 The feasibility condition given in 6 performs al-
ways better than Devi’s condition.

Proof: Proceeding analogously to lemma 2, we get the
expression of Devi’s condition for thek-th Task:

Uk +
1
dk

k∑
i=1

(
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)
· ei ≤ 1.

Rearranging terms:
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)
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Similarly, inequality 6 can be expressed as:
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)
· ei
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1
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. (8)

Here again, as the left members of both 7 and 8 are iden-
tical. Inequality 6 will always outperform Devi’s condition,
because the following is always true:

dk < dk +
1

1− Uk
,

0 <
1

1− Uk
.

2. Conclusions

We presented two feasibility conditions for EDF when
deadlines are less than or equal to periods and assuming in-
teger parameters. Both proposed feasibility conditions were
analytically proven to be better than the existing ones, how-
ever, practical experiments show that improvement over ex-
isting feasibility conditions decays as periods become much
more greater than1.
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