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Abstract—This paper addresses the problem of inter-session A—C
network coding to maximize throughput for multiple communica- R B
tion sessions in wireless networks. We introduce virtual miticast A R—L B “
connections which can extract packets from original sessis and
code them together. Random linear network codes can be useorf A<LEb RMB -
these virtual multicasts. The problem can be stated as a flow- () The COPE example (b) Butterfly exam-
based convex optimization problem with side constraints. fie ple

proposed formulation provides a rate region which is at leas Fig. 1: In the COPE example, A and B want to exchange the paokets

as large as the region without inter-session network codingVe  andb. Node A sends packet to the relay node R in the first transmission.
show the benefits of our technique for several scenarios by raBS  So does B with packeb in a second time step. In the third time step, the

of simulation. relay broadcasts the XOR-ed packetd b to both A and B, sob and a
can be decoded, respectively. Routing would require famsimission steps.
I. INTRODUCTION Similarly for the Butterfly network, wherg; wants to communicate withy,
Network coding [1] has been an active field of research fifds2 With t2-
the past years. Its benefits for unicast and multicast traffie ) ) )
been well studied [2]-[4]. For single source network coding "€ téchnique COPE relies on can also be interpreted as
problems necessary conditions are also sufficient [1] asd d ocal multicast to a set of neighbors. We pick up the idea
tributed linear coding schemes are available [5]. Muliwee ©f @ virtual multicast, however, in a different way than COPE
network coding is a considerably more difficult problemdOes. We are motivated by the Butterfly example in Fig. 1b,
The optimal solution for inter-session network coding migtVhere we can achieve higher rates for two sessions by cgeatin
require nonlinear encoding functions [6] and even decidirfgVirtual multicast. Furthermore, random linear codes [} c
a linear inter-session coding problem can be NP-compldt§ Used as a coding scheme in this setup [1]. The idea of
[7]. Nonetheless, suboptimal linear coding schemes haga b@U" approach is to create virtual multicast sessions, coenbi
proposed both for wireline and wireless networks. Previoléckets from original sessions and deliver them to a virtual
work on inter-session coding for wireline networks has et €rminal set. Our technique is thuscarpoolingapproach, as
on a graph-theoretic characterization of network codes [@ackets are trqvellmg m_the same direction. Ir) Fhe Butterfl
[9]. For example, in [10], the authors present an appma@ﬁample th V|rtuallmult|cast runs from the original sosrce
to translate the solution for the well-known butterfly netwo 0 POth original terminal nodes. However, our approachvaio
to larger networks. In [11] inter-session network coding i& €stablish the virtual multicast at an arbitrary positiorthe
combined with multiple description coding. Recent work][12"€twork and we will illustrate in Sec. [V that a multicast to
presented an interference alignment approach to perfaem in th€ original terminals is not always optimal. In generaliken
session coding. many other tech!"nques for mtgr-sessmn cgdlng, the dlfficu
We focus on wireless networks, where the most promineff OUr approach is not the coding scheme itself but the proper
technique is the COPE protocol [13] which exploits the bma&hope of this virtual _term|_nal set. We will define the virtua
cast nature of the wireless medium. As shown in Fig. 1a, tHedlticast model precisely in Sec. IlI-C.
number of transmissions can be reduced compared to rofiting iThe original sessions and the virtual multicast can be
packets from different sessions are combined. This tecieniccharacterized in terms of flows from sources to terminals,
is calledreverse carpoolingn [14] due to the fact that the Similar to [3]. Therefore, the whole problem can be stated
combined information has to travel in opposite directidftse  as a convex flow optimization problem.
interplay of the COPE protocol with medium access has beenThe main contribution of this work is a formulation that
analyzed in [15] and approaches to model its performanerables inter-session network coding by introducing wirtu
were proposed in [16], [17]. COPE has been successfultyulticast sessions. We evaluate the gains that can be expect
implemented and shows gains especially when rheerse with this technique compared to an uncoded approach for
carpoolingsituation occurs. various networks.



We will present the system model in Sec. Il before wA. No Inter-session Coding (NIC)

state the problem formulation in Sec. Ill. The integratidn 0 gach sessior € C performs intra-session network coding

multiple virtual multicast sessions will be discussed i8.3¥.  pt no inter-session network coding. So, flows of different

Simulation results are presented in Sec. V before we coaclughbssions cannot be combined and have to share the network

the paper in Sec. VI. resources. The problem can be written as follows, extending
the formulation in [3] for multiple sessions:

Il. SYSTEM MODEL o .
maximize Z U.(R.)  subjectto

A wireless packet network is modeled by a hypergraph ceC
H = (N, A), N denoting the set of nodes andl denoting z; > 3"y >0, VieN, 1)
the set of hyperarcs. The demands are given by a set of .cc
connections, denoted. The pair(H,C) defines thenetwork 5 — (2i)ien € Z, 2)

problem A hyperarc(i, N(i)) € A models a lossy one-to- ()

) (t,c) . .
many broadcast connection from a nade A’ to its neighbors Yi ik = > ai”, VieN KCN()teT,ceC,

N(#) ¢ N. Throughout this work, we assume that medium jeK 3)
access takes care of scheduling transmissions, so each tirT(]te)
nodei transmits a packet, all neighbor(i) will be able z;;” >0,  VYiecN,je N(i),t€T.,ceC, 4)
to hear it. Accordingly, there is one hyperarc per node in .
. . (t,¢) (t,c) R. i=s,
the network, solA| = |[N]. A connectionc € C consists ~ » _ =% — »  ali? = 0 el
of a pair (s.,T.), that is a source node. € N and a jen(i {FlieN ()} else
set of terminal nodeq,. C N. If [T.] = 1, ¢ is a unicast v ; eN\{thteT., cecC. (5)

connection, if|T,| > 1, it is a multicast connection. The end- o )
to-end throughput of connectiaris denoted byR.. With each Here, (3) relates the outgoing information flow to the packet
depending on the throughput of that session. terminal of the connections.

The rate at which node injects packets into its outgoingg, Multisource Multicast (MSM): Completing the Multicast
hyperarc is denoted by;. Due to erasures the transmitted
packet might be received only by a subgétc N(i) of the
neighbors ofi. We denote the arrival rate for packets exactl
received byK C N (i) by z;x. S0,z = ZKcN(i) zirc. Let

ZLCN(i)\LuK;ﬁ(A ZiL

If we allow all connections to be coded together, as each

terminal wants to have all the data, min-cut conditions are
ecessary and sufficient [1, Theorem 8]. Again, it can be

formulated as an optimization problem with linear constisi

bik = = be the probability that a packet,py introducing a super-source and virtual edges connecting

sent out by node, is received by at least one node in the sghjs super-source with the original sources. The outgotg r

K C N(i). Not every packet transmitted by nodebelongs at the virtual source i§", .. R., the capacity of virtual edges

to the same session, so we denotegb‘?/ the packet injection from the super-source to the original source is equaRto

rate ati for packets of connection, soz; = ) . yfc). The In [18] this fact was used in the context of correlated sosirce

region Z specifies the set of feasible injection rate vectois this setup there is only one virtual session from the super

z = (z;)ien. £ is assumed to be given from lower layerssource to the receiver sét*, whereT* contains all terminals

Variablesz!"“ represent the information flow of connectiorof all sessions, i.eT* = |J.. T.. To simplify the notation,

c for terminalt € T, between nodesc N andj € N(i). we can omit the virtual source and edges and consider session

¢ originating ats. again, knowing that there exist coding

techniques to capture this setup. The following formulatio

applies:

IIl. FORMULATION OF THE DIFFERENTAPPROACHES

We formulate the problem in three different ways as a . ;
utility maximization problem. For simplicity, we considtére maximize ; Ue(Re) subject to
problem of maximizing .the su.m—utlhtECeC U(EC). - 5 >0, YieN, ©6)
The first two formulations will lead to our main description
in Sec. IlI-C which builds up on the latter ones. First, we %= (21)ien € Z, ()
state the network problem if no inter-session coding isseid sbic > Y al), VieN,KCN(i)teT", (8
in Sec. lllI-A. In Sec. IlI-B, we present an approach which jeK
combines all the information of all sources and multicasts i (t) . ) . *

o T 2 >0 v N(i),teT 9
to every terminal in the network, like in the Butterfly exampl Tij =% PeN,JEN(),teT, ©)
This technique will help us to describe the Virtual Multitas Z RO Z L0 _ R. i=sc,
formulation in Sec. IlI-C, which can do both - combine pasket =~ £~ "% L= IR )0 els

JEN(i) {ilieN()} 6

from different sessions and deliver it to a virtual termisat ‘ s
or stick to the non-coding approach. Vie N\{thteT" (10)



The Butterfly network in Fig. 1b is an example where this N >

technique works well. By multicasting all source infornoati
to every terminal we can do better than NIC here.

C. Virtual Multicasts (VM)

Neither NIC nor MSM is always better than the other
strategy for general networks, so it is not clear which témpina
to choose. The following considerations let us combine both
ideas: We introduce a virtual multicast connectiomhich can Fig. 2: Wireline example networks

extract flow from the other sessions. To distinguish this ne¥jection in Sec. IV. For now, we choose the virtual terminal
session _from the pr_evious ones, we aalthe set qf original get 1o yield = = |, T.. This choice allows us to perform
connections. The virtual session has a set of sink nddes o the uncoded strategy and the multisource multicast.
which receive all the traffic absorbed by the virtual session | Ric, Rarsy and Ry g, denote the achievable rate

; () . . S
Ateach node, \;”” > 0 denotes the amount of flow extracteqegion of a network problem using communication strategy
from one of the original connectiorsand injected into session Njc. MSM and VM respectively.

c. Let ugt@ > 0 be the amount of traffic re-injected at node Theorem 1:1f 7; = U.ec Te, every solution that can be
i into sessiore for sink ¢ from sessiore. For allc € C and  gptained by NIC and by MSM can also be obtained by VM.
teT., we haveu,gm = 0fori ¢ T;. That s, traffic can only Therefore Ry s 2 Ryrc andRyar 2 Rarsar-

t t1

to °t1 ?3
(a) Network 1 (b) Network 2

be re-injected at the virtual terminal nodes. Ilet C U {¢} Proof:
denote the set of original and virtual connections. Rvar 2 Ryic:
maximize Z U(R.) subject to If(\ge set z%g)variables related to (tthS virtual session to zeeo
ceC y = {yl bvien = 0, x = {CU,-j' }ViEN,jEN(i),tETE =0,
c t,c
223920 View, a1y A= ieveee =0 andp = (" Yicnier, cec = 0,
> the constraints in VM are exactly the same as for NIC. NIC
¢ is thus a special case of VM.
z = (2i)ien € Z, (12) Ryum 2 RZV{SM:
y b > > a9, Vie N,KC N(i),teT.ceC, If we set \') = R. and zero elsewhere and!"® =
JEK DN Al = > ccc Re, zero elsewhere, the virtual session
(13) ¢ carries all the flow of all sessions. The virtual session then
$£j°) >0 VieN,jeN(),teT.ceCl, (14) corresponds to the single session in MSM. MSM iis thus a
te) (o) . special case of VM. n
3 L0 _ 3 pto) _ J et = A7 i = s, it follows from Theorem 1 that VM achieves at least the
NG * GIEN )} 7 ugt’c) - )\EC) else  throughput of NIC and MSM. As we will see in Sec. V, VM
can often do better than both.
Vie N\ {thteT.,ceCl, (15)
Mgt,c) —0 VigTeteT, ceC. (16) IV. MULTIPLE VIRTUAL SESSIONS ANDCHOICE OFT};

So far only the special case of multicasttf = |J .. T
was considered. We briefly show that this can be suboptimal.
For simplicity, we use a wireline network with unit link ca-

For the virtual sessiort, we have to add the following
constraints:

Z xz(;r&) _ Z x;_?é) - Z Al pacity for the illustration in this section. Consider thevnerk
JEN(i) GliENG)} ceC in Fig. 2a, where NIC and MSM can only provide the rate
VieN\{thteTs 17) region Ry + Re < 1. This is due to the fact that the only

(t.0) © paths_fromsl to 7?1 and froms, to ¢ are not edge—disjoin_t.
Z pp = Z A VieT,ceCl. (18) VM with the choice ofT;: = |J,... 7. performs better but is
€Tz icN not optimal here. We can fully exploit the advantage of VM

The modified flow conservation constraints in (15) guarantédewe choose the highlighted nodes to be the virtual terminal

proper accounting of flow extraction and re-injection foe thset, yielding the following rate regior?; < 1; Ry < 1.

virtual session. Flow conservation for the virtual sessi®n  Both sources multicast information witR; = R, = 1 to

assured in (17). Those nodgswhere) . Al > 0 can be the nodes in the virtual terminal set. Then, these nodesaiatw

considered as the virtual sources for the virtual multiseurthe demanded information tq, t,, respectively.

multicast. Note that each node can act as a virtual sourceThe formulation in Sec. IlI-C can be easily extended to addi-

however, the set of virtual terminals has to be specified. In tional virtual sessions. In order to determine the best ireain

(18), we make sure that all the collected flow from one sessisat, virtual sessions for each subset of nodes in the network

is re-injected into the original session at the virtual tevas. would have to be introduced, resulting in an exponential hum

The formulation above accepts the virtual terminal’&eas ber of virtual sessions. However, the computational coriple
an arbitrary input. We briefly address considerations atiusit already becomes too high for small networks, so we have to



restrict us to use only a small number of virtual connections
As mentioned, VM withT; = Ucec T, can combine NIC
and multisource-multicast to all terminals. However, faanm
connections in the network it might restrict us too much
requiring every terminal of all sessions to receive all data
Consider the network in Fig. 2b with three unicast sessions

(s1,t1), (s2,t2), (s3,t3). While it is useful to multicast the (a) Connectivity graph arcs. There is one outgoing
information froms; and s, to botht¢; andt,, we should not of & mesh network. hyperarc per node.
include ¢ to the virtual terminal set as it would redudg;.
To capture this difficulty, we can introduce one virtual $@ss

K

(b) Relation between con-
nectivity graph and hyper-

Fig. 3: Connectivity graph and hyperarcs.

for each subset of terminal nodes. The original sessions can # nodes 6 8 10
inject flow to virtual sessions if a multicast to the respesti zﬂﬂe'if\'g?f Sroblems Huss 14%%0 lz(i%o
tgrmmal se_t is h_elpful. So, \_Nlth this rationale, the n_umbér FRI network problems 585 117 35
virtual sessions is exponential in the number of terminalaso average gain factok for rates | 1.14  1.10 1.13

in the network which is still tractable for small networks. TABLE I- Simulation results for mesh networks.

V. PERFORMANCEEVALUATION if the virtual terminal set it chosen to BE: = Ucec T., we

We simulate the algorithm for wireless networks to segbtain convincing results: For the particular case6afodes
what gains can be expected. In all the simulations we usgdthe network, i.e. two nodes in the center, VM returns a
proportional fairness as utility function for each sessib@. higher sum-utility in nearly75% of the cases. For 282 out
Uc(R:) = log(R:) Ve € C. As )  U.(R.) is a concave of 1000 network problems, VM provides a higher rate for
function and all constraints are linear, all the presented ohoth sessions. The average gain for the rate-improved 8-nod
timization problems are convex. We use Matlab for simulawetworks is14%. Table | summarizes results for this setup and
tions andCVX [19] to solve the optimization problems. Notenetworks of larger size. The number of Ul network problems
that while the examples in Sec. IV were wireline networkglecreases with more nodes in the center. In that case, thercen
wireless networks with broadcast transmissions are stedilaof the network has enough capacity to forward both sessions,
here. We restrict the representation of wireless netwasks t so it is not the bottleneck anymore. In many of these cases the
connectivity graph. That is, nodes which are in mutual radi@axflow bounds can achieved for both connections with NIC,
range are connected. The hyperarcs presented in Sec. Il hatéch essentially means that both sessions do not interfere
to be considered as a one-to-many connection from each node o
to all its neighbors and are omitted for the sake of claritthim B- Random Geometric Wireless Networks
following figures. The relation of hyperarcs and connettivi In this experiment we ask whether the gains observed for
model is briefly shown in a small network in Fig. 3b. the mesh networks considered before also translate to mando

We evaluate the performance of VM compared to NIC withetworks without special structure. Accordingly, nodes ar
respect to two indicators. First, if VM can improve the optirandomly placed on a square with constant node density.
mal sum-utility, the corresponding network problem is edll Nodes can hear each other if their distance is smaller than a
utility-improved (Ul) If VM provides a higher rate for all certain threshold. Sources and terminals are randomlyechos
sessions, thati®. vy ~ k- R nic, VceC,wecallthe For a network consisting of 10 nodes with two multicast
network problenrate-improved (RI)with k£ > 1 denoting the sessions and two terminals for each connection, Ul and RI
average gain factor. Of course, evante-improvedproblem network problems occur less frequently. However, for the

is alsoutility-improved average RI problem the rate region is increasedf§. The
network in Fig. 4 with two unicast sessions is an example for
A. Mesh Networks such an RI network problem. Here,

We consider the type of wireless mesh networks shown ®y nrc = 0.8 < Ri msym = 0.91 < Ry var = 0.92 and
Fig. 3a. Sources and terminals of two unicast connectioms @2 yrc = 0.8 < Ro ysym = 0.91 < Rg v = 0.97, which
placed on a circle with radius, whereas the other nodescorresponds to a gain db6% and21%, respectively.
of the network are randomly placed within a circle of radius We add further sessions to evaluate the behavior of VM
r1. Nodes are in mutual radio range if their distance i$ there is more interference in the network. For a 12-node
below a certain threshold value. The whole information hasetwork with three unicast sessions, VM can improve the
to travel through the center of the network, so we assumdlity for 259 out of 1000 network problems. As proposed
that all center nodes are able to overhear all packets from ial Sect. 1V, one virtual session is created for each subset of
sessions anyway. So, we can multicast to the whole centgiginal terminals. We count 37 RI network problems, with
network and let the nodes at the border of the center forwead average gain di8%. As summarized in Table II, we lose
the information demanded by connected sinks, similar to th&; on average if only one virtual session is considered. The
example in Fig. 2a. However, it turned out that this choice ofiore sessions are added, the more frequently Ul network
T: did not lead to observable gains of VM over NIC. Howeveproblems can be observed. For a 12-node network with 4



Fig. 4: Connectivity graph of an RI network problem with 10
nodes. Arrows represent sources and terminals of sessions.

/7 t t3
br—ﬂ—-—qtl é J - é
o maxflow bounds achievable
x utility-improved
mrate-improved
S S10—0—= 52
/* o A\

(a) Two sessions.
Fig. 5: Connectivity graphs of grid networks.

(b) Four sessions.
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# nodes 10 12 12
# simulations 1000 1000 1000
# sessions 2 3 4
# Ul network problems 197 259 514
# RI network problems 63 37 46
average gain factok for rates 1.33 138 1.28
average gain without receiver subsegts - 1.29 1.20

TABLE II: Simulation results for random networks. 1
[2

(3]

unicast sessions, VM increases the utility in more that
of the cases. The results are shown in Table II.

C. Wireless Grid Networks

We are further interested about how the positions of sourdd
and terminal have an impact on the performance of VM.
Therefore, we analyze its behavior on more structured eseel [5]
networks shown in Fig. 5. In this setup, we are not partidular
interested in the specific gains of VM but rather at whichpg)
position it turns out to be useful. Consider the network in
Fig. 5a: One sessions{, t1) and the position of the terminal [7
for the second sessiom,, are fixed. We vary the position of
the source for the second session and investigate if we can
achieve higher rates by using VM with; = |J .. T.. We 8]
distinguish four cases: Positions of the source which let a{

the sessions achieve the maxflow bounds are marked grdSl.

Positions leading to Ul network problems are marked with
a cross while positions leading to RI network problems afgo
marked by a square. Other positions are unchanged.

In this case, only two positions close to the terminal lead E’l]
a Ul network problem. For most positions we can achieve the
maxflow bounds for each session individually which means
that the sessions do not interfere. In the network in Fig.
we consider four connections. Three sessighast(), (s2, t2),
(s3, t3) are fixed, we vary the position of the source for th&3]
fourth sessionss. Now, as there is more interference in the
network, we can do better with VM for every possible positiofi4]
in the network. We conclude that VM is particularly useful if
interference reduces the rates achievable by NIC. (15]

VI. CONCLUSION AND FURTHER WORK [16]

We presented an approach for inter-session network coding
by creating virtual multicast sessions and leveraging tHf-s
ciency of random linear network coding for this setup. \aitu [17]
sessions can be defined for an arbitrary virtual terminal set
The optimal choice of these sets is beyond the scope of this
paper and should be considered in future work. The proposéd
technique turns out to be beneficial for many networks, withg,
a rate increase of up 0% for each connection, at the cost
of computational complexity.

European Commission through NEWCOM++.
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