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The first letter “!" ” (Gu) of “!" %”, (Guru) Teacher, represents the darkness of
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eradication of that darkness. Therefore, who brings/helps you from the darkness
of ignorance towards the path of enlightenment is a true “!" %”.
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My Mother has always guided me through the difficult situations and showed
me the ways towards the right directions. Therefore, she is and will be my true
“!" %”, who showed me the path toward the enlightenment.
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Abstract

This thesis is concerned with developing, optimizing, and implementing shaped pulses
and pulse sequences using the principles of optimal control theory (Chapter 2). It helps
to solve some of the most basic yet important problems in nuclear magnetic resonance
(NMR) spectroscopy and magnetic resonance imaging (MRI), such as inhomogeneity in
the radio frequency (RF) fields delivered to the sample, the need for large chemical shift
bandwidth, and loss of signal intensity due to relaxation.

Considering the specific application for high-field NMR spectroscopy Chapter 3
presents robust broadband excitation pulses optimized using optimal control methods
with a defined linear phase dispersion. This makes it possible to create pulses that are
equivalent to ideal hard pulses followed by an effective evolution period. Chapter 4
introduces new modifications of the optimal control algorithm that incorporate sym-
metry principles and relax conservative limits on peak RF pulse amplitude for short
time periods to generate a set of broadband universal rotation pulses. They are suitable
for widespread use in carbon spectroscopy on the majority of available probes.

Chapter 5 puts forth relaxation-compensated and RF-inhomogeneity robust selective
excitation pulses for short longitudinal (T1) and transverse (T2) relaxation equal to the
pulse length, which reduces signal loss significantly while achieving nearly ideal frequency
selectivity. Improvements in performance are the result of allowing residual unrefocused
magnetization after applying relaxation-compensated selective excitation by optimized
pulses (RC-SEBOP).

Chapter 6 presents numerical approaches to create multiple (3-6) spin coherence for
spins-1/2 in multi-dimensional NMR experiments for Ising coupled three to six spins-
1/2 with equal and unequal couplings. These pulses are significantly shorter in dur-
ation compared to conventional pulse sequences. Utilizing the DANTE approach the
shaped pulses were made broadband and implemented experimentally and compared
with conventional pulse sequences to create the desired coherence order for three and
four spins-1/2 systems.

The last Chapter 7 is about “Fantastic Four” (Fanta4) pulses, a set of highly robust,
optimal control-based shaped pulses that are able to replace all hard pulses (in one-to-
one fashion) in pulse sequences consisting of 90◦ and 180◦ pulses for better performance.
The set of four pulses for each nucleus consists of point-to-point (PP) 90◦ and 180◦, and
universal rotation (UR) 90◦ and 180◦ pulses of identical duration (1 ms).
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Zusammenfassung

Diese Arbeit befasst sich mit der Entwicklung, Optimierung und Implementierung von
geformten Pulsen und Pulssequenzen, die Prinzipien aus der optimalen Steuerungsthe-
orie verwenden (Kapitel 2). Sie trägt dazu bei, einige der grundlegendsten und zugleich
wichtigsten Probleme der NMR-Spektroskopie und der MR-Bildgebung zu lösen, wie
zum Beispiel Inhomogenität der auf die Probe eingestrahlten Radiofrequenz-Felder, der
Bedarf für große chemische Verschiebungsbandbreite und relaxationsbedingter Verlust
der Signalintensität.

Unter Beachtung spezifischer Anwendungen für die Hochfeld-NMR-Spektroskopie
werden in Kapitel 3 robuste und breitbandige Anregungspulse vorgestellt, die unter
Verwendung von Methoden der optimalen Steuerungstheorie optimiert wurden und eine
lineare Phasendispersion aufweisen. Dies ermöglicht die Erzeugung von Pulsen, die sich
äquivalent verhalten, wie ein idealer harter Puls gefolgt von einem effektiven Evolu-
tionsdelay. In Kapitel 4 werden neue Modifikationen des optimalen Steuerungsalgorith-
mus vorgestellt, die Symmetrieprinzipien berücksichtigen und konservative Beschränkun-
gen der höchstmöglichen RF-Pulsamplitude für kurze Zeitabschnitte lockern, um eine
Gruppe von breitbandigen universellen Rotationspulsen zu erzeugen. Sie sind für vielfäl-
tige Anwendungen in der Kohlenstoffspektroskopie und für die Mehrzahl der gängigen
Probenköpfe geeignet.

In Kapitel 5 werden relaxationskompensierte und RF-Inhomogenitäts-robuste selekti-
ve Anregungspulse vorgestellt deren Pulsdauer gleich der longitudinalen T1 und trans-
versalen T2 Relaxationszeiten sind. Dadurch wird der Signalverlust singifikant reduziert
und gleichzeitig eine nahezu ideale Frequenzselektivität erreicht. Verbesserte Ergebnisse
können dadurch erzielt werden, dass nicht refokussierte Magnetisierung nach Anwendung
eines relaxationskompensierten selektiven Anregungspulses (relaxation-compensated se-
lective excitation by optimized pulses, RC-SEBOP) zugelassen wird.

In Kapitel 6 werden numerische Verfahren zur Erzeugung von mehrfachen (3-6)
Spinkohärenzen für Spin-1/2-Systeme in mehrdimensionalen NMR-Experimenten für
drei und sechs Ising-Spins 1/2 mit gleichen und unterschiedlichen Kopplungen vorge-
stellt. Diese Pulse weisen im Vergleich zu konventionellen Pulsequenzen deutlich kürzere
Pulsdauern auf. Unter Verwendung des DANTE-Verfahrens wird die Breitbandigkeit
dieser Pulse erhöht. Sie werden experimentell implementiert und mit einer konventio-
nellen Pulssequenz verglichen, die die gewünschte Kohärenzordnung für ein drei- und
ein vier-Spin-1/2-System erzeugt.

Das letzte Kapitel 7 behandelt “Fantastic Four” (Fanta4) Pulse, eine Gruppe von
besonders robusten und auf optimaler Steuerungstheorie basierenden Pulsen, die (”eins-
zu-eins”) alle harten 90◦ und 180◦ Pulse in Pulssequenzen ersetzen können, um eine
bessere Leistung zu erzielen. Die Gruppe von vier Pulsen für jeden Kern besteht aus
Punkt-zu-Punkt (PP) 90◦ und 180◦ Pulsen und aus universellen 90◦ und 180◦ Rotation-
spulsen (UR) gleicher Dauer (1 ms).
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Chapter 1

Prologue

1.1 Prospect

Nuclear Magnetic Resonance (NMR) is an interesting, important and an indispensable
technique in a very wide variety of fields. In organic chemistry and structural bio-
logy NMR is one of the most important tools for the elucidation and determination of
three-dimensional structures for small molecules, proteins and other macromolecules. It
gives us information on internal mobility and overall molecular motion in both large
and small molecules. Magnetic Resonance Imaging (MRI) has become one of the best
methods for obtaining anatomical images of human subjects and animals and for ex-
ploring physiological processes. Materials science uses NMR spectroscopy and imaging
to describe the structure, motion, and electronic properties of heterogeneous and tech-
nologically important substances. NMR is widely used in the food industry to measure
moisture content and to assess the quality of certain foodstuffs. Moreover, NMR is used
to measure the flow of liquids in pipes in industrial processes and to observe the flow of
blood in human beings and is used in the exploration for petroleum.

However, the static magnetic field (B0) and radio frequency (RF) pulses, which
govern the individual nucleus in a molecule or human tissue during NMR or MRI meas-
urements, are associated with intrinsic problems such as inhomogeneous B0 and RF
fields delivered to the sample, increase in chemical shift bandwidth due to increase in
B0 field strength e.g., for 13C and 31P nuclei, and loss of signal intensity due to relax-
ation effects. This thesis focuses on developing, optimizing, and implementing shaped
pulses and pulse sequences using principles of optimal control theory which are robust
to RF inhomogeneity, large chemical shift bandwidth, and relaxation effects. This helps
to solve some of the most basic yet important problems in NMR spectroscopy and MR
imaging.

1.2 Lay out of thesis

Every chapter in general is arranged in the following way,

• Introduction,

• Theory,

• Experiment(s),

1
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• Conclusion

• Appendix (if necessary)

and at the end is a Bibliography of all chapters.

1.3 Synopsis of Chapters

• Chapter 2

Chapter 2 gives the overview of the basic optimal control methodologies, which are
already developed for non-interacting and coupled spin systems. These methodo-
logies were used a as basis to develop further control schemes that respects given
constrains in the rest of the chapters.

• Chapter 3

Using optimal control methods, robust broadband excitation pulses can be de-
signed with a defined linear phase dispersion. This makes it possible to create
pulses that are equivalent to ideal hard pulses followed by an effective evolution
period. For example, in applications, where the excitation pulse is followed by
a constant delay, e.g., for the evolution of heteronuclear couplings, part of the
pulse duration can be absorbed in existing delays, significantly reducing the time
overhead of long, highly robust pulses. We refer to the class of such excitation
pulses with a defined linear phase dispersion as ICEBERG pulses (Inherent Co-
herence Evolution optimized Broadband Excitation Resulting in constant phase
Gradients). A systematic study of the dependence of the excitation efficiency on
the phase dispersion of the excitation pulses is presented, which reveals surprising
opportunities for improved pulse sequence performance.

• Chapter 4

Broadband inversion pulses that rotate all magnetization components 180◦ about
a given fixed axis are necessary for refocusing and mixing in high-resolution NMR
spectroscopy. The relative merits of various methodologies for generating pulses
suitable for broadband refocusing are considered. The de novo design of 180◦

universal rotation pulses (180◦UR) using optimal control can provide improved per-
formance compared to schemes which construct refocusing pulses as composites
of existing pulses. The advantages of broadband universal rotation by optimized
pulses (BURBOP) are most evident for pulse design that includes tolerance to RF
inhomogeneity or miscalibration. We present new modifications of the optimal
control algorithm that incorporate symmetry principles and relax conservative
limits on peak RF pulse amplitude for short time periods that pose no threat to
the probe. We apply them to generate a set of 180◦BURBOP pulses suitable for
widespread use in 13C spectroscopy on the majority of available probes.

• Chapter 5

Existing optimal control protocols for mitigating the effects of relaxation and/or
RF inhomogeneity on broadband pulse performance are extended to the more dif-
ficult problem of designing robust, refocused, frequency selective excitation pulses.
For the demanding case of short T1 and T2 equal to the pulse length, anticipated
signal losses can be significantly reduced while achieving nearly ideal frequency
selectivity. Improvements in performance are the result of allowing residual unre-
focused magnetization after applying relaxation-compensated selective excitation
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by optimized pulses (RC-SEBOP). This unwanted residual signal is easily elim-
inated in a single-acquisition sequence or using the two-scan acquisition sequence
that achieves the calculated theoretical performance for the refocused component.

• Chapter 6

We study multiple-spin coherence transfers in linear Ising spin chains with nearest
neighbor couplings. These constitute a model for efficient information transfers in
future quantum computing devices and for many multi-dimensional experiments
for the assignment of complex spectra in nuclear magnetic resonance spectroscopy.
We complement prior analytic techniques for multiple-spin coherence transfers
with a systematic numerical study where we obtain strong evidence that a certain
analytically-motivated family of restricted controls is sufficient for time-optimality.
In the case of a linear three-spin system, additional evidence suggests that prior
analytic pulse sequences using this family of restricted controls are time-optimal
even for arbitrary local controls. In addition, we compare the pulse sequences for
linear Ising spin chains to more realistic spin systems with additional long-range
couplings between non-adjacent spins. We implement the derived pulse sequences
in three and four spin systems and demonstrate that they are applicable in real-
istic settings under relaxation and experimental imperfections—in particular—by
deriving broadband pulse sequences which are robust with respect to frequency
offsets.

• Chapter 7

We present “Fantastic Four” (Fanta4: Flavored rf and offset robust Alike-duration
Numerically-optimized Trouble-free Applicable 4) pulses, a set of highly robust,
optimal control-based shaped pulses that are able to replace all hard pulses, in a
one-to-one fashion, in pulse sequences consisting of 90◦ and 180◦ pulses for better
performance. The set of four pulses for each nucleus consists of point-to-point
(PP) 90◦ and 180◦, and universal rotation (UR) 90◦ and 180◦ pulses of identical
duration (1 ms). These pulses are robust to a range of frequency offsets (20 kHz
for 1H and 35 kHz for 13C) and tolerate reasonably large radio frequency (RF)
inhomogeneity/miscalibration (±15% for 1H and ±10% for 13C). We compare the
experimental performance of conventional pulse sequences to the corresponding
Fanta4-pulse sequence.
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Chapter 2

Optimal control methodologies

2.1 Introduction

Optimal control theory originally was introduced for optimizations in engineering and
economy. In recent years, optimal control theory is considered as a methodology for pulse
sequence design in liquid state NMR, solid state NMR, EPR, DNP, quantum computing,
and being used in MR imagining [1]. It provides systematically imposing desirable
constraints on a spin system evolution and therefor has a wealth of applications. In
applications of NMR spectroscopy and MRI, it is desirable to have optimized pulses and
pulse sequences tailored to specific applications, such as, pulses which are robust to radio
frequency (RF) miscalibration/inhomogeneity, which excites spins at large chemical shift
ranges and robust to relaxation effects of the individual nucleus. It helps to maximize
the coherence transfer between coupled spins in multi-dimensional NMR pulse sequences
and improves the overall signal to noise ratio.

From an engineering perspective all these problems are challenges in optimal control
where one is interested in tailoring the excitation of a dynamical system to maximize
a given performance criterion. This chapter introduces a basic overview of the use of
principles of optimal control theory to develop algorithms to design robust broadband
excitation pulses (Chapter 3), universal rotation pulses (Chapter 4), relaxation and RF
inhomogeneity optimized selective excitation pulses (Chapter 5), and pulses for effective
multiple coherence transfer for more than two spin system (Chapter 6).

2.2 Optimal control using Bloch equation

In 1946 Felix Bloch formulated a set of equations that describe the behavior of a non-
interacting nuclear spins in a magnetic field under the influence of RF pulses. Bloch
assumed that nuclear spins relax following the application of RF pulses along z-axis
and in the x-y plane at different rates following a first -order kinetics. These rates
are designated 1/T1 and 1/T2 for z-axis and x-y plane, respectively. T1 is called spin-
lattice (longitudinal) relaxation and T2 is called spin-spin (transverse) relaxation. In
the following, we will use Bloch equations without and with relaxation to calculate the
trajectories of the non-interacting spins.

5
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2.2.1 Classical Euler-Lagrange formalism

Optimal control theory is a generalization of the classical Euler-Lagrange formalism [2].
The goal is to find the curve or trajectory x(t) which optimizes the value of the functional

J [x] =

∫ t1

t0

L[t, x(t), u(t)]dt (2.1)

over the time interval [t0, t1]. In classical mechanics, u = dx/dt, x(t0) and x(t1) are fixed,
and the curves x(t) and u(t) are required to be continuous. The necessary condition
that such a curve be an optimizing curve is that the variation δJ at all points of the
path be equal to zero, which results in the familiar Euler-Lagrange differential equation
for the Lagrangian L [3]. Additional constraints which can be imposed on points of the
optimization curve, of the form g(x) = c, are included in the formalism by introducing
Lagrange multipliers λj for each constraint equation gj, which transform the Euler-
Lagrange equation for L to a similar one for the function

h = L −
∑

j

λjgj . (2.2)

2.2.2 Optimal control algorithm without relaxation

For the non-interacting spins in NMR without relaxation effects, the goal is to find
the trajectory by optimal control for the magnetization vector M(t) that optimizes a
suitably chosen cost function J . In units of angular frequency (rad/s), the effective RF
field in the rotating frame is

ωe = ω1(t)[cosϕ(t)x̂ + sinϕ(t)ŷ] + ∆ν(t)ẑ, (2.3)

which contains any desired modulation of the amplitude ω1, phase ϕ, and frequency
offset ∆ν of the pulse. The possible trajectories M(t) are constrained to satisfy the
Bloch equation

Ṁ = ωe ×M, (2.4)

which therefore introduces three Lagrange multipliers λj (see Section 2.2.1). The three
constraint functions gj in Eq. 2.2 are then simply the components of the vector

g = ωe ×M. (2.5)

Since ωe(t) controls the evolution of M(t), the goal of finding the optimum trajectory
is the same as finding the optimal RF sequence to apply to the spins in a sample. Given
an initial state M(to) and a desired final or target state F at the end of the pulse, we
want to optimize

J [M ] =

∫ tp

t0

L[t,M(t), ωe(t)]dt +Φ[M(tp)] (2.6)

over the interval [t0, tp]. Compared to Eq. 2.1, we now have u = ωe. Typically, the
running cost function L is chosen with no explicit dependence on M or t. In addition,
a final cost term Φ[M ] evaluated at the end of the pulse is generally included.

Including the Bloch equation constraint on M , the requirement δJ = 0 implies

λ̇ = −∂h/∂M (2.7)

with initial condition
λ(tp) = −∂Φ/∂M (2.8)



2.2. OPTIMAL CONTROL USING BLOCH EQUATION 7

for the time evolution of λ, and

∂h(t)/∂ωe(t) = 0, (2.9)

at all points on the optimal trajectory, which provides a means for adjusting the RF
controls. By analogy with the Hamiltonian formalism of classical mechanics, M and λ
are conjugate variables, since

Ṁ = ωe ×M = ∂h/∂λ. (2.10)

according to Eqs. 2.2 and 2.5.

2.2.3 Optimal control algorithm with relaxation

Following section 2.2.2, the Bloch equation for the non-interacting spins with relaxation
T1 and T2 will be

Ṁ(t) = ωe(t)×M(t) +D[M0 −M(t)], (2.11)

where M0 = ẑ is the unit equilibrium polarization for appropriately normalized units,
the effective field ωe in rad/s is given in terms of the time-dependent RF amplitude ω1

and phase ϕ in Eq. 2.3 and the relaxation matrix is

D =





1/T2 0 0
0 1/T2 0
0 0 1/T1



 . (2.12)

Including relaxation a time-dependent hamiltonian h can be redefined in terms of a
Lagrange multiplier λ as

h(t) = λ(t) · Ṁ(t) = λ · [ωe ×M +D(M0 −M)], (2.13)

which returns the Bloch equation as

Ṁ = ∂h/∂λ, (2.14)

with the known value M(t0) at the beginning of the pulse. For a given cost function
Φ chosen to measure the pulse performance, the optimization formalism results in the
conjugate or adjoint equation

λ̇(t) = −∂h/∂M (2.15)

λ̇(t) = ωe(t)× λ(t) +Dλ(t), (2.16)

with the value λ(tp) = ∂Φ/∂M required at the end of the pulse, giving λ(tp) = F for
the cost

Φ = M(tp) · F, (2.17)

for example.
The final necessary condition that must be satisfied by a pulse that optimizes the

cost function is
∂h(t)/∂ωe(t) = 0 = M(t)× λ(t), (2.18)

at each time. For a non-optimal pulse, Eq. 2.18 is not fulfilled . It then represents a
gradient giving the proportional adjustment to make in the controls ωe(t) for the next
iteration towards an optional solution. For more details and applications refer to Ref. [4]
and Chapter 5.

This numerical algorithm can be generalized for desired applications in NMR such as
excitation and inversion of a given spin system with defined constraints. The following
steps explain how the optimizing the cost (Φ) /desired target (F ) can be incorporated
in an algorithm:
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1. Choose initial RF controls/sequence ω0
e.

2. Evolve M forward in time from the initial state M(t0).

3. Evolve λ backwards in time from the target state F (see Figure 2.1).

4. ωk+1
e (t) → ωk

e(t) + ǫ[M(t)× λ(t)], where ǫ is a suitable step size.

5. With these as the new controls, go to step 2 until a desired convergence of Φ is
reached.

More details can be found in Ref [5].

t0 tp

M( )t0

M( )t

l( ) = Ftp
l( )t

M ( )opt t l ( )opt t<=>

t

Figure 2.1: (Figure adapted from Ref. [5]) Optimization scheme. For a given RF sequence ωe(t), the
initial state M(t0) evolves to some final state M(tp) through a sequence of intermediate states, shown
schematically as the solid line connecting M(t0) and M(tp). Similarly, the desired final target state F ,
which equal to the Lagrange multiplier term λ(tp) according to Eqs. 2.8 and 2.17, evolves backwards in
time to some initial state λ(t0). The separate paths for M(t) and λ(t) becomes equal for the optimized
RF sequence ωopt(t) and drives M(t0) to λ(tp) = F . At each time, a comparison of the two paths via
M(t) × λ(t) gives the proportional adjustment ǫ to make in each component of the control field ωe(t)
to bring the two paths closer together.

2.3 Optimal control using Liouville-von Neuman equa-
tion

The Bloch equation is unable to treat coupled spin systems and hence we have to change
to Liouville-von Neuman equation where the state of the spin system is defined by
the density operator ρ(t). The Liouville-von Neuman equation for transfer between
Hermitian operators in absence of relaxation is

ρ̇(t) = −i[(H0 +

m∑

k=1

uk(t)Hk), ρ(t)], (2.19)

where H0 is the free evolution Hamiltonian, Hk are the RF Hamiltonians correspond-
ing to available control fields and u(t) = (u1(t), u2(t), ..., um(t)) represents the vector of
amplitudes that can be changed and which is referred to as control vector. The prob-
lem is to find the optimal control amplitudes uk(t) of the RF fields that steer a given
initial density operator ρ(0) = ρ0 in a specified time T to a density operator ρ(T ) with
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maximum overlap to some desired target operator F . For Hermitian operator ρ0 and F ,
this overlap can be measured by the standard inner product

〈F |ρ(T )〉 = Tr{F † ρ(T )}. (2.20)

Hence, the performance index Φ of the transfer process can be defined as

Φ = 〈F |ρ(T )〉. (2.21)

In the following, we will assume for simplicity that the chosen transfer time T is discret-
ized in N equal steps of duration ∆t = T/N and during each step, the control amplitudes
uk are constant, i.e. during the jth step the amplitude uk(t) of the kth control Hamilto-
nian is given by uk(j). The time-evolution of the spin system during a time step j is
given by the propagator

Uj = exp{−i∆t(H0 +

m∑

k=1

uk(t)Hk)}. (2.22)

The final density operator at time t = T is

ρ(T ) = Un....U1ρ0U
†
1 ....U

†
N , (2.23)

and the performance function Φ to be maximized can be expressed as

Φ = 〈F |Un....U1ρ0U
†
1 ....U

†
N 〉. (2.24)

Using the definition of the inner product (Eq. 2.21) and the fact that the trace of a
product is invariant under cyclic permutations of the factors, this can be rewritten as

Φ = 〈U †
j+1....U

†
NFUN ....Uj+1

︸ ︷︷ ︸

λi

|Uj ....U1ρ0U
†
1 ....U

†
j

︸ ︷︷ ︸

ρj

〉. (2.25)

where ρj is the density operator ρ(t) at time t = j∆t and λj is the backward propagated
target operator F at the same time t = j∆t. Let us see how the performance Φ changes
when we perturb the control amplitude uk(j) at time step j to uk(j) + δ uk(j). From
Eq. 2.22, the change in Uj to first order in δ uk(j) is given by

δUj = −i∆tδuk(j)HkUj (2.26)

with

Hk∆t =

∫ ∆t

0

Uj(τ)HkUj(−τ)dτ (2.27)

and

Uj(τ) = exp
{
− iτ

(
H0 +

m∑

k=1

uk(j)Hk

)}
. (2.28)

This follows from the standard formula

d

dx
eA+xB|x=0 = eA

∫ 1

0

eAτBe−Aτdτ. (2.29)

For small ∆t (when ∆t ≪‖ H0 +
∑m

k=1 uk(j)Hk ‖ −1), Hk ≈ Hk and using Eqs. 2.25
and 2.26 we find to first order in ∆t
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Gj =
δΦ

δuk(j)
= −〈λj |i∆t[Hk, ρj ]〉. (2.30)

Observe we increase the performance function Φ if we choose

uk(j) → uk(j) + ǫ
δΦ

δuk(j)
, (2.31)

where ǫ is a small step size. This forms the basis of the following algorithm, which is
known as the gradient ascent pulse engineering (GRAPE) to distinguish it from conven-
tional gradient approaches used in NMR based on difference methods.

Basic GRAPE algorithm

1. Guess initial controls uk(j).

2. Starting from ρ0, calculate ρj = Uj ...U1ρoU
†
1 ...U

†
j for all j ≤ N .

3. Starting from λN = F , calculate λj = U †
j+1...U

†
NFUN ...Uj+1 for all j ≤ N .

4. Evaluate δΦ
δuk(j)

and update the m x N control amplitudes uk(j) according to

Eq.2.31.

5. With these as the new controls, go to step 2.

The algorithm is terminated if the change in the performance index Φ is smaller than
a chosen threshold value.

For treatment of non-Hermitian operators and for relaxation-optimized coherence
transfer refer to Refs. [6, 7].



Chapter 3

Linear phase slope in pulse
design: Application to
coherence transfer

3.1 Introduction

This chapter is a part of an article [8] and it focuses on applications and experimental
implementations of ICEBERG ( Inherent Coherence Evolution optimized Broadband
Excitation Resulting in constant phase Gradients) pulses. The fundamental goal of
pulse sequence design is to control spin trajectories. Although the ideal final state of the
sample magnetization just prior to acquisition may be obvious for a given application,
how to achieve this state can be less obvious. Optimal control theory [9] is a powerful
method which can be applied to this problem. It has been used, for example, to derive
ultra-broadband excitation pulses, BEBOP [10–14], which are tolerant to RF inhomo-
geneity/ miscalibration and require no phase correction. This imposes a rather stringent
requirement on the optimal control algorithm for a range of possible RF calibrations, it
must drive all spins within the desired range of resonance offsets to the same final state.
Yet, a linear phase dispersion in the final magnetization as a function of offset is readily
corrected in many practical applications utilizing, for example, hard pulses or Gaussian
pulses [15].

We have formerly compared BEBOP performance (no phase correction required)
to a phase-corrected hard pulse, since this is an excellent benchmark for broadband
excitation. BEBOP pulses are exceptional by this standard, but a fairer comparison
would entail optimized pulses that can be phase-corrected, also. We therefore consider
the advantages of allowing this increased flexibility in pulse design.

The slope of the phase as a function of offset appears to be an important parameter
for pulse design. Applications include increased bandwidth for a given pulse length
compared to equivalent pulses requiring no phase correction (or, shorter pulses for the
same bandwidth), selective pulses, and pulses that mitigate the effects of relaxation [16].
In particular, we consider pulses for coherence transfer that make it possible to absorb
some of the evolution time for heteronuclear couplings into the excitation pulse. One
can then utilize specific performance benefits of relatively long pulses without adding
significantly to the experiment time.

11
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3.2 Phase Slope

We are interested in controlling the phase, ϕ, that the transverse magnetization, Mxy,
acquires during a pulse of length Tp. The phase is measured here from the x-axis.
Requiring the slope of the phase to be constant as a function of resonance offset ∆ν (units
of radians/s) gives a linear phase for Mxy, which is desirable for many applications. The
particular value for the slope, ∂ϕ/∂∆ν, then requires some elaboration.

In the absence of the pulse, the phase acquired by Mxy at offset ∆ν during time
Tp due to chemical-shift evolution is ∆νTp, so the slope is equal to Tp. We define a
normalized, dimensionless phase slope

R = (1/Tp)∂ϕ/∂∆ν (3.1)

Values of R at each offset characterize the phase relative to the maximum phase that
could be produced solely by chemical-shift evolution during the time Tp. A pulse that
produces focused magnetization of fixed phase for all spins in the offset range of interest
would have a constant R = 0 (i.e., a self-refocused pulse). BEBOP pulses obtained to
date are typically R ≈ 0 pulses. It is considered, in the context of relaxation effects, the
design of pulses with the equivalent phase slope of a hard pulse [16]. The desired slope
is obtained from a hard pulse phase slope (equal to 2/π on resonance), scaled according
to Eq. 3.1 by t90/Tp, where t90 is the length of the hard pulse. As expected, there was
a considerable performance advantage for such pulses compared to R = 0.

The utility of the phase slope is presented by the equivalence of chemical-shift and
coupling evolution of an irradiated spin. During the pulse, the effect of the coupling J (in
radians/s) on the irradiated spins at a chemical-shift offset ∆ν is simply an additional
offset ±J/2 for the ± orientation of the spins. Thus, if the irradiated spins at all offsets in
a range of interest are transformed to the same state so that R = 0 independent of offset,
there is no net J-evolution at the end of the pulse. A different but related definition
with relevance to spin decoupling has been presented by Waugh [17]. Conversely, if the
chemicalshift evolution of the irradiated spins during a pulse of length Tp is the same
as the chemical-shift evolution during a delay of the same length (R = 1 for all offsets),
the coupling evolution is the undiminished value (J/2)Tp. For constant R (i.e., linear
phase slope) in the range 0<R<1, partial coupling evolution occurs. In addition, R<0
would generate magnetization of reverse phase that would refocus after a delay RTp.

More details on applications and the range of R attainable in practice are discussed
in Ref [8].

3.3 Optimal control algorithm

The optimal control methodology has been described in chapter 2 and in detail previously
[10–14]. It was used to calculate what are referred to here as R = 0 pulses, which
transform initial z magnetization to the x-axis for any offset and RF calibration within
the design specifications. For excitation of transverse magnetization of phase slope R,
we now consider separate target states for each offset of the form

−→
F = [cos(ϕ), sin(ϕ), 0] (3.2)

Choosing ϕ = R(∆νTp) gives a linear phase slope, which is our focus here, but any
function can be considered for its potential to define a useful target phase, making the
method completely general.
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We have previously input random noise for the initial RF used to start the algorithm.
Characterizing the performance of various modifications and additions to the algorithm
was an important goal, and we wanted to avoid imposing any bias on what might
constitute the best final solution. Inputting noise also served to demonstrate the power
and efficiency of optimal control, showing that it is not necessary to guess an approximate
solution in order for the algorithm to either converge or converge in a useable time
frame, which is often the case in standard optimization routines. Some of the resulting
pulses look very much like noise themselves, although their outstanding performance
demonstrates they are not at all random.

Now that the algorithm is well-established, we turn to the derivation of smooth pulse
shapes. We start the algorithm with an initial RF pulse of constant small amplitude
(approximately zero) and constant phase (π/4). This results in a class of sinc-like pulse
shapes that is reminiscent of, and appears to include, polychromatic pulses [18] as a
subset. In addition to being easy to implement on a wide range of spectrometers, the
shape of the new pulses depends in a very regular fashion on R for values in the range
0 ≤ R ≤ 1.

3.4 Applications

3.4.1 Shorter broadband excitation

A hard pulse excites transverse magnetization Mxy with an approximately linear phase
slope (R = 2/π on resonance) that can be corrected in many useful applications. Al-
though a hard pulse is probably the workhorse of NMR spectroscopy, the excitation
profile is not uniform as a function of resonance offset, nor is the phase slope. At field
strengths approaching 1 GHz and typical 13C probe limits on peak RF amplitude of
∼15 kHz (Tp = 16.7 µs), there is room for improvement, as shown in Fig. 3.1. An
ideally calibrated pulse excites 95% of the attainable transverse magnetization over an
offset range of ±17 kHz, and excites less than 90% over ±25 kHz. The phase is linear to
within ±2◦ over the entire offset range of 50 kHz, but can be 3◦ − 4◦ over large parts of
the spectrum, depending on RF inhomogeneity or miscalibration. Accumulated signal
losses can be significant when large pulse trains are applied.

Previously, we derived a relatively short 125 µs pulse requiring no phase correction
(R = 0) that uniformly excites 99% magnetization over 50 kHz bandwidth with tolerance
to RF inhomogeneity of ±10% [13]. If the pulse is no longer required to be self-refocused,
we find the 39 µs, R = 1/2 pulse shown in Fig. 3.2. The excited Mxy is greater than 0.99
over the entire 50 kHz bandwidth used in the optimization, and also provides tolerance
to RF miscalibration of ±7% (> 98% for ±10% miscalibration). Deviations in phase
linearity (absolute value) are less than 1◦ over most of the optimization window of ±25
kHz offset and ±10% RF inhomogeneity, rising to 3◦ − 4◦ only at the extreme edges of
the window.

3.4.2 Coherence transfer

Consider the basic element of a coherence transfer experiment shown in Fig. 3.3A, a 90◦

pulse followed by a delay of length τ .

For a pulse that produces a linear phase slope in the transverse magnetization, the
parameter R can be interpreted as the fraction of the pulse length in which the net
chemical-shift (or coupling) evolution occurs, as discussed in Section 3.2. Hence, a pulse
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Figure 3.1: (Color online) Performance of a 16.7 µs hard pulse, peak RF amplitude = 15 kHz.
Transverse magnetization Mxy (left panel) and absolute value of the phase deviation from linearity
(right panel) are plotted as functions of resonance offset and RF miscalibration/inhomogeneity B1/B◦

1
.

B1 is the variable RF amplitude and B◦

1
is the nominal RF amplitude.

of phase slope R and duration Tp produces the same phase evolution that would occur
for transverse magnetization during a time-delay interval

Tevol = RTp, (3.3)

as illustrated in Fig. 3.3B. The remaining fraction of the pulse can be represented by a
90◦ excitation pulse of length

Texc = Tp − Tevol = (1 −R)Tp, (3.4)

in which no phase evolution occurs. Thus, the total time for the 90◦ − τ element of
the sequence can be reduced by the time Tevol. The performance advantages of certain
kinds of longer pulses, such as BEBOP or selective pulses, can then be more fully
exploited if they are designed with large R to avoid increasing the experiment time to
an unsatisfactory degree. This interpretation of R also provides additional insight into
relaxation-compensated pulses, which can be idealized as excitation with no relaxation
during Texc followed by chemical-shift evolution and relaxation during Tevol [8].

3.4.3 Experimental

Comparison with hard pulse

Figure 3.4 shows the amplitude and phase of ICEBERG pulses with R from -0.5 to 0.95
and Figure 3.5 shows their excitation profile compared to hard pulse. All experiments
were implemented on a Bruker 200 MHz AVANCE spectrometer equipped with SGU
units for RF control and linearized amplifiers, utilizing a double-resonance 5 mm SEI
probehead and gradients along the z-axis. Measurements are the residual HDO signal in
a sample of 99.96% D2O doped with CuSO4 to a T1 relaxation time of 280 ms at 298◦K.
Signals were obtained at offsets between −25 kHz to 25 kHz in steps of 100 Hz. To
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Figure 3.2: (Color online) Amplitude-modulated pulse of length 39 µs and peak RF amplitude = 15
kHz, optimized to excite transverse magnetization Mxy with linear phase slope R = 1/2 over resonance
offsets of 50 kHz. The pulse serendipitously provides significant tolerance to RF miscalibration B1/B◦
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with small phase deviations (absolute value) from linearity, as shown in the middle and right panels.
The 50 kHz, ±10% RF miscalibration window used for the simulations shows Mxy>0.99 and phase
deviations less than 1◦ over most of these ranges, with deviations of 3◦ at the extreme offsets and
miscalibrations at the corners of the window.

reduce the effects of RF field inhomogeneity within the coil itself, approximately 40 µl
of the sample solution was placed in a 5 mm Shigemi limited volume tube.

Coherence transfer in HMQC

The viability of employing relatively long ICEBERG pulses with improved excitation
profile compared to a hard pulse is illustrated in Figure 3.7, using a 13C excited and
detected HMQC experiment as an example (Fig. 3.6). Although this experiment would
realistically be performed using 1H excitation and detection, the large 13C chemical
shift serves as a proxy for similar correlation experiments based on 19F or 31P excitation
which will benefit from the ICEBERG scheme.

HMQC performance using a 1.428 ms ICEBERG pulse (R = 0.95), optimized to
achieve uniform excitation over the full carbon chemical- shift range, is compared to the
same experiment using a 35.7 µs hard pulse (i.e., RF amplitude equal to the peak RF
of the ICEBERG pulse). Embedding the ICEBERG pulse in the delay period results
in an effective excitation pulse length Texc = 71.4 µs, according to Eq. 3.4. Thus, the
duration of the entire experiment is practically identical in both cases. However, in
contrast to the ICEBERG version, which provides uniform excitation across the entire
offset range, signal intensity in the hard pulse version is reduced by as much as 38% at
the edges of the carbon chemical-shift range. Further details are provided in Figure 3.7.
The experiments were recorded on a Bruker AVANCE 750 MHz spectrometer using a
triple resonance inverse detection room temperature probe head. 1024×128 data points
were acquired with corresponding spectral widths of 200.8 ppm (13C) and 8.5 ppm (1H).
Sixteen transients per increment gave an overall experiment time of 35 min for each of
the two experiments.

3.5 Conclusion

The features of pulses which excite transverse magnetization with linear phase as a
function of offset have been presented. A pulse with phase slope R at resonance offset
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Figure 3.3: The use of a linear phase slope pulse to reduce the delay τ in selective coherence transfer
in the case where Tp is relatively long. (A) R = 0, requiring τ = 1/(2J). (B) R ≥ 0, with Tevol = RTp

resulting in chemical shift evolution ∆νTevol during the pulse and thus a coupling evolution (J/2)Tevol ,
reducing the delay correspondingly. The pulse can be represented by excitation with no phase evolution
during the time Texc followed by free precession during Tevol.

∆ν produces a net chemical-shift evolution R∆νTp during a pulse of length Tp. The
linear phase evolution gives a J-coupling of RJ during the pulse. Large R then results in
significant coupling evolution during the pulse, enabling the use of what might otherwise
be prohibitively long pulses for coherence transfer.
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higher sensitivity especially at the edges of the carbon chemical shift range.
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Chapter 4

Broadband 180◦ universal
rotation pulses

4.1 Introduction

This chapter is a part of an article [20] and it focuses on applications, and experimental
implementation and comparison of BURBOP pulses with Chirp80 [21]. Many NMR ap-
plications require refocusing of transverse magnetization, which is easily accomplished on
resonance by any good inversion pulse sandwiched between delays, i.e., the standard ∆–
180◦–∆ block. For broadband applications, a universal rotation (UR) pulse that rotates
any orientation of the initial magnetization 180◦ about a given fixed axis is required to
refocus all transverse magnetization components. A simple hard pulse functions as a UR
pulse only over a limited range of resonance offsets that cannot be increased significantly
due to pulse power constraints.

Although a great deal of effort has been devoted to increasing the bandwidth of
inversion pulses, most broadband inversion pulses [22–37] execute only a point-to-point
(PP) rotation for one specific initial state, magnetization Mz → −Mz, and are not UR
pulses. However, two PP inversion pulses with suitable inter-pulse delays can be used to
construct a refocusing sequence [38,39], which is effectively a 360◦UR pulse. Alternatively,
a 180◦UR refocusing pulse can be constructed from three adiabatic inversion pulses [40]
with either pulse length or bandwidth of the adiabatic frequency sweep in the ratio 1:2:1.
More generally, we have shown that one can construct a UR pulse of any flip angle from
a PP pulse of half the flip angle preceded by its time- and phase-reversed waveform [41].
Thus, a 180◦UR pulse can be constructed from two 90◦PP pulses.

The reliance on composites of PP pulses to construct UR pulses highlights the per-
ceived difficulty of creating stand-alone UR pulses. The de novo design of UR pulses for
NMR spectroscopy has received comparatively little attention [30, 42], so it is an open
question whether the composite constructions using PP pulses achieve the best possible
performance. Yet, the demonstrated capabilities of optimal control for designing PP
pulses [43–56] are equally applicable to the design of UR pulses [57–59]. The required
modifications to the basic optimal control algorithm are fairly straightforward [57,60,61]
and maintain the same flexibility for incorporating tolerance to variations in experiment-
ally important parameters, such as RF homogeneity or relaxation.

In this chapter, we design broadband refocusing pulses by optimizing the propagator
for the required UR transformation. We introduce new optimal control strategies tailored
to take advantage of specific opportunities available in the design of UR pulses. The

21
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culmination of these efforts is a set of low-power, high-performance broadband refocusing
pulses that satisfy the power constraints of widely available probeheads and complex
multipulse sequences.

4.2 Optimal control algorithm for 180◦UR pulses

A general procedure for creating a desired unitary propagator in an arbitrary (closed)
quantum system is given in [57, 60–62]. Time evolution proceeds according to a matrix
exponential of the system Hamiltonian. For two-level systems, as in many NMR applic-
ations involving a single noninteracting spin-1/2 species, this evolution is well-known to
be equivalent to a rotation of the 3D vector representing the state of the system about
the effective applied field [63]. The relatively abstract general procedure for propagator
optimization can be made considerably more transparent in this case.

4.2.1 Flavor I (basic vanilla)

The algorithm for generating UR pulses in the single-spin case is a straightforward
modification of the PP algorithm. A 180◦UR pulse applied, for example, along the y-
axis to magnetization M effects the transformation (Mx,My,Mz) → (−Mx,My,−Mz).
This is simply three separate PP transformations of the initial states M1 = (1, 0, 0),
M2 = (0, 1, 0), M3 = (0, 0, 1) to their respective target states F 1 = (−1, 0, 0), F 2 =
(0, 1, 0), F 3 = (0, 0,−1). The cost function comparing the final states Mkf (k = 1, 2, 3)
at the end of an RF pulse to the target states is

Φ = F 1 ·M 1f + F 2 ·M2f + F 3 ·M3f . (4.1)

The algorithm proceeds in the standard fashion using this cost function. We will refer
to this as algorithm A.

This simple intuitive modification to the cost is exactly equivalent to an analogous
procedure given in [57] for optimizing the unitary propagator, which can be seen as
follows. The rotation operator RF in 3D corresponding to the target propagator that
generates a 180◦ rotation about the y-axis is given by

RF =





−1 0 0
0 1 0
0 0 −1



 =







...
...

...
F 1 F 2 F 3

...
...

...







, (4.2)

i.e., the i th column is the corresponding PP target F i.
The actual rotation operator at the end of a pulse of length Tp is

R(Tp) = R(Tp)





1 0 0
0 1 0
0 0 1





= R(Tp)







...
...

...
M 1 M2 M 3

...
...

...







=







...
...

...
M 1f M2f M 3f

...
...

...







, (4.3)
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with the rotation transforming each column to its associated final state for the individual
PP transformations.

The cost is again given by the projection of the final state onto the target state, with
the inner product

ΦR = 〈RF |R(Tp) 〉 = Tr [RT
F R(Tp)], (4.4)

where superscript T denotes the transpose, and the operator Tr returns the trace (sum
of diagonal elements) of its argument. We then have

RT
F R(Tp) =





· · ·F 1 · · ·
· · ·F 2 · · ·
· · ·F 3 · · ·











...
...

...
M1f M2f M3f

...
...

...







. (4.5)

The sum over diagonal elements of this matrix product gives Eq. [ 4.1 ].

4.2.2 Flavor II (symmetry principle)

For applications requiring high phase fidelity which can afford modest loss of signal
intensity, we therefore incorporate the symmetry principle of the construction procedure
into the optimal control algorithm. For RF pulse components ux and uy digitized in
N time steps, the first half of the pulse is determined using the basic algorithm A.
The second half of the pulse is then constructed using the time-and phase-reversed
components of the first half. Phase zero for ux leaves it unaffected, while uy is inverted
to give

ui+N/2
x = uN/2+1−i

x

ui+N/2
y = −uN/2+1−i

y (4.6)

for i = 1, 2, 3, . . . , N/2. We refer to this algorithm incorporating the symmetry of the
construction principle as AS . For more details refer to Ref. [20]

4.2.3 Flavor III (time-dependent RF limit)

Peak RF amplitude must remain below probe limits (e.g., available for 13C spectroscopy),
but larger RF amplitudes result in improved broadband performance. For sufficiently
short time periods, we note that probe RF limits can be higher than conservative limits
that protect the probe from arcing under any conditions. Enforcing a lower probe
limit for an entire pulse duration can sacrifice performance unnecessarily. We therefore
introduce a time-dependent RF field limit to allow increased RF amplitude for short
time intervals and achieve improved performance. Empirically, we find that low RF
limits force algorithm A to request higher RF amplitude in the middle of the pulse for
improved performance. We therefore allow a higher RF limit for a short time during the
middle of the pulse. We refer to this algorithm as AT , or, if it is also combined with the
symmetry principle, as AS,T .

4.3 BURBOP compared to refocusing with PP pulses

In this section we compare the performance of a set of 180◦BURBOP pulses that utilize
the higher RF power limits allowed for short time intervals to increase the maximum RF
amplitude from 11 kHz to 15 kHz (16.7 µs hard pulse) in the middle of the pulse with the
composite adiabatic pulse scheme [40] implemented as a smoothed Chirp pulse [21, 64]
in standard Bruker software .
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4.3.1 Algorithms AT and AS,T

Broadband refocusing bandwidths of ∼ 50 kHz, sufficient for high-field 13C spectroscopy,
are readily achieved using any of the pulse schemes discussed so far. The peak RF power
required for the pulses is well-within hard-pulse power limits for modern high resolution
probes. However, in multipulse sequences, repeated application of what might be deemed
a modest power level for a single pulse can be a problem if the total energy delivered
to the sample (integrated power) is too high. There are also limits on the total energy
that can safely be delivered to a given probe. For these reasons, the most general
and widespread applications impose peak power levels that are more conservative than
what might be necessary for broadband refocusing using a typical probe. We therefore
incorporate a time-dependent RF limit into the optimal control algorithms to keep peak
power low for most of the pulse, but allow short increases in this limit where it can
have the most benefit. We utilize algorithms AT and AS,T (defined in Section 4.2.3) to
investigate the possibility of generic broadband refocusing pulses suitable for use with
any standard probehead in any pulse sequence.

Three adiabatic inversion pulses

The best broadband refocusing performance available in the standard Bruker pulse lib-
rary satisfying the required conservative pulse power limits is obtained using the pulse
designated Chirp80 [21]. This pulse is constructed from three adiabatic inversion pulses
with pulse lengths in the ratio 1:2:1 [40]. It utilizes for its shortest element a 500 ms
smoothed chirp pulse [64] with 80 kHz sweep. The first 20% of the pulse rises smoothly
to a maximum constant RF amplitude of 11.26 kHz according to a sine function before
decreasing in the same fashion to zero during the final 20% of the pulse. The final pulse
is thus 2 ms long (Fig. 4.1).

Maintaining this pulse length and mindful of the given conservative peak RF amp-
litude, we designed the set of four pulses listed in Table 1. For most of the pulse,
the nominal RF amplitude is a constant 10 or 11 kHz. A maximum RF amplitude of
15 kHz is applied for 60 µs in the middle of the pulse, as illustrated in Fig. 4.2. This
short increase in pulse amplitude provides significant improvement in pulse performance
compared to Chirp80.

The amplitude profile shown in Fig. 4.2 is reminiscent of the hyperbolic secant
pulse [27], which maintains a low amplitude for most of the pulse with a peak in the
middle. All four pulses show excellent performance over the listed ranges in offset and
RF field inhomogeneity/miscalibration. Performance is comparable to the performance
shown in Fig. 4.3 for higher power, constant amplitude pulses with nominal peak RF of
15 kHz. Pulse 4 provides the most relevant comparison, since it has a similar range of
tolerance to RF inhomogeneity. As expected from the earlier results for algorithms A
and AS , the best amplitude performance is obtained by algorithm AT and the best phase
performance by algorithm AS,T . Figure 4.4 compares theoretical performance of pulses
1 and 4 from Table 1 to the Chirp80 pulse. The new pulses significantly improve phase
performance over the targeted range of offsets and RF inhomgeneity/miscalibration.
Additional quantitative comparison between pulse 4 and Chirp80 are provided in Figs.
4.5 and 4.6, 4.8 and 4.9, and 4.10, which also show the excellent agreement between
simulations and experimental pulse performance. Improvements in lineshape and phase
that are possible using the new pulses are shown in Fig. 4.7.
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Figure 4.1: The amplitude and phase of adiabatic Chirp80 pulse from Bruker pulse library [21]. This
pulse is constructed from three adiabatic inversion pulses with pulse lengths in the ratio 1:2:1 [40]
utilizing shortest element with 500 ms smoothed chirp pulse [64] with 80 kHz sweep. The first 20% of
the pulse rises smoothly to a maximum constant RF amplitude of 11.26 kHz according to a sine function
before decreasing in the same fashion to zero during the final 20% of the pulse. The final pulse is thus
2 ms long.
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Figure 4.2: The amplitude and phase of 180◦UR pulse 4 from Table 1 obtained using algorithm AS,T .
A conservative limit of 11 kHz for the peak RF applied for 2 ms is relaxed to allow a safe peak of
15 kHz for 60 µs. The pulse is amplitude-symmetric and phase-antisymmetric in time, incorporating
the symmetry of the construction procedure from Ref. [41].
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Figure 4.3: (Color online) Theoretical performance of four 180◦
UR

pulses for inversion of magnetization
about the y-axis, designed using different algorithms. The first two columns show the transfer efficiency
for the labeled transformations relative to ideal or complete transfer. The last column displays phase
deviation in degrees relative to the labeled target state. The nominal peak RF amplitude for all the
pulses is B0

1
= 15 kHz, optimized to perform over a resonance offset range of 50 kHz and variation in

RF homogeneity/calibration of ±33%. All pulses are constant amplitude with the exception of pulse
b), which deviates from the maximum for less than 10% of the pulse. a) constructed from the 1 ms
90◦

PP
pulse of Ref. [51] preceded by its time- and phase-reversed waveform [41], pulse length Tp = 2 ms.

b) algorithm A, Tp = 2 ms. c) algorithm A, Tp = 1 ms. d) algorithm AS , which incorporates the
symmetry principle used in a), Tp = 2 ms. B1 is the variable RF amplitude.
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Pulse Algorithm RFnominal RFmax Inhomogeneity Transformation Error
(kHz) (kHz) optimization (amplitude) (phase)

1 AT 11 15 ±10% < 0.2% < 2◦

2 AS,T 11 15 ±15% < 0.9% < 0.3◦

3 AS,T 10 15 ±15% < 1.5% < 0.5◦

4 AS,T 11 15 ±25% < 2% < 0.8◦

Table 4.1: Four pulses optimized to execute a 180◦ universal rotation about the y-axis over resonance
offsets of 50 kHz and RF field inhomogeneity listed in column 5. All pulses are 2 ms long. For all but
60 µs, pulse RF is constant at the value RFnominal, increasing to RFmax in the middle of the pulse
(see Fig. 4.2). Amplitude errors in the transformation are the maximum deviation from the target
magnetization over the optimized ranges of resonance offset and RF inhomogeneity, expressed as a
percent. Similarly, phase errors represent the maximum deviation from the target phase. Performance
of pulses 1 and 4 are shown in more detail in Fig. 4.4.

4.4 Experiment

All experiments were implemented on a Bruker 750 MHz Avance III spectrometer
equipped with SGU units for RF control and linearized amplifiers, utilizing a triple-
resonance PATXI probehead and gradients along the z-axis. Measurements are the
residual HDO signal in a sample of 99.96% D2O doped with CuSO4 to a T1 relaxa-
tion time of 100 ms at 298◦ K. Signals were obtained at offsets between −25 kHz to
25 kHz in steps of 500 Hz. To demonstrate the tolerance of the pulses to RF inhomo-
geneity/miscalibration, the experiments were repeated with RF amplitude incremented
by ±15% and ±25% relative to the nominal maximum RF amplitude for each pulse
(15 kHz for pulse 4 of Table 1, 11.26 kHz for Chirp80). To reduce the effects of RF
field inhomogeneity within the coil itself, approximately 40 µl of the sample solution
was placed in a 5 mm Shigemi limited volume tube.

4.5 Conclusion

We have presented three optimal control algorithms for the de novo design of universal
rotation pulses, applied specifically to inversion. The most noteworthy innovations for
NMR spectroscopy are inclusion of the construction principle discovered in [41] and a
time-dependent or “floating” limit on the peak RF allowed during the pulse. The new
algorithms result in improved performance compared to existing UR pulses constructed
as composites of point-to-point pulses. The methodology is very general, and further
improvements in the design of robust universal rotation pulses can be anticipated. The
new pulses are implemented in the Bruker pulse library and will also be made available
for downloading from the website

http://www.org.chemie.tu-muenchen.de/glaser/Downloads.html.

http://www.org.chemie.tu-muenchen.de/glaser/Downloads.html
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Figure 4.4: (Color online) Similar to Fig. 4.3, but the maximum RF amplitude is allowed to float for a
sufficiently short time period, giving the reduced-power pulse in Fig. 4.2. All three pulses are designed
to operate over a resonance offset of 50 kHz and a range of variation in RF homogeneity/calibration
relative to the ideal B0

1
, as given in Table 1. a) pulse 1 of Table 1, RF tolerance ±10%. b) pulse 4

of Table 1, RF tolerance ±25%. c) composite adiabatic refocusing [40] using pulse Chirp80 from the
Bruker pulse library [21].
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Figure 4.5: (Color online) Further quantitative detail for the Mx → −Mx transformation from Fig.4.4b
for pulse 4 of Table 1 (black) and Fig.4.4c for Chirp80 (red), plotted for RF scalings of ±15% and ±25%
relative to the nominal maximum RF amplitude at 0% (15 kHz, pulse 4 and 11.26 kHz, Chirp80). The-
oretical values for the inversion profile are plotted on the left as a function of resonance offset, with phase
deviation ϕ relative to the target −Mx plotted on the right. Adiabatic Chirp80 produces significant
phase errors within the bandwidth for all RF scalings, in contrast to the almost ideal performance of
the optimal control 180◦

BURBOP
pulse.
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Figure 4.6: (Color online) Experimental measurements of the inversion profile (left) and phase de-
viation (right) corresponding to the simulations in Fig. 4.5, showing excellent agreement between the
experimental and theoretical performance of the pulses.



4
.5
.

C
O
N
C
L
U
S
IO

N
3
1

Adiabatic

Optimal control

-25 % -15 % 0 % 15 % 25 %RF scaling
Figure 4.7: Experimental lineshapes (black) comparing optimal control 180◦

UR
pulse 4 of Table 1 and adiabatic Chirp80 at a resonance offset of −25 kHz for RF

scalings of ±15% and ±25% relative to the nominal maximum RF amplitude of 15 kHz at 0%. Simulations (gray) are in excellent agreement with the experiments,
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Figure 4.8: (Color online) Further quantitative detail for the My → My transformation for pulse 4 of
Table 1 (black) and Fig.4.4c for Chirp80 (red), plotted for RF scalings of ±15% and ±25% relative to the
nominal maximum RF amplitude at 0% (15 kHz, pulse 4 and 11.26 kHz, Chirp80). Theoretical values
for the inversion profile are plotted on the left as a function of resonance offset, with phase deviation
ϕ relative to the target My plotted on the right. Adiabatic Chirp80 produces significant phase errors
within the bandwidth for all RF scalings, in contrast to the almost ideal performance of the optimal
control.
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Figure 4.9: (Color online) Experimental measurements of the inversion profile (left) and phase de-
viation (right) corresponding to the simulations in Fig. 4.8, showing excellent agreement between the
experimental and theoretical performance of the pulses.
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Figure 4.10: (Color online) Further quantitative detail for the Mz → −Mz transformation from
Fig. 4.4b for pulse 4 of Table 1 (black) and Fig. 4.4c for Chirp80 (red), plotted for RF scalings of ±15%
and ±25% relative to the nominal maximum RF amplitude at 0% (15 kHz, pulse 4 and 11.26 kHz,
Chirp80). Theoretical and experimental values for the inversion profile are plotted as a function of
resonance offset. Experimental measurements of the inversion profile corresponding to the simulations,
showing excellent agreement between the experimental and theoretical performance of the pulses.



Chapter 5

Band-selective excitation
pulses
that accommodate relaxation
and RF inhomogeneity

5.1 Introduction

This chapter is a part of an article [65] submitted to Journal of Magnetic Resonance.
Frequency-selective pulses have widespread utility in magnetic resonance and have mo-
tivated significant efforts towards their design [66–111]. In many useful cases, the res-
ulting methodologies can achieve the best approximation to the ideal rectangular profile
for spin response as a function of frequency offset.

However, in all of these approaches to pulse design, performance criteria that can be
included in the design protocol are restricted either by analytical procedures of highly
specific scope or by numerical methods that are limited by the efficiency of the optimiz-
ations employed. As a result, pulse response is typically optimized only for the nominal
ideal RF pulse values. In addition, although the length of pulses required for narrow-
band applications can significantly reduce their effectiveness when relaxation times are
comparable to the pulse length [112, 113], the solution to the problem—selective pulses
which are less sensitive to relaxation effects—can also be demanding for standard design
methods [97, 114–118].

To make these design challenges tractable, the space of possible pulse shapes is often
reduced by forcing the solution to be a member of a particular family of functional forms
(for example, finite Fourier series). Thus, potentially, there are important solutions that
are missed. Over the past decade, we have shown optimal control theory to be an efficient
and powerful method that can be applied to a wide range of challenging NMR pulse
design problems without restricting the space of possible solutions [48–53,56,57,119–129].
It is capable of designing broadband pulses [52] and selective pulses [130, 131] that are
simultaneously tolerant to RF inhomogeneity and relaxation effects, which we develop
further in the present chapter.

35
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5.2 Selective pulse design

Optimal control (including similar, related optimization procedures) was originally in-
troduced into magnetic resonance for the design of band-selective pulses, primarily for
imaging [43,44,47,132–135]. It was quickly supplanted by the efficient Shinnar-LeRoux
(SLR) algorithm [82–85, 136], which establishes a correspondence between frequency-
selective pulse design and digital filter design. There are fast, non-iterative algorithms
for the ideal filter and, hence, the ideal pulse. Unfortunately, the algorithm does not
accommodate additional criteria, such as tolerance to RF inhomogeneity (included in
some of the earliest optimal control-related approaches [132, 134]) or relaxation effects.
In addition, the most applicable and widely used form of the algorithm derives pulses
which produce a specific linear phase dispersion in the spectral response. Pulses produ-
cing no phase dispersion, suitable for spectroscopy, are more problematic for the SLR
algorithm.

We first provide an overview of well-known issues relevant to selective pulse design,
since there is considerably less freedom in the choice of parameters compared to broad-
band pulses. For example, in designing broadband pulses, we have shown [122] there is
at best only a marginal relation between the maximum amplitude, RFmax, of a pulse
and the achievable excitation or inversion bandwidth, as long as the pulse length, Tp,
is allowed to increase sufficiently. Alternatively, increasing RFmax for a given Tp can
improve performance for a given bandwidth or increase the bandwidth. There can also
be innumerable broadband pulses that provide approximately equal performance for a
given RFmax, Tp, and bandwidth.

Selective pulses are far more constrained, with a well-known relation between the
selective bandwidth and Tp, and much tighter limits on the choice of RFmax for a
given product of bandwidth and Tp [136]. We provide only a simple overview of the
optimal control methodology, emphasizing the modifications necessary for the present
chapter. The basic algorithm for optimizing pulse performance over a range of resonance
offsets and RF inhomogeneity is described fully in [48]. Details related to incorporating
relaxation [52] and specific dispersion in the phase of the final magnetization [45,50,53],
which we refer to as the phase slope, are provided in the associated references.

5.2.1 Phase slope

Following the Chapter 3, values of the phase slope, R, [53] at each offset characterize
the net phase dispersion that accumulates during a pulse of length Tp. The phase
slope is defined relative to the net precession of transverse magnetization that would be
produced solely by chemical-shift evolution during the same time interval, Tp. A pulse
that produces focused magnetization of fixed phase for all spins in the offset range of
interest would have constant R = 0 (i.e., a self-refocused pulse). Many selective pulses
are symmetric, R = 1/2 pulses [43,72,91,93,94,136]. The symmetry of the resulting pulse
provides an advantage in the development of various algorithms used in selective pulse
design, such as SLR, inverse scattering [86, 91], polychromatic [93], and stereographic
projection [94]. In fact, the standard form of the SLR algorithm [136] can only generate
linear phase of this value. Sophisticated algorithms allowing for more general phase
in selective pulses are described in the literature [90, 137, 138], but they are specific to
this particular performance factor and cannot include tolerance to variations in other
experimentally important parameters.

By contrast, including additional performance criteria, such as a general phase re-
sponse, is straightforward for optimal control. Initial magnetization M (t0) is driven by
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the RF controls to a final magnetization ~F that is defined for each resonance offset in the
desired range. To excite transverse magnetization of linear phase slope R, we consider
target states for each offset ∆ν in the excitation bandwidth of the form [53]

~F = [ cos(ϕ), sin(ϕ), 0 ] (5.1)

Choosing ϕ = R∆νTp gives a linear phase slope, but any function can be considered to
define a useful target phase, such as quadratic or higher order.

Selective excitation most simply requires changing the target to ~F = [ 0, 0, 1 ] for off-
sets outside the desired bandwidth. However, since the ideal rectangular offset response
can not be excited by a finite-length pulse, there must be a transition connecting the
excitation frequencies to the nulled frequencies. This is typically defined in terms of
design parameters for finite impulse response (FIR) filters. An overview of the issues
relevant to our optimal control implementation follows.

5.2.2 Selective pulses as digital filters

For design conditions employing ideal RF in the absence of relaxation, selective pulse
performance is completely determined by the desired passband width B, pulse length Tp,
transition width W joining the passband and stopband, and residual signal fluctuation
or ripple δ1 and δ2 about the ideal target amplitude for the passband and stopband,
respectively.

The passband frequency νp and stopband frequency νs are defined where the mag-
nitude of the magnetization response becomes less than the associated fluctuations 1−δ1
and |δ2|, as illustrated in Fig. 5.1 (adopted from Ref. [136]). The frequency where the
amplitude drops to one-half is approximately the average of these two frequencies. The
full width of the filter is defined as twice this value, giving a bandwidth B = νs+ νp and
a fractional transition width W = (νs − νp)/B.

More specifically (and again emphasizing the design conditions stated at the begin-
ning of the section), selective pulse performance is constrained by relations for optimal
FIR filters of the form [139]

WTpB = f(δ1, δ2), (5.2)

in terms of an empirically derived function f(δ1, δ2). For a given value of f = WTpB,
smaller (larger) δ1 gives larger (smaller) δ2. Alternatively, for fixed δ1 or fixed δ2, values
of f increase as δ2 or δ1, respectively, decrease. Flexibility in selective pulse design
is thus purchased at the cost of trade-offs among bandwidth, pulse length, transition
width, and ripple amplitudes. Choosing any four of the set determines the fifth.

This relation appears to have been little used in the spectroscopic community. Al-
though the precise form of the function f(δ1, δ2) holds only for R = 1/2 pulses, we have
found it to be a useful qualitative indicator for more general R. One important implica-
tion is that pulse performance for a given absolute transition width BW = νs−νp can be
made independent of the passband width, B. Fixed Tp results in the same performance
in terms of residual signal (ripple) for different B as long as BW is constant. This was
observed empirically and noted in [111]. We thus use Eq. 5.2 to inform our optimal
control design.

5.2.3 Optimal control

The approximation to the ideal rectangular frequency response profile, as illustrated in
Fig. 5.1, can be readily obtained using a variety of methods—among them, the Parks-
McClellan (PM) algorithm for linear-phase FIR digital filters [139]. After calculating the
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Figure 5.1: (Color online, Adapted from Ref. [136]) A finite length selective pulse can only approximate
the ideal rectangular frequency response. Residual signal or ripple amplitude in the selected frequency
spectrum (passband) is denoted by δ1, with δ2 representing the ripple over the frequency range where
the signal should be nulled (stopband). The positive frequencies νp and νs define the passband and
stopband, respectively. The plotted response is symmetric about the zero frequency.

PM polynomial, the standard SLR algorithm effectively inverts the frequency response
to produce a linear phase (R = 1/2) RF pulse. The equivalent optimal control approach
would be to use the polynomial response function as the target response and efficiently
modify the RF controls to achieve the allowed performance.

However, as noted already, the target response derived using the PM algorithm
applies only to R = 1/2, using the ideal RF amplitudes, in the absence of relaxation.
More significantly, optimal control does not need to know the polynomial response. One
can simply define the ideal passband/stopband frequency response, and the algorithm
will find the response allowed by the particular choice of bandwidth, pulse length, and
transition width. Different functional forms can be defined for the response in the
transition region to provide additional flexibility. The response at each frequency can
also be given weights to fine-tune the final excitation profile.

We now proceed with the design of more robust selective excitation pulses. In what
follows, we let the frequency response to the pulse (ie, the target function) be undefined
in the transition region. The pulse has the flexibility to do anything it wants there. An
important addition to the algorithm is an adjustable weight function, which changes the
weight for each particular offset depending on the deviation of intermediate results from
the desired performance. During a given iteration, if the deviation of magnetization
from the target for a particular offset is larger than the allowed ripple amplitude, then
the weight for this offset increases; otherwise it decreases.

5.3 Results and Discussion

We present several examples illustrating the advantages of selective excitation by op-
timized pulses (SEBOP). As discussed, possible performance improvements include in-
creased tolerance to RF inhomogeneity and compensation for relaxation effects.
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5.3.1 Tolerance to RF inhomogeneity

As a first example, consider a representative imaging pulse from Ref. [136], designed
using the SLR algorithm to selectively excite a bandwidth B = 2 kHz with a transition
width W = 0.18, pulse length Tp = 4 ms, and stopband ripple δ2 = 1%, resulting in
a passband ripple δ1 = 1% from the relation referenced in Eq. 5.2. The amplitude-
modulated pulse and its theoretical spectral response are shown in Fig. 5.2. RF inhomo-
geneity in the range ±20% results in signal variations in the passband of ∼10–15%.

Tolerance to RF inhomogeneity is considerably more difficult to achieve for selective
compared to broadband pulses, due to the much tighter constraints required for selectiv-
ity. Nonetheless, allowing ±20% pulse miscalibration in the optimal control algorithm
results in the two-component amplitude- and phase-modulated SEBOP pulse shown on
the right in Fig. 5.2. For an average power equal to 95% of the SLR pulse average power
and the same phase slope R = 1/2, SEBOP reduces passband signal variation due to the
specified RF inhomogeneity to less than ∼5%. Stopband ripple, which corrupts image
fidelity due to signal outside the selected frequencies (out-of-slice signal), is also reduced
considerably.

In contrast to imaging, selective pulses for high resolution NMR are of greatest utility
if they are refocused pulses, which produce no phase gradient in the spectrum (phase
slope R = 0 in our terminology). This will be the case for all the examples which follow.

5.3.2 Compensation for relaxation and RF inhomogeneity

The algorithm for generating relaxation compensated broadband pulses (RC-BEBOP)
has already been developed [52]. It only needs inclusion of the modified target functions
described in Section 5.2.1 for application to selective pulses (RC-SEBOP). The primary
result of that work is that substantial signal gains are possible relative to expected
losses from short T1, T2 by finding trajectories for the transformed magnetization that
minimize these losses, even if this requires a longer pulse length. Relaxation losses are
minimized by keeping spins near the z-axis and orienting them so that all offsets can be
transformed to the transverse plane in a very short time at the end of the pulse. This
solution not only mitigates the effects of transverse relaxation, but short T1 becomes
an advantage due to repolarization of z-magnetization during the relatively long time
the spins are aligned close to the longitudinal axis. The net affect is that almost all
the RF power is applied at the end of our relaxation compensated pulses [52]. This is
fortunately also consistent with a particular family of solutions for broadband R = 0
(refocused) pulses [53].

There are also solutions for refocused selective excitation pulses [111] that employ
significant RF power throughout the pulse and therefore do not lend themselves to relax-
ation compensation. On the other hand, these pulses do an excellent job of minimizing
the residual off-axis magnetization in both the passband and stopband. Consistent with
this result, we find empirically that minimizing relaxation losses for selective pulses
competes with minimizing residual off-axis magnetization. The trajectories that reduce
relaxation effects are not compatible with those that achieve good refocusing. We there-
fore consider a strategy that maximizes x-magnetization in the passband, minimizes
it in the stopband, i.e., the standard procedure, but removes any explicit restrictions
on residual y-magnetization. This allows the optimal control algorithm to emphasize
relaxation compensation and find solutions with considerably enhanced performance
compared to those that give highest priority to minimizing the y-component. As we will
show, this undesirable residual magnetization can be eliminated after the pulse without
significantly affecting performance.
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Figure 5.2: (Color online) Panels on the left show an amplitude modulated selective pulse produced
by the SLR algorithm, which can not explicitly incorporate tolerance to RF inhomogeneity, followed
below by its theoretical frequency response, a magnified view of the stopband, and a magnified view of
the passband. Values of the simulated RF miscalibration/inhomogeneity are −20% (blue), 0% (green),
and +20% (red). Similarly, panels on the right show the x-phase (blue) and y-phase (green) RF
components of an amplitude- and phase-modulated SEBOP pulse, followed by its frequency response.
Design parameters and average power (see Section 5.3.1) are the same for both pulses.
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Excitation profile effects

In addition to causing signal losses, relaxation can also degrade the uniformity of the
excitation profile [112]. SLURP pulses [114] were developed specifically to obtain more
uniform response over the selected bandwidth while accepting attenuation due to short
T1, T2. SLURP-1 pulses address the particular case T1 = T2, and were derived for
various values of the ratio T2/Tp.

For the demanding case Tp = T1 = T2 = 1 ms, theoretical performance of SLURP-1
is compared to RC-SEBOP in Fig. 5.3 for RF miscalibrations of −10%, 0%, and +10%,
displayed left to right. For the ideal RF shown in the middle panel, RC-SEBOP provides
a signal gain of 60%, uniformly preserving greater than 90% of the x-magnetization over
the optimized bandwidth of 4 kHz, in spite of short T1, T2 equal to the pulse length. It
is relatively insensitive to RF inhomogeneity of ±10%. In all cases, there is improved
signal suppression from Mx magnetization in the stopband, and a narrower transition
width.

Analogous investigations have optimized relaxation-compensated pulses by applying
simulated annealing to RF waveforms represented using finite Fourier series (∼ 8 fre-
quency components or less) and no compensation for RF inhomogeneity [115,118]. They
achieve signals of < 80% for the case Tp = T1 = T2 over a less selective bandwidth than
obtained here. Some of our performance gains may be due to a more efficient optimiza-
tion procedure that does not restrict the solution space. However, we expect the largest
gains are due to the flexibility of allowing residual y-magnetization, My, which can be
quite large, as shown in the bottom panel of Fig. 5.3. This is easily eliminated, as shown
later, and allows a much more ideal, rectangular excitation profile than previously con-
sidered possible for short T1, T2 [112], with minimal loss of signal. Alternatively, if we
choose to minimize the residual My during the optimization, this requires trajectories
that sacrifice signal enhancement and selectivity of the passband, consistent with the
other cited studies.

Excitation using small time-bandwidth product pulses

A simple strategy for reducing relaxation effects is to reduce the pulse length, but ac-
cording to Eq. 5.2, achieving acceptable performance for a narrow excitation bandwidth
then becomes more problematic. A given time-bandwidth product requires trade-offs
in the sharpness of the excitation profile (transition width) and the signal variation
(ripple) in both the passband and the stopband. Still, one can optimize performance for
a desired low value of the time-bandwidth product, as accomplished in the SNOB fam-
ily of pulses [97]. Including relaxation compensation beyond what is accomplished by a
short pulse length alone and including tolerance to RF inhomogeneity provide additional
opportunities for improved performance.

For e-SNOB, Tp = 1 ms, selective bandwidth ±1.5 kHz, we designed a RC-SEBOP
pulse incorporating relaxation times T1 = T2 = Tp and tolerance to RF inhomogeneity
of ±10%. Pulse shapes are shown in Fig. 5.4 along with theoretical performance. Sig-
nal gains of a factor of 2 are obtained with the relaxation-compensated pulse, with a
sharper excitation profile and improved suppression of Mx magnetization in the stop-
band. To minimize relaxation losses, RC-SEBOP delivers most of its RF power at the
end of the pulse. As in the previous example, these enhanced performance features are
purchased at the cost of a larger residual My compared to e-SNOB. In the next section,
we present methods for selecting only the desired Mx magnetization while maintaining
the performance advantages of RC-SEBOP.
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Figure 5.3: (Color online) Excited magnetization Mx (top panels) and My (bottom panels) is plotted as a function of resonance offset for SLURP-1 (green)
and RC-SEBOP (blue) for Tp = T1 = T2 = 1 ms and RF inhomogeneity/miscalibration of −10%, 0%, +10% reading left to right. Despite these fast relaxation
rates, RC-SEBOP preserves >90% of the desired Mx while achieving a nearly rectangular profile that is relatively insensitive to ±10% RF inhomogeneity over the
optimized excitation bandwidth of 3 kHz. The signal gain on resonance for the nominal ideal RF is a factor of 1.6. Minimal relaxation losses are achieved by
allowing large residual My, particularly in the stopband. This unwanted signal can be subsequently eliminated without affecting performance, as described in the
text (see Fig. 5.5).
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Figure 5.4: (Color online) Selective pulses eSNOB (green) and RC-SEBOP (blue) of length Tp = 1 ms
are plotted in panel a. RC-SEBOP utilizes less RF power, which is applied primarily at the end of
the pulse to reduce relaxation losses, as described in the text. Panels b, c, and d show the frequency
response of the pulses for RF miscalibaration/inhomogeneity of −10%, 0%, and +10%, respectively, for
T1 = T2 = 1 ms. RC-SEBOP significantly reduces relaxation losses and provides a sharper and more
rectangular selectivity profile over the designed excitation bandwidth of 3 kHz. The signal gain in this
example is a factor of 2.
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5.4 Experimental

All the selective pulses considered so far produce significant residual My magnetization
in the passband at non-ideal RF calibration. Methods for removing this unwanted signal
therefore have more general applicability.

To destroy undesired My after selective excitation in a single-acquistion experiment,
a hard 90◦−y flip-back pulse can be applied to store Mx along the z-axis. A gradient
pulse is then employed to dephase the My component, followed by a hard 90◦y pulse for
acquisition of the signal due to Mx. This “crusher” sequence, implemented in Fig. 5.5a
as a more general phase-cycled sequence (to be discussed below), was first tested for
the case of unlimited-bandwidth hard pulses by applying the hard pulses on resonance.
The transmitter frequency was shifted only for the RC-SEBOP pulse to measure it’s
off-resonance performance. This sequence is insensitive to the actual T2 of the sample,
since there is minimal relaxation during the short hard pulses and no T2 relaxation of
magnetization stored along the z-axis during the gradient pulse. In addition, for typical
samples with T1 ≫ T2, there are minimal T1 effects as a result of the sequence. However,
for very short T1, repolarization of stopband magnetization during the gradient pulse
can lead to slightly more Mx magnetization in the stopband than expected from the
theoretical selectivity profile of RC-BEBOP, previously illustrated in Fig. 5.4.

To eliminate extra stopband signal in cases where T1 is too short for ideal performance
of the original crusher sequence, it can be phase-cycled as shown in the figure. The two
acquisitions add constructively in the passband. Repolarization at stopband frequencies
leads to +z-magnetization after the first hard pulse in each cycle which is canceled by
addition of the two acquisitions after the second hard pulse. As a general strategy, this
sequence works very well for the case of ideal hard pulses with no bandwidth limitations.
It therefore also works well over a bandwidth of ∼ 8 kHz for a 25 kHz hard pulse, where
the performance of the hard pulse is sufficiently ideal, and may be useful for applications
that require only a relatively narrow range of stopband frequencies compared to the
available RF amplitude of the hard pulse.

More realistically, all pulses have to be applied at the same transmitter frequency to
measure the performance of the sequence at larger resonance offsets. The effective field
of the hard pulses will then have a significant z-component, and the y-magnetization
will no longer remain untouched. However, the gradient still dephases the transverse
magnetization remaining after the first hard pulse. To a first approximation, there
is only z-magnetization prior to the second hard pulse, and the phase cycle produces
transverse components of opposite sign that cancel on addition.

Experimental off-resonance performance of RC-SEBOP and the phase-cycled crusher
sequence is demonstrated in Fig. 5.6 for the residual HDO signal in a sample of 99.96%
D2O, doped with CuSO4 to relaxation times of T1 = 1.345 ms and T2 = 1.024 ms at
298◦ K. Signals were obtained at offsets between −15 kHz to 15 kHz in steps of 200 Hz.
The sequence was first implemented using 10 µs hard pulses, which resulted in stopband
signal of 5% relative to the centerband. It was then fine-tuned by increasing the hard-
pulse length to 10.68 µs in the first cycle. The resulting selectivity profile is in very good
agreement with the simulations for eSNOB and RC-BEBOP performance in Fig. 5.4. We
obtain a signal of 0.83 on resonance using the nominal ideal RF values for RC-SEBOP
compared to the theoretical value 0.89. All values are relative to an ideal signal of 1 for
the case of no relaxation. The small disagreement between experiment and simulation
can be attributed to RF inhomogeneity/miscalibration in the flip-back pulse, which will
leave some small fraction of the desired passband signal in the transverse plane to be
destroyed by the gradient.
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Figure 5.5: (a) Phase-cycled sequence consisting of excitation by selective pulse (SP), hard 90◦ pulse,
gradient pulse, hard 90◦ pulse, and acquisition. The sequence is designed to eliminate residual y-
magnetization produced either by standard selective pulses in the presence of RF inhomogeneity or
produced by design in the case of RC-SEBOP (b) a single-acquisition sequence designed as an alternative
to (a).

Since relaxation compensation functions by keeping spins close to the z-axis as long
as possible during the pulse, the performance of RC-SEBOP is not highly specific to
particular T1, T2 values. Although optimized for T1 = T2 = 1 ms, the Tp = 1 ms RC-
SEBOP pulse of Fig. 5.4 performs well for much shorter relaxation of T1 = 708 µs and
T2 = 527 µs, as shown in Fig. 5.7. A signal of 0.75 is obtained on resonance using the
nominal ideal RF values for the pulse and the phase-cycled crusher sequence compared
to a theoretical value of 0.81 for on-resonance excitation by RC-SEBOP alone. The
pulse could also be optimized for faster relaxation to improve performance further. A
signal of 0.68 is obtained using the single-acquisition sequence of Fig. 5.5b.

If a single-acquisition sequence is preferred, the sequence of Fig. 5.5b can be used to
more completely eliminate stopband signal for the case of short T1. The first gradient is
followed by a hard 180◦y pulse. Mz is flipped to −z where any additional magnetization
repolarized during the first gradient pulse can relax to zero during a subsequent delay of
the same length as the first. This extra delay can also be used for additional dephasing
of unwanted transverse magnetization by a gradient pulse of opposite sign to the first
gradient. The sequence ends with a hard 90◦y pulse followed by signal acquisition. How-
ever, performance depends more sensitively on any RF inhomogeneity or miscalibration
of the hard pulses, since there are now two opportunities to destroy leftover transverse
magnetization due to imperfect rotation and storage along the z-axis. Off-resonance
effects of the hard pulses, which now include a 180◦ pulse, further degrade performance.
The scheme is included as an option for narrow passband applications. In addition,
one might want to explore possibilities using broadband, shaped 90◦ and 180◦ pulses.
These could also be incorporated into a simpler sequence that eliminates the gradient
in Fig. 5.5a and cycles according to [±y, y, Acq(x,−x)].
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1
= 1 compared to the theoretical value of 89% for Mx alone shown in Fig. 5.4.
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5.5 Conclusion

Pulses which provide robust and enhanced performance despite RF inhomogeneity or
miscalibration and relaxation effects are highly desirable. The optimal control approach
to designing refocused selective excitation pulses with these compensatory mechanisms
has been presented. The examples considered the standard selectivity profile comprised
of a passband, transition region, stopband, and variations (ripple) in signal uniformity,
as illustrated in Fig. 5.1. Constraints and trade-offs in the performance among these fun-
damental parameters were emphasized. In particular, we found relaxation compensation
and null excitation of magnetization in the stopband to be competing goals. Considerable
improvements in selectivity and relaxation-compensation for short T1, T2 were obtained
by allowing residual unrefocused magnetization in both the passband and stopband.
This residual magnetization can be readily eliminated without significantly diminishing
performance using additional pulse elements.



Chapter 6

Time optimal pulses for
multiple-spin coherence
transfer

6.1 Introduction

This chapter is a part of an article [140]. The control of spin dynamics in chains of
coupled spins-1/2 is a topic of both theoretical and practical interest [141–152]. On the
one hand, the use of spin chains is considered for the efficient transfer of information
in future quantum computing devices [153, 154]. On the other hand, coherence trans-
fer between remote spins is the basis of many multi-dimensional experiments for the
assignment of complex spectra [155–157] in nuclear magnetic resonance (NMR) spectro-
scopy. In addition to linear spin chains with only nearest neighbor couplings, in realistic
settings also long-range couplings between non-adjacent spins must be considered. For
example in 13C and 15N labeled proteins, the nuclei in the protein backbone form a
chain of coupled spins-1/2 with dominant next neighbor 1J (single bond) couplings and
smaller 2J and 3J couplings (via two or three chemical bonds) between non-adjacent
spins in the chain [157].

Here we focus on the efficient creation of multi-spin operators from a single-spin
operator in a spin chain, such as the creation of multiple-spin order from polarization of
the first spin

I1z → 2n−1I1zI2z · · · I(n−1)zInz . (6.1)

The transfer shown in Eq. (6.1) is just a prototype example of a general transfer of the
form

I1δ → 2n−1I1ǫ1 · · · Inǫn , (6.2)

where δ, ǫk ∈ {x, y, z} for k = 1, . . . , n. Note that the transformations in Eqs. (6.1) and
(6.2) are identical up to local spin rotations. Hence, in the limit where the time for
selective rotations of individual spins is negligible (compared to 1/(2Jmax), where Jmax

is the largest spin-spin coupling constant in the chain), the transformations in Eqs. (6.1)
and (6.2) can be achieved in the same amount of time. (This situation is typical for
heteronuclear NMR experiments in liquid state, where the control amplitudes for single
spin operators are orders of magnitude larger than the largest coupling constants.) In
Eq. (6.2), the initial single-spin state is not limited to longitudinal magnetization (po-
larization I1z) but may also be transverse magnetization (in-phase coherence I1x or
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I1y) [157, 158]. Examples of multi-spin target operators in Eq. (6.2) containing one or
several transverse operators include states of the form 2n−1I1zI2z · · · I(n−1)zInx (cor-
responding to anti-phase coherence of spin n with respect to spins 1 to n − 1), and
2n−1I1xI2x · · · I(n−1)xInx (corresponding to multi-quantum coherence), which are relev-
ant in so-called “out and back” transfer schemes [157, 159, 160] and in the creation of
multiple-quantum coherence [158, 161], respectively.

We consider the case of Ising-type spin chains [162, 163], corresponding to the weak
coupling limit [158]. In this limit, which is an excellent approximation for hetero-nuclear
NMR experiments, the coupling Hamiltonian for a pair of spins k and l has the form

Hweak
kl = 2πJklIkzIlz ,

where Jkl is the coupling constant in units of Hertz (Hz). In conventional experiments,
the standard methods to achieve transfer in Eq. (6.2) are based on COSY- or RELAY-
type transfer steps [157,158], which are realized in hetero-nuclear experiments by a series
of INEPT building blocks [164] (see Sec. 6.2). The transfer time is determined by the
size of the coupling constants Jkl in a given spin system. For example, in a linear spin
chain with only next-neighbor couplings, the total duration is given by

Tconv = (J−1
12 + J−1

23 + · · ·+ J−1
(n−1)n)/2.

We are interested in finding the shortest possible time to achieve the transfer in Eq. (6.2)
or conversely, the maximum transfer amplitude for any given time, which remains an
open question up to now.

For relatively simple spin systems, consisting of up to three spins, time-optimal
[165–171] and relaxation-optimized [172–177] pulse sequences have been recently found
analytically based on methods of optimal control theory [178–182], establishing rigor-
ous physical limits of minimal transfer times or minimal relaxation losses, respectively.
In addition to powerful analytical tools, optimal control theory also provides efficient
numerical algorithms for the optimization of pulse sequences, such as the gradient as-
cent pulse engineering (GRAPE) algorithm, exploiting the known equation of motion
for the spin system [183–186]. With this algorithm it is possible to optimize tens of
thousands of pulse sequence parameters and the resulting pulse sequences are not lim-
ited to previously known transfer schemes. However, in contrast to analytical methods
proving global optimality of a given pulse sequence, there is no guarantee that numer-
ical optimal control algorithms like GRAPE will converge to the global optimum [187].
Never-the-less, in cases where the theoretical limits are known, the GRAPE algorithm
closely approached these limits [183,188]. This motivated its use also in cases for which
analytical results on the global optimum are presently unknown in order to explore the
physical limits of the maximum possible transfer efficiency as a function of transfer time,
resulting in so-called TOP (time-optimal pulse) curves [127,181,189–192]. Furthermore,
additional effects such as relaxation [193, 194], radiation damping [195], and experi-
mental constraints and imperfections—such as limited control amplitudes and control
field inhomogeneities [196–198]—can be taken into account to find highly robust pulses
suitable for practical applications under realistic conditions.

Assuming a restricted pulse structure (see Secs. 6.3.1 and 6.4.1) analytic pulses were
derived in Refs. [151] and [152], respectively, for the case of equal and unequal couplings.
This results in significantly shorter transfer times compared to conventional approaches,
however it was not clear how closely the performance of the derived pulse sequences
converges to the time-optimal performance.

In this chapter, we summarize the analytic approach of Refs. [151, 152] (see Sec-
tions 6.3.1 and 6.4.1) and explore its time-optimality by conducting a systematic nu-
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merical study of the considered coherence transfer (see Sections 6.3.2 and 6.4.2). Fo-
cusing on the case of linear Ising spin chains with three and four qubits we compare
the duration of pulse sequences for arbitrary pulse structures with the restricted pulse
structure motivated by the analytic pulses. We also numerically analyze linear Ising spin
chains for up to six spins (see Section 6.7). In addition, our numerical approach makes
it also possible to investigate more realistic spins systems with more general coupling
topologies (see Section 6.5).

In Sec. 6.6, we show how to make the pulse sequences robust with respect to off-
resonance effects using the DANTE (Delays Alternating with Nutations for Tailored
Excitation) approach [169, 199, 200]. Finally, we present experimental results for model
spin chains consisting of three and four hetero-nuclear spins-1/2, demonstrating good
performance of the new sequences under experimental conditions and comparing the
results to conventional pulse sequences.

6.2 Coherence transfer in linear Ising spin chains

Throughout this chapter we mostly consider linear Ising spin chains which have only
direct couplings between neighboring spins [162,163]. (Later we will also allow additional
couplings between non-neighboring spins.) Assume that a chain of n spins is placed in
a static external magnetic field along the z-direction and that neighboring spins are
coupled by an Ising interaction where the coupling strengths Jℓ,ℓ+1 are fixed but may
depend on the position 1 ≤ ℓ ≤ n−1 in the chain. Without any control, the system
evolves freely under its drift Hamiltonian

Hd = 2 π

n−1∑

l=1

Jl,l+1IlzI(l+1)z .

The drift Hamiltonian is given in a suitably chosen multiple rotating frame, which ro-
tates simultaneously at the resonance frequency of each spin. We use the product-
operator basis Iℓν=

⊗

j Iaj
where aj=ν for j=ℓ and aj=0 otherwise (see Ref. [158]). The

matrices Ix:= ( 0 1
1 0 ) /2, Iy :=

(
0 −i
i 0

)
/2, and Iz :=

(
1 0
0 −1

)
/2 are the Pauli spin matrices and

I0:= ( 1 0
0 1 ) is the (2 × 2)-dimensional identity matrix. In addition to the free evolution,

we assume that individual spins can be selectively excited using radio-frequency (RF)
pulses, which is the case if the Larmor frequencies of the spins are well separated as
compared to the coupling strengths Jℓ,ℓ+1. Thus controls on individual spins can be
applied on a much faster time scale as compared to the free evolution w.r.t. the drift
Hamiltonian.

We derive explicit controls for the amplitude and phase of the external RF fields
implementing a unitary evolution which transforms an initial polarization I1x on the first
spin to a multiple-spin state 2n−1(

∏n−1
ℓ=1 Iℓy)Inz while minimizing the pulse duration tp.

In the following, we often compare control pulses with the conventional strategy, which
consists of n−1 steps of free evolution (1 ≤ m ≤ n−1)

2m−1I1y · · · Im−1,yImx
Hd−−→ 2mI1y · · · ImyIm+1,z

where each individual step—besides the final one—is followed by one hard π
2 -pulse

on the (m+1)th spin along the y-direction. As each period of free evolution is of
length 1/(2Jℓ,ℓ+1) where Jℓ,ℓ+1 is given in Hz, the total evolution time is given by

tp =
∑n−1

ℓ=1 1/(2Jℓ,ℓ+1).
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Figure 6.1: A linear three-spin chain has only direct couplings J12 and J23 between neighboring spins.
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Figure 6.2: Analytic pulses for linear three-spin chains are given in the cases of (a) k = J23/J12 =
88.05/88.05 = 1 and (b) k = 1.59 ≈ J23/J12 = 73.1/46.

6.3 Linear three-spin chains: analytic and numerical

approaches

6.3.1 Analytic approach

In this section, we consider the model of Sect. 6.2 in the case of linear three-spin chains
(see Fig. 6.1). In the most general case, one could allow independent controls on each of
the three spins along both the x- and y-direction. But in order to simplify the control
problem we allow only one control on the second spin along the y-direction. This might
not lead to time-optimal controls. But even using this restricted model, controls which
are shorter as compared to the conventional strategy were obtained in Ref. [152] (see
also [151]). In the following, we summarize the analytical approach of Ref. [152].

Starting from an initial state I1x and using only one control on the second spin along
the y-direction, we can analyze the control problem on the subspace spanned by the
operators I1x, 2I1yI2z , 2I1yI2x, and 4I1yI2yI3z as compared to the full 63-dimensional
space of operators. Using the notation 〈O〉 := Tr(Oρ) for the expectation value and Tr
for the trace, we denote the corresponding expectation values by x1 = x1(t) = 〈I1x〉,
x2 = x2(t) = 〈2I1yI2z〉, x3 = x3(t) = 〈2I1yI2x〉, and x4 = x4(t) = 〈4I1yI2yI3z〉. We
obtain the differential equation
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, (6.3)

where u = u(t) denotes the amplitude of the control on the second spin along the
y-direction and k = J23/J12. Using the coordinates (x1, x2, x3, x4)

T we aim to time-
efficiently transfer (1, 0, 0, 0)T to (0, 0, 0, 1)T .
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Figure 6.3: The schematic coupling topologies of (a) ethanamide and (b) diethyl-
(dimethylcarbonyl)fluoromethylphosphonate (see [201, 202]) result in experimental three-spin systems
with coupling ratios (a) k = 1 = 88.05/88.05 and (b) k = 1.59 ≈ 73.1/46. Larger couplings are shown
as solid-black lines, and smaller couplings are shown as dashed-black lines. Decoupled spins are given
in gray color.

Now, we change from the coordinates (x1, x2, x3, x4)
T to the coordinates

(r1, r2, r3)
T = (x1,

√

x2
2 + x2

3, x4)
T

on the sphere where θ = θ(t) is given by tan θ = x3/x2. This transforms Eq. (6.3) to





ṙ1
ṙ2
ṙ3



 = π





0 − cos θ 0
cos θ 0 −k sin θ
0 k sin θ 0









r1
r2
r3



 .

In the new coordinates, we want to time-efficiently transfer (1, 0, 0)T to (0, 0, 1)T .
In order to find the time-optimal controls, Euler-Lagrange equations were set up and

solved in Ref. [152] leading to the differential equation

θ̈ =
k2 − 1

2
sin 2θ (6.4)

for the variable θ. The differential Eq. (6.4) can be numerically integrated if the initial
values θ(0) and θ̇(0) are known. Using the results of Ref [152] one can determine condi-
tions on the initial values: In the case of (r1(0), r2(0), r3(0))

T = (1, 0, 0)T one can deduce
that θ(0) = 0, but θ̇(0) is undetermined. In Ref. [152] combinations of one-dimensional
searches were used to determine the optimal θopt(t) and the time-optimized control as

uopt(t) = J12θ̇opt(t). Examples for the corresponding (semi-)analytic pulses are shown
in Fig. 6.2. The values are motivated by the experimental systems given in Fig. 6.3.

6.3.2 Numerical approach

We numerically optimize pulse shapes by employing the GRAPE algorithm [183] which
was developed by employing principles of optimal control theory. Using a gradient-based
optimization we obtain RF controls which steer an initial state (or unitary transforma-
tion) to a final state (or unitary transformation) while minimizing (e.g.) the duration of
the pulse. Both the amplitude and the phase of the resulting pulse can be smoothly- or
noisy-shaped depending on e.g. the initial pulse or bounds on the control strength (see,
e.g. [197]).
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Table 6.1: We compare the duration tp, the logarithmic fidelity F , and the shape of numerically-
optimized pulses for a linear three-spin chain with coupling ratios (a) k = 1 and (b) k = 1.59. The
number of controls #u is given in the first column. In the third column we present the corresponding
logarithmic TOP curves. The second column shows an example of a shaped pulse, whose position is
denoted with an x in the logarithmic TOP curve. The RF control on the middle spin along the y-axis
is plotted using a solid-black line. Other RF controls are plotted using dashed or solid-gray lines.
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We treat three different levels of RF controls: First, we use only one RF control
operating on the second spin along the y-direction. Second, we use two different RF
controls operating on the second spin along both the x- and y-direction. Third, we
use a total of six RF controls operating on each of the three spins along both the x-
and y-direction. We remark that employing RF controls on one spin along both the
x- and y-direction gives complete (local) control on that spin. Let k denote the ratio
between the couplings J23 and J12. We determine the numerically-optimized pulses and
plot the logarithmic fidelity F vs. the duration tp of different shaped pulses for the
coupling ratios k = 1 and k = 1.59 which are motivated by the experimental scenarios
of Fig. 6.3. The numerical results are given in Table 6.1: We show examples of shaped
pulses with short duration tp and high fidelity F ≥ 0.9999. In addition, we present
logarithmic time-optimal (TOP) curves where we plot the logarithmic transfer efficiency
(i.e. log(1−F ) where F is the fidelity) versus the optimal transfer time. Comparing the
different cases suggests that only one RF control on the second spin is sufficient for a
time-optimal pulse. For high fidelities (F ≥ 0.9999), the durations of the analytic and
numerically-optimized pulses are identical (in the given accuracy) while the pulse forms
differ. In Table 6.2, we compare the duration of pulses on linear three-spin systems for
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Table 6.2: For coherence transfers in linear three-spin chains (k = 1 and k = 1.59), we give the
numerically-optimized times tp and the fidelities F in the case of one, two, and six RF controls (see
text). The duration tp is independent of the number of controls which suggests that only one RF-control
on the middle spin is sufficient for the time-optimal coherence transfer.

k #u tp (s) F
1 1 0.0098 0.9999
1 2 0.0098 0.9999
1 6 0.0098 0.9999

k #u tp (s) F
1.59 1 0.0155 0.9999
1.59 2 0.0155 0.9999
1.59 6 0.0155 0.9999

1 2 3

J12 J23

4

J34

Figure 6.4: A linear four-spin chain has only direct couplings J12, J23, and J34 between neighboring
spins. We split the corresponding four-spin chain control problem into two subproblems for three-spin
chains.

different values of k.

Conjecture 1 Consider a linear three-spin chain with local controls on each spin. One
can time-optimally transfer coherence from I1x to 4I1yI2yI3z using only one control on
the second spin along the y-direction. In addition, the analytical pulses of Refs. [151,152]
are time-optimal in the case of linear three-spin chains even if one allows arbitrary local
controls.

6.4 Linear four-spin chains: analytic and numerical

approaches

6.4.1 Analytic approach

In this section, we consider linear spin chains with four spins. We follow Sect. IV of
Ref. [152] (see also [151]) and split the control problem for four spins into two subprob-
lems for three spins (see Fig. 6.4): The first subproblem is given on the first three spins
by the time-optimal transfer from (1, 0, 0)T to (0, cosγ, sin γ)T , where we are again using
the coordinates (r1, r2, r3)

T of Sect. 6.3.1. Then, we apply certain (arbitrarily fast) hard
pulses which can be easily determined by numerical methods. The second subproblem
is given on the last three spins by the time-optimal transfer from (cos γ, sin γ, 0)T to
(0, 0, 1)T . In addition, we have to simultaneously search for the value of γ which min-
imizes the pulse duration. This approach might not lead to time-optimal controls but
simplifies the control problem significantly.

The optimization of the considered subproblems can be reduced to time-optimal
transfers from (cosα, sinα, 0)T to (0, cosβ, sinβ)T for α, β ∈ [0, π/2] generalizing the
transfer of Sect. 6.3.1 from (1, 0, 0)T to (0, 0, 1)T . Using methods of Ref. [152] we can find
the optimal controls for the transfers using combined one-dimensional searches for the
optimal initial values θ(0) and θ̇(0) of Eq. (6.4). Both θ(0) and θ̇(0) are undetermined but
related by θ̇(0) = sin[θ(0)] cotα for the case of (r1(0), r2(0), r3(0))

T = (cosα, sinα, 0)T .
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Figure 6.5: Analytic pulses for linear four-spin chains are given in the cases of (a) k1 = k2 = 1 as
well as (b) k1 = 2.38 and k2 = 0.94. The pulses on the second and third spin along the y-direction
are given, respectively, as solid and dashed line. The corresponding two hard pulses on the second and
third spin are depicted by a vertical line where the flip angles are given above. The hard pulses in the
left figure can be implemented by applying a pulse of 5000 Hz for 17.40 microseconds. The hard pulses
in the right figure can be implemented by applying a pulse of 5000 Hz for 11.21 microseconds.
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Figure 6.6: The topology of the 13CO-15N-diethyl(dimethylcarbonyl)fluoromethylphosphonate (see
[201, 202]) results in coupling ratios k1 = 2.38 and k2 = 0.94. Compare to Fig. 6.3.

The corresponding (semi-)analytic pulses are shown in Fig. 6.5. The values are motivated
by the experimental system given in Fig. 6.6.

6.4.2 Numerical approach

Motivated by the analytical approach, we numerically treat the control problem on four
spins with two cases of coupling ratios (a) k1 = 1 and k2 = 1 (J12 = J23 = J34 =
88.05 Hz), and (b) k1 = 2.38 ≈ J12/J23 and k2 = 0.94 ≈ J34/J23 (refer to Fig. 6.6 for
the coupling values). The coherence transfer is numerically optimized considering the
following three levels of RF controls: First, we use only two different RF controls (one
on each spin) operating on the second and third spin along the y-direction. Second, we
use a total of four different RF controls (two on each spin) operating on the second and
third spin along both the x- and y-direction. Third, we use a total of eight different RF
controls (two on each spin) operating on each of the four spins along both the x- and
y-direction. The pulse shapes and the logarithmic TOP curves corresponding to two



6.5. MORE GENERALLY-COUPLED SPIN SYSTEMS OF THREE AND FOUR SPINS 57

Table 6.3: For linear four-spin chains with coupling ratios (a) k1 = 1 and k2 = 1 as well as (b)
k1 = 2.38 and k2 = 0.94, the RF controls on the second and third spin along the y-axis are plotted
using solid-black and solid-gray lines, respectively. Other RF controls are plotted using a dashed-black
line or in shades of gray. Compare to Table 6.1.
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(b) k1 = 2.38 and k2 = 0.94:
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and eight RF controls (see Table 6.3) indicate that we do not gain a higher fidelity or a
shorter duration from using more than the two controls (Table 6.4). This is consistent
with the analytic results, but the numerically-optimized pulses appear to be a little
shorter than the analytical ones (cp. Fig. 6.5).

Conjecture 2 Consider a linear four-spin chain with local controls on each spin. One
can time-optimally transfer coherence from I1x to 8I1yI2yI3yI4z using only two controls
along the y-direction which operate on the second and third spin, respectively.

6.5 More generally-coupled spin systems of three and

four spins

In more generally-coupled spin systems, indirect couplings can strongly impede or en-
hance the coherence transfer. In this section we present detailed numerical optimizations
and compare them to the case of linear spin chains.
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Table 6.4: For coherence transfers in linear four-spin chains (k1 = k2 = 1 as well as k1 = 2.38 and
k2 = 0.94), we give the numerically-optimized times tp and the fidelities F in the case of two, four, and
eight RF-controls. The duration tp is independent of the number of controls which suggests that only
two RF-control on the second and third spin along the y-axis is sufficient for the time-optimal coherence
transfer.

k1 k2 #u tp (s) F
1 1 2 0.138 0.9999
1 1 4 0.138 0.9999
1 1 8 0.138 0.9999

k1 k2 #u tp (s) F
2.38 0.94 2 0.532 0.9999
2.38 0.94 4 0.532 0.9999
2.38 0.94 8 0.533 0.9999

6.5.1 Three-spin system

Along the lines of Section 6.3.2, we numerically optimize pulses for more generally-
coupled three-spin systems keeping J12 = J23 = 88.05 Hz constant while varying the
additional coupling strength J13. By comparing the TOP curves for different values of
J13, we conclude that for a larger coupling strength J13 the fidelity of the coherence
transfer is smaller in the cases of one [Fig. 6.7(a)] and two (results are not shown) RF
controls on the second spin. (As in Section 6.3.2, we obtain shorter pulse sequences
as compared to the conventional pulse sequence for J13 = 0.) However, using the RF
controls on each of the three spins allows for a coherence transfer with higher fidelity
while keeping the pulses short [Fig. 6.7(b)]. Table 6.5 shows examples of shaped pulses
and the corresponding logarithmic TOP curves for the coupling ratios k = 1 and k =
1.59. The coupling strengths are taken from the spin systems shown in Fig. 6.3. Detailed
values are given in Table 6.7.

6.5.2 Four-spin system

Following Section 6.4.2, we numerically optimize the shaped pulses for a more generally-
coupled four-spin systems. Analyzing the numerical results (see Table 6.6), we can
say that this system needs all eight RF controls on each spin along both the x- and y-
direction in order to achieve the coherence transfer with minimum duration and maximal
fidelity. Table 6.7 summarizes and compares the duration tp and fidelity F of shaped
pulses for more generally-coupled spin systems.

6.6 Experimental results

Analytic and numerically-optimized pulses are usually optimized for on-resonance cases.
We follow the DANTE approach [199, 200, 203] in order to obtain pulses which are
broadband, i.e. invariant with respect to the change of the chemical shift in a given
offset range (Fig. 6.8). First, a shaped pulse is converted into a sequence of short
hard pulses and delays. We used hard pulses with constant flip angles (see below),
and the delays between the hard pulses correspond to the time required by the shaped
pulse to accumulate this flip angle [199, 200, 203]. Then, a refocusing element (i.e. π-
pulse) [169, 200] is inserted between two hard pulses. The offset bandwidth covered by
a refocused DANTE sequence is directly proportional to the RF amplitude of the hard
pulses and the π-pulses used in the sequence.

All the experiments are implemented on a Bruker AVANCE III 600 MHz spectro-
meter at 298 Kelvin: We use a triple resonance TXI probe head with Z-gradient in the
case of the three-spin system with k = 1. For the three spin system with k = 1.59 and
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Figure 6.7: (Color online) We compare numerically-optimized TOP curves (in shades of gray) for three-
spin systems with one [Subfigure (a)] and six [Subfigure (b)] RF controls keeping J12 = J23 = 88.05 Hz
constant while varying J13. At the same time we compare their performance with conventional pulse
sequences (in shades of red) where both of the couplings J12 and J13 evolve simultaneously. The limiting
case of J13 = 0 corresponds to the conventional pulse sequence of Sec. 6.2. Using all six RF controls
[Subfigure (b)] we can see higher fidelities F for smaller times and larger J13 compared to the case
of only one RF control [Subfigure (a)]. A black arrow denotes where the numerically-optimized TOP
curves for J13 = 44 Hz and J13 = 0 Hz merge.

the four spin system with k1 = 2.38 and k2 = 0.94 we use a custom-made 6-channel
probe head with Z-gradient addressing all nuclei 19F, 1H, 31P, 12C (or 13C), and 14N
(or 15N) (see [201,202]). In the experiments for three spins we use the molecules shown
in Fig. 6.3. The experiment for the coupling ratio k = 1 uses the first molecule (see
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Figure 6.8: In the DANTE approach an on-resonance shaped pulse (see (a)) is converted to a series
of short hard pulses and delays ∆i (see (b)). Then, the pulse can be converted to a broadband pulse by
inserting a refocusing element (i.e. π-pulse) represented by solid bars between two hard pulses (see (c)).
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Figure 6.9: (Color online) We compare for a three-spin system the offset (∆v) profile for ±1 kHz
of the anti-phase signal (see text) resulting from a conventional pulse sequence (tp = 11.4 ms) in the
case of experiment (see (a)) and simulation (see (a´) with broadband versions of the analytic pulses
(tp = 9.8 ms, see (b) and (b´)) for the case of coupling ratio k = 1 of three spins.
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Table 6.5: Numerical results for more generally-coupled three-spin systems with (a) coupling ratio
k = 1 (i.e. J12 = J23 = 88.05 Hz) and additional coupling J13 = 2.935 Hz as well as (b) coupling ratio
k = 1.59 (i.e. J12 = 73.1 Hz and J23 = 46 Hz) and additional coupling J13 = 10.0 Hz. Compare to
Table 6.1.
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Fig. 6.3(a)) which is dissolved in deuterated water D2O. For k = 1.59 we use the second
molecule (see Fig. 6.3(b)) dissolved in deuterated methanol CD3OD. The simulated and
experimental offset profiles are shown in Figs. 6.9 and 6.10. We emphasize that the
duration of the broadband versions of the analytic or the numerically-optimized pulses
is shorter than for the conventional pulse sequence while keeping its robustness.

We first discuss two three-spin systems: In the case of k = 1, we start from the
initial polarization I1z of 1H (which models the first spin) and apply a π

2 -pulse along
+y-direction in order to obtain the coherence I1x. By applying a broadband version of
our shaped pulse of 15N (which models the second spin) we get the three-spin coherence
4I1yI2yI3z . The broadband version of this shaped pulse is divided into four hard pulses
with an amplitude of 4145.936 Hz, a flip angle of 45.00 degrees, and zero phase; it
also contains refocusing π-pulses where the phases are chosen according the MLEV-4
cycle [204]. Next, we apply π

2 -pulse on 15N along the x-direction and we obtain the
coherence 4I1yI2zI3z . In the end, we can detect an anti-phase signal of 1H (first spin)
with respect to the spins of 15N and 1H (which models the third spin). Similarly, in
the case of k = 1.59, we start from the initial coherence I1z on the spin of 1H (which
models the first spin) and apply a π

2 -pulse along +y-direction in order to obtain the
coherence I1x. Then, we apply the broadband version of our shaped pulse on the spin
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Table 6.6: Numerical results for a more generally-coupled four-spin systems with coupling ratios
k1 = 2.38 ≈ J12/J23 and k2 = 0.94 ≈ J34/J23 (i.e. J12 = 46 Hz, J23 = 19.3 Hz, and J34 = 18.1 Hz) as
well as additional couplings J13 = 4.1 Hz and J24 = 2 Hz. Compare to Table 6.3.
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Figure 6.10: (Color online) We compare for a three-spin system the offset (∆v) profile for ±2 kHz
of the anti-phase signal (see text) resulting from a conventional pulse sequence (tp = 17.7 ms) in the
case of experiment (see (a)) and simulation (see (a´)) with broadband versions of the analytic pulses
(tp = 15.5 ms, see (b) and (b´)) for the case of coupling ratio k = 1.59.

of 19F in order to produce the three-spin coherence 4I1yI2yI3z . The broadband version
of this shaped pulse is divided into four hard pulses with an amplitude of 10000 Hz, a
flip angle of 45.03 degrees, and zero phase; it also contains refocusing π-pulses where
the phases are chosen according the MLEV-4 cycle [204]. In the next step, we apply
a π

2 -pulse on the spin of 1H and we end up with the coherence 4I1zI2yI3z . Finally, we
detect an anti-phase signal on the spin of 19F with respect to the spins of 1H and 31P.

In the four-spin system, we show on-resonance simulations and experiments for
numerically-optimized shaped pulses comparing the conventional approach with analyt-
ical and numerically-optimized pulses (see Fig. 6.11). The corresponding experiments
are implemented on the molecule of Fig. 6.6, which is dissolved in deuterated acetoni-
trile. Figures 6.11(b) and (c) show a reduction in signal intensity for the simulation if
we compare the effect of the pulse on the abstract linear spin chain (shown in gray) with
the effect on the more realistic and more generally-coupled spin system (shown in black)
as the corresponding pulses were only optimized for the abstract linear spin chain. We
remark that the pulse of Fig. 6.11(d) is optimized for a more generally-coupled spin
system while using RF-controls on all spins. Thus, we conclude—using also the data of
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Table 6.7: We compare the duration tp and fidelity F of numerically-optimized shaped pulses in the
case of three- and four-spin systems allowing a varying number of RF controls u. Using only one RF
control we show the effect of indirect couplings—which are usually present in experiments—on the
fidelity of optimized pulses. Hence more RF controls are necessary for higher fidelities. The J-values
are taken from the actual spin systems shown in Figs. 6.3 and 6.6.

graph J13 (Hz) J24 (Hz) #u tp (ms) F

1 2 3

J12 J23

J13

k = 1
0.0 – 1 9.8 0.9999
2.9 – 1 9.8 0.9959
2.9 – 6 11.5 0.9999

k = 1.59
0.0 – 1 15.5 0.9999
10.0 – 1 15.5 0.8837
10.0 – 6 15.8 0.9999

1 2 3

J12 J23

4

J34

J13

J24

k1 = 2.38 and k2 = 0.94
0.0 0.0 2 53.2 0.9999
4.1 2.0 2 53.2 0.9859
4.1 2.0 8 54.0 0.9999

Simulation Experiment

(a)

(b)

(c)

(d)

Figure 6.11: We show the anti-phase signal of the spin of 19F with respect to the spins of 1H, 13C,
and 15N of a four-spin system corresponding to the simulation (left) and experiment (right). We use
the conventional pulse sequence (a) (tp = 64.4 ms), an analytical pulse sequence (b) (tp = 53.9 ms),
a pulse which was numerically-optimized for the abstract linear spin chain with RF controls on the
second and third spin (c) (tp = 53.2 ms), and a pulse which was numerically-optimized for the more
generally-coupled spin system with RF controls on all spins (d) (tp = 54.0 ms). The simulation for the
abstract linear spin chain is given in gray color. All the other plots for the more realistic case of a more
generally-coupled spin system are given in black color.
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Figure 6.12: Using all ten (or twelve) RF controls we determined numerically-optimized pulse shapes
for linear spin chains of length five (or six) in the case of k = 1. We remark that most control strengths
are very small.

Table 6.7—that the pulse of Fig. 6.11(d) shows a higher fidelity when compared to the
pulses of Figs. 6.11(b) and (c). Furthermore, the pulse corresponding to Fig. 6.11(d)
is shorter (by 14%) than the conventional pulse sequence corresponding to Fig. 6.11(a)
while maintaining its robustness to additional couplings (see also Table 6.8).

6.6.1 Conventional pulse sequences

For k = 1, the conventional pulse sequence implemented on the spectrometer is,

H1z +H2z

H90y
−−−→ H1x +H2x

∆
−→ H1x +H2y

90
−y

−−−→ H1z +
1H2y

Gz−−→ H1z (6.5)

H1z

H90y
−−−→ H1x

∆1−−→ 2H1yNz

N90y
−−−→ 2H1yNx

∆2−−→ 4H1yNyH1z

N90x−−−→ 4H1yNzH1z (6.6)

where, ∆ = 1/(v1 − v2), (v1 − v2) is the chemical shift difference between H1 (which
models the first spin) and H2 (which models the third spin), ∆1 = 1/(2JH1N ), and
∆2 = 1/(2JH2N ). For k = 1.59, the conventional pulse sequence implemented on the
spectrometer is,

Hz

H90y
−−−→ Hx

∆1−−→ 2HyFz

H90x+
F 90y

−−−−−−−→ 2HzFx
∆2−−→ 4HzFyPz (6.7)

where, ∆1 = 1/(2JHF ) and ∆2 = 1/(2JFP ).

6.7 Linear spin chains with more than four spins

In this section, we generalize the numerical optimization of shaped pulses to linear spin
chains of five and more spins. Figure 6.12 shows two examples of the optimized pulse
shapes with coupling ratios kℓ = 1 and coupling strengths Jℓ,ℓ+1 = 88.05 Hz. These
examples suggest that time-optimal controls can be obtained on multiple spins even
while irradiating only on the spins two to ℓ − 1 along the y-direction (cp. Sec. IV of
Ref. [152]). We obtain shorter pulses for the numerically-optimized pulses compared to
the conventional pulse sequences as summarized in Table 6.8.
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Table 6.8: We compare the minimum time tp required for a coherence transfer by numerically-
optimized (oc) and conventional (conv) pulse sequences for different number n of spins and coupling
ratios k. aFor n = 3 we have k = 1.59. And for n = 4 we have k1 = 2.38 and k2 = 0.94.

n
tp (s)

k = 1 k 6= 1a

oc conv oc/conv oc conv oc/conv
3 0.0098 0.0114 0.8596 0.0155 0.0177 0.8757
4 0.0138 0.0170 0.8118 0.0532 0.0644 0.8261
5 0.0177 0.0227 0.7797 – – –
6 0.0216 0.0284 0.7605 – – –

6.8 Conclusion

In the case of linear three-spin chains we reproduced numerically the previous analytical
results [151,152] obtaining the same family of restricted controls by applying pulses only
on the second spin along the y-axis. The same holds for linear four-spin chains where
we also obtain the analytical family of restricted controls by applying pulses only on
the second and third spin along the y-axis; but the numerically-optimized pulses appear
to be a little shorter than the analytical ones. Both for three and four spins no gain
in pulse duration is found if arbitrary pulse structures are allowed. These observations
are summarized in Conjectures 1 and 2. Even for longer spin chains (consisting of up
to six coupled spin-1/2) there is some numerical evidence suggesting that the same
restricted controls motivated by Refs. [151,152] lead to time-optimal pulses (in the case
of unrestricted controls) for linear spin chains of arbitrary length.

Further numerical results are presented for more general and more realistic coupling
topologies, for which so far no analytical results are known. Compared to linear spin
chains we obtain different pulse structures depending on the number of available controls.
We hope that the presented results and conjectures will motivate further analytical work
in order to develop a better understanding of time-optimal control sequences for the
generation of multi-spin coherence.

Note that the minimum times for the transfers I1δ → 2n−1I1ǫ1 · · · Inǫn and 2n−1I1ǫ1 · · ·
Inǫn → I1δ are identical (δ, ǫk ∈ {x, y, z} for k = 1, . . . , n), which is directly relevant
for “out and back” experiments and the reconversion of multiple-quantum coherence to
detectable single quantum operators. In the experimental part, we demonstrated that
the optimized pulse sequences work in realistic settings under relaxation and experi-
mental imperfections (e.g. inhomogeneity of the control field, miscalibrations, and phase
transients). In addition, the pulses can be made broadband (i.e. robust with respect to
frequency offsets) using the DANTE approach.

Here we assumed for simplicity that each spin-1/2 can be selectively addressed, which
is directly relevant to heteronuclear spin systems but the optimal transfer scheme can
also be adapted to homonuclear spin systems. The presented sequences can be directly
applied to small molecules and peptides, which is in particular true for the broadband
versions. The minimum pulse sequence durations for complete transfer are reduced by
up to 24% compared to conventional approaches (see Table 6.8). Conversely, for a fixed
transfer time significantly improved transfer amplitudes are possible, e.g., for a linear
three-spin chain we gain approximately 23% in transfer efficiency when we allow only for
half of the transfer time necessary for a complete transfer (cp. Fig. 6.7). For large pro-
teins, further gains in efficiency are expected if relaxation-optimized pulse sequences can
be developed for the specific relaxation super operator given in the system. Although
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such sequences are beyond the scope of the present work, the results on time-optimal
sequences presented here provide an important benchmark for relaxation-optimized se-
quences.



Chapter 7

The Fantastic Four: A plug ‘n’
play set of optimal control
pulses

7.1 Introduction

Hard rectangular pulses are the fundamental element of all multi-dimensional NMR pulse
sequences. They are simple to use and extremely versatile. The transformations required
for multi-dimensional spectroscopy—excitation, flip-back, inversion, and refocusing—are
all possible using this simplest of pulses. Moreover, the performance of a single hard
pulse is approximately ideal over a reasonable range of resonance offsets (proportional
to the RF amplitude of the pulse) and variation in RF homogeneity (±10%) relevant for
high resolution spectroscopy [205–217].

However, there is considerable room for improving pulse sequence performance. RF
amplitude is limited in practice and cannot be increased to match the increased pulse
bandwidth needed at higher field strengths. The problem of large chemical shift can
be solved by dividing the spectral region and performing multiple experiments. But,
this is time consuming, and unstable samples can create problems. Even at lower field
strengths, relatively small errors produced by a single pulse can accumulate significantly
in multipulse sequences.

The use of shaped pulses that address particular limitations of hard pulses can im-
prove performance [179], but complex multipulse sequences are masterpieces of timing
and synchronized spin-state evolution. Replacing a given hard pulse in a sequence with
a better performing, but longer, shaped pulse typically requires a nontrivial redesign of
the pulse sequence. Additional pulses and delays are required to reestablish the timing
and refocusing that achieve the goals of the original hard-pulse sequence (see Fig. 7.1).

The goal of the present work is to provide a fundamental set of better-performing
pulses that can simply replace, in a one-to-one fashion, all the hard 90◦ and 180◦ pulses
in any existing NMR two-spin sequence. This includes important sequences such as
HSQC, HMBC, HMQC, INADEQUATE, COSY, and NOESY, which are some of the
most basic pulse sequences used for finding correlations between nuclei within a given
molecule. Each hard pulse performs a universal rotation (UR), either 90◦ or 180◦, of all
magnetization components about a fixed axis, with an approximately ideal performance
over the bandwidth of the pulse. As a replacement for hard pulses, better-performing UR

67
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Figure 7.1: This schematic demonstrates a simple block of hard pulses with flip angles α and β, and
delays τ1 and τ2 (Fig. (a)) in an any given pulse sequence. Hard pulses can be easily replaced by
identical duration Fanta4 pulses with corresponding flip angles (Fig. (c)) without altering the delays τ1
and τ2. To accommodate long duration shaped pulses on 13C with respect to 1H hard pulses, delays
need to be adjusted by δ1 and δ2 in order to account for the extra duration and possible J coupling
evolution (Fig. (b)).
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pulses therefore minimize the number of pulses needed. However, UR pulses are only
necessary for refocusing or combined excitation/flip-back. Point-to-point (PP) pulses
are sufficient for excitation, flip-back, or inversion of a given initial state to a given
final state, and these can be designed more easily and with better performance for their
specific task than UR pulses.

We used the optimal control based GRAPE algorithm [183] to design UR 90◦ and
180◦, and PP 90◦ and 180◦ pulses with bandwidths and pulse length suitable for 1H and
13C spectroscopy of small-to medium-sized molecules at 600 MHz, which is currently
a generally accessible and widely utilized spectrometer field strength. This results in
a total of four pulses, which we whimsically refer to as Fanta4 due to the significant
improvement they provide in pulse sequence performance. All pulses are of the same
length, allowing each hard pulse in a sequence to be replaced by the corresponding UR
or PP pulse without any further modification of the sequence.

7.2 Optimization

For the first generation of Fanta4 pulses we consider applications to 13C and 1H on
a 600 MHz spectrometer. In order to universally implement shaped pulses on any
available probe-head, we limit the maximum RF amplitude for 13C spins to 10 kHz
and numerically optimize shaped pulses for 13C nuclei that cover 35 kHz (233.33 ppm)
chemical shift bandwidth and are robust to ±10% RF inhomogeneity/miscalibration.
For 1H nuclei, 18 kHz maximum RF amplitude was allowed and we optimized shaped
pulses, which cover 20 kHz (33.33 ppm) chemical shift bandwidth and are robust to
±15% RF inhomogeneity/miscalibration. The duration used in numerical optimization
of all shaped pulses is 1 ms. This is the minimum duration needed to optimize a UR
180◦ 13C shaped pulse [189, 218] in the presence of the above mentioned constraints of
sufficient fidelity.

We know that R = 0 pulses [182] have no heteronuclear J coupling evolution during
a pulse when applied to a single spin. However, when applied simultaneously to 1H
and 13C, we have to account for J coupling evolution (e.g., Hartmann-Hahn transfer).
This can be solved by optimizing shaped pulses for a coupled two spin-1/2 system
simultaneously. However, optimization of shaped pulses for coupled two spin systems
with the mentioned constraints is computationally expensive. Details of coupled two
spin-1/2 optimizations are provided in the appendix 7.7.1.

We simplify the coupled two spin-1/2 problem by approximating it as two independ-
ent, non-interacting single spin-1/2 problems, each of which demands less computation
power by several orders of magnitude. We simulate their performance on a coupled two
spin-1/2 system with a J coupling of 197 Hz.

For example, a PP 90◦ shaped pulse along x axis should bring magnetization along
z to -y axis. In the case of a coupled two spin system, a combination of PP 90◦ pulse
on 1H and 13C should rotate e.g. initial zz magnetization to yy with a minimum of
unwanted terms, yz or zy, with maximum fidelity. The best shaped pulses which fell
within the threshold value of fidelity were included in the Fanta4 pulse set. More details
of Fanta4 pulse selection and simulation are given in appendix 7.7.2.

However, if only one pulse is applied to either of the spins, transverse magnetizations
of the other spin can evolve under the chemical shift Hamiltonian. This can be avoided by
a “Do-Nothing” pulse, which create an effective rotation which is an arbitrary multiple
of 360◦, which can be e.g. realized by two identical PP inversion pulses with a duration
of 500 µs each.
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Numerical optimization were performed using the GRAPE (GRadient Ascent Pulse
Engineering) algorithm (Chapter 2).

7.3 Experiments

We chose the HSQC (Fig. 7.2) and HMBC (Fig. 7.3) experiments to demonstrate the
implementation of Fanta4 pulses. HSQC is widely used for recording one-bond cor-
relation spectra between two heteronuclei and HMBC is mostly used for correlating
heteronuclei connected by multiple bonds, mostly 2-4 bonds. Hard pulses are replaced
by corresponding Fanta4 pulses in these pulse sequences (Fig. 7.2 and Fig. 7.3). Sodium
formate and Hydroxycitronellal (Fig. 7.4 a and b) were used to test the performance of
Fanta4-HSQC against conventional-HSQC and an intermediate molecule (Fig. 7.4c) from
a reaction published in Ref. [219] is used to test Fanta4-HMBC against conventional-
HMBC. All experiments were performed on Bruker AVANCE III 600 MHz spectrometer
with a triple resonance TXI probehead and Z-gradient at 298◦K.

7.4 Results

7.4.1 HSQC: Testing with Sodium Formate

13C-labeled Sodium formate (Fig. 7.4a), with one proton and one carbon spin, and a large
J coupling (197 Hz), dissolved in D2O was used to check the performance of the Fanta4-
HSQC sequence (Fig. 7.2 b) compared to the conventional-HSQC (Fig. 7.2a) at different
chemical shifts and RF miscalibrations. A proton excited and detected HSQC (coupled
during acquisition) gives doublet of a proton with respect to a carbon. We performed
1D-HSQC experiments by changing the carrier frequency in the 13C dimension, a) with
ideal RF amplitude on 1H and 13C (Fig. 7.5a and b), and b) by miscalibrating the RF
amplitude on 1H and 13C by -15% and -10% (Fig. 7.5c and d).

The conventional-HSQC (Fig. 7.2a) shows reduced signal intensity at a large offset
frequencies (Fig. 7.5a). In addition to offset effect, RF inhomogeneity/miscalibration on
1H and 13C pulses deteriorated the signal intensity (Fig. 7.5c). Small errors in the RF
pulse accumulate during the pulse sequences are responsible for reduced signal intensity
with considerable phase errors. We performed similar experiments using Fanta4-HSQC
(Fig. 7.2b). It shows consistent signal intensity over large chemical shift range with an
ideal RF amplitude (Fig. 7.5b) and with a miscalibrated RF amplitude (Fig. 7.5d) on 1H
and 13C compared to the relatively small robustness of conventional-HSQC. For more
details see Figure 7.5.

7.4.2 HSQC: Testing with Hydroxycitronellal

We implemented the above sequences on a more complex molecule, Hydroxycitronellal
(Fig. 7.4b). It consists of a long chain of hydrocarbons with a hydroxyl group on one
end and an aldehyde moiety at other end. Hydrocarbons resonate around 19 ppm and
a carbon bonded to oxygen (aldehyde moiety) resonates at 202 ppm, which corresponds
to total offset bandwidth of 27.3 kHz on a 600 MHz spectrometer. The conventional-
HSQC experiment with an ideal RF amplitude is unable to excite the 13C nuclei at very
large offsets and resulted in a poor signal to noise ratio (S/N)(Fig. 7.6a). This task is
even more difficult when the RF amplitude is miscalibrated on both nuclei (Fig. 7.6c).
The Fanta4-HSQC showed better signal to noise ratios at large offsets both with ideal
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Figure 7.2: Proton excited and detected HSQC [220–222] experiment using conventional 90◦ and 180◦

hard pulses (conventional-HSQC, Fig. (a)) and Fanta4 pulses (Fanta4-HSQC, Fig. (b)). Phases are x
with the exception of Φ1 = x -x, Φ2 = x x -x -x, Φ3 = x x -x -x, Φ4 = y y -y -y, Φrec = x -x -x x.
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gradients (G1 and G2) including recovery time. ‘tr’ is a time reverse shaped pulse. Both pulse sequences
are practically of identical lengths but the offset-compensated and RF robust Fanta4-HSQC provides
higher sensitivity.
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Figure 7.4: (a) Sodium formate, (b) Hydroxycitronellal, and (c) an intermediate from Ref. [219] are
used for comparison of conventional HSQC and HMBC pulse sequences, and Fanta4 -HSQC and -HMBC
pulses sequences.

RF amplitudes (Fig. 7.6b) and with miscalibrated RF amplitudes (Fig. 7.6d). For more
details see Figure 7.6.

7.4.3 HMBC: Testing on Real molecule

We used an intermediate molecule (Fig. 7.4c) of a reaction published in Ref. [219] (Table
3, entry 2) to test the HMBC pulse sequence (Fig. 7.3) . It is a relatively small molecule
with large number of long-range J couplings between 1H and 13C spins. 13C covers
28.8 kHz of offset range on a 600 MHz spectrometer. The conventional-HMBC pulse
sequence with hard pulses (gray) shows poor performance at large offsets compared to
the Fanta4-HMBC (dark) (Fig. 7.7,). Traces from the 2D HMBC spectrum acquired
with hard pulses and with Fanta4 pulses are compared in Figure 7.8.

7.5 Discussion

The robustness of Fanta4 pulses with respects to a large frequency offsets and RF mis-
calibration renders them superior compared to hard pulses. However, the long duration
(1 ms) of current Fanta4 pulses renders them vulnerable to relaxation, possible homo-
nuclear and heteronuclear J coupling evolution. It limits the use of the current version
of Fanta4 pulses to small and medium sized molecules with moderate relaxation values.

Fanta4-HSQC gives reduced signal intensity (about 10%) with ideal RF amplitude
over the given offset range, when compared with the HSQC sequence which accommodate
refocusing and/or inversion conventional shaped pulses on 13C . However, with RF
inhomogeneity/miscalibration on 1H and 13C Fanta4-HSQC outperforms the latter by
more than 25% signal intensity gain.
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Figure 7.7: Amagnitude mode 2D HMBC acquired on an intermediate molecule in a reaction published
in Ref [219], dissolved in CDCl3, is shown in the figure using conventional-HMBC (gray) and Fanta4-
HMBC (black) with a slight shift in 13C dimension. The hard pulse version show loss in signal intensity
compare to Fanta4-HMBC near δ 13C = 10 to 30 ppm and at δ 13C = 202 ppm (encircled). 1024× 256
data points were acquired with corresponding spectral widths of 201.2 ppm (13C) and 9.7 ppm (1H).
The carrier frequency on 1H was 4.5 ppm and on 13C dimension was 100 ppm. Forty transients per
increment gave an overall experiment time of 6 hrs 25 min for each of the two experiments. For amplitude
of pulses compare Figure 7.6.
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for conventional-HMBC (red, top) and Fanta4-HMBC (black, bottom) (Fig. 7.7). The Fanta4-HMBC
sequence gives improved S/N ratio compared to the conventional-HMBC sequence.
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7.6 Conclusion

We show that experimentally it is easy to replace each hard pulse with a correspond-
ing Fanta4 shaped pulse without further modifying the sequence of an existing pulse
sequence. The duration of the current version of Fanta4 shaped pulse is 1 ms, which
renders them suitable for small and medium sized molecules. For Fanta4 pulses, there
is signal loss of about 10% compared to the conventional sequence on resonance due
to relaxation effects. However signal gains over large offset ranges and RF inhomogen-
eity/miscalibration are substantial.

7.7 Appendix

7.7.1 Optimization of pulse pairs for two coupled heteronuclear
spins-1/2

Transfer from single initial to single final state

For the optimal control problem considered here, which involves two coupled spins-1/2
nuclei with defined J-coupling; with a given initial sets of product operators and final
state, the goal is to find a RF pulse which steers the trajectory from the initial I(0)αS(0)β
to the final state I(τ)γS(τ)δ . This is done by optimizing a suitably chosen cost function
Φ, where α, β, γ, and δ correspond to x, y, and z component of magnetization. The state
for the spin system is characterized by the density operator ρ(t) at time point t, and
its equation of motion is the Liouville-von Neuman equation defined in Section 2.3 of
Chapter 2.

Transfer from two initial to two final states

Now let us consider that the goal is to find a RF pulse which steers the trajectory of two
initial I(0)αS(0)β and I(0)γS(0)δ to the two final states I(τ)ǫS(τ)ζ and I(τ)η S(τ)θ for
a given spin system, α, β, γ, δ, ǫ, ζ, η, and θ correspond to x, y, and z components. Each
state of the spin system is characterized by the density operator ρ1(t) and ρ2(t) at time
point t. The Liouville-von Neuman equation for each state is given by

ρ̇n(t) = −i[(H0 +
m∑

k=1

uk(t)Hk), ρn(t)], (7.1)

where n = 1, 2, · · · , P , labels the states. The standard inner product to measure the
maximum overlap of given initial states to corresponding final states is

〈Fn|ρn(T )〉 = tr{F †
n ρn(T )}. (7.2)

Hence, the performance index Φn of the each transfer process can be defined as

Φn = 〈Fn|ρn(T )〉. (7.3)

and the overall performance index Φavg will be

Φavg =

P∑

n=1

Φn

P
. (7.4)
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At time step j the density operators are ρ1j and ρ2j and its corresponding backward
propagators are λ1j and λ2j . Following the steps 1. through 3. from algorithm of
Section 2.3 in Chapter 2, calculate the gradients Gnj by

Gnj =
δΦn

δuk(j)
= −〈λnj |i∆t[Hk, ρnj ]〉. (7.5)

and the overall gradient for all states at time j will be

Gavg(j) =

P∑

n=1

Gnj

P
. (7.6)

Using Gavg(j) controls uk(j) at time step j can be improved

uk(j) → uk(j) + ǫ Gavg(j). (7.7)

Similarly we can calculate gradients for each time steps in a given control to get gradient
vector over all n transfers, which later use to update the next control amplitudes.

The modified GRAPE algorithm for n number of states is

1. Guess initial controls uk(j)

2. Starting from ρn0, calculate ρnj = Uj · · ·U1 ρn0 U †
1 · · ·U

†
j for all j ≤ N and

n = 1, 2, · · ·P .

3. Starting from λnN = Fn, calculate λnj = U †
j+1 · · ·U

†
N Fn UN · · ·Uj+1 for all j ≤ N

and n = 1, 2, · · ·P .

4. Evaluate Gnj =
δΦn

δuk(j)
for n = 1, 2, · · ·P .

5. Evaluate Gavg(j) and update m×N control amplitudes uk(j) according to Eq. 7.7.

6. With these as the new controls, go to step 2.

The algorithm is terminated if the change in the performance index Φavg is smaller
than a chosen threshold value.

Figure 7.9 shows the shape of the pulses optimized simultaneously using above al-
gorithm for 1H and 13C with J coupling of 197 Hz for the following transfers.

− IzSx → −IySx (7.8)

IzSy → −IySz (7.9)

Figure 7.10 shows the simulations for the corresponding transfers. For more details see
Figures 7.9 and 7.10.

7.7.2 Fanta4 pulse selection

A number of PP 90◦ and 180◦, and UR 90◦ and 180◦ shaped pulses are optimized for
1H and 13C. Shaped pulses with fidelity ≥ 0.9999 are chosen for simulation on coupled
two spins-1/2 system. By considering a pair of pulses in any given pulse sequence
(Fig. 7.1c), we simulated the performance of all sixteen combinations of four types of 1H
with four types of 13C shaped pulses. Simulations were performed at ideal RF amplitude



80
CHAPTER 7. THE FANTASTIC FOUR: A PLUG ‘N’ PLAY SET OF OPTIMAL

CONTROL PULSES

-200

-100

0

100

200

0 0.2 0.4 0.6 0.8 1.0
0

5

10

0 0.2 0.4 0.6 0.8 1.0

13
C pulse

0

5

10

0 0.2 0.4 0.6 0.8 1.0 -200

-100

0

100

200

0 0.2 0.4 0.6 0.8 1.0

1
H pulse

Figure 7.9: The amplitude and phase of 1H and 13C pulses optimized simultaneously are plotted as
a function of the pulse duration. All are 1 ms long with a maximum amplitude of 10 kHz.

with J coupling of 200 Hz over the offset range of 20 kHz and 35 kHz for 1H and 13C
respectively with offset step of 250 Hz. Each component of cartesian product operator
of coupled two spins-1/2 system was considered as initial state and the performance of
pulse combination was determined by detecting all components.

Figures 7.11, 7.12, 7.13, and 7.14 show all possible combinations of 1H and 13C
pulses. For each pulse combination, starting with initial component, the desired (D),
undesired (empty box), and components which can be ignored (I) during simulation are
indicated. Later we used combinatorial approach to select the best pulse set (depicted
in Fig. 7.15).

The process of best pulse set selection is summarized in following steps,

1. Optimize a number of 1H and 13C pulses with defined constraints.

2. Select the 1H and 13C pulses with fidelity ≥ 0.9999.

3. Simulate each combination of 1H and 13C pulses simultaneously for every single
component of cartesian product operator for two spin-1/2 system with defined J
coupling ( in this case J= 200 Hz), and over given offset rage for both nuclei (see
Figures 7.11, 7.12, 7.13, and 7.14 ).

4. Calculate the average fidelity over the offsets for all pulse combinations.

5. Based on the pulse combination sort out the desired (D), undesired (empty box),
and terms which can be ignored (I) with their respective fidelities. For example,
see Figure 7.11 for the pulse combination of PP 90◦ of 1H and 13C.

6. For all pulse combinations, calculate the total fidelity over all components of
cartesian product operator using the appropriate quality factor (see Figure 7.15a).
In our case we considered three quality factors,
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Figure 7.10: (Color online) Theoretical performances of 1H and 13C pulses optimized simultaneously
for a transfer −IzSx → −IySx and IzSy → −IySz are plotted as a function of 1H and 13C offsets.
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Q1(pc) = Min(Qd)−Max(Qud)

Q2(pc) = Min(Qd)−Max(Qud)

Q3(pc) = 1− (1−Qd
2)− (0−Qud

2)

where, pc is indices for the pulse combination, Qd and Qud are the fidelities for
desired and undesired terms. Qd and Qud are averages of desired and undesired
terms. Min and Max are minimum and maximum of the values.

7. For the selected pulses with desired fidelity (Q1 or Q2 or Q3), we use the combin-
atorial approach to find best set of pulses. (see Figure 7.15).

8. For every pulse set calculate fidelity Qfinal =
∑

Qij , where i and j are indices for
the pulse combinations (see Figure 7.15b).

9. Choose the pulse set with highest Qfinal.

Based on this procedure the effect of heteronuclear J-coupling during shaped pulses
could be reduced by choosing appropriate pulse combination.

Q2 is summarized for the current set of 1H and 13C Fanta4 pulses in following table.

Table 7.1: Q2 is summarized for the current set of 1H and 13C Fanta4 pulses.

Q2 PPC 90◦ PPC 180◦ URC 90◦ URC 180◦

PPH 90◦ 0.4479 0.7916 0.8534 0.8497
PPH 180◦ 0.8000 0.7914 0.8585 0.8606
URH 90◦ 0.8831 0.8810 0.9311 0.9278
URH 180◦ 0.8617 0.8716 0.9311 0.9400

7.7.3 Fanta4 pulse shapes and excitation profiles

All experiments were implemented on a Bruker 600 MHz AVANCE III spectromter
equipped with SGU units for RF control and linearized amplifiers, utilizing a triple-
resonance TXI probehead and gradients along the z-axis. Measurements are the residual
HDO signal using a sample of 99.96% D2O doped with CuSO4 to a T1 relaxation time of
100 ms at 298◦ K. For the 1H pulses shown in Figure 7.16, signals are obtained for offsets
between -11.1 kHz to 11.1 kHz in steps of 200 Hz at ideal RF amplitude with RFmax of 18
kHz (Fig. 7.17). For the 13C pulses shown in Figure 7.18, signals are obtained at offsets
between -18.5 kHz to 18.5 kHz in steps of 200 Hz at ideal RF amplitude with RFmax of
10 kHz (Fig. 7.17). To reduce the effects of RF field inhomogeneity, approximately 40 µl
of sample solution was placed in a 5 mm Shigemi limited volume tube. The duration of
each Fanta4 pulse is 1 ms.
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Figure 7.16: The amplitude and phase of 1H pulses are plotted as a function of the pulse duration.
All are 1 ms long with a maximum amplitude of 18 kHz.
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Figure 7.17: The experimental performance of 1H pulses is plotted as function of the offset ∆ν at
ideal RF amplitude with a RFmax of 18 kHz. Experiments were aquired on residual proton in HDO
for an offset range of 22.2 kHz in steps of 200 Hz. 1H pulses are optimized for 20 kHz of total offset
range with RF miscalibration of ±5% but they are naturally robust for ±15% RF miscalibration. 1H
PP 90◦ and UR 90◦ show the excitation profile for the z → −y and 1H PP 180◦ and UR 180◦ show an
inversion profile from z → −z.



90
CHAPTER 7. THE FANTASTIC FOUR: A PLUG ‘N’ PLAY SET OF OPTIMAL

CONTROL PULSES

PP 90C

o

URC 90
o

PP 18C 0
o

UR 180C

o

Figure 7.18: The amplitude and phase of 13C pulses are plotted as a function of the pulse duration.
All are 1 ms long with a maximum amplitude of 10 kHz.
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Figure 7.19: The experimental performance of 13C pulses is plotted as function of the offset ∆ν at
ideal RF amplitude with a RFmax of 10 kHz. Experiments were aquired on residual proton in HDO for
offset range of 37 kHz in steps of 200 Hz. 1H pulses are optimized for 35 kHz of total offset range with
RF miscalibration of ±5% but they are naturally robust for ±10% RF miscalibration. 13C PP 90◦ and
UR 90◦ show the excitation profile for the z → −y and 13C PP 180◦ and UR 180◦ show an inversion
profile from z → −z.
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