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Abstract

The finite cell method is a fictitious domain method combined with p-version high-order poly-
nomial basis functions. This method enables the utilization of easily generated structured
grids to replace regular FE meshes. With trivial effort in mesh generation the major compu-
tational cost lies in the computation of stiffness matrices. This thesis presents a CT-derived
data specific integration scheme which accelerates the stiffness matrices computation by pre-
computation with respect to material constants and voxel dimensions. With this scheme
applied to solve three-dimensional isotropic linear elastic problems, a remarkable reduction
in computational time is achieved. Moreover a good accuracy is also obtained and verified
by several numerical examples. The high efficiency and accuracy of this integration scheme
enable establishment of a prototype of an interactive surgical planning platform which al-
lows for predicting and monitoring in-vivo bone-implant stress distribution in real-time via
computational steering.
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Chapter 1

Introduction

As the finite element analysis methods is frequently implemented in the biomechanical analy-
sis, the disadvantages of standard FEM in modeling and meshing the biological structures start
to emerge. It is because of the geometrical differences between individuals, the discontinuity
of material properties, and also the complexity of structures. For instance, in the mechanical
analysis of a human femur with the finite element method [1], the construction of a volume
mesh is labor intensive.

One possibility of bypassing the computationally expensive mesh generation step is to use the
finite cell method (FCM) [2, 3] which is a fictitious domain method combined with high-order
shape functions. The basic idea is to extend the partial differential equation beyond the phys-
ical domain up to the boundary of a fictitious domain which is rectangular and can be easily
meshed with structured grids, so called cells. Within each cell, high-order shape functions are
applied to approximate the displacement field. Strains and stresses are also computed based
on high-order shape functions. However, the primary field variables are the displacements.
This method shows exponential rate of convergence for smooth problems and even good ac-
curacy for problems with singularities [2, 3]. The main computational effort of this method
lies in performing numerical integration of stiffness matrices, e.g. a dense set of integration
points is needed when Gaussian quadrature is applied. Thus, the necessity of speeding up the
stiffness matrices computation emerges in simulations where computational speed is demand-
ing. A CT-derived data specific fast integration scheme has been developed and is presented
in this dissertation. The basic idea of this scheme is to precompute the stiffness matrices
with respect to the two Lamé constants and CT voxel dimensions so as to avoid performing
Gaussian integration during run-time. This scheme shows both good accuracy and enormously
high efficiency in voxel-based numerical analyses demonstrated by several numerical examples.
The FCM with fast integration can be applied to solve various problems which when solved
with the standard FEM are time-consuming or even not feasible. One of the applications is a
computational steering system for patient-specific pre-operative surgical planning.

Fast and reliable methods for predicting and monitoring in-vivo bone strength are of major
importance in clinical applications such as fracture fixation or endoprostheses for joint replace-
ment. Furthermore, the development of implants calls for highly efficient and robust analysis
tools which allow, during a design loop, matching the mechanical properties of implants with
those of the individual bone in order to avoid adaptive remodeling with cortical thinning and
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increased porosity of the bone. The main objective of this dissertation is to develop and imple-
ment a prototype of such an analysis tool. The simulation kernel of this tool is powered by the
FCM with fast integration, which is extended to fulfill the requirement of the steering system,
while the visualization kernel is developed by the collaborative partner and is coupled with
the simulation kernel via high speed internet connection. The established surgical planning
system shows a good performance and opens new means to the surgeons who can perform
pre-operative planning with help of the real-time stress visualization.

The outline of this dissertation is as follows:

Chapter 2 introduces the biomechanical analysis of human bone as to provide preparation
and groundwork for Chapter / and 5.

Chapter 3 contains an introduction to the p-version finite element method. Starting from
the basic principles in three-dimensional linear elasticity the weak formulation is derived.
This is followed by the presentation of one and three-dimensional hierarchical shape functions.

Being a new method that combines the idea of the fictitious domain method with the p-
version finite element method, the finite cell method (FCM) is introduced in Chapter 4. After
the introduction of basic formulations, the standard approach for numerical integration in the
FCM is elaborated. As a special extension to the standard FCM, a CT-derived data specific
fast integration scheme for three-dimensional problems of linear elastostatics is then presented.
The accuracy and efficiency of this new integration scheme is verified by four numerical ex-
amples of three-dimensional linear elasticity.

In Chapter 5 starting from the introduction of hip replacement and the concept of com-
putational steering, the methodology of establishing the surgical planning system is addressed
in detail. A demonstration example of using the surgical planning system is given to show
one possible application of the system in helping surgeons’ decision making. Furthermore, the
accuracy of the surgical planning system is validated by an experiment given at the end of
this chapter.

Finally, conclusions are drawn in Chapter 6.



Chapter 2

Biomechanical analysis of human
femur

The mechanical response of the human femur has been an on-going research topic during
the past centuries. The development of modern theories of mechanics and computer-aided
computational tools, like finite element analysis (FEA), enables an in-depth study on the femur
properties and provides a convenient yet reliable approach to predict the femur’s mechanical
response. In this dissertation the finite cell method is employed in mechanical analysis of
the femur as well as the pre-selection of implants in surgical planning. As an introduction to
the biomechanical aspect of the topic, this chapter closely follows the description in [4, 5] and
aims at providing some basic knowledge of the mechanical properties of the human bone tissue
(especially the femur) and briefly introducing several commonly used finite element analysis
methods in femur analysis.

2.1 Bone physiology and anatomy

The skeletal system is a major constituent of the human body and consists of bones and
connective tissues, e.g., ligaments, tendons, muscles and cartilage. As porous mineralized
structures, bones are rigid and living organs that serve for moving, supporting and protecting
interior organs of the body. Bones are made up of marrow, blood vessels, epithelium, nerves
and the major composition: bone tissues, which are the mineral matrix that compose the rigid
parts of the organ.

Bone tissue consists of cells embedded in a fibrous organic matrix which is primarily colla-
gen (90%) and 10% amorphous ground substance. Based on its structural, mechanical and
metabolic function, bone tissue can be classified into two types, cortical bone and trabecular
bone, also referred to as compact bone and cancellous bone [6]. Figure 2.1 depicts the cancel-
lous and compact structure of a bone.

Compact (cortical) bone is the hard material that accounts for almost 80 percent of the total
bone mass of an adult skeleton and forms a protective outer shell. It consists of layers of bone
(lamellae), which are organized around central canals in which blood vessels, nerves, connective
tissue and lymphatic vessels are found. A cortical bone structure on a morphological level is
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Cancellous
bone

(a) Bone section [7] (b) A close view [8]

Figure 2.1: Compact and cancellous bone structure

depicted in Figure 2.2(a). Cancellous (trabecular) bone is the porous material inside the
compact bone. It accounts for 20% of the total bone mass, but 80% of the total bone surface.
Cancellous bone is regarded as a three-dimensional inter-connected network of trabecular rods
and plates [6], a morphological view is shown in Figure 2.2(b).

(a) Cortical bone (b) Trabecular bone

Figure 2.2: Morphological views of cortical and trabecular bone structure [9]

Biologically, the compact and cancellous bone tissues are very similar in composition; the
difference lies in the arrangement of the microstructure. The classification of bone tissue as
compact or cancellous is based on the relative density (Section 2.2.2); i.e. the ratio of specimen
density to that of fully dense cortical bone [6].
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2.2 Introduction to bone biomechanics

This subsection addresses the bone’s biomechanical properties which includes: bone density,
bone adaption and remodeling, and mechanical properties of bone tissues. As the most com-
monly used non-invasive way of obtaining bone density information, the CT imaging is firstly
introduced.

2.2.1 CT imaging

Medical imaging is a technique to produce images of human body for clinical purpose or med-
ical science. It provides a fast and non-invasive means to acquire information of human tissue
and organs. The first imaging technique available in modern medicine is the X-ray radiogra-
phy. During the scanning, an X-ray generator produces a beam of X-rays which is projected
towards an object. These X-rays penetrate the object and are absorbed according to the
density and composition of the different areas of the object. The X-rays passing through the
object are captured by either a film or a digital detector which produces a 2D representation
of all the structures of an object superimposed on each other [10]. Images produced with
radiography have several limitations, e.g. only 2D images are produced and no information in
the slice thickness direction is available, and the image can be blurred due to the superposition
of different structures in the thickness direction.

To obtain 3D images of an object, advanced imaging techniques have been developed, such
as computed tomography (CT), magnetic resonance imaging (MRI), ultrasound, etc. These
techniques are all based on tomography which is the process of generating 2D sectional images
through a 3D object by using any kind of penetrating wave. The modern tomography involves
gathering data from multiple directions and feeding the data into a tomographic reconstruc-
tion software algorithm processed by a computer which constructs a series of cross-sectional
scans [11]. The image produced in a tomography is a tomogram. In the current study, the
main research focus is concentrated on images acquired by computed tomography using X-ray.
Note that although the original idea of computed tomography is closely related to X-ray, other
penetrating waves, such as neutron wave is also incorporated in the modern CT.

CT — short for computed tomography, is a powerful nondestructive imaging technique for
generating a series of cross-sectional 2D images inside one object. Each 2D CT image is
composed of a square image matrix. Each pixel is a square picture element that makes up the
matrix [12]. Since a CT section has a finite thickness, each pixel actually represents a small
volume element, or voxel [13]. Every voxel has been traversed during the scan by numerous
X-ray photons and the intensity of the transmitted radiation is measured by detectors. From
the radiation intensity information, the density or attenuation value of the tissue at each point
in the slice can be calculated. Specific attenuation values are assigned to each individual voxel.
These values are compared with the attenuation value of water and displayed on a scale of
arbitrary units named Hounsfield units (HUs) [14]. Normally the voxels are represented as 12-
bit binary numbers, and therefore have 2'? = 4096 possible values. These values are arranged
on a scale from -1024 HU to +3071 HU, calibrated so that -1024 HU is the attenuation
produced by air and 0 HU is the attenuation produced by water. Tissue and bone then
produce attenuations in the positive range. The reading in Hounsfield units is also called the
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CT number [15].

2.2.2 Bone density

The bone density, also called “apparent density”, is defined as dry, fat-free bone mass per
unit bulk volume [16]. It can be obtained by straightforward measurements of the weight
and volume of an excised bone specimen. The apparent density of human bones varies from
0.05g/cm? [17] (loose trabecular bone) to 1.9¢g/cm? (dense cortical bone) [18]. Another density
term which can also be straightforwardly measured is the so called ash density, which is the
density of the inorganic material alone. For this purpose, a bone specimen is firstly washed to
remove bone marrow and afterwards ashed in an oven for a certain time period, e.g., in [19]
at 650°C for 24 hours, or in two steps 100°C for 24 hours and 600°C for another 24 hours [20].
Afterwards the ash density is calculated by ash weight per unit bulk volume!.

Generally, bone density can be obtained through invasive measurements on the bone specimen
in laboratory, or through non-invasive measuring techniques like Dual Energy X-ray Absorp-
tiometry (DEXA) or quantitative computed tomography (QCT). The DEXA is an enhanced
form of X-ray technology used to generate a 2D calibrated digitized radiograph of a bone.
The grey level of the pixels indicates the amount of X-rays passing through the bone. Often
employed to diagnose osteoporosis, the DEXA measures not the bone apparent density, but
the areal bone mineral content, so called the bone mineral density (BMD). The QCT is re-
ferred to as a dedicated computed tomography technique used to quantify some property of
the tissue, e.g., bone mineral density, lung nodule calcification, body fat measurement, etc.
Being one of the most precise technologies to measure the BMD of cross-sectional bone images,
it enables a sensitive determination of local changes [6]. It has been shown in [21] that tra-
becular bone mineral density measured by QCT and the apparent density measured directly
are significantly positively correlated. In general, QCT is performed on standard clinical CT
scanners. During the scanning, a calibration phantom which is comprised of several chambers
containing different concentrations of Ky H PO, is placed as close to the bone as possible to
minimize errors introduced by non-uniformity of the CT numbers within the scan field [22].
As a good linear relationship exists between the CT number and the corresponding Ky H PO,
concentration [23], a new density term, the so called ”equivalent mineral density”, denoted
as proum with unit (mg/cm?), is often employed to substitute the HU values in terms of the
linear relation.

2.2.3 Bone adaption and remodeling

Bone is an adaptive structure in which bone cells sense mechanical loading and adapt bone
mass and structure accordingly [6]. Wolff’s law [24] states that bone’s structures are developed
such that they can resist forces acting upon them in the most suited manner. They adapt
both their external conformation and their internal architecture to changes in external loading
conditions. Bone’s adaption to external loading is considered as an ongoing and life-long
process, which consists of two subprocesses: resorption and formation in which bone material

IThe bulk volume is defined as the volume per unit mass of a dry material after ashing plus the volume of
the air between its particles
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is broken down or newly generated respectively. The formation process takes place when
local stresses are intensified, resulting in a rise in bone density on the microscopic scale and an
increment in bone external dimensions on a macroscopic scale. When local stresses are lowered,
the resorption process is triggered, causing a lowering of the density on the microscopic scale
and a decrease in bone external dimensions on a macroscopic scale.

2.2.4 Mechanical properties of bone tissues

Human bone can, by reasonable approximation, be regarded as a linear elastic material in
the range of regular physical loading. Similar to many structural materials for instance metal,
there is no significant difference in behavior between tension and compression within the range
of small deformation [25]. Generally the analysis of the material properties of metal is under
the homogeneous and isotropic assumption, namely, the metal is assumed to be uniform in
composition and have the same mechanical behavior in all directions. Human bone, however,
is neither a homogeneous nor an isotropic material, but rather heterogeneous and anisotropic,
meaning that its material composition differs from place to place and its mechanical properties
vary according to the direction.

The main reason for the bone’s heterogeneity and anisotropy is its structure, which has an
irregular, yet optimized, arrangement and orientation of the components. The collagen fibres,
lamellae, laminae and blood vessels show a clear tendency to be oriented along the length of
a long bone [26]. Consequently the different structures of cortical bone and trabecular bone
result in different mechanical properties, as concluded by Rice et al.. Trabecular and cortical
bone should, therefore, be regarded as different engineering materials [27]. Usually the tra-
becular bone is considered to be an orthotropic material with different properties or strengths
in three different orthogonal directions. Among the three directions, there is one principle di-
rection in which the trabecular structure behaves stiffer than in the other two directions [28].
The cortical bone is treated as a transversely isotropic material, which has different material
properties in one principle direction that is perpendicular to the plane of isotropy. Orthotropy
or transversely isotropy is a special case of anisotropy with reduced number of independent
material constants resulted from symmetry. As a reasonable approximation, isotropic material
models are often used to simplify the biomechanical analysis [29, 30].

The bone is a highly heterogeneous material, in which its density as well as its mechanical prop-
erties vary greatly at different location in the bone, even for the same bone type (trabecular or
cortical) [31, 32]. Many studies have shown that the mechanical properties of the bone can be
related to the bone apparent density [33, 34|, or directly related to the bone equivalent mineral
density ppoa without computing the apparent density [35, 29, 36]. In these studies the bone
mechanical properties are statistically related to the bone density with various approximated
correlations, among which power-law relations are often assumed. These relations are found
to be highly variable in terms of species and anatomical site [37, 38, 39]. For a specific bone
type and anatomical site, experiments have been carried out on bone specimens to obtain the
relations. However, deterministic values are difficult to acquire due to the fact that different
relations are reported when different experimental methods are used, e.g., compression test,
ultrasonic methods, or FE analysis of microscopic bone structure [37, 34, 33, 28]. Note that
even when the same method is used, the relations may be influenced by the geometries of
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specimen [25]. Other parameters, such as age, sex and liquid content, are also reported to
have an influence on the material properties of the bone.

2.3 Introduction to femur

The femur (thigh bone), located in the upper part of the human leg, is one of the two strongest
bones in our body. In the stance posture, the femur is not vertical but inclining gradually
downward, as indicated in Figure 2.3(a). The inclination angle is approximately 7° and larger
in females than males.

Greater
Pelvis Neck trochanter
Lesser Contral b
entral bone
| trochanter el Blood
y I| vessel
Porous
Bone
’ k/ Shaft marrow bone
| |
Compact
bone
Outer \ i/
membrane T ¢
I\u Medial g .]“.“, Lateral
Lond lnad epicondyle LM epicondyle
(a) A complete view [40] (b) A longitudinal section view [41]

Figure 2.3: Femur osteology

The upper extremity of the femur, which consists of a head, a neck, a greater and a lesser
trochanter, is called the proximal femur. The femur’s head is spherical and forms more than
a hemisphere that articulates with the pelvis. Its surface is smooth and coated with a smooth
layer called articular cartilage, except for a small roughened pit below and behind the center
of the head. The femur’s neck, which connects the head with the femur shaft, forms a wide
angle of about 125° with the shaft in adults. This angle differs in person and gender (see
Figure 2.4 for various angles of femur from different adults).

This wide angle enables human to swing the limb from the pelvis easily. Geometrically the
neck is narrow in the middle while wider at its lateral than median end. The two trochanters,
greater and lesser, are eminences that work as leverage to the muscles and enable the axial
rotation of the femur. The greater trochanter is large, quadrilateral and located at the joint
of the neck to the shaft. The lesser trochanter is conical and situated at the lower and back
end of the neck.

The femur shaft has a cylindrical shape, but is slightly convex in its front and concaved at its
back. It has a hollow structure with a longitudinal ring-like wall mainly composed of compact
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Coxa norma

(a)

Figure 2.4: Three radiographs of femur with different head angles [42]

Femur

: Patella
(thigh bone)

(knee cap)

Fibula Tibia

Figure 2.5: A schematic view of the knee-joint [43]

bone and a large medullary cavity in the middle. The lower extremity of the femur, which is
larger than the upper extremity, has a cuboidal form. It forms the knee-joint together with
the upper end of the tibia, the upper end of the fibula and the kneecap, see Figure 2.5.

In each part of the femur, the internal structures of the bone are aligned to form a pattern
which is adapted to the mechanical requirement caused by the load transmitted from the
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femur’s head [44]. Throughout the femur, the bone adapts itself so efficiently that the bony
material is arranged in the paths of the maximum internal stresses, thereby its inner structure
is nearly optimum for an economical load transmission from the head to the tibia [45]. Re-
searchers have performed already in the first half of the last century computations of strains
and stresses to quantify the mechanical load transfer within a bone [44, 46, 47]. The rela-
tionship between the computed internal stresses resulting from the loading on the femur’s
head, and the inner structure of various sections of the femur is in good agreement with the
theoretically ideal relationships existing between stress and inner structure for efficiency and
maximum economy. Therefore, the following laws for bony structure are assumed to hold for
the femur [44, 48]:

“1. The inner structure and external form of human bone are closely adapted to the mechan-
ical conditions existing at every point in the bone.”

“2. The inner architecture of normal bone is determined by definite and exact requirements
of mathematical and mechanical laws to produce a maximum of strength with a minimum of
material.”

The inner architecture of the upper femur is depicted in Figure 2.6(a) and the principle stresses
obtained by mathematical calculations are depicted in Figure 2.6(b). In the femur shaft, the
cortical wall has its maximum thickness in the middle and becomes thinner as it reaches the
articular surface at the upper part of the shaft, where cavity is replaced by cancellous bone
gradually. As a result, at the proximal region of the femur the cancellous bone is enclosed by
a thin compact layer. The upper femur consists mainly of cancellous bone which is composed
of two systems of trabeculae, compressive and tensile. The compressive system of trabeculae
originates from the medial part of the shaft and radiates in curves upwards in a fan-like style.
The tensile system of the trabeculae originates from the lateral part of the shaft and spreads
upwards in an arch-like style. These two systems intersect with each other orthogonally. The
compressive system consists of two groups of trabeculae: the secondary compressive group
and the principal compressive group; while the tensile system is comprised of three groups:
the greater trochanter group, the principal tensile group and the secondary tensile group. A
2D schematic overview of the trabecular pattern of a human femur is shown in Figure 2.7.

1. The secondary compressive group:

This group of trabeculae originates from the inner boundary of the shaft near the lesser
trochanter. After aligning along the curving shaft for about 5cm, these trabeculae start to
separate smoothly with an angle of around 45° upwards and outwards to the region of the
greater trochanter. The upper curved paths end in the region near the upper neck, while lower
paths end in the region of the greater trochanter. Trabeculae in this group form a thin and
porous structure with large spaces in between [49].

2. The principal compressive group:

This group of trabeculae originates from the medial part of the shaft and radiates upwards
smoothly. They form paths reaching the upper part of the articular surface of the femur’s
head with a small curvature. Being regarded as a prolongation of the femur shaft, this group
of trabeculae is much thicker and organizes itself in a much denser manner in contrast to the
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Il The compressive
group

The tensile
group

(a) A cross-sectional view (b) Calculated principle stress directions

Figure 2.6: Proximal femur and the principle stress orientations [44]

The principle

The greater trochanter tensile group

tensile group

The principle

The secondary compressive group

tensile group

The secondary
compressive group

Figure 2.7: A schematic view of the trabecular pattern [42]

secondary group. These trabeculae paths are orthogonal to both the paths of the principle
tensile group and the articular surface of the femur’s head.
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3. The greater trochanter tensile group:

Starting from the outer part of the shaft below the greater trochanter, trabeculae of the greater
trochanter tensile group spring upwards crossing the greater trochanter region and end at the
upper part of the greater trochanter. Some of them intersect with the paths of the secondary
compressive group in right angels. The trabeculea of this group bear much less stresses which
results in a slender structure.

4. The principal tensile group:

Originating from the outer part of the shaft, the principal tensile group of trabeculae radiates
upwards and inwards across the femur neck and reaches the lower part of the head. Function-
ing as the main tension stress transmitter, these trabeculae are characterized in thinner shape
but larger spacing in comparison with the ones of the principal compressive group.

5. The secondary tensile group:

The trabeculae of the secondary tensile group begin from the outer part of the shaft and
expand in a region lower than the principal tensile group. They also radiate upwards and
inwards and end either irregularly or at the medial part of the neck and shaft after crossing
the neutral axis.

2.4 Femur mechanical analysis with the finite element
method

The finite element method has been used in biomechanical simulations since the 70’s. It
provides a means to simulate a natural physiological /biomechanical phenomenon and to test
various hypotheses on the simulated model under multiple conditions in order to deduce an
approximate solution [50]. In biomechanics, FEM-simulation has become a well appreciated
research tool for the prediction of stress responses. In the specific area of human femur, re-
searchers have implemented various FE techniques to compute the femur’s mechanical response
and further to simulate human femur adaption, femoral head fracture and bone-prosthesis in-
teraction, etc. [51, 52, 53, 54]. Reliability and efficiency studies on these methods have been
conducted by many researchers through experimental validations [55, 1, 22].

Mainly differentiated by modeling and meshing, the FEA methods in Femur analysis can be
categorized into two types: the “voxel based” method and the “structure based” method. This
section will stress two methods in the FE analysis procedure of human femur that consists of
four steps: modeling, mesh generation, material assignment, and solution.

2.4.1 FE Modeling

CT scanning is the most commonly used non-invasive approach to obtain femur models. CT
data describe the scanned femur with a series of pictures, on which different volume units
are assigned with proper HU values. To extract a parametric description of femur geometry,
in the “voxel based” method the voxel data from a CT scan can be directly used after a
simple step of thresholding and segmentation (if acquired); while in the “structure based”
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method a geometric model which has a smooth surface description must be firstly constructed
or imported from a surface generation program in a preprocessing step.

2.4.2 Mesh generation

The “voxel based” method directly converts the CT voxel data to 8noded hexahedral ele-
ments, each enclosing a given number of CT voxels. In each element linear shape functions
are commonly employed. This kind of method was initially proposed by Keyak [56] and has
been widely adopted to produce FE models of microscopic structures, e.g., small substructures
of trabecular bone [57, 58, 55].

Based on the geometric model obtained in the modeling step, in the “structure based” method
a mesh with either hexahedral or tetrahedral elements can be generated. Linear or quadratic
shape functions are often used in each element.

A comparative study on the two methods has been carried out in [55] to investigate the influ-
ence of different meshes on computational efficiency and accuracy. Three “structure based”
meshes and one “voxel based” mesh were compared numerically based on the same CT-derived
femur model: (a) a manually generated hexahedral mapped mesh, (b) an automatically gener-
ated tetrahedral mesh, (¢) an automatically generated hexahedral mesh, and (d) an automat-
ically generated voxel-based hexahedral mesh. The “voxel based” method has the advantage
of easy mesh generation and shows good accuracy in displacements and interior stresses, while
the meshes generated using “structure based” methods shows higher accuracy throughout the
entire femur. The main reason for the errors in the “voxel based” method is due to the sin-
gularities occurring at the jagged boundaries of hexahedral meshes during FE analysis. On
the contrary, the high accuracy in the “structure based” method is contributed by a more ac-
curate geometric description and model discretization which entails higher computational cost.

An extension to the “structure based” method, which combines high order shape functions with
a structure-based tetrahedral mesh has been implemented in [1]. Different from the general
“structure based” method in which low order basis functions are used, only a relatively coarse
mesh is necessary when high order basis functions are used.

2.4.3 Material assignment

For all types of meshes above, averaged material properties, averaged densities for instance,
are assigned to each element. The assignment is straightforward in the “voxel based” method,
since the mesh is directly related to the voxel data. However, in the “structure based” method,
special assignment techniques are required since the elements are not predefined. In both
methods, Young’s modulus is assigned to every element based on the corresponding averaged
density.

The solution step is the same as in the standard finite element methods and is therefore not
further discussed.
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Chapter 3

The p-version finite element method

3.1 Introduction

The finite element method (FEM) is one of the most powerful tools to obtain numerical solu-
tions for partial differential equations that appear in various engineering fields, e.g., medical,
civil and mechanical engineering. Generally, the finite element method helps to predict the
behavior of a physical model with certain accuracy, which is restricted by various assumptions
that are introduced to simplify the problem under certain consideration and the discretization
error introduced by the finite element method itself. Both errors have to be controlled appro-
priately to ensure a reliable simulation.

The model error in finite element computations is due to the introduction of various physically
motivated approximations or simplifications when deriving a specific mechanical model for a
certain problem, e.g., using simplified constitutive law. The discretization error can be con-
trolled by either applying the h-version or p-version refinement. In h-version [59, 60, 61] the
mesh is locally or globally refined and low order basis functions (typically linear or quadratic)
with a fixed polynomial degree are commonly employed. In p-version FEM [62] the finite
element mesh is kept fixed and the polynomial degrees of the shape functions are increased
to achieve convergence to the unknown solution of the underlying mathematical model. The
mesh in p-version is generally coarse; however, for linear elliptic problems with smooth so-
lutions it shows exponential rate of convergence in the energy norm. When combining the
p-version with a proper local mesh refinement to an hp-version, exponential convergence rate
can even be achieved for a class of non-smooth problems.

The aim of this chapter is to give an introduction to high order finite element methods in
3D. For this purpose, the upcoming sections are arranged as follow: Section 3.2 introduces
some basic principles in three-dimensional linear elasticity theory. In Section 3.3 the principle
of virtual work which is the basis of the finite element method is introduced. Afterwards,
introduction to the finite element method with special emphasis on the p-version is given in
Section 3.4.
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3.2 Basic principles
in three-dimensional linear elasticity

3.2.1 Equilibrium equation

The equilibrium conditions for a three-dimensional solid are obtained from inspection of an
infinitesimal volume element with length dx, dy and dz (shown in Figure 3.1). The equilibrium
conditions are

Jo,  OTyy 0Ty,
_'_

ox oy 0z tfe =0
0Ty  Ooy 0Ty,

p— -].
8x+8y+8z+fy 0 (3.1)
01,  O7y, 0o, B
ox * dy * 0z =0

where o,, 0,, 0, denote the normal stresses, 7,,, 7,., T,. denote the shear stresses, and
T .
f= [ fz fy I- } is the volume load vector.

Z
I 02
}»sz
| Tox |
| L Tyz
Tmzl//}'o.y
7/
75 Tay Tyz
J S Y S
/

Figure 3.1: Stress components in 3D

3.2.2 Kinematics

The displacement u is described by the displacement vector

u=[ u(r,y,2) uy(r,y,2) ul(ry, 2 ]T . (3.2)
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For small strains, the linear relation between strains and displacements is described by

T
e=[¢c € € Yy W Ve | =Lu (3.3)
where
— ou, _ Ou, . %
T aax 9 ’ny - aay aax 9
_ Tty e 3.4
Ey 8y ) 'Vyz 82 + ay ) ( )
_ Ou, _ Ou, N ou,
== 9z T or 0z

and

B 0 0
0
0O — 0
oy 5
0 0 EP
L= ﬁ 3 OZ (3.5)
Jdy Ox
o 9 9
0z 0O
o
L Oz or -

is the linear strain operator.

3.2.3 Constitutive law

For three-dimensional isotropic linear elastic problems, the stress vector

O':[O'x Oy O: Tay Tye sz}T (3.6)

can be related to the strains by

o=Ce (3.7)
where C is the linear elastic matrix.

For linear isotropic elastic material, C can be written as
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[ (1—-v) v v 0 0 0
v (1—-v) v 0 0 0
B E v v (1—v) 0 0 0
C=Troa-w| o 0 0 L o g (3.8)
0 0 0 0 =2 0
0 0 0 0o 0 ==

according to the Hook’s law, where FE is the Young’s modulus and v is the Poisson’s ratio.

3.2.4 Boundary condition

On the boundary 092 = I'yUT'p , I'yNI'p = 0 either displacements or tractions can be defined
as boundary conditions, in which prescribed displacements (Dirichlet boundary conditions) are
given at I'p and prescribed tractions (Neumann boundary conditions) are given at I'y.

3.3 Weak formulation — Principle of virtual work

Weak formulations are an important tool in the analysis of mathematical equations which
allow the transfer of problems in other fields such as partial differential equations into a set
of integral equations. The main feature of weak formulations is that a partial differential
equation is not required to hold pointwise yet only in a mean, integrated sense with respect
to a set of well-defined test functions [63]. The establishment of the weak form can be applied
to any equilibrium equation and is in solid mechanics mostly referred to as the principle of
virtual work [64].

The principle of virtual work can be derived as follows.
Multiplying (3.1) by a test function

Ux(x7 y? Z)
v=| vlzyz | €V (3.9)

v, (x,y, 2)

and integrating over the domain €2 yields

/ Jdo,, L 0Ty L 0Ty L 0Ty L do, L 07y N
ox oy 92 )" ox dy 9. )
Q
OTy N 07y N Jdo,
Ox dy 0z

) UZ:| dQ + / (fove + fyvy + fov.) d2 =10 (3.10)

Q

where V = {v(x) € H'(Q) : v=0o0n I'p} is a subspace of the Sobolev space H'() [65]
which consists of functions with square-integrable generalized derivatives.
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The test function v can be regarded as a virtual displacement. Integrating by part (3.10) and
applying the divergence theorem [66] yields

/ (O'xfgcv) + O'yfév) + Uﬁgv) + Txy%g:z) + TIZV:E*? + Tyz%(f;)) df2 =
Q

/(txvm + tyv, +t,v,) dI + / (fovs + fyuy + fov.) dQ (3.11)
I'n Q

in which e® and v stand for virtual strains, t,, t, and t, denote the tractions in X, Y and
Z directions, v,, v, and v, represent the virtual displacements in X, Y and Z directions.

Plugging in Equation (3.3) and (3.7), Equation (3.11) can be written as

/(LV)T C(Lu)dQ:/vadQ+/thdF. (3.12)

INY;

where L is the linear strain operator in Equation (3.5). The left-hand side of Equation (3.12)

B(u,v):= / (Lv)" C(Lu)dQ (3.13)

is a bilinear form, which represents the virtual work of internal stresses.

The right-hand side of Equation (3.12)

F(v):= /vadQ+/thdF (3.14)

Q T

is a linear functional that expresses the virtual work of external stresses.

Equation (3.12) then reads

“Findupx € S={u(x) € H'(Q) :u=1uon I'p} , such that
Bugx,v):= F(v) VveV={v(x)e H(Q):v=0onTp}” (3.15)

where ugx is the exact solution and u stands for prescribed displacements.

The strain energy is given by
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U):— %B (u, ) (3.16)

and the energy norm is defined as

Jull oy = VI() = /3B (ww) (317)

3.4 The finite element approximation

In general, the exact solution of (3.15) can only be obtained for problems with simple geome-
tries and boundary conditions. For more complicated problems, numerical methods, e.g. the
finite element method, are used to obtain approximate solutions to the weak form. Primarily,
the finite element method requires a problem defined in geometric domain to be divided into a
finite number of smaller elements. Each element is unique and may have different shapes, i.e.
quadrilaterals or triangles in 2D and hexahedra or tetrahedra in 3D. Over each element, the
unknown variables (e.g. displacements, strains, stresses, etc.) are approximated using either
linear or higher-order polynomial expansions which depend on the geometrical locations used
to define the element shape. The weak form is then discretized in a finite dimensional space.
The discretized weak form can be expressed as a linear system which is obtained in terms
of unknown parameters over each element. Linear algebra techniques are used to solve these
equations [67].

3.4.1 Spatial discretization by the FEM

Using the FE approximate solution, denoted by ugg, to replace the exact solution ugy, the
principle of virtual work (3.15) is rewritten as

“Find upg € 8", such that
B(upg,v):= F(v) VveV'” (3.18)

where S" € S = {u(x) € HY(Q) :u =tonTp}and V' C V = {v(x) € H'(Q) : v =
0 on I'p} are the finite element subspaces.

In order to construct the finite subspace S”, the reference domain €2 is subdivided into 7,
non-overlapping subdomains, so called finite elements — €2°. From this, it follows

o~ (3.19)
e=1

and

QN QY9 = (Z) for €; §£ €j . (320)
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(3.20) also requires that each two subdomains touch with each other only at nodes, full edges
or full faces to avoid hanging nodes [68].

The subspace S can be constructed using basis functions with local supports on the element
QF°. The exact solution ugy is approximated with the FE solution constructed by a linear
combination of element shape functions N;.

Nmodes

Ugpx =~ Upp = Z Nz u; (321)
=1

where u; are the coefficients corresponding to N; which are defined on the elements 2¢ fulfilling
the requirement that all shape functions of an element are zero outside the element and its
direct neighbors. Sorting u; corresponding to element e into one element displacement vector
U*° gives

u, = N°U°. (3.22)

The global displacement function u is obtained by assembly of all element displacement func-
tions given as

Shape functions N are defined on a standard element and mapped to the actual element for
numerical evaluations. The choice of shape functions and the mapping concept differentiate the
h- and p-version finite element method as well as related variants. Different shape functions
can be employed in the p-version FEM, one of them are the hierarchic shape functions.

3.4.2 Hierarchic shape functions for high-order finite elements

For constructing high-order basis functions, SZABO and BABUSKA [62] propose a hierarchical
basis in which lower order shape functions are included in the set of higher order shape
functions. The construction of this basis is based on orthogonal Legendre polynomials. The
main difference of the hierarchic shape functions to non-hierarchic shape functions, e.g. shape
functions constructed by Lagrange polynomials, is illustrated and compared. The following
sections 3.4.2.1 and 3.4.2.2 follow closely the description of hierarchic shape function in [69].

3.4.2.1 Hierarchic shape function for one-dimensional problems

As a starting point for comparison, the standard finite element basis — nodal basis on a
standard element {2 = (—1,1) is firstly introduced, see the left-hand side of Table 3.1.
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p=1 p=1
p=2 p=2
p=3 p=3

Table 3.1: Set of one-dimensional standard and hierarchic shape functions for p = 1,2, 3

The standard finite element shape functions in one dimension are given by the set of Lagrange
polynomials

NP(§) = _H 5'_55. (3.24)

The points §; where

N7 (&) = & (3.25)

are called nodes. Usually, the nodes are chosen to be equally distributed, i.e.

) — 1
& = —1+2‘77, j=1,.,p+1. (3.26)

For each polynomial degree p a separate set of shape functions has to be defined, for example,
forp=1

Ni(€) = 1/2(1-¢)
Ny () = 1/2(1+¢) (3.27)

Ni€) = 1/2¢ (-1
Ny(§) = (1+8(1=¢) (3.28)
N3 () = 1/2(6+1)¢

i

= —1/16 3E+1) (36— 1) (€~ 1)
= 9/16 ((+1)(3&—-1) (1)
= —9/16 ((+1)(3E+1)(E-1) 3:29)
— 1/16 (€+1)(36+1)(3¢—1)

S S5
/N /N N
T

S— S—
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etc. Note that the sum of all Lagrange polynomials for a given polynomial degree p equals
unity

p+1

ZNf(g) = 1. (3.30)

The space representable by the standard basis can also be represented by a hierarchical basis,
see the right-hand side of Table 3.1. Note that the set of higher order basis functions includes all
lower order shape functions. The set of one-dimensional hierarchic shape functions, introduced
by SzABO and BABUSKA [62] is given by

Ni(§) = 1/2(1-9) (3.31)
Na(§) = 1/2(149) (3.32)
Ni(§) = ¢i-1(§), i=3,4,...,p+1 (3.33)

with

, ¢
6O = I [ L@ = oo O~ Lia(©), G=23 (334)

where L;(§) are the Legendre polynomials. The linear functions Ny (), No(§) are called nodal
shape functions or nodal modes. Because the functions N;(§), i = 3,4, ... vanish at the domain
boundary

Ni(=1) = Ni(1)=0, i=34,.., (3.35)

they are called internal shape functions, internal modes or bubble modes. The orthogonality
property of Legendre polynomials implies

1

dN; dN; ) . ) .
/df d—g’dé”:éij, i>3andj>1 or i>1andj>3. (3.36)

-1

The construction of shape functions for two and three-dimensional Ansatz spaces can be easily
done by simply forming the tensor product of one-dimensional hierarchic shape functions. In
the next section the three-dimensional shape functions are presented for hexahedral elements.
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3.4.2.2 Hierarchic shape function for three-dimensional problems

Using the basis functions introduced by SZABO and BABUSKA [62], the p-version in three-
dimensions is implemented based on a hexahedral element formulation. Hexahedral elements
(see Figure 3.2) have some advantages, when being compared to their corresponding tetrahe-
dral and pentahedral element formulations.

e Hexahedral element formulations lead to higher accuracy for low p.

e Hexahedral elements are especially well suited for thin-walled structures. Omne local
variable can be identified to correspond to the thickness direction. Therefore it is possible
to choose the polynomial degree in thickness direction differently from those in in-plane
direction.

e The numerical integration of hexahedral elements can be readily performed using a
Gaussian quadrature scheme.

D¢, q
¢
De, P § n
- ™ Pny P
/ T~
Qb = [(—1,1) x (=1,1) x (=1,1)] SEEPTPQL ), Spe (), SPPa(Q)

Figure 3.2: Standard hexahedral element QY : definition of nodes, edges, faces and polynomial degree

The three-dimensional shape functions can be classified into four groups:

1. Nodal modes: The nodal modes

NYG(En Q) = c(Q+&O)0+mn)A+G0), i=1,..8 (3.37)

|~

are the standard trilinear shape functions, well known from the isoparametric eight-
noded brick element. (&;,n;,(;) are the local coordinates of the i-th node.
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. Edge modes: These modes are defined separately for each individual edge. If we

consider, for example, edge E; (see Figure 3.2), the corresponding edge modes read:

(1=n)(1 = ¢)ei(§) (3.38)

AN,

Nil?ll,l(ga 7, C) =

. Face modes: These modes are defined separately for each individual face. If we con-

sider, for example, face Fy, the corresponding face modes read:

(1= )ei(§)es(n) (3.39)

N | —

Nilj‘jl,l(gv 7, g) =

. Internal modes: The internal modes

Nk(En, Q) = 6i(€)e;(m)er(C) (3.40)

are purely local and vanish at the faces of the hexahedral element.

The indices i, j, k of the shape functions denote the polynomial degrees in the local directions

57”7('

Three different types of basis spaces have been implemented: the trunk space St2""" (QL),
the tensor product space Spe”""* (%) and the anisotropic tensor product space SPPI(QR). A
detailed description of the three spaces can be found in DUSTER [70, 69]. For the definition
of the spaces Spe”"¢(Qh) and SPP9(Qh) see also SzABO and BABUSKA [62].

The polynomial degree for the Ansatz spaces Ste”""¢(Qh) and Sps™""(Qh) can be varied
separately in each local direction (see Figure 3.2). The difference between the trunk space and
the tensor product space is relevant for the face modes and the internal modes. For explana-
tion, we first consider the face modes, for example the modes for face 1. Indices 7,5 denote
the polynomial degrees of the face modes in £ and 7 direction, respectively.

Face modes (face F): ijl,l(g,n, ()= % (1—=Q)pi(&)pj(n)

trunk space tensor product space
i:2,...,p5—2 i:2,...,p§
J=2,...,p)—2 J=2,...,py

i+ 7 =4,..,max{pe,p,}

The definition of the set of internal modes is very similar. Indices i, j, kK now denote the poly-
nomial degrees in the three local directions &, n and (.

internal modes: Nint

z,j,k(ga 7, C) - ¢z(§)¢] (n)QSk(C)



3.4. The finite element approximation 25
trunk space tensor product space
i:2,...,p§—4 i:2,...,p§
J=2,..,p,—4 J=2,...py
k=2, ..,p—4 k=2,..,pc

i+j+k=6,..,max{pe, py, vc}

3.4.3 Equation system derived from the weak form

Starting from the weak form

B(upg,v) = F(v), (3.41)
rewriting the virtual displacement
v=NYV (3.42)
and plugging in Equation (3.23) and (3.42) into (3.41) yields
BINUNV)=FNYV). (3.43)
Plugging in (3.13) and (3.14) into (3.43), Equation (3.43) then reads
\'4 (/ (LN)" C(LN)dQ)U:VT/NdeQ + V7 /NTtdF. (3.44)
Q Q r
As this statement is valid for any value of the virtual displacement, it follows
/(LN)TC(LN)dQU:/NdeQ+/NTtdF (3.45)
Q Q r
Defining
K:/(LN)TC(LN)dQ,F:/NdeQ+/NTtdF, (3.46)
Q Q r
Equation (3.45) is transformed to
KU=F (3.47)

where K is the global stiffness matrix and F is the global load vector.
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Having discretized the problem domain into finite elements and element-wise shape functions
N, the global stiffness matrix K and global load vector F are computed by assembly of all
element stiffness matrices and element load vectors respectively:

K:AK F:,§Fe (3.48)

The element stiffness matrix and the load vector can be computed by

K° = / (LN)" C*(LN)dzdyd=, (3.49)
Q

Fe = /NdeQ+/NTtdF. (3.50)
Q r

When computing the element stiffness matrix K¢, the computation of derivatives of the shape
functions is involved. Since the shape functions are defined in the local coordinate system,
a mapping of a general eight-node element in the global coordinate system to the standard
element [[—1, 1] x [=1, 1] x [~1, 1] with local coordinates & = (&, 1, ¢)" is required. For
instance, computation of the first derivative of the shape function N; with respect to global
coordinate system involves the chain rule

CoN, | [0z oy o2 | [on, ] [ ON, |
03 o8 o0& 0¢ ox or
ONi | | Oz Oy 0z || ONi | _ g| ON: (3.51)
on dn On On dy dy
ON; or Jdy 0z ON; ON;
L ac | L oc oc oc | L oz L 02

in which J is the Jacobian matrix. In order to obtain derivatives with respect to the global
coordinates, one has to invert the Jacobian matrix:

[ 8]\72 | [ 8Nz ]
Ox o¢
ONi | _ 51| ON; (3.52)
oy an
ON; ON;
L 0z A | oC |

The Jacobian matrix must be regular (i.e., its determinant detJ # 0) in order to compute its
inverse.
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The integration over one element can be computed by

JOL:E /1 /1 /1 () det 3 (€,1,C) d€ did (3.53)

Qe -1 -1-1

and the element stiffness matrix can be computed in the local coordinate system as:

K° = /1 /1 /1 (LN)" C° (L N) detJ d¢ dn d¢ (3.54)

-1 -1-1

where LN is also denoted as the standard strain-displacement matrix B which will be used
hereafter.
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Chapter 4

The finite cell method

The finite cell method is a fictitious domain method combined with high-order shape functions.
The basic idea is to extend the partial differential equation beyond the physical domain, up
to the boundaries of a fictitious domain which is rectangular. In the new domain the exact
solution is approximated by high-order polynomials.

4.1 Basic formulation

Let us assume that on a domain €2 with the boundary 02 a problem of linear elasticity is
described in weak form by

B(u,v) = F(v) (4.1)

where the bilinear form is

B(u,v):= /[L v]" C[Lu]dQ2. (4.2)
Q

The domain of computation is now embedded in the domain ), with the boundary 0f2,., see
Figure 4.1.

Without losing generality, the homogeneous Dirichlet boundary condition is assumed to be
applied along I'p, while the Neumann boundary condition is defined along I'y, where 092 =
IpUTly, IpNTy = 0 and Ty = T4, UTH. TH and 'y, denotes the homogeneous and
inhomogeneous Neumann boundary condition, respectively. The linear functional of the weak
form (4.1) is

F(v):= /vadQ+/thNdF (4.3)

Q I'n

where f are volume loads and ty are prescribed tractions.



4.1. Basic formulation 29
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Figure 4.1: The domain 2 is embedded in €2,

The original physical domain 2 is now embedded in the domain €2, with the boundary 0f2,,
see Figure 4.1 in which the situation of boundary conditions is also depicted for simplicity.
The interface between € and the extended domain (£2.\ ) is defined as I'; = 9Q\ (02N 09,).
Following [71], the displacement variable u is extended as:

u' in Q
u_{ u? in Q. \Q (4.4)

while the transition conditions guarantee continuity at the interface between €2 and €. \ €2

t! = t2 on I

u' = u? on I'y (4.5)
Boundary conditions are set for 0f2,

t=0 on I n

u=0 onl.p (4.6)

where I'. y and I'c p are the Neumann and Dirichlet boundaries of (2. respectively, 0§}, =
Fe,N U P@D, and Pe,N N Fe,D = @

The weak form of the equilibrium equation for the embedding domain €, is given as

B.(u,v) = F.(v) (4.7)

where the bilinear form is

B.(u,v):= /[L v]T C, [Lu] d© (4.8)

Qe



30 4. The finite cell method

in which C, is the elasticity matrix of the embedding domain, given as

C.=aC, (4.9)
where
1.0 in Q
‘- { 0.0 inQ \Q (4.10)

Plugging in Equation (4.9) and (4.10) into (4.8), the bilinear functional turns to

Be(u,v) := /[LV]TC[Lu]dQ+ /[LV]TO[Lu]dQ
Q Qe\Q2
= [Lv]"aC[Lu]ldQ:=B(u,v). (4.11)
Qe

The linear functional

Fo(v):= /vTafdQ+/vTEdr+ / vitdl (4.12)

Qe FN FE,N

includes volume loads f, prescribed traction t along I'y interior to €2, and prescribed traction
at the boundary of the embedding domain. The last term can be assumed zero due to Equa-
tion (4.6).

The embedding domain is now discretized in a mesh that is independent of the original domain.
These new elements, which are differentiated from classical elements, are called finite cells.
As a simple and beneficial initialization, cells are assumed to be rectangular hexahedra which
results in constant Jacobian matrices for cell-wise mappings, see Figure 4.2.

The union of all cells forms the extended domain

0, = QQ (4.13)

where ¢ is the domain represented by a cell, and n. is total number of cells resulting from
division of the embedding domain. At the discretized level, the bilinear form (4.8) turns to

Be(u,v):= Zc/[LV]TaC[Lu] Q. (4.14)

c=1 e
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Figure 4.2: Discretization of the embedding domain using rectangular cells

The displacement variable in each cell is approximated as

u=NU (4.15)

where N denotes the matrix of shape functions and U is the vector of unknowns. In the current
implementation, Legendre polynomial based hierarchical shape function [62, 70, 72] is used, see
Section 3.4.2. This implementation allows an h-extension for low and high polynomial orders
by refinement of cells as well as a p-extension on a fixed mesh of (coarse) cells. Based on the
Bubnov-Galerkin approach, v.= NV, plugging (4.15) into (4.14) the finite cell formulation is
given as

KU=F (4.16)

where K is the global stiffness matrix and F is the global load vector. They are obtained by
assembling cell matrices and cell load vectors respectively.

4.2 Boundary conditions

In FCM, application of boundary conditions on surfaces which do not conform to the mesh
embedding the original domain €2 is not as straightforward as it is in the standard FEM. Special
methods are needed to handle Neumann and Dirichlet boundary conditions separately.
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4.2.1 Neumann boundary conditions

Homogeneous Neumann boundary conditions are firstly considered. This “zero traction con-
dition” is equivalent to assuming material with zero stiffness in the extended domain. In-
homogeneous boundary conditions can be imposed by explicitly including the second term
in Equation (4.12), i.e. by integrating over the boundary I'y lying in the interior of 2., see
Figure 4.3 for two-dimensional case. A detailed description of load vector computation for the
three-dimensional case is given in Section 4.3.2.

RS AS
S

Figure 4.3: The Neumann boundary conditions

4.2.2 Dirichlet boundary conditions

In [2, 3] a “stiff strip” of material from I'p up to the Dirichlet boundary I'. p of the extended
domain is assumed to apply homogeneous boundary conditions, see the dark region highlighted
in Figure 4.4. In this way, instead of being applied directly on the physical boundary, Dirichlet
boundary conditions can be applied on the cell boundary. This strip is generally assumed to
be of one magnitude stiffer than in the original computational domain to produce reasonably
accurate results.

I'p

FeD

)

s

u=20

Figure 4.4: The Dirichlet boundary conditions

Inhomogeneous boundary condition can be applied with a natural extension of the “stiff strip”
approach. In the literature several ways to impose inhomogeneous Dirichlet boundary con-
ditions have been proposed, for instance, penalization or Lagrangian methods. In [2, 3, 73]
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the penalization method and the Nitsche method are implemented to prescribe either the
inhomogeneous or homogeneous displacement only at the boundary I'p.

4.3 Numerical integration

4.3.1 Computation of cell stiffness matrices

The approximation of the original problem (4.2) over the domain has been replaced by a prob-
lem over an embedding domain, yet with discontinuous coefficients. Therefore, the integrand
in (4.14) may be discontinuous within cells being cut by the boundary 2. An adaptive in-
tegration is necessary to capture this discontinuity. Different integration schemes have been
investigated. Low order integration like trapezoidal rule on a refined grid of sub-cells can be
used while the integration points are distributed uniformly in the cell. Another alternative is
to use a quad tree technique subdividing the cut cell to non-uniform smaller cells for adaptive
integration [74].

In [3] a composed scheme which can integrate over either uniformly or adaptively divided
sub-cells has been proven to be a reliable method with high approximation accuracy. This
implementation is based on a hexahedral element applying hierarchic high-order shape func-
tions.

Figure 4.5: Composed integration of hexahedral elements based on sub-cells [3]

The mapping from the standard element to the global coordinate system is defined as

8

1=1

where X; = (X;, Y], Zi)T denote the global coordinates of the eight nodes and
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(I+&OA+nn)(1+¢0), i=1,..,8 (4.18)

| —

Nz(&aﬁa() =

are the tri-linear shape functions, where (§;,7;,(;) are the local coordinates of the ith node.
The embedding domain is discretized with rectangular hexahedra. So the mapping reduces to

X1+ 31+ &h,
x = Q(&n, Q)= | i+i(1+nh, (4.19)
Zi+ 31+ Qh.

which results in a constant Jacobian matrix

L[ he 00
3= 5[0 by O (4.20)
0 0 h

z

where hy, h, and h, denote the cell size with respect to the z,y and z direction, respectively.
With a constant Jacobian matrix, the hierarchic shape functions defined on the standard ele-
ment which are mapped on the global coordinate system remain polynomials.

A composed integration is applied to compute the stiffness matrix

Ke = ! / ! (BY)7(€) a(x(€)) CBY(€) detJ* dédndC (4.21)

where the cell to be integrated is divided into ng. sub-cells, see Figure 4.5. These sub-cells are
used for integration purposes only. In order to establish a relation between the coordinates of
the block-shaped sub-cell r = (7, s,t)” and the cell, a linear mapping function

i &G+ (L +7)he
& = QF(r,s,t)= | m+35(1+s)h, (4.22)
G+ 3(1+1t)he

is applied, where (&1,m1, (1) are the local coordinates of the anchor point of the sub-cell and
he, hyy, he denote the size of the sub-cell. Since the sub-cells are block-shaped, the mapping
results in a constant Jacobian matrix

he 0 0

- . 1] "¢

J = gradTQic(r,s,t):§ 0 h, O (4.23)
0 0 he
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The stiffness matrix of cell ¢ is obtained by carrying out the composed integration over the
nge sub-cells

Ko = Y / / / (BY)T(£(r)) ax(£(r))) CB(£(r)) detI® detT* drdsdt . (4.24)

sc=1 f

In (4.24) it is also necessary to account for the determinant of the Jacobian matrix J*¢ which
is due to the change of variables. The shape functions are the same as in (4.21); however, the
mapping &(r) = Q(r, s, t) has to be applied to establish the relation between the coordinates
of the sub-cell (r, s,t) and the cell (&£,7,(). The sub-cells can be created so as to have a uni-
form spacing or an adaptive algorithm based on an octree data structure can be applied. The
adaptive algorithm may be applied to automatically control the refinement of the sub-cells,
so that in those regions where the integrand exhibits a strong variation (e.g. jumps due to
the incorporation of the domain’s boundary) a more accurate quadrature is performed. A
different quadrature scheme may be chosen for each of the sub-cells.

To avoid ill conditioning, cells completely outside 2 can be ignored for integration and assem-
bly, or a small non-zero o can be used for such cells. Numerical experiences show that any «
as small as 107" can replace zero. The domain integral in the linear functional (4.12) can be
dealt with in the extended domain by introducing o and using the same procedure as for the
bilinear form.

4.3.2 Computation of cell load vectors

The cell load vector consists of two parts

F¢ = F+Ff= / (N o f dQ + / (N9 tdr (4.25)

Qe ry

where F§ represents the volume load and Ff results from the surface traction [3]. F$ can be
computed through volume integration in a similar manner as the stiffness matrix. To account
for inhomogeneous Neumann boundary conditions defined on 'y, the boundary integral has
to be computed cell-wise to determine the load vector F¢ due to a surface traction t acting on
I'4,. Since the boundary I'4; will normally not coincide with the boundary of the embedding
domain €2, the computation of the cell load vector cannot be obtained by simply integrating
over the boundary of the cells, since I'y will generally intersect the cells.

In order to compute the load vector one needs to have a parametric description of the surface
on which the traction is acting in order to perform the integration. Figure 4.6 depicts a
triangulated surface intersecting a hexahedral element. The local coordinates of the triangular
element is given as (u, v). The cell load vector based on a traction t acting on a surface spanned
by nf facets embedded in cell ¢ can be computed as
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N3

Figure 4.6: Computation of load vector by integrating over the Neumann boundary

¢ = Xf: / / (N)T (&) t detI! dudv . (4.26)

where J { denotes the Jacobian matrix which is a mapping from the global coordinates to the
local coordinates of the triangular facet f. In this case, a two-dimensional surface (u, v) is
embedded into a three-dimensional space (x, y, z). So the Jacobian matrix can be computed
as the norm of the vector normal to the surface. The vector normal is the cross product of

ox/ ox/
the two vectors x/ = T and x/ = o
u v
Accordingly J { can be written as
I} =[xl (u,0) x x] (u, )] (4.27)

where x/ denotes the global coordinates of the triangular facet.

Equation (4.26) then reads

F¢ = ; / / (NOT(&) b |x] (u, v) x %/ (u, v)| dudv (4.28)

v u

In order to compute x/, a mapping from the local coordinates (u, v) of the standard triangular
element to the global Cartesian coordinates is required. Afterwards, the integration can be
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computed with a two-dimensional quadrature rule defined on a standard triangular element.
Note that N¢ denotes the shape functions which are high order polynomials in the FCM.
To accurately integrate the product of the shape functions and the traction vector over the
area a high order integration rule is required. However, some high order quadrature rules for
triangular elements published in finite element textbooks and papers contain either negative
weights or points outside of the integral domain [75, 76, 77]. To ensure an accurate computa-
tion, a mapping from the local coordinates (u, v) defined on a standard quadrilateral element
([-1, —1] x[1,1]) to the global coordinates (z, y, z) of the triangle is used instead, see Equation
(4.29).

x! = Qf(u,v) = ZNi(u,v)X{ (4.29)

i=1

X/ = (X!, v/, Z))T denote the global coordinates of the three nodes of the triangle. By coa-
lescing two adjacent vertices of the quadrilateral element, the quadrilateral standard domain
can be transformed to fit the triangular facet, see Figure 4.7 where Xf; = Xg has been chosen.

Figure J.7: Parameterization of facets [3]

In Equation (4.29)

Ni(u,v) = i(l—l—uiu)(l—l—viv) (4.30)

are the bi-linear shape functions, where (u;, v;) denote the local coordinates of the ith node of
the standard quadrilateral. Applying the mapping function (4.29) makes it possible to perform
the integration with a two-dimensional Gaussian quadrature defined on a standard quadrilat-
eral. It should be borne in mind that the process of triangulating a curved surface introduces
a discretization error. Commercial CAD tools are designed to control this discretization error,
i.e. the deviation from the (true) curved surface, by specifying the maximum chordal deviation
tolerance of the facets.
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As can be seen from Figure 4.6 it is very likely that the Gaussian points related to one facet
fall within different cells (hexahedra). It is accordingly important to ensure that, during
the integration over each facet, the contribution of this integration point refers to the cell
where the integration point is located. This means that the corresponding cell number ¢
has to be determined for each integration point. Since a Cartesian grid of hexahedral cells
is applied to discretize the embedding domain 2., this cell number can be computed very
efficiently. For each integration point, the global coordinates are computed from the mapping
function x/ = Q(u, v) defined by the facet. Based on the global coordinates the corresponding
hexahedral can be readily determined, since a structured cell arrangement with fixed spacing
is applied. Having found the cell ¢ which contains the present Gaussian point, the local
coordinates (£, 1, () of the cell have to be determined in order to compute the shape function
matrix N7 (§). It is also possible to compute the inverse mapping, & = Q¢ ! (x/ (u,v)), very
efficiently from global to local cell coordinates, since the mapping (4.19) is linear and can be
inverted analytically. One drawback of this way of integration is that the triangular facet is not
split up at the intersection with cell boundaries, integrating a function which is not continuous
over a surface will loose accuracy even for high order Gaussian integration. Hence a relatively
fine mesh is used to reduce integration error to a low level. Note that the numerical effort in
integrating over a fine surface mesh with a high order quadrature rule is still relatively small
since the two-dimensional integration does not dominate the overall computational effort.

4.4 A CT-derived data specific integration scheme

Rapid and simple grid generation is the major advantage of the FCM and general fictitious
domain methods over the standard FEM. The main reason is: in FCM shape functions and
model geometry are completely decoupled, so that the Cartesian grid generated in the anal-
ysis is not obliged to be aligned to the curved boundaries. As a result, the meshing process
is independent of the complexity of the model and is thus straightforward. With trivial effort
in mesh generation, the main computational load is shifted to the computation of cell stiff-
ness matrices. As a standard integration approach, Gaussian integration is applied in FCM
to compute cell stiffness matrices. For simple structures with homogeneous material prop-
erties, only (p + 1) integration points are necessary to compute the integration accurately.
However, for models with complex geometries and multi-material interfaces the computational
cost increases drastically because a dense set of integration points must be allocated inside
and outside the physical domain in order to capture both the true physical boundary and the
material interfaces. Using this method, considerable amount of computational time has to be
spent in order to achieve a high accuracy. One possibility in promoting the performance of
the FCM is to accelerate the stiffness matrices integration by precomputation.

To clarify the precomputation procedure, this part of the thesis is structured as follows.
Starting from the CT imaging theory given in Section 2.2.1, the three types of geometric
representations introduced in [3] will be repeated with emphasis on the last two types in
Section 4.4.1. Section 4.4.2 describes the mesh generation method and afterwards, the pre-
computation scheme is detailed in Section 4.4.3.
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4.4.1 Geometric representations

Fast and simply grid generation is one of the main advantages of the FCM. As the starting point
of a FCM computation, it is necessary to discuss different ways of representing the geometry
of a physical model. Three ways of representation of geometry — implicit representation of
geometry, voxel model derived from B-rep representation, and voxel model obtained from a
CT scan are accounted for in the FCM [3].

4.4.1.1 Implicit representation of geometry

The implicit representation of the boundary of a geometric model is defined using the zero
level set of function ¢(z) = 0, similar to level set method [78, 79]. Implicit representation
gives an exact mathematical description of geometry. The geometric model is responsible
for the definition of zero extensions during the integration of cell stiffness matrices. For
this purpose, an accurate integration technique is necessary to fully capture the geometry.
Different techniques can be utilized to handle this problem, e.g., Gaussian integration with
large amount of quadrature points, or the quad-tree based composed integration technique
[3]. During the integration, judgment of whether an integration point lies inside or outside
is required. This type of representation is, however, mostly applicable in academic problems
and is for numerical investigations only. We therefore turn our focus onto accelerating the
computations on explicitly represented geometric models.

4.4.1.2 Explicit representation of geometry

One commonly used explicit representation is a voxel model, whose physical boundary is
defined by the value of voxels explicitly. Different from models with exact mathematical
description of geometry, voxel models provide approximated geometries as well as internal
material interfaces. This way of geometric description, on one hand, is geometrically less
accurate than the implicit representation; however, it enables a more efficient way of judging
whether an integration point is inside or outside the physical domain, since zero extensions are
included in the voxel models already. Two types of explicit geometric models have been defined
in [3], they are voxel model derived from B-rep representation and voxel model obtained from
a CT scan.

4.4.1.2.1 Voxel model derived from B-rep representation

Boundary representation, short for B-rep, is a representation form to describe shapes us-
ing a finite number of surfaces. One simple and common B-rep is based on triangulation,
through which curved boundaries can be approximated using inter-connected triangles. The
STL model, derived from the word STereoLithography [80], is probably the simplest B-rep
model which describes the unstructured triangulated surfaces with vertices (coordinate vec-
tors) and surface unit normals. This format of description is employed in FCM to encompass
inhomogeneous boundary conditions.

Voxel models can be generated from B-rep models through voxelization. An octree-based
voxelization algorithm, which has been implemented in [3, 81] for fast grid generation based
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on the hierarchical space-partitioning concept, is adopted to generate voxel models with vari-
ous resolutions. Figure 4.8 depicts a B-rep model of a telephone handset downloaded from [82]
and a voxel model derived from it.

(a) B-rep model (STL mesh (b) Voxel model with a res- (¢) Voxel model without
with 6,880 triangles) olution of 18 x 18 x 60 zero extension

Figure 4.8: Voxelization of a telephone handset

For this type of voxel models, the accuracy of geometric description mainly depends on the
voxelization resolution which is adjustable. This feature offers certain amount of flexibility to
select a suitable resolution level for problems with various accuracy demands.

4.4.1.2.2 Voxel model derived from a CT scan

In addition to voxelizing B-rep models, a more general approach to obtain voxel models is
through CT scanning. The largest difference of the CT-derived voxel models from those ob-
tained from B-rep is that the CT-derived models are originally composed of voxels and contain
zero extension already. Hence this type of voxel models is more suitable for the FCM com-
putation, in which voxel data are directly imported and meshed with rectangular grids. It is
therefore of great advantage to implement the FCM algorithms in the biomechanical applica-
tions, which when solved using the standard finite element method requires large amount of
human labor and computational cost in the preprocessing. In comparison with voxel models
obtained from B-rep, the downside of CT-derived voxel models is that the model resolution
is scanning machine dependent and is for an existing voxel model easier to decrease than to
increase. Thus, the flexibility in data adjustment is smaller.
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4.4.2 Mesh generation

The QCT-based voxel finite element method (VFEM) [55] is often used to analyze voxel
models derived from QCT scans. In VFEM each voxel is converted directly to an eight-node
hexahedral element or several voxels are converted to a hexahedral element with an averaged
elasticity tensor [83]. Similar to this strategy, in FCM we convert several voxels into one cell
which has, rather than an averaged, a piecewise constant elasticity tensor, i.e. the elasticity
tensor of each voxel remains unchanged. Since no restriction of number of voxels per cell is
defined, the mesh size is relatively flexible: we can have as many/few cells as numerically
necessary. Two extremes are that only one cell embeds the whole model or one cell is directly
converted from one voxel as in VFEM. Starting from a voxel model derived from either a B-rep
model or a CT scan, after fixing the number of voxels in each cell, based on [84] a structured
mesh can be automatically generated with trivial effort. A fast meshing algorithm has been
developed using 3D index-based reconstruction matrices. See [84] for algorithmic details.

4.4.3 Precomputation of stiffness matrices

For better explaining the idea of this CT-derived data specific precomputation scheme, let us
consider a simple example in which the embedding domain €2, is meshed with only one cell
enclosing n, x n, X n, voxels that are extracted directly from a CT scan. The precomputation
is carried out in the parametric space where the cell is subdivided into n, X n, x n, sub-cells,
each can be identified with a voxel from the CT-scan having a constant material property in
the Cartesian space. The cell stiffness matrix can be computed by carrying out composed
integration, which integrates over n, x n, x n. sub-cells. The stiffness matrix of each sub-
cell can be precomputed exactly with respect to the elasticity coefficients and unknown sizes
of the overlapping voxel. In this way Gaussian integration can be replaced by scalar-matrix
multiplication during run-time. The basic formulations for precomputation of general isotropic
linear elastic problems are given as follows.

4.4.3.1 Basic formulation

The stiffness matrix formulation

K'=>" / / / (BT (&(r)) a(x(£(r)) CB(&(r)) detI® detI* drdsdt (4.31)
se=1 t s r

given in Section 4.3 is a general form for the composed integration, which allows for both
uniform and non-uniform sub-cell structures. In this fast integration scheme, precomputation
with respect to adaptively refined sub-cell structures is not easily feasible due to the fact
that the positions of adaptive refinements are model-dependent and are unknown in prior.
Hence only uniform sub-cell structures are implemented. Mapping from sub-cells to cell can
be avoided and integrations can be carried out directly in the cell parametric space. For
simplifying the precomputation, a uniform degree of shape functions is chosen for each cell
such that the strain-displacement matrix is the same for all cells (B¢ = B). Equation (4.31)
then reads
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K = / / / BT (¢) a(x(£)) C B(€) detJ¢ dednd( (4.32)

The variable « is used to determine whether a point lies in the physical or the extended domain
and a(z(€))C denotes the cell material matrix as a function of local coordinates € = (£, n, ¢)T.
For CT-derived voxel models, the constant property of each voxel allows us to replace a(&€)C
with a piecewise constant matrix function C¢(&).

Note that one cell embeds n, x n, x n, voxels and let us denote the material matrix of each
voxel as Cf,, where i =1,..., n,, j=1,..., nyand k =1, ..., n, denote the local voxel indices
with respect to &, n and ¢ directions. Accordingly, C¢(§) can be written as

_ T£ i < § < Tg,z‘+1
CC(E) = fjk when ij S n S T,77j+1 (433)
Ter < ¢ < Tepn

in which the voxel boundaries are defined as

Te; = —1.0+2 L i=1,2, . n,

Ny
i—1
T,; = —1.0+2 L j=1,2,ny. (4.34)
Ty
k—1
Top = —1.0+2 C k=1,2, ...
n;

The cell stifflness matrix K¢ then reads

K® = / / / BT (&) C*(¢) B(&) detJ® dédnd( (4.35)

-1-1-1

where detJ€ is constant in FCM analysis due to rectangular grids. Inserting (4.33) into (4.35)
and by implementing composite integration the stiffness matrix K¢ can be decomposed into
summation of n, x n, x n, subintegrals

Ko = Y Y > K, (4.36)

k=1 j=1 i=1

where
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T et1 T+ Teit1

e = / / / B”(¢) CS,, B(&) detJ® dédndc . (4.37)

ijk ijk
Tee  Tng  Tei

For the sake of simplicity, we confine our method to linear isotropic media. In one cell the
material matrix of each voxel Cf;; can be decomposed as a linear combination of A{;; and g,
which are the two Lamé constants corresponding to the voxel with index ijk. The relationships
between these two constants, elastic modulus and Poisson’s ratio read

vE E
\ = - 4.38
A+v)(1-20)" """ 2010 (4.38)
Decomposition of the voxel material matrix is given as
fik = A C + gy, C (4.39)
where
(1 1100 0] (2000 0 0]
111000 020000
x_|11.1.000 s 1002000
C=loo0o0000 ™ =1000100 (4.40)
00 0O0O0O 000010
00 00 0 0| 00000 1]
are constant matrices.
Inserting Equation (4.39) into (4.37) gives
K= Z Z Z (Afjk Kz/\]k + 1 Kigk) (4.41)
k=1 j=1 i=1

where

Te kt1 g1 Teivn
A T A c
Kijk = / / / B (§) C" B(&) detJ* d&dnd( (4.42)
Tew Ty Tea

and
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Te k1 Tyji1 Tepiva
K= [ [ [ B0 B©deur deanc, (1.49

Te Tng  Teq

denote two matrices corresponding to the voxel with index ijk. These two groups of matrices
are independent of the material constants of each voxel, but depend on other parameters, e.g.
the voxel dimensions, etc. In order to find out the correlation between the voxel parameters
and the two groups of matrices, investigations on each component in Equation (4.42) and
(4.43) have been carried out.

Matrices C* and C* are constant. Computation of the strain-displacement matrix B requires
derivatives of the shape functions N. Computation of derivatives involves the computation
of the inverse of Jacobian matrix J¢ which depends on the cell sizes (hy, hy, h.). In terms of
(4.34), the integration intervals depend on the number of voxels in each cell n,, n, and n,.
Hence, for a given polynomial degree (denoted p) the values of Kfjk and Ki‘]k depend on the
number of voxels in each direction (n,, n,, n,) and cell sizes (h,, hy, h,). For a CT-derived
voxel model, a constant dimension (s, sy, s,) is assigned to all voxels by default. Therefore,
the cell sizes can be computed by multiplying the voxel dimensions (s, S,, s.) with the num-
ber of voxels in each direction (h, = s, ng, hy = s, ny, h, = s, n,). K;\jk and Ki‘]k then depend
only on six variables n,, n,, n., s;, s, and s,. As a result, the precomputation of two groups
of matrices K* and K* can be performed once the six variables are determined.

Yet determination of the six parameters involves solving two additional sub-problems. First,
the values of n,, n, and n, should be user-definable. Restrictions on the three parameters
are required such that the matrices precomputed with respect to the three quantities can
be applicable to cells in the entire fictitious domain. Second, since the voxel dimensions s,,
sy and s, are CT machine dependent, precomputations with respect to unknown dimensions
is not feasible. Therefore a special technique is required to decouple voxel dimensions from
precomputed matrices. Solutions to these two problems are presented in Section 4.4.3.2 and
4.4.3.3 separately.

4.4.3.2 Determination of number of voxels per cell

In the current research n,, n, and n, are set to the same integer n,. With n, voxels in each
direction, one cell contains in total n, x n, X n, voxels, denoted by ngs,. Each voxel possesses
two precomputed matrices Kf‘]k and KZ . of size depending on the polynomial degree of shape
functions only. The precomputed matrices can be applied to all cells, when the number of
voxels in each direction in the whole fictitious domain can be divided exactly by n,. Otherwise
the original fictitious domain €2, has to be extended to a larger fictitious domain denoted by
.2 in which the number of voxels in each direction can be divided exactly by n,. The voxels
inside the newly extended domain are set to voids to avoid altering the original physical

problem.
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4.4.3.3 Precomputation of K* and K" with respect to s,, s, and s,

Starting from Equation (4.42), the strain-displacement matrix B is given as

B=[B, B, ... B, ... B, | (4.44)

where n,, is the total number of shape functions and the ith strain-displacement submatrix B;
is given as

[ ON; é& 1:6) 0 0o |
O 0 6NL(6£7777<)
B, =1 on (amo aNi(afﬂ%C) 0 (4.45)
(51/ 8NZ-§C,77,C) ONi(Enc)
ON; (€,1,0) OZ ON; (5y,n,C)
| 0z oz i

in which N; is the ith shape function. Since the shape functions are defined in the local
coordinate system, computation of derivatives with respect to the global coordinate system
(x, v, z) involves the chain rule:

IN; (&) 9 B & 8Ni§é7770 5Ni§)§én,4)
o)
aNi(ng) _ % % % ONi(§:m:¢) _ (Jc)—l IN;(§n,€) (4 46)
Oy - dy Oy y on - on :
IN; (£,n,€) 9 Odn 9 IN; (€,m,6) IN;(£,1,€)
Oz 0z 0z 0Oz ¢ ¢

in which the cell Jacobian matrix J¢ is diagonal and depends on the cell sizes.

aw(ﬁﬂ%() ay(ﬁﬂ%() 82(57777@ r

o o€ o€ 1 h, 0 0
JC — 61"(67”7() 3?/(57777() 82(57777() — 0 h 0
an on on 2 Y
9z(n,Q)  9y(Em,Q)  92(Em0) 0 0 h,
aC aC ¢ -
1 N 0 0
= 3 0 syn, O . (4.47)
| 0 0 S, My
Inverse of the cell Jacobian matrix is given as
swln,u 0
c\—1 1
(J)" =2 0 — 0 . (4.48)
0 0

Plugging in (4.46) and (4.48) into (4.45) yields
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As described in Section 2.2.1, each CT image consists of a set of square pixels, namely, all
voxel data have equivalent sizes in x, y directions:

Sy = Sy . 4.50
v (4.50)

This property enable us to replace s, with s, such that the number of unknown parameters is
reduced from three to two — s, and s,. s, and s, of various voxel models are different from
each other — they depend on the CT scanning setting which varies from machine to machine.
To overcome the difficulties arising in the precomputation with respect to the two unknown
parameters, K* and K* are not directly precomputed but further decomposed.

Inserting (4.50), (4.44) and (4.47) into (4.42) and (4.43), after steps of simplifications K2

ijk
and Ki‘] . can be rewritten as

2
S
K)o = s KN +s. K+ S_w K2 (4.51)
2
S
Ki, = s Kij +s. Kij + —Kij} (4.52)
Sz

Introducing a new parameter r = s,/s,, (4.51) and (4.52) then read

K = s (KM +r KM +r°K2) (4.53)
K., s (KIS +r K + 7 K2) (4.54)
where KZ’.\JQk, Kf‘jlk, Kf‘fk, K}, K}, and K7} denote six groups of constant matrices depending

only on p and n,. Each matrix is symmetric, densely populated and has the same size as K€.
With respect to different p and n,, these matrices can be precomputed and stored.

Several existing methods can be applied to precompute the matrices accurately, e.g., Gaus-
sian quadratures, adaptive trapezoid integration, or adaptive Simpson integration. In our
precomputation, hierarchic shape functions that span the trunk space are employed to mini-
mize the matrix size. Some information of the precomputed matrices K* (n, = 10) is given
in Table 4.1.
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Polynomial degree 1 2 3 4 ) 6

Number of rows/columns 24 60 96 150 222 315
Data size (Mbyte) 229 1396 35.52 86.40 188.85 379.71

Table 4.1: Precomputed matrix size and data size for K* with n, = 10

It is obvious that a large reduction of necessary memory-space could be obtained by using
symmetry of the coordinate axes. It follows immediately, that all matrices K5, can be obtained
by row and column permutation of ¢, j and k. Therefore only single matrices would have to
be stored. This would reduce the necessary memory space by 3! = 6. Further reduction
would be possible (by another factor of 8), if one takes into account that K, _;;j can be
immediately obtained from Kj;;, and the same for other indices. Summarizing the overall
memory space could be reduced by a factor of approximately 50. This possible reduction is
not implemented for two reasons. First, it would require a lot additional effort to find out
the permutation matrices with which the matrices in (4.53) and (4.54) can be reconstructed.
Second, in Section 4.4.6 the computation of stiffness matrices is accelerated by using the
BLAS routine. For this implementation, the two groups of matrices K;\Jk and Kfjk in (4.53)
and (4.54) are required to be completely stored in the memory. Furthermore, in Section 5.3.5.2
these two groups of matrices are also required to be stored in a complete form to ensure an
efficient numerical simulation during the entire computational steering process. As one of the
major goals of the research was the speed of computation, reconstructing new matrices from a
condensed form involves additional memory references and data movement and was thus not
accepted for current applications. Moreover, as these matrices occupy only a small fraction of
the computer memory-space (less than 5% for n, = 10 and p = 6 on a modern computer with
16Gb physical memory), its negative impact can be neglected in this research.

4.4.4 Stiffness matrices computing procedure with precomputed
matrices

With precomputed matrices at hand, the procedure of stiffness matrices computation is illus-
trated in Figure 4.9. The polynomial degree p and the number of voxels per cell n, are user
defined input parameters. After reading in the CT data the program generates rectangular
grids and computes r and s,. Subsequently it reads in six groups of precomputed matrices and
computes K* and K*. In the next step, the cell stiffness matrices are computed by performing
scalar-matrix multiplications.

4.4.5 Computational efficiency estimation

To estimate the speedup factor by using the precomputed matrices, the number of floating
point operations in computing the stiffness matrix of one cell using the FCM without pre-
computation is firstly estimated. A cell is assumed to contain n, X n, X n, sub-cells, in each
sub-cell (p + 1)® Gaussian integration points are adopted to integrate exactly. Thanks to the
symmetry, only entries in the upper or lower triangular part of stiffness matrix have to be
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Figure 4.9: Stiffness matrices computing procedure

computed. Denoting the number of rows of matrix K¢ as n,, the total number of entries in
the lower triangular part of the matrix n;, we have n, = %nr (n, +1). The estimated number
of floating point operations is

Ty =6n,(6+n,)(p+1)°ns, (4.55)

and for FCM with precomputed matrices the number of operations is

T2 =2 e N3y - (456)

The speedup factor is 11 /T ~ 6 (p + 1)3, which for p = 6 equals 2,058.

4.4.6 Acceleration of scalar-matrix computation using the BLAS
routine

To effectively utilize a high-performance computer, it is significant to avoid unnecessary mem-
ory references. The movement of data between memory and registers can be as costly as
floating point operations [85], and accordingly the efficiency of many linear algebra computa-
tions can be achieved not by developing new computing algorithms, but rather by compiling
algorithms to minimize data movement and maximize the reuse of data in cache.
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4.4.6.1 BLAS

One possible approach of improving the efficiency is to use the Basic Linear Algebra Subpro-
grams (BLAS), which are routines that provide standard building blocks for performing basic
vector and matrix operations [85]. Highly optimized implementations of the BLAS interface
have been developed by hardware vendors such as Intel and AMD, as well as by other au-
thors, e.g. Goto BLAS and ATLAS [86]. The BLAS package includes FORTRAN routines of
three levels, the level 1 BLAS performs vector-vector operations; the level 2 BLAS performs
matrix-vector operations; the level 3 BLAS performs matrix-matrix operations. The efficiency
of the BLAS routines are indicated by the ratio of floating-point operations to data move-
ment, which if high enough, shows an efficient reuse of data in cache. The level 3 BLAS that
targets at matrix-matrix operations can achieve very good performance on high-performing
computers with memory hierarchy. The reason is that the matrices are partitioned into blocks
on which the matrix-matrix operations are performed. This way the block data which is held
in cache can be fully reused and in addition the operations on blocks enable the parallelization
on multi-core computers. With these considerations, on top of the precomputation described
in Section 4.4.3 the stiffness matrix computation can be speeded up the second time if the
scalar-matrix multiplications can be transformed to matrix-matrix multiplications.

4.4.6.2 Matrix transformation

To facilitate the description, the total number of cells is denoted as n.. For convenience
matrices K7, and K are replaced with K} and K/ (r = 1,...,n}) by reorganizing the
indices from 3D to 1D. Accordingly, Equation (4.41) becomes

N3v n3v

K = ; MK+ Z; s K* (4.57)

In the next step K}, K# and K¢ are vectorized from matrices to single column vectors in a
column-majored order. For reducing vector size, only entries in the lower triangular part of
the matrix are considered. The new vectors are denoted as K, K* and K¢, respectively. The
size of vector I_(;\ and I_(ﬁ is denoted as n;, which equals to % n, (n,+1) where n, is the number
of rows of K¢.
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Thereafter, Equation (4.57) is rewritten as
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(4.58)
Transforming Equation (4.58) into matrix-vector multiplication form gives
K, Ky K72 A3
Re = |
RN 7} c
L Iflnt I§2nt IS”ant L )\77/371 .
I_Cfl Ifgl Ifggvl 51
KY, Kj Kgglﬂ 143
+ (4.59)
L K/fnt Kgnt _lnLBUHt L MZ/‘%U .
By assembling K¢ (¢ =1, ..., n.) of each cell in terms of cell numbers into a matrix denoted as

K&, the matrix-vector multiplications are transformed into two matrix-matrix multiplications
which can be efficiently computed with the help of the BLAS subroutine “dgemm”; see

Equation (4.60).
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(4.60)

With the above approach, the stiffness matrices of all cells are computed altogether at the
beginning right after K3, and K/, are formed in terms of Equation (4.51) and (4.52). After-

wards, the stiffness matrix of each cell can be retrieved from K.

The speedup factor of using the BLAS routine varies from problem to problem, it does not
only depend on the matrix size but also on the number of cores, cache sizes and so on. To
provide an approximate quantification of this factor, a series of test computations have been
carried out on an Intel Xeon W5590, 3.33GHz work station, 8 cores. The setting of 10 x 10 x 10
voxels per cell (ns, = 1000) is used in order to minimize the total number of cells. With this
setting, the speedup factor using the BLAS routine of the Intel-MKL library for p = 1,...,6
and n, = 1,...,2000 was evaluated. Only one core is activated during the entire evaluation.
Graphs plotted for all polynomial degrees have a similar distribution which starts from ap-
proximately 3 and increases up to 6. For the reason of clarity, only the graphs corresponding
to p =4 and p = 5 are plotted in Figure 4.10.

From reading the graphs, one can see that the speedup factor is, rather than a fixed value, a
range of from 3 to 6. Multiplying this range with 6 (p + 1)®> — the speedup factor obtained
in Section 4.4.5, the final speedup factor varies from 18 (p + 1)3 to 36 (p + 1)3. For p = 6
the maximum speedup tends to 12,348. It is important to mention that the code for stiffness
matrix computation can be easily and efficiently parallelized on a multi-core machine using
OpenMP. The efficiency of parallelization is demonstrated in the third example in Section 4.5.
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matrix 11325 x 1000 multiplied with matrix 1000 x n. (p =4) ——
matrix 24753 x 1000 multiplied with matrix 1000 x n. (p

I
ot
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Speedup factor
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Number of cells n,.

Figure 4.10: Speedup factor graphs evaluated for p =4 and p =5
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4.5 Numerical examples

In this section, four numerical examples are given for verifying the FCM with fast integration
scheme and, moreover, to demonstrate its numerical efficiency. The computations are carried
out using a p-FEM code named “AdhoC” [87] which has been modified to adapt to the fast
integration scheme. The number of voxels per cell is set to either 5 x 5 x 5 or 10 x 10 x 10
for all problems. The direct solver “Pardiso” [88, 89] is adopted as the solver for FCM due to
its numerical stability and good parallelizability. In the post-processing 15 x 15 x 15 resulting
points are set within one cell. Results on these points are visualized with the open-source
visualization tool “Paraview” [90].

4.5.1 Inhomogeneous unit cube

In this example the accuracy of the FCM computation is verified by a unit cube with inhomo-
geneous material property. The cube model and its problem setup are given in Figure 4.11.
The size of the cube is 1 x 1 x 1mm. The material model is assumed to be linear elastic,
isotropic and inhomogeneous with a constant Poisson’s ratio v = 0.3 and a varying Young’s
modulus described by

E = (z+410)* (y + 10) (z + 1)N/mm? (4.61)

which is visualized in Figure 4.11(b). Symmetry boundary conditions are applied at x =
—0.5,y = —0.5, 2 = 0 mm, while a traction load with the value of 1.0N/mm? is applied in the
normal direction on the face of y = 0.5, see Figure 4.11(a).

Z

o

B 1

(a) The dimensions of the cube model and the (b) Plot of Young’s modulus variation within
problem setup the cube

Figure 4.11: A unit cube model

A numerical analysis of this model was performed using the standard p-version finite element
method in [73], in which a mesh of 2 x 2 x 2 is used while in each element the material ma-
trix is approximated by high-order polynomials. A uniform p-extension was conducted with
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p=1,....8. p+ 1 Gaussian integration points are used in each element to attain highly accu-
rate results which are taken as the reference solution for the FCM computation.

In the FCM computation, a voxel model is obtained by voxelizing the solid model into 20 x
20 x 20 voxels, each has a constant but different value of Young’s modulus which is computed
by evaluating Equation (4.61) at the center of each voxel, see Figure 4.12. With 10 x 10 x 10
voxels per cell, the voxel model is embedded into 2 x 2 x 2 cells shown in the same figure.

Figure 4.12: Voxel model 20 x 20 x 20 and its discretization
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Figure 4.13: Strain energy convergence graph
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The FCM analysis is conducted by a uniform p-extension with p = 1,...,6 using the fast
integration scheme. The strain energy of the p-FEM and the FCM solution are plotted in
Figure 4.13. The relative difference of the two strain energy at p = 6 is about 0.014%.

The displacement distribution in z-direction and the strain distribution in y-direction are
plotted in Figure 4.14.

E 8.000e-4
; 7.000e-4
6.000e-4
5.000e-4

4.327e-4

Figure 4.14: Displacement distribution in z-direction (U,) and strain distribution in y-direction (&)
for p = 4 on the mesh of 2 x 2 x 2

In addition to strain energy, the displacement results in z-direction evaluated at point A
(0.0,0.5,0.5) and strain results in y-direction evaluated at point B (0.5, —0.5,0.0) are compared
by using the two methods. The two evaluation points are indicated in Figure 4.11(a). The
displacement and strain plots are shown in Figure 4.15 and 4.16.

The FCM results coincide very well with the p-FEM results. For p = 6, the relative difference
in displacement at point A is approximately 0.14%; while the relative difference in strain at
point B is about 0.16%.

It is noteworthy that the voxel model for FCM computation is not the “exact” model which
is used in the p-FEM computation. Geometrically, the voxel model exactly represents the
original model; however, the deviation in material distribution caused by the voxelization
process generates a modeling error. One can read from the results that the impact of material
modeling error on the accuracy of the FCM computation is limited.

4.5.2 Thin-walled plate with a circular hole

The thin-walled plate with a circular hole example is a widely accepted benchmark in com-
putational mechanics. In Figure 4.17 only one eighth of a plate with a hole in the center
is presented. The size of the plate is 10 x 10 x 1mm and the radius of the hole is 1mm.
The plate material is assumed to be linear homogeneous isotropic with Young’s modulus
E = 206900N/mm? and Poisson’s ratio v = 0.29. Symmetry boundary conditions are applied
at ¥ = y = z = 0 mm and a traction load of 100 N/mm? is imposed as indicated in Fig-
ure 4.17. As the reference solution obtained by an “overkill” finite element approximation the
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Figure 4.15: Displacement in z-direction computed at point A by p-FEM and FCM
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Figure 4.17: Thin-walled plate with circular hole

strain energy of the plate amounts to 2.475213962 [69].

The geometry of this implicitly represented model can be exactly described with mathematical
functions, especially the circular boundary. Using adaptive sub-cell structures, it is possible
to precisely locate a dense group of Gaussian integration points near the physical boundary
to capture the exact geometry. However, performing fast integration by accounting whether
a Gaussian point locates inside or outside the physical domain is no longer feasible, since
no Gaussian points are used. The geometric representation is transformed from implicit to
explicit and thereafter one voxel is regarded as a homogeneous isotropic solid even when it
intersects with the real physical boundary. In this case, modeling errors are generated and a
quantitative error analysis is necessary.

A C++ program has been written to voxelize the model with resolutions as user-defined input
parameters. The zero extension is defined by judging whether the center of a voxel lies inside
or outside the geometric model. Figure 4.18 depicts one voxel model with a resolution of
100 x 100 x 5. For vertical or horizontal surfaces the voxelized model can fully represent the
original model without introducing any geometric deviation. However, for oblique or curved
surface the voxelization process induces modeling errors caused by deviation of the jagged
boundary from the oblique or curved surface.

A schematic representation of a voxel model generated by voxelization of a quarter circle
is shown in Figure 4.19(a) while its geometric deviations are highlighted in Figure 4.19(b).
In Figure 4.19(b) the regions marked in dark grey stand for the geometric deviations over-
estimated by voxel representation, while the regions in light grey represent the geometric
deviations underestimated. These two types of differences account for the modeling errors
of the voxel model. To quantify the errors, we evaluate in this example the relative error in
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(a) Isometric view (b) Top view

Figure 4.18: Voxel model with a resolutions of 100 x 100 x 5

(a) (b)

Figure 4.19: Schematic representation of a voxel model and its geometric deviations at a curved
boundary

radius, which is computed using Equation (4.62). R, is evaluated at n, = 500 * Nedges (Nedges
denotes the number of edges involved) sampling points equally distributed on the edges of the
jagged boundary which approximates the circular arc, see Figure 4.19(b). Lo norm is used in
the computation in order to prevent cancellation between the positive and negative parts.

R—R;
R

100[%] (4.62)

Lo

(€r)p(o) =

For convergence studies the voxel model is refined in the xy-plane, in addition, three voxel
models with resolutions of 200 x 200 x 10, 300 x 300 x 10 and 400 x 400 x 10 are generated.
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Relative errors of the four models have been estimated by applying a reference solution and
are listed in Table 4.2.

Number Resolution Error[%)]

100 x 100 x 5 2.783691
200 x 200 x 10 1.433703
300 x 300 x 10 0.900102
400 x 400 x 10 0.679198

I R

Table 4.2: Resolutions and corresponding modeling errors

From voxel models cell grids are generated. Three sample meshes are shown in Figure 4.20.

(a) 20 x 20 x 1 (b) 30 x 30 x 1 (c) 40 x 40 x 1

Figure 4.20: Hexahedral meshes of voxel models with different cell resolutions

For the voxel models 100 x 100 x 5, each cell represents 5 x 5 x 5 voxels; while 10 x 10 x 10
voxels per cell is applied to the voxel models 200 x 200 x 10, 300 x 300 x 10 and 400 x 400 x 10.

As the model is refined the voxel size decreases as well as the hexahedral grid size, which
results in more cells lying completely outside the circular hole. These cells are discarded to
save computational cost, see Figure 4.20(a), 4.20(b) and 4.20(c). The Dirichlet and Neumann
Boundary conditions are applied directly onto the cell boundaries. With the fast integration
scheme a series of computations have been carried out. In this example only p-refinement is
considered, the polynomial degree for all cases increases uniformly from one to six.

The strain energy against the degrees of freedom is plotted in Figure 4.21.

In terms of Equation (4.63) [3]

(e0) iy = \/|B (upx, 1;13(112; ieEtl;c, urc) llOO[%] (4.63)

the relative error in energy norm is plotted versus the degrees of freedom in Figure 4.22.
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Figure 4.21: Strain energy convergence graph

As each voxel model represents a (slightly) different geometry, the strain energy of the four
models converges to different values as the polynomial degree increases (see Figure 4.21). The
converged values of the two coarser voxel models are higher than the reference solution. For
models with resolution 300 x 300 x 10 and 400 x 400 x 10 the relative errors in strain energy
reduce to below 1% as the polynomial degree increases. Nevertheless the exponential rate of
convergence as in [3], where the exact geometry has been considered by means of an implicit
representation, can not be observed. Since the geometry of the circular arc is different from
that with the voxelized arc, accordingly the ”exact solution” on a voxelized model is different
from the one in [3]. As the voxel model is refined, the modeling error reduces and subsequently
the FCM solution approximates more closely the ”exact solution”. It is noteworthy that the
error in energy norm conforms to the modeling error tabulated in Table 4.2.

Figure 4.23 depicts the von Mises stress distribution computed on the voxel model 300x300x 10
with a mesh of 30 x 30 x 1 and p = 4. The stresses were evaluated on 15 x 15 x 15 postprocess-
ing points per cell. The visualization tool “Paraview” visualized the result directly without

specific postprocessing approach employed.

In this example, voxels that approximate the circular hole form a jagged boundary which yields
stress singularities along the circular arc. To further investigate the influence of singularity,
von Mises stresses along the cutline A-B were surveyed. The reference solution obtained by
an “overkilled” FE analysis is plotted in Figure 4.24. The relative errors of the FCM solutions
have been computed and are plotted in logarithmic scale in Figure 4.25.
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Figure 4.22: Relative errors of strain energy with respect to different voxel models and discretizations

Figure 4.23:

mesh 30 x 30 x 1

von Mises

341.2948

E 300
200

100

7.4541

Von Mises stress distribution of the 300 x 300 x 10 voxel model, with p = 4 and on a

On the cutline A-B, slight stress oscillations occur adjacent to point A (z =y = g) Close
to this point, the voxel model 100 x 100 x 5 with p = 3 produces an error of around 10%. For
finer voxel models with high-order shape functions employed the relative error can be reduced

down to below 3%.



62

4. The finite cell method

135 .

T T
reference solution

130 -\

125

120

115

110

von Mises stress

RN

105

\

100

95

0 2 4 6 8 10 12 14 16
r=+/(r—=02+y%2=0

Figure 4.24: Reference solution of von Mises stress along the cutline A-B
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Figure 4.25: Relative errors of von Mises stress along the cutline A-B
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4.5.3 Pressured homogeneous solid sphere

In this example we investigate the performance of the integration scheme on a spherically
symmetric model.

(a) Spherical solid under radial traction (b) One-eighth spherical model

Figure 4.26: Spherical solid model

A spherical solid model of radius R = 5.0mm with uniform traction P = 1.0N/mm? in the
radial direction on its outer surface is plotted in Figure 4.26(a). In the computation only
one-eighth of the sphere is modeled due to spherical symmetry, see Figure 4.26(b). Assume
that the sphere is a homogeneous isotropic linear elastic solid with Poisson’s ratio v = 0.3 and
Young’s modulus £ = 1.0. Due to hydrostatic loading the normal components of stresses are
constant and equal to P, while the shear components vanish.

Figure 4.27: Voxel model of the one-eighth sphere with a resolution of 100 x 100 x 100

Assuming the sphere’s center fixed, displacement in the radial direction varies linearly from
zero to ug = +(1 — 2v) PR = 2.0. Three voxel models with resolution 100 x 100 x 100,
130 x 130 x 130 and 160 x 160 x 160 are created for the FCM computation, the coarsest one
is illustrated in Figure 4.27. Voxelization of the spherical model generates modeling errors.
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As an approximation, these errors are quantified by the relative error in radius evaluated in
2D on the voxels at = Omm only. The errors are computed in terms of Equation (4.62), in
which éz is evaluated at ng; = 500 * neq4es sampling points equally distributed on the edges of
the jagged boundary that approximates the circular arc. The errors are listed in Table 4.3.

Number  Resolution  Error[%)]

1 100 x 100 x 100  4.232662
2 130 x 130 x 130  3.313271
3 160 x 160 x 160  2.627209

Table 4.3: Resolutions and corresponding geometric deviations

From voxel models the finite cell grids are generated, a mesh of 10 x 10 x 10 cells embedding
the voxel model 100 x 100 x 100 is shown in Figure 4.28. It is necessary to mention here that
since the exact solution is linear, it can be well approximated even when only one cell with
p = 1is used [3]. In this example the large number of cells results from implementation details
of the fast integration scheme.
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Figure 4.28: Mesh with 630 cells for voxel model 100 x 100 x 100

In the FCM analysis symmetry boundary conditions are applied directly on the cell surfaces,
while the Neumann boundary conditions are imposed implicitly on a surface mesh (B-rep)
which is non-conforming to the Cartesian grids, see Figure 4.29. The surface of the one-eighth
sphere is meshed with 9801 triangles which are sufficient to accurately approximate the exact
geometry. The analysis is conducted by a uniform p-extension with p =1, ...,6 on three voxel
models. A contour plot of the radial displacement distribution for voxel model 130 x 130 x 130
and p = 4 is shown in Figure 4.30. The exact solution at R = 5mm is 2.0mm, which confirms
a good agreement between the analytical solution and the FCM result.

The accuracy of the integration scheme is further examined by investigating the relative error
in von Mises stress, which is defined by

evM:|

U}’DM 1100[%] (4.64)
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Figure 4.29: A B-rep model of the one-eighth sphere
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Figure 4.30: Contour plot of the radial displacement (model 130 x 130 x 130, p = 4)

Figure 4.31 plots the relative error e,y evaluated on 10000 points equally distributed along
the cutline A-B (z = y = z) in the interval from 0 to 5/v/3. Similar to the previous example,
the modeling errors at the sphere boundary affect the approximation accuracy. Nevertheless,
a high accuracy can be obtained when a relatively fine voxel discretization and an appropriate
polynomial degree is chosen. In this example relative errors of the three models are all con-
trolled below 3%. Note again, that this error in energy norm is of the same size as the error of
geometry as investigated in Table 4.3. In the following example it will be demonstrated that
the loss of a small amount of accuracy in stress pays off in gaining incomparable reduction in
computational time in CT-based biomechanical simulations.
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Figure 4.31: Relative errors of von Mises stress along the cutline A-B

4.5.4 Human trabecular bone biopsy

The third example is the numerical analysis of a trabecular bone specimen. A biopsy model is
obtained through micro-CT scanning and has been converted to a 3D STL model [91], which
can be downloaded from [92], see Figure 4.32.

_-ﬁ_

Figure 4.32: A complete human trabecular biopsy model
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Figure 4.33: A substructure of the human trabecular biopsy model

The goal of this example is to demonstrate the accuracy and efficiency of the fast integration
scheme on complex geometric models by comparing it with a FEA result as the reference
solution. The convergence study on the model in Figure 4.32 is inhibited by the complexity in
geometry and limitation in computer memory. To attain a computable model, a substructure
in B-rep (STL format) highlighted in Figure 4.32 has been segmented out and is plotted in 4.33.
In this research the new model is regarded to have the exact geometric description, based on
which the FEM and the FCM analyses are performed. The material is assumed to be linear
elastic with isotropic and homogenous behavior with Young’s modulus £ = 1000.00N/mm?
and Poisson’s ratio v = 0.3. A prescribed displacement U, = [0, 0, —0.1]7 mm is applied
on the top surface of the model while its bottom is completely fixed in three directions. The
reaction forces on the topmost surface computed by the two methods will be utilized for com-
parison.

A series of FEA computations has been conducted to generate a reference solution. The mesh
generator NETGEN [93] is adopted as the preprocessor to discretize the STL model and to
generate 10-node tetrahedral meshes. Different levels of discretization are created. Figure 4.34
displays the coarsest and the finest mesh with 23,450 and 3,437,623 elements, respectively. The
mesh generation is a computationally expensive process for finer discretizations. The meshing
time is listed in Table 4.4.

(a) Coarsest tetrahedral mesh (b) Finest tetrahedral mesh

Figure 4.34: Model discretizations using NETGEN
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The commercial FEA software package ABAQUS [94] serves as both solver and postproces-
sor. With boundary conditions applied the FEA results are computed on each discretization.
The computational time measured on an AMD Opteron 250, 2.4Hz machine (with one core
activated) is listed in Table 4.4, in which the summation of mesh generation and computation
time is calculated and tabulated in the last column.

Number of Computational time (s)

Elements Meshing Computation Total

1 23450 405 23 428
2 37050 388 43 431
3 81206 482 1501 633
4 300611 2300 1006 3306
5 480679 7516 2160 9676
6 860028 2358 6533 8891
7 1577863 8159 14410 22569
8 3437623 12083 43431 55514

Table 4.4: FEM computational time of the human biopsy model using NETGEN and ABAQUS
measured on an AMD Opteron250, 2.4Hz machine with one core activated

Figure 4.35 shows the convergence of the reaction force F, caused by the prescribed displace-
ment on the topmost surface of the model under h-refinement of the mesh.The converged value
of —2470 is taken as the reference solution for the FCM comparison.

The FCM allows a fast import of a voxel model derived from a CT scan which can be directly
implemented into an analysis procedure. In this example, however, such a CT scan is not
available. One possible way of retrieving the voxel dataset is to voxelize the STL model with
different resolutions in a CT-like fashion. The octree-based voxelization program mentioned
in Section 4.4.1.2 is utilized to generate voxel models with various resolutions. For comparison
purpose, four voxel models with resolutions of 81 x 75 x 30, 135 x 125 x 50, 270 x 250 x 100
and 297 x 275 x 110 are generated. Figure 4.36(a) depicts one voxel model with a resolution
of 270 x 250 x 100.

This model, with the setting of 10 x 10 x 10 voxels per cell, is discretized into 6750 cells. Cells
that lie completely outside the physical domain are discarded for saving computational cost,
and the remaining 2124 cells are plotted in Figure 4.36(b). With the same boundary condi-
tions applied as in the FEM analysis, numerical results computed on these four voxel models
are obtained by a uniform p-extension. Figure 4.37 presents the displacement distribution in
z-direction on the voxel model 270 x 250 x 100 on mesh 27 x 25 x 10 with p = 4.

The convergence curves of reaction forces on the four voxel models are plotted in Figure 4.38.
The setting of 5 x 5 x 5 voxels per cell is adopted for the two coarser models, while 10 x 10 x 10
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Figure 4.35: Convergence of the reaction force (FEA)

(a) Voxel model with a resolution of 270 x 250 x (b) FCM discretization
100

Figure 4.36: A voxel model and its FCM discretization of the trabecular biopsy specimen

voxels per cell is chosen for the two finer ones. On the model with the lowest resolution the
curve converges slowly, since the modeling error of this voxel model is relatively large. As the
voxel model is refined, the FCM results get closer and closer to the reference solution. The
FCM results of the last two finer models converge to approximately —2430 which produces a
relative error of below 2%.

As mentioned at the end of the second example, the computational speed is the highlight of
this scheme. The FCM code is parallelized using OpenMP technique, and was executed on an
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Figure 4.37: Displacement in z-direction
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Figure 4.38: Reaction force convergence curve of the FCM results

Intel Xeon W5590, 3.33GHz work station, 8 cores. For the reason of fairness in comparison
with the FEM computation, only one core is activated. The computational time was measured
on the voxel model 270 x 250 x 100 which produces plausible results according to Figure 4.38.

Table 4.5 lists the computational time of this model for p = 1, ..., 6.
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p DOF Computational time (s)

Reading Stiffness Assembly Solver Total
1 8913 0.06 0.23 0.04 0.15 7.02
2 33264 0.31 1.25 0.51 1.79 15.45
3 97615 0.71 3.20 1.63 5.81 28.55
4 103755  1.59 7.53 6.24 18.39  62.55
5 171684 3.31 16.99 19.09 51.22  138.63
6 267774  6.98 33.10 52.35 130.91 299.47

Table 4.5: Computational time of the 270 x 250 x 100 model with FCM parallelized with one core

The total computational time in the last column includes all steps of one analysis, from read-
ing in the voxel model to post-processing. The time for FCM to get a converged result is
about 300s when p = 6, while the FEM computation time for the coarsest tetrahedral model
is 428s, see Table 4.4. For fairness the 428s is divided by the CPU frequency ratio of two
computers (3.33HZ/2.4HZ=1.3875) and equals to 308s, which is almost the same as the FCM
computation that produces highly accurate results. It’s also noteworthy that besides the FEM
computational time listed in Table 4.4, a significant time is required in an a-prior preprocess-
ing step to convert the CT scan into a B-rep model based on which tetrahedral meshes are
generated. This conversion is labor-intensive. Note that this tedious step is avoided in the
FCM with which the CT voxel model can be directly processed with little effort.

For investigating the efficiency of parallelization, the same computations were performed on
the same machine parallelized with 8 cores. The new computational time is tabulated in
Table 4.6.

p Stiffness matrix Assembly Solver Total (s)
1 core 8 cores efficiency [%)] 8 cores 8 cores & cores

1023 0.10 28.75 0.04 0.13 4.16

2 1.25 0.29 53.88 0.46 1.18 6.75

3 3.20 0.46 86.96 1.50 3.13 11.34

4 7.53 1.32 71.31 5.95 8.05 25.28

5 16.99 2.97 82.64 17.82 17.92 58.18

6 33.10 5.50 75.23 50.21 50.25 145.01

Table 4.6: Computational time of the 270 x 250 x 100 model with FCM parallelized with 8 cores

The efficiency of parallelization is estimated by dividing the speedup by the number of cores.
In this example, the parallelization efficiency has been calculated based on the stiffness ma-
trix computational time measured in the two contexts tabulated in Table 4.6. The highest
parallelization efficiency is approximately 87% for p = 3.
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The high efficiency in the FCM computation is contributed from both the preprocessing and
the fast integration. In this example, the preprocessing time (cells generation) takes approxi-
mately 0.1 second, which is of big advantage when comparing with the processing time of the
FEM computations. Furthermore, the fast integration scheme drastically shortens the stiffness
matrix computational time, which in this problem takes less than 5% of the total time after
parallelization. The main part of the computational time is dedicated to the solver, whose
performance on solving the linear system of equations plays an important role. In the FCM
applications, iterative solvers can be applied to solve small-sized problems with relatively sim-
ple geometries, while fast and reliable direct solvers are more commonly used to handle large
linear system of equations resulted from geometrically complicated or inhomogeneous models
due to the bad conditioning of equation systems.
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Chapter 5

Computational steering for
orthopaedics using the FCM with fast

integration

5.1 Introduction to hip replacement

The hip is a joint where the femur meets the pelvis. It consists of two parts, the femoral head
which is covered by a layer of smooth cartilage and the acetabulum which is part of the pelvic
bone. There is fluid flowing in between the two parts helping the ball-socket-like joint move
smoothly, see Figure 5.1.

Socket

Ball of femur
Ball of cartilage

Pelvis (hip bone)

Femur (thigh bone)-

Figure 5.1: Hip joint [95]

The cartilage can be worn down by a degenerative joint disease called osteoarthritis, aging or
injury. The breakdown of the cartilage roughens the contact surface and thus causes pain and
eventual loss in joint movement. In this case the diseased or damaged parts of the hip joint
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must be removed and replaced by an artificial joint which has smooth surfaces. This surgery
is called the total hip replacement (THR).

The THR is an effective treatment for severe hip joint damages and diseases. There are ap-
proximately 1 million THR operations carried out worldwide per year [96] with a success rate
over 90%. The majority of patients are in their 60s or 70s. In THR the femur’s head along
with the surface layer of the socket are removed and replaced with a metal ball attached to a
metal stem fitted into the shaft of the femur. The metallic ball and stem are commonly called
the “prosthesis” or “implant”. Additionally the damaged socket in the pelvis is replaced by
a plastic or metal socket. Prosthesis can be categorized into two types, cemented prosthesis
and non-cemented prosthesis, see Figure 5.2. Upon inserting a cemented prosthesis which
has smooth surfaces into the femur shaft, it must be fixed in place with a special cement,
which accommodates uniform load transfer between the prosthesis and the irregular texture
of bone. As an alternative, non-cemented prosthesis which has a microscopic porous surface
that provokes ingrowth of bone material into the prosthesis stem is often used for an improved
fixation especially for young patients.

(a) A cemented prosthesis (b) A non-cemented prosthesis

Figure 5.2: Two types of prostheses [97]

The development and application of THR have tremendously improved the quality of life for
the majority of patients who received the operation. However, after a THR operation, the
muscle and joint loads are carried almost entirely by the prosthesis stem, while the remaining
part of the femur exhibits stress shielding [98]. Consequently, most post-operative femurs un-
dergo long-term changes in their bone architecture, because the bone of a healthy human being
or animal will remodel in response to the loads it is subjected to, according to Wolft’s law.
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These changes include bone resorption in the cortical region and formation of a fibrous tissue
between the implant and bone interface. The resorption and formation increase with time and
will cause cortical thinning, reduction in bone density and loss of integrity of the implant-bone
interface (aseptic loosening). As a result, patient suffer from pain and functional restrictions,
eventually a revision surgery might be unavoidable. Through retrospective evaluations based
on the long-term hip replacement registration data from the Nordic Hip Registers, the implant
design, surgical technique and patient age are found to be the three main risk factors in a
THR [99]. Despite of this database it is yet unclear of how the three factors precisely affect a
THR.

Finite element based simulation methods have been proved to be accurate and efficient tools
for biomechanical analysis [1, 22]. For many years FE simulations have been carried out
to assist surgeons and implant designers in improving their understanding of the origin and
patterns of the stresses and strains involved, and how a failure is formed [100, 101, 102].
Furthermore, it is used for preclinical testing and design testing of new prostheses [103, 104].
To the author’s knowledge, these tests are mainly targeted at validating a certain prosthesis
design, so far there’s no real-time interactive surgical planning system that recruits patient-
specific data according to the individual mechanical properties of the involved bone. The
rapid development of high performance computers and new simulation methods enhances the
possibilities of establishing such a system which, if innovatively constructed, can be recruited
to perform preclinical tests for specific patients in real-time via computational steering.

5.2 Introduction to computational steering

During the past decades numerical simulations have been more frequently used to obtain nu-
merical solutions to the differential equations which can not be solved analytically. From the
numerical results of the simulation, knowledge of background processes and physical under-
standing of the simulation region can be obtained. Traditionally the simulations are run in
batch-mode, after which visualization tools are used to post-process and visualize the dataset
created by computation. For this reason the interaction between simulation and visualization
is a long process with limited user interaction.

The recent advances in computing power and computational technology now enables a close
coupling between simulation and visualization to a degree where the influence of changes in
input parameters can rapidly be computed and visualized. This way of scientific visualization
is called computational steering (CS). A good computational steering tool can help the user
to find optimal configurations by dynamically modifying computations while they are running
and even steer the computations in real time.

Primarily there are three requirements for the establishment of such a computational steering
tool. First, because in most real-world examples the data are vast, efficient interactive visual-
ization techniques for large data sets are needed. Second, to limit the computational time of
a large-scale simulation to the permittable range of a real-time simulation, high performance
simulation kernels play a key role [105]. Third, if the simulation and the visualization are run-
ning on various sources such as supercomputer back-ends and visualization front-ends [106],
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high bandwidth and low latency networks are called for to handle the large amount of data
to be transferred between simulation and visualization kernels interactively.

The basic idea of computational steering is straightforward; however, its implementation is
tedious and labor-intensive. The establishment of a new CS system often requires many
modifications on the original scientific code. Three broad approaches have been addressed
in [107], they are program instrumentation, direct scientific computation and recasting scien-
tific computations respectively. In program instrumentation an existing scientific application
is employed and only small modifications of the source codes are made to provide access points
for parameters and results. In direct scientific computation a code is broken up into various
modules to allow users to interact with them. In recasting scientific computations a simulation
is constructed using reusable computational components to be connected with a visual pro-
gramming environment. For the above three approaches the effort of modifying the original
scientific code increases; however, in turn more flexibility and interactivity is available.

5.3 Computational Steering for Orthopaedics

5.3.1 Motivation

Total hip replacement is a successful treatment for joint failures caused by bone diseases or
accidents. The endurance of a THR surgery is determined by prosthetic, surgical and patient
factors. Correct selection of a patient-specific prosthesis can prominently improve the surgery
quality and postpone or even avoid revision. Hence, preoperative planning is an essential
ingredient for a successful surgery.

In most clinical centers worldwide the preoperative selection of a prosthesis is done with a
template of implants drawn on a translucent sheet and an anteroposterior (AP) X-ray of the
patient’s hip joint [108, 109]. The prosthesis outlines are superimposed onto the X-ray trans-
parency to decide whether a prosthesis is geometrically suitable or not. The drawbacks of
this approach are that only two-dimensional data are available while the three-dimensional
information is still missing, also the rotational misalignment is not controlled and the revi-
sion on the prosthesis position is only limited in the coronal plane. Thus, which prosthesis is
chosen is decided by a surgeon’s appraisement based on his subjective judgments from intra-
operative experiences, a rigorous method is still lacked. In recent years, new Computer Aided
Orthopaedic Surgery systems, e.g. HipNav systems [110], [111], have been developed. These
tools aim at visualizing the prostheses and patient’s femur in 3D and providing surgeons the
positioning and geometric information to assist surgeons in selecting a best-fitting prosthesis
in a more precise and reproducible manner. From the geometric perspective the implementa-
tion of these tools in an orthopaedic surgical planning ensures a good preoperative selection
of the implant, which from the mechanical perspective may be inappropriate. On top of the
geometric information the patient-specific biomechanical information, e.g. physiological load
transmission from the implant to the proximal femur, is more crucial concerning the long-term
stability and longevity of an implant. If an ideal implant is selected the post-operative strain
patterns should replicate the preoperative physiological strain state so that the stress shielding
can be prevented.
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This aspect can be dealt with finite element based simulation methods which have been proved
to be accurate and efficient tools for biomechanical analysis [1, 22]. They have been carried
out to assist surgeons and implant designers in improving their understanding of the origin
and patterns of the stresses and strains involved, and how a failure is formed [100, 101, 102].
Furthermore, it is used for preclinical testing and design testing of new prostheses [103, 104].
These approaches, however, are mainly targeted at validating a certain prosthesis design, not
at selecting the implant for a specific patient prior to surgery. Moreover, such studies are
time-consuming and not yet suited for patient-specific surgery planning.

Ideally, a computational tool for patient-specific surgery planning should include the following
features:

e to employ patient-specific data, such as femur geometry and material information
e short preprocessing time
e to perform fast and accurate computation of stresses and strain states

e to provide user interaction and direct feedback for computations of multiple scenarios

In the following, a methodology which is capable of fulfilling these requirements will be pre-
sented. It was implemented and tested not on a high-end system but standard hardware at
a current price of approximately 5000 Euros. This part of the dissertation is structured as
follow: the surgical planning system is firstly overviewed in Section 5.3.2, in Section 5.3.3 the
structure of the computational steering system will be presented to give an overview of the
system establishment, afterwards the visualization approaches are discussed in Section 5.3.4,
Section 5.3.5 details the simulation method, the coupling is described in Section 5.3.6, Sec-
tion 5.3.7 gives a demonstration example of the computational steering system, whose accuracy
was validated by a biomechanical example in Section 4.5.

5.3.2 Surgical planning system overview

This planning system employs patient-specific bone information and can provide patient-
specific biomechanical information in real-time. The system was constructed as a collaborative
work with DICK et al. who developed the user interface as well as the visualization kernel of
the system [112, 113].

In a preprocessing step prior to the starting of the planning system, pre-operative CT scans
are segmented and processed in a separate program to provide a clean voxel model as well as
a surface description of the geometry (B-rep model). This B-rep geometry is mainly used as
a reference for application of boundary conditions and visualization of stresses on the femur
surface.

The system starts from importing the segmented CT data and the B-rep model. Users can ro-
tate and zoom in/out of the femur. In addition, users have the option of viewing details hidden
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in the interior of the bone through a lens-like focus and context metaphor. The material law
relating the CT Hounsfield Unit value with the bone elasticity modulus can be input by the
user. Starting with the segmented CT voxel model at the initial CT resolution, a hierarchical
octree representation is constructed in a bottom-up order. Property of a voxel at a coarser
resolution level is average of the properties of all voxels contained at a finer level of this voxel.
Once the hierarchy has been constructed, the user first selects the resolution level at which
to perform the simulation. To apply the boundary conditions, a movable plane indicating
at which place the bone is clamped and two loads with adjustable magnitude, position and
direction are available to simulate the realistic loading conditions, see Figure 5.3(a). As a
preclinical study, the physiological stress distribution in the femur can be simulated in this
step before the implantation simulation takes place.

(a) Femur model with fixation (b) Femur model segmented with (c) Femur model with an implant
and loads two cutting planes model inserted

Figure 5.3: Surgical planning system overview

Two movable cutting planes are provided to simulate the femur tissue removal process, see 5.3(b).
To validate different testing prostheses via computational steering, the program runs in an
iterative loop where one iteration is one completely new simulation. Implant candidates are
represented by B-rep models, which can be translated or rotated in 3D. Each implant can
freely be placed anywhere in the computational domain including inside the femur to test the
post-operative stress states, see Figure 5.3(c).

When an implant is placed inside the femur, the relative motion between the implant surface
and the femur’s interior structure should be taken into account. Simulation of the relative
motion involves the modeling of a frictional contact of the bone-implant interface, which
complicates the establishment of the planning system. As an approximation, the implant is
considered to be perfectly bonded to the femur at the places where two objects are in contact
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or overlapping.

5.3.3 General procedure and system setup

Since the “Computational Steering” concept was proposed a decade ago, many relevant ap-
proaches and applications have been developed [81, 106, 114, 115]. The general approach in
constructing a computational steering system is to separate the visualization and simulation
into two communicating processes, possibly running on different processors. Traditionally the
simulation is run in parallel on a high performance computing (HPC) cluster using the Message
Passing Interface library (MPI), while the front-end visualization system is allowed to con-
nect and disconnect as required from a long running simulation and to take a service-oriented
approach to visualization and steering. Relying on the HPC clusters, the computational load
can be distributed to a number of processors in order to keep the simulation time within a
permissible range. However, such clusters are not easily affordable for medium or small in-
stitutes or companies. As the development of multi-core processors and graphics processing
units (GPUs), high performance computing is no longer only available to computer scientists
in research labs. HPC systems are now being built from the same commodity chips found in
desktop personal workstations [116]. The affordability of the new HPC system, which consists
only of one computer with multi-core processors and GPUs, has remarkably increased lately.
Performing simulation on a single computer is then made possible.

Linux Windows
machine machine

steering parameters

Socket connection

Simulation 3D data flow Visualization

kernel kernel
Socket connection SHNE

Figure 5./: Computational steering pipeline
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The computational steering system for surgical planning is established with two machines, one
for simulation, one for visualization. The simulation was implemented in C language under
Linux ultilizing the finite element code AdhoC' [117, 118, 87] and compiled on a commer-
cially available workstation (Dell Precision T5500, 24GB Memory, Intel Xeon W5590 CPU,
3.33GHz, 8 cores). The visualization was implemented by DICK et al. in Visual C++ under
Windows on the other workstation with a powerful graphics card (NVDIA Quadro FX 5800
graphics card with 4GB memory hosted in a Windows 7 machine with 4GB RAM, Intel Xeon
X5550 CPU, 2.67GHz, 8 cores). In order to foster a strong coupling of two codes running un-
der different system architectures, the communication is enforced through high-speed socket
connection with speed 1Gbps. The general setup procedure is depicted in Figure 5.4.

Data transfer via network in between the two machines causes an additional latency, which
decreases with the amount of data transferred. A dedicated data reduction scheme has been
developed for efficient data communication between the two terminals. This scheme will be
addressed in Section 5.3.6.

5.3.4 Visualization techniques

The purpose of visualization in computational steering is to provide a real-time visual repre-
sentation of the state of a simulation. To provide an intelligible representation and a rapid
response for the visualization, efficient rendering techniques and effective visualization pat-
terns have been developed by DICK et al. [112, 113]. The visualization pipeline is depicted in
Figure 5.5.

On the visualization machine both CPU and GPU are working for the visualization kernel.
In the first run, the segmented data and the B-rep geometry are read in by the visualization
kernel. Voxel data of the segmented femur are converted into a uniform format and are sent
to the simulation kernel, which computes the stress results and transfers them to the visual-
ization machine. This procedure is carried out on the CPU for once only to set up the system,
after which the system enters an iterative loop containing the following two steps:

1. The GPU instead of the CPU is utilized to rapidly process the results and render the image.
Three visualization patterns depicted in Figure 5.6 have been developed for different purposes.

In Figure 5.6(a) the femur and implant meshes are rendered as semi-transparent surfaces and
the von Mises stresses are rendered in red through volume ray-casting. The magnitude of
stress is indicated by the intensity of the red color. This visualization pattern tends to provide
the surgeon some basic information about the stress distributions and a general overview of
the load transfer in the interior of the femur. In Figure 5.6(b) a more advanced technique
which combines volume rendering with transparent, shaded, and antialiased lines is employed
to indicate stress directions computed from a 3D stress tensor field. The directional infor-
mation provided by these lines gives a visualization of the flow of forces through the bone as
indicated in Figure 2.7. Figure 5.6(c) illustrates the third visualization pattern — the com-
parative stress visualization, which shows the differences between the simulated stress tensor
field resulting from a virtual implant surgery and the physiological stress distribution. Note
that the loading conditions (directions, positions and magnitudes) are completely the same for
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the two states in order to ensure a meaningful stress visualization. Principal stress directions
in the physiological state are utilized as a reference frame, on which the two stress tensor
fields are decomposed into normal and shear stress components at each point and the differ-
ences are visualized with respect to these components. The visualization of changes in the
normal stress components can be used to identify the regions of stress shielding according to
the Wolft’s law, while the visualization of changes in shear stress components at the implant-
femur interface can be employed to help to judge the initial rotational stability! which must be
secured for the integration of a non-cemented implant to be sustained over the long term [119].

2. As a simplification, the implant model is generated as a new voxel model which has the
same voxel dimensions as the CT data. The voxel data are acquired by voxelization of a B-rep
implant model through an oct-tree based fast voxelization technique. This step is categorized
to the visualization, not the simulation for two reasons. First, by implementing a GPU-based
voxelization approach, the execution time is much shorter than on the CPU. Second, the im-
plant voxel model which is stored in the GPU can be directly employed and visualized in the
rendering process. During the steering when the implant position is modified by the user,
a new position information of these voxels is sent to the simulation kernel to trigger a new
computation.

The GPU-based visualization techniques enable the visualization kernel to render large-scale
data in the range of milliseconds. As a result, the main computational effort in the current
computational steering system is devoted to the simulation.

5.3.5 Simulation method

In the mechanical analysis of human bone, the finite element method proves to be an effective
tool for stress analysis and failure prediction. Two types of model construction and mesh
generation methods, “voxel-based” and “structure based” methods, are commonly used to
predict the bone mechanical response [1], see Section 2.4.1.

The “structure based” method shows higher accuracy while the “voxel based” method is more
efficient concerning the computational time. The drawback of the “structure based” method
is the computational efficiency which is hindered by the preprocessing step in which a ge-
ometrical model with smooth surface description is first constructed from CT-derived voxel
dataset and then a 3D mesh is generated from the geometrical model. The “voxel based”
method is comparatively advantageous with respect to model creation and mesh generation;
however, its efficiency is undermined by having to solve the system of equations resulting from
the vast number of 8-noded elements converted directly from voxels, when a good accuracy is
demanded. A “voxel-based” FEM simulation system was developed by DicK et al. [112]. This
system shows a good efficiency but a limited accuracy as it incorporates only linear elements
and works with voxel models with low resolutions.

The FCM with fast integration is an efficient and reliable alternative to the two choices above.

'Rotational stability means that the stem is resistant to the articular forces that induce rotation around
the implant’s longitudinal axis
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Application of this method in the femur analysis has three main advantages: first, the voxel
model obtained from a CT scan can be used as an immediate basis for the computation with-
out segmentation or complicated mesh generation. Second, it is possible to speed up the
computation of cell stiffness matrices such that it takes only a small fraction of total compu-
tational time. Third, less time is needed in the solution phase in comparison with the general
“voxel based” methods in which linear shape functions (h-version FEM) are used, due to the
fact that p-version models generally have less degrees of freedom than h-version models. With
FCM applied to the computational steering system, both high efficiency and high accuracy
can be achieved, thus the real-time simulation is made possible.

Simulation

Kernel
8-core CPU

g N
Computing cell
\stiffness matrices}

l

Updating cell
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[ Assembly } Vis;aliza}ion
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Figure 5.7: Simulation pipeline

Figure 5.7 depicts the simulation pipeline. The polynomial degree p and the number of voxels
in each direction per cell n, are user-defined parameters and are independent of the visual-
ization kernel. After receiving the voxel model, the simulation kernel generates a rectangular
domain which embeds the entire femur. This domain is subdivided into a finite number of
equal-sized grids (cells). To account for different implantation scenarios that might happen
during the steering process, a large fictitious domain which has the capacity to enclose both
femur and implant is needed. Considering the real operation scenario, the most essential stress
state for the surgeon is when the prosthesis shaft is completely embedded by the femur. Hence,
other transition states during the steering, e.g. when the implant is partially in contact with
the femur, are of much less importance and can be computed with lower accuracy. With these
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considerations, the computational domain is only confined to embed the initial geometry of
the femur. Cells lying completely outside the femur’s physical domain are discarded to save
computational cost.

In the initial run, stiffness matrices of all cells are computed altogether by implementing
matrix-matrix multiplications using the BLAS subroutine provided by the Intel MKL. The
computed stiffness matrix of each cell is stored in the memory. This procedure is carried out
only once, after which the program enters an iterative loop consisting of three steps:

1. The program acquires implant information from the visualization kernel and checks which
cells to update and afterwards automatically chooses whether local or global update should
be applied.

2. The unknowns of the cells whose stiffness matrices are updated in step 1 are solved by a
nested dissection based p-FEM solver [120] which can efficiently handle local modifications.

3. In the post-processing 3D stress distributions are evaluated on predefined resulting points
located inside the voxels. The code for post-processing has been parallelized with OpenMP to
reach maximum efficiency. After the post-processing stage, the 3D stress dataset is transferred
back to the visualization kernel which visualizes the data and completes one iteration.

The structure of this subsection is organized as follow: the OpenMP technique is introduced in
Section 5.3.5.1, the update of cell stiffness matrices is addressed in detail in 5.3.5.2, the p-FEM
solver which is well suited for the computational steering system is described in Section 5.3.5.3.

5.3.5.1 Introduction to OpenMP

OpenMP (Open Multi-Processing) is an application program interface for shared memory and
distributed shared memory multiprocessors [121]. OpenMP takes a directive-based approach
for supporting parallelism. It provides a set of pragmas, run-time routines, and environment
variables that programmers can use to specify shared-memory parallelism in Fortran, C, and
C++ programs. It is a widely accepted specification and is supported by venders like Sun,
Intel, IBM and SGI.

Parallel region Parallel region
Master Thread
Worker Thread Worker Thread

Figure 5.8: Fork and Join model
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OpenMP is based on a Fork and Join model depicted in Figure 5.8. The program starts with
a single process called the master thread, which runs sequentially until it reaches a paral-
lel region. At this point additional threads, called the worker threads, are created and the
master thread forks into the multiple worker threads. At the end of the parallel region the
threads synchronize and join to become a single master thread again. Depending on usage,
machine load and other factors, the threads are allocated to processors by the run-time en-
vironment. The number of threads can be assigned by the run-time environment based on
environment variables (OMP_NUM _THRFEADS in Linux system) or in code using functions.

OpenMP has the advantages of being very easy to employ on currently existing serial codes
and allowing incremental parallelization. It takes parallel programming to the next level by
creating and managing threads for the user. All one needs to do is to insert appropriate
pragmas in the source program which is then compiled with an OpenMP supported compiler.
OpenMP also has the advantages of being widely used, highly portable and ideally suited to
multi-core architectures [122].

5.3.5.2 Update of stiffness matrices

The update of the stiffness matrices takes place in two cases. The first case is during the femur
tissue removal process (refer to Section 5.3.2) when the two cutting planes are activated. As
an approximation, voxels lying in between the two planes are set to void. For retaining the
original computational domain, altered cells that contain only void voxels are not discarded.
This updating process is carried out only once or of most a few times, therefore the stiffness
matrices of the related cells are globally recomputed. The second case of update is during the
implant steering process. In the visualization kernel the implant B-rep model is voxelized on
the GPU each time its state is modified. To simulate the interaction between the implant and
the femur, the following approach is implemented.

The computational domain and its discretization are kept fixed during the entire computa-
tional steering process, namely no remeshing is performed. The cell stiffness matrices remain
unchanged when the implant is navigated outside the computational domain. Upon entrance
of the implant model, the overlapping voxels which originally belong to the computational
domain (either void or bone) are replaced by the implant voxels. More technically, the ma-
terial properties of these voxels are assigned with the property of the implant. To reduce the
computational complexity, implant voxels lying outside the computational domain are not con-
sidered. The stiffness matrices of the cells whose voxel members are modified by the implant
model are marked to be recomputed. Three approaches are available for the recomputation:

1. A similar approach as in the initialization step is carried out. The stiffness matrices of all
the marked cells can be computed globally with the BLAS subroutine.

2. Scalar-matrix multiplications are carried out locally for each voxel to compute the stiffness
matrices of the overlapping voxels in all marked cells.

3. The drawback of the first approach is that performing a completely new computation on
cells containing only a few overlapping voxels does not pay off. The second approach is a good
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supplement to the first one; however, it lacks efficiency for cells containing a large number of
overlapping voxels. Therefore, the third approach which combines the first and the second
one is adopted. This approach is able to firstly determine cell-wise whether to update the cell
stiffness matrix globally or locally, then to call the corresponding subroutine for computation.
A threshold criterion is needed to judge whether global or local updating subroutine should be
called. This criterion depends fully on the number of overlapping voxels in one cell (denoted as
Noy): if Ny, is larger than the threshold, the cell stiffness matrices are updated globally; other-
wise updated locally. Computations with both subroutines have been carried out to quantify
this threshold value empirically. In terms of the speedup graphs depicted in Figure 4.10 in
Section 4.4.6.2, the speedup factor of using the BLAS routine depends on the number of cells
and the polynomial degree. As a reasonable approximation, the influence of polynomial de-
gree can be neglected since the graphs of p = 1,...,6 have the similar distribution. In the
computational steering application it is reasonable to confine the total number of cell to be-
low 500 due to the limitation of the computing power available. Accordingly the number of
marked cells is also below 500. In terms of Figure 4.10, the speedup factor can be regarded
as approximately constant within this range. As a result, the threshold value is independent
of both p and the number of marked cells. With these considerations, the threshold value is
empirically evaluated on 100 cells with shape functions of polynomial degree increasing from
one to six in each cell.

In each evaluation the number of overlapping voxels of each cell (n,,) increases uniformly from
1 to 1000. The computational time of both local and global update was measured on an Intel
Xeon W5590, 3.33GHZ machine with 1 core activated. The threshold value is determined
by finding out the value of n,, with respect to which the global and local updating time is
approximately the same. The threshold values with respect to different polynomial degrees
are tabulated in Table 5.1.

Polynomial degree 1 2 3 4 5 6

Threshold 120 63 56 46 40 40

Table 5.1:
ave Threshold values with respect to different polynomial degree p for total number of cells

<500

Upon fixation of the threshold value, the marked cells can be categorized into two groups:
one group is updated globally and the other group is updated locally. The number of globally
updated cells is denoted as n& and the number of locally updated cells is denoted as nl. The
subroutine for global update adopts the idea of transforming scalar-matrix multiplications into
matrix-matrix multiplications which can be efficiently computed using the BLAS routine. In
the subroutine for local update, stiffness matrices of the overlapping voxels in nl cells are
updated by performing scalar-matrix multiplications which are parallelized with OpenMP.

With this approach the optimum stiffness matrix updating time can be achieved. Further
improvement on the performance of the computational steering system is shifted to assembly
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and solver.

5.3.5.3 A fast direct solver based on the nested dissection algorithm
5.3.5.3.1 The Pardiso solver

The package PARDISO is a high-performance, robust, memory-efficient and easy to use li-
brary for solving large sparse symmetric and nonsymmetric linear systems of equations on
shared-memory multiprocessors [88, 89]. This solver employs the Metis nested dissection re-
ordering technique and shows advantages in stability and efficiency in solving sparse matrices
over many other direct solvers. As described in Section 4.5, the Pardiso solver is utilized as
the main solver for most FCM applications. It exhibits superior performance for solving linear
systems of equations that are badly conditioned.

As the default setting for Pardiso, the input matrices must be stored in a compressed sparse
row (CSR) format. Using this format, operating on the zero entries can be avoided and the
unknowns of a sparse system of equations can be numbered in a way so that the total amount
of storage required for the direct solution is reduced. However, the conversion of input matrix
to this format is recursive and is required in every computational step. Moreover, the con-
version process is unparallelizable and can not be performed locally, namely each time when
the stiffness matrix of one or more cells is modified, the global matrix has to be completely
reconverted. Impact of this drawback is not pronounced when the simulation is performed
only once. However, in a computational steering environment, carrying out matrix conversion
in each updating iteration reduces the efficiency to a notable extend. A more suitable solver
is required for the computational steering system.

As an alternative, a nested dissection based p-FEM solver [120] is chosen and employed in the
simulation kernel to handle the computational steering computations more efficiently.

5.3.5.3.2 The nested dissection approach

Applying the nested dissection method as a direct solver was firstly introduced by GEORGE [123]
for the solution of finite element problems. The basic idea of this method is to recursively
subdivide the computational domain and eliminate local unknowns in a bottom-up step before
in the final step a top-down solution process is performed. The algorithm can be split into
three parts, recursive substructuring, static condensation, and solution [124].

1: Recursive substructuring

The idea is depicted on a mesh in Figure 5.9(a), which consists of nodal elements (hollow
circles) interconnected by lines.

In the first step the initial computational domain A is partitioned into four subdomains (de-
noted as A, Ay, As, Ay) by a separator, which is a set of nodes marked in black in Fig-
ure 5.9(b). Next, each subdomain is further partitioned into four new subdomains (denoted
as Aj1, Aia, Ais, Aig, i=1, 2, 3, 4) by a new separator marked in grey, see Figure 5.9(c).
Following this strategy, the domain partitioning process is performed recursively until only
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Figure 5.9: Nested dissection subdivision

few unknowns are consisted in each subdomain. To clarify the domain hierarchy an octree
structure is employed to illustrate the domain subdivision, see Figure 5.10. The original do-
main is of the highest level (here Level 2), after each partitioning the newly generated four
domains are of one level lower. The undividable subdomains are of the lowest level, level 0.
The separator of each subdomain is set to have the same level number.

Level 2

Level 1

Level 0
A1 A120A13A14 As 1 As oA 3 Asy A3 1 A3 A3 A3 aAs1AspAys Ass

Figure 5.10: An octree structure

On each subdomain, the unknowns are categorized into two groups, inner unknowns and outer
unknowns. The outer unknowns of subdomain level ¢ are the unknowns on the ith level sep-
arator while the inner unknowns are the ones on the i — 1th (i > 2) level separator. On the
lowest level, the rest unknowns represented by the hollow circles in Figure 5.9(c) are called
internal unknowns, whose coupling with the inner and outer unknowns can be eliminated by
static condensation.

Referring to Figure 5.9(b) and 5.9(c), the separator that has a “4” shape is firstly used by
GEORGE for domain partitioning. As an alternative, vertical and perpendicular separators
with shapes like “—” and “|” can also be used to produce linear systems of equations with a
slightly smaller number of unknowns [124].

2: Static condensation
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This step computes the local system of equations of each subdomain. On the lowest level the
system of equations is taken directly from the discretization. On higher levels the system is
computed from the four subdomains. By reordering the unknowns according to inner (I) and
outer (O) degrees of freedom, the system Ku = d can be reassembled as:

[ fo [T ][] o

which can be written as

KH ur + KIO up = d[ (52)
Koruy + Koouo = do (53)

The inner unknowns wu; from Equation (5.3) can be eliminated by solving Equation (5.2) for

Uur = KI;J(d[ — K10UO) (54)

which is substituted into Equation (5.3) to get

XOOUO = CZO (55)
where KOO = (KOO — KOIKI;ZK]O) and 620 = dO — KOIKI;I d].

The new system depends only on ugp. As a result, the cost of solving the complete local
system of equations is reduced to solving part of the system only. The most expensive part of
Equation (5.5) is to compute Koo, the SCHUR complement of matrix Kj;. There are several
existing methods to compute the SCHUR complement, out of which Gaussian elimination is
selected.

The static condensation procedure can be described using the octree hierarchy depicted in Fig-
ure 5.10. The static condensation is performed recursively in a bottom up step, starting from
the leaf nodes of the tree. On each node, the inner (internal) unknowns are eliminated and the
SCHUR complement matrix is computed and passed to the father node where a new system
of equations is assembled with all the other SCHUR complement matrices of the son nodes.
In Figure 5.11, the condensation procedure on the partitioned subdomains in Figure 5.9(c) is
illustrated to provide a geometric description.

3: Solution

The solution process is started from solving the condensed system of equations on the highest
level. Afterwards, the solution to the original system (Equation (5.1)) can be computed
in a top-down process, where the values of the unknowns on the separators are computed
recursively from the local systems of equations on each subdomain.
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Figure 5.11: Nested dissection condensation

5.3.5.3.3 A nested dissection based p-FEM solver

Taking advantage of the hierarchical organization of the computational domain, the nested
dissection scheme shows high efficiency in solving sparse systems of equations. Either octree
or binary tree hierarchy can be used to discretize the geometry of the domain of a regular
shape. However, it is difficult to model arbitrary shaped domains with a regular geometric
discretization efficiently. To overcome this drawback, modifications of this method to solving
problems with unstructured meshes have been proposed in several papers [125, 126]. One good
strategy is to hierarchically discretize the finite elements instead of domain’s geometry. Based
on this strategy, a nested dissection approach for p-version FEM was developed by NIGGL
and MUNDANI [120]. The main difference of this method from the general nested dissection
approach lies in the domain substructuring step, which is split into two parts: finite element
hierarchy creation and setup of degrees of freedoms.

1. Finite element hierarchy creation

After a finite element mesh is created, the elements are organized hierarchically using a spatial
identifier — the barycenter. An octree is used to recursively subdivide the domain as long as
more than one element center point is contained in an octree cell. A 2D sample of a finite
element mesh and its hierarchical representation are depicted in Figure 5.12.

2. Setup of degrees of freedom

In contrast to the h-version, in the p-version finite element method the degrees of freedom are
not only associated to nodes, but also to edges, faces and internal modes. Therefore, the DOFs
which are located on the nodes, edges and faces shared by several elements must be assigned
separately to the octree. The DOF setup procedure follows the rule that each DOF must
be located at the lowest common father (LCF) of the element it belongs to. To find out the
LCF of some elements, the so called Morton index is employed to identify the corresponding
nodes in an octree. A numbering rule is applied to all the father nodes that its eight sons are
numbered from 0 to 7 in a specific order. By accumulating all numbers on a way down from
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Figure 5.12:
g A 2D FE discretization and its corresponding octree structure. The numbering scheme

of the octree is defined as: 0 — SW, 1 — SE, 2 — NW, 3 — NE.

the root to one node, the index of this node can thereby be obtained. A 2D FE discretization
and its corresponding octree structure are depicted in Figure 5.12. After the Morton indices
of all nodes are set up, the position of a DOF in the tree can be located by comparing the
indices of the elements it belongs to. Figure 5.13 shows the DOF assignment of the 2D FE
sample.

13°°°9,10,11

Figure 5.13: DOF's setup in a tree

The Morton indices of elements 1 and 2 are 10 and 12 respectively. A LCF of index 1 can be ob-
tained by comparing the two Morton indices. The LCF index indicates the position where the
common DOF shared by the 1st and 2nd elements — the DOF of number 4 is stored in the tree.
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After all the DOFs are assigned, the element stiffness matrices and load vectors are computed
and stored at the position of the particular element in the tree. This completes the step
of domain substructuring. The next two steps, the static condensation and the solution are
identical to the standard nested dissection approach and are applied to solve the system of
equations.

The biggest advantage of this nested dissection method is its efficiency in performing local
modifications. Instead of completely reassembling the system of equations, only parts of the
tree on which local modifications take place have to be reassembled. This characteristics is
highly suited for the computational steering environment in which only several cells undergo
modification during the steering process while the rest remain unchanged.

5.3.6 Computational steering system construction with Internet
sockets

The last key ingredient in the computational steering system is to couple the simulation
kernel with the visualization kernel through an Internet socket connection. Description of the
coupling details entails some basic knowledge of the Internet protocol and the Internet socket.

5.3.6.1 Internet Protocol

The Internet Protocol (IP) is the protocol by which data is transferred between computers
on the Internet. The task of the Internet Protocol is to deliver distinguished protocol data-
grams? from the source host to the destination host solely based on their addresses. For this
purpose the Internet Protocol defines addressing methods and structures for datagram encap-
sulation [128]. The IP address is defined as a numerical label assigned to a computer or device
in a network that uses the Internet Protocol to communicate between its nodes. With a given
IP address computers can be specified via a network based on the fact that at a given time
each host on the Internet has a unique IP address.

5.3.6.2 Internet socket

The Internet socket is a mechanism for exchanging data between processes, which can be
either on the same or different machines connected via a network. Bidirectional data transfer
is enabled by the establishment of a socket connection, until one of the endpoints terminates
the connection [129].

An Internet socket consists of a local and a remote socket address. A socket address is a
combination of an IP address and a port number which is utilized to distinguish multiple
applications from each other. Sockets are typically used in conjunction with the Internet pro-
tocols — Transmission Control Protocol (TCP), Internet Protocol (IP) and User Datagram
Protocol (UDP). TCP is a connection-oriented protocol that is responsible for reliable com-
munication between two end processes. UDP is primarily used for broadcasting messages over
a network.

2A datagram is a collection of data that is sent as a single message [127].
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Sockets are usually implemented by using application programming interface (API) libraries
such as Berkeley sockets (used on UNIX system) and Windows Sockets (used on Windows
system). Socket interfaces can be divided into three types, datagram sockets which use UDP,
stream sockets which use TCP, and raw sockets which use IP. The socket APIs are relatively
small and simple. Many of the functions are similar to those used in file input/output routines
such as read(), write(), and close(). The actual function calls to use depend on the program-
ming language and the socket library chosen. Development of application programs that use
the API is called socket programming or network programming [130, 131]. The TCP socket
programming interface typically operates in a client-server model, the client sends out requests
to the server, and the server does some processing with the requests received and returns a
reply back to the client. A server-client model for a TCP socket connection is illustrated in
Figure 5.14.

Server Client
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accept()

Blocking until connection from client <

- » | connect()
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read() - ————— write()
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Figure 5.14: Socket system call

The system calls socket() and bind() first create a socket on the server which then waits for an
incoming connection from the client using listen() and accept(). The client creates a socket
by calling socket(), from which a request is sent to the server using connect() to establish a
connection. After the establishment of connection, data are exchanged between the server and
client using read() and write() until the termination of one endpoint.
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5.3.6.3 Coupling of simulation and visualization

Three approaches for the implementation of computational steering are introduced in Sec-
tion 5.2. They are: program instrumentation, direct scientific computation and recasting
scientific computation. Being an easy-to-implement approach, program instrumentation is se-
lected to reuse the simulation code AdhoC which is modified to provide functions called by the
user via commands transferred through socket network. The socket system implemented for
the computational steering is based on the server-client model depicted in Figure 5.14. After
the socket connection is established, the user can manipulate the steering process through the
user interface, which converts a user’s operations into commands (integer numbers) that are
sent to the simulation kernel. A list of enumerated commands is predefined and stored in both
codes to ensure a common “language” for the communication. According to the command, the
corresponding functions on the simulation kernel are called and executed. Dataflows, either
incoming model information or outgoing stress results, are transferred in binary mode. In the
steering mode, some functions are called iteratively to keep the results updated.

To enhance the communication efficiency, a dedicated data reduction scheme minimizing the
dataflow to be transferred has been implemented. During the steering process when the
implant is moved into the femur, only the indices (1D position number) of the altered voxels
are computed and transferred. These indices (I;p) are computed according to the formula

Lp=1-B,-B,+1,-B,+1,, (5.6)

where I, I, and I, are 3D position indices and B,, B, and B, are the numbers of voxels in
the data block. The computation takes only a small fraction of the total computational time.
Hence, its impact can be neglected. After receiving the data, the recipient can retrieve the
real positions by inversing Equation (5.6).

5.3.7 Surgical planning system demonstration

A femur model is obtained by CT scanning on a human femur specimen performed on a
Siemens Sensation Cardiac 64 scanning machine with slice thickness of 1.0 mm and pixel size
of 0.74 mm. The CT scans, having a resolution of 256 x 256 x 512, are directly imported and
the femur voxel model is segmented by thresholding the Hounsfield Unit values. Note that
segmentation is not necessary for the FCM simulation, but only used to support the visual-
ization of surface data of the femur. In addition to the femur model, the geometric model
of a prosthesis is provided in STL format for generating implant voxel models. A material
law relating the Hounsfield Unit value to the Young’s modulus of each voxel as proposed
in [132, 133] is employed. The Poisson’s ratio is set to constant 0.3.

The material law

33900(8.2106 - 10~*HU + 0.057663)*2°  HU < 320
E = ¢ 10200(8.2106 - 107*HU + 0.057663)>°  HU > 660 [M Pal (5.7)
5307(8.2106 - 10~*HU + 0.057663) + 469 320 < HU < 660
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is provided by the user and is assigned in the code before the program starts. In this example,
two resolution levels 1 x 1 x 1 (new model has the same resolution as the original one) and
2 X 2 x 2 (the resolution of the new model is half of the original one) are selected for the
simulation.
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Figure 5.15: Femur model and its meshes

The femur model and the implant model are illustrated in Figure 5.15(a). After establish-
ment of the socket connection, the segmented model and boundary conditions are sent to the
simulation terminal, where computations are carried out. The number of voxels per cell is set
to 10 x 10 x 10 to minimize the total number of cells. From the voxel model finite cells are
generated. Within each cell shape functions of polynomial degree four are used to attain high
accuracy. For saving computational cost voxels below the fixation plane are not accounted for
in the generation process of the grids. Cells that contain only void voxels are discarded leaving
1216 cells for the model at the original resolution level and 238 cells at the half resolution level,
see Figure 5.15(b) and 5.15(c). Initially two loadings are activated: a compression load with
a magnitude of 1500N located at the femur’s head and a tension load with a magnitude of
1125.0N located at the greater trochanter. These two loads reflect the physiological loading
imposed by the body weight and the muscles, respectively. In FCM the loads are applied on
two small interior facets with the area of 4 x 4 voxel length horizontally located at the center
of the loading spheres.

In the simulation both the preoperative physiological stress state and the altered stress state
caused by the virtual implantation of a prosthesis model are computed and visualized using
the aforementioned three visualization patterns.
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Figure 5.16: von Mises stress distributions visualized in red through ray casting

Figure 5.16 captures the screenshots from a running computation and displays the von Mises
stress distributions of both models in red using volume rendering through ray casting [112].
The simulation results visualized in all figures show good accordance with physical intuition.
Although theoretically the coarser resolution model produces results with a lower accuracy,
apparent differences in von Mises stress indicated by the color intensity can not be observed
due to limitations of this visualization pattern. The computational time for models at two
resolution levels was measured and is tabulated in Table 5.2. Note that this time includes
visualization, simulation and communication. The visualization time is of one or two magni-
tudes lower than the simulation time and is not accounted for in the statics.

The initialization time includes the time of C'T data import and transferring, precomputed
matrices setup, and initial stiffness matrices computation, etc. Unlike in many computational
steering systems where a large portion of the time has to be spent in the initialization step, this
system has a quick starting time. The steering time consists of the time of stiffness matrices
update, solution, post-processing, and communication. For the finest model (1x 1x 1) one new
computation (updating time) takes 8.75s which is, unfortunately, beyond an acceptable time
range for a computational steering. Yet for the coarsened model (2x2x2) one new computation
takes much less time — 0.75s allowing for a quasi real-time computational steering.

An enhanced pattern to the von Mises stress visualization is to visualize the principle stress us-
ing violet (tension) and green (compression) trajectories [113] as shown in Figure 5.17 and 5.18.
Figure 5.17(b) depicts the femur interior stress lines at the physiological state under a body
load. With the same data set, the virtual post-operative stress lines are plotted in 5.17(c). The
implantation of a prosthesis considerably changes the stress distribution and in the new state
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Model Ix1x1 2x2x2

DOF 61,368 13,698
Initialization System setup 4.73 2.50
time [s] Stiffness matrices computation 0.78 0.16

Total 5.51 2.66

Updating Stiffness matrices update 0.13 0.04
time [s] Solution 6.94 0.50

(one iteration) Post-processing 1.28 0.18
Communication 0.22 0.03

Total 8.57 0.75

Table 5.2:
e Computational steering time measured on a Dell Precision T5500, 24GB Memory, Intel

Xeon W5590 CPU, 3.33GHz, 8 cores

(a) von Mises stress distribution (b) principle stress lines (without (c) principle stress lines (with im-
implant) plant)

Figure 5.17: Two visualization patterns on the 1 x 1 x 1 level voxel model

the stress lines are mostly attracted by the prosthesis. This phenomenon coincides very well
with the stress shielding effect mentioned in Section 5.1. To allow a more precise comparison,
the third visualization pattern which exhibits only changes in stresses with yellow (decrease)
and red (increase) colors is depicted in Figure 5.6(c). This novel way of visualization provides
a more direct perception of changes in stress, with which decisions on the selection of an im-
plant can be made relatively easily.
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(a) von Mises stress distribution (b) principle stress lines (without (c) principle stress lines (with im-
implant) plant)

Figure 5.18: Two visualization patterns on the 2 x 2 x 2 level voxel model

In the following part of the example, an illustrative pre-operative prosthesis selection proce-
dure by applying comparative stress visualizations is suggested. The goal is to show how the
system can ease the selection of a suitable implant based on a patient-specific femur model.
The influences of implant type, implant size and implant position are taken into account. In
total two implant types, each having three sizes are tested in order to illustrate their impact
on the post-operative stress distributions. The testing is separated into two parts: in the first
part, two implant models each representing one type are tested and compared, after which
one implant type is determined for the second part of testing. In the second part, implant
models of the selected implant type with different sizes are tested with respect to different im-
plantation positions. Finally by comparing the resulting comparative stresses, the best-fitting
implant model and its positioning is determined.

In order to allow an interactive selection of implant, a suitable resolution level of the femur
model must be preselected to ensure a smooth steering process before the program is started.
This resolution level depends fully on the initial resolution of the femur model. Generally, a
CT model obtained directly from standard CT images having a resolution of 256 x 256 can
produce more than 600 cells, which are too many for a smooth steering. Hence, a lower reso-
lution level - 2 x 2 x 2 is chosen, resulting in around 200 cells for the current CT model. The
error induced by the coarsened model is analyzed and quantified in a simpler biomechanical
example presented in Section 5.3.8. In the current example, additional computations on the
model with full resolution are performed in order to provide visual references for comparison.
As a more general implementation, computations at full resolution can be used for fine-tuning.

1st Part: The implant type is determined according to the comparative stresses computed
on two implant models of different types at a fixed implantation position. Figure 5.19 de-
picts the comparative stress visualizations of the normal components on the two models. One
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(a) Implant model G2 (b) Implant model em CUT

Figure 5.19: Comparative visualization of post-operative stress changes with respect to different
implant models (both pictures are visualized based on the same color scale)

Figure 5.20: Two implant positions

can read from Figure 5.19(a) that the commonly used G2 implant yields a strong increase in
stress at the region of the greater trochanter and moreover a larger region of stress reduction
in the femur neck and shaft. These changes indicate larger region of stress shielding and
higher possibility of bone loss. In contrast to the G2 implant, the new generation implant
CUT has a much shorter stem which restricts the stress shielding zone to a smaller region,
see Figure 5.19(b). As a result, instead of G2 the implant type CUT'is chosen in the first place.

2nd Part: Interactive testings of different implant models were performed at the 2 x 2 x 2
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resolution level. To ensure the correctness of a selection, recomputations of the comparative
stress distributions at the 1 x 1 x 1 resolution level were carried out to provide reference so-
lutions. As an approximation to the real implantation context, instead of placing an implant
in the interactive surgery at an arbitrary position, the central point of the implant head is
fixed to the center of the femur head to allow only rotations of the stem. The determination
of the positioning of the implant is thus simplified to only rotation. By studying the stress
changes via rotating the implant stem, the two positions shown in Figure 5.20 are chosen for
comparison.

(b) Cr1 (c) Crir

Figure 5.21: CUT Implant models

Figure 5.21 depicts three implant candidates with the same shape but increasing sizes. In the
following they are referred to as Cy, Cy; and Cpyy.

From the geometric perspective, model Cf} is suited for the higher position while Cj; and
C1r are suited for the lower position. Interactive testings were performed to test the three
cases at the 2 x 2 x 2 level. Screenshots of the normal components of the comparative stress
visualization for the three implant models were taken and are displayed in Figure 5.22. From
these figures it can be deduced that for this patient-specific femur model, implantation with
the prosthesis model C produces the least changes in normal stresses (indicated by smaller
region of changes in stress and lower line intensity in both red and yellow colors), while C;;
and C7;; impose more stress shielding.

Hence it makes sense to select the model candidate C as the solution for this patient to mini-
mize stress shielding. To prove our selection and to show more accurate results, computations
at the 1 x 1 x 1 resolution level were performed and the results are depicted in Figure 5.23.
Differences between the two levels of computation can be observed. They are, however, not
pronounced which indicates that the lower level of resolution chosen for the computational
steering already provides sufficient accuracy to judge over the stability of an implant.

In addition to the normal components, the shear components of the comparative stress which
affect the rotational stability of the post-operative integration of implant are also considered.
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i |
(a) Implant C (b) Implant Cyy (c) Implant Cyyy

Figure 5.22: Normal components of the comparative stress visualization at the 2 x 2 x 2 resolution
level

(a) Implant Cy (b) Implant Cyy (¢) Implant Cryy

Figure 5.23: Normal components of the comparative stress visualization at the 1 x 1 x 1 resolution
level

Comparative visualizations of the shear components are shown in Figure 5.24 and 5.25. Ac-
cording to the area and intensity of the red curves which indicate the range and magnitude of
shear components, the largest implant C;;; yields the best performance.

With the help of the results of the proceeding simulations, surgeons can now select either
implant C for minimum stress shielding or implant C'7;; to achieve a higher implant rotational
stability. The final decision depends on the surgeon’s judgment in terms of the patient’s need.
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(a) Implant C (b) Implant Cy; (c) Implant Cyyg

Figure 5.24: Shear components of the comparative stress visualization at the 2 x 2 x 2 resolution
level

(a) Implant C (b) Implant Cpy (¢) Implant Crpy

Figure 5.25: Shear components of the comparative stress visualization at the 1 x 1 x 1 resolution
level

5.3.8 Validation of the surgical planning system by a proximal fe-
mur experiment

This subsection presents the validation of the planning system by means of an example in
which the results of the FCM computation are compared to in vitro experiments on the fresh-
frozen proximal femur which were performed by YOSIBASH et al. [22].

The bone depicted in Figure 5.26(a) was completely fixed on the bottom and loaded by a load
controlled machine with a constant value of 1000N on the femur top in the vertical direction.
A Solartron DFg5h direct current linear variable displacement transducer (DC-LVDT) was po-
sitioned on a stand arm with its core connected to the loading machine to measure the femur
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(b) (c)

Figure 5.26: a: In vitro experiment, b: Femur voxel model, c¢: finite cell meshes

head vertical displacement. Four uniaxial strain gauges (SGs) were installed on the surface
of the proximal femur at inferior and superior parts of the femur neck and on the medial
and lateral femur shaft, see Figure 5.26(a). The strain values measured by the four SGs and
the displacement value measured by the LVDT are used as reference solutions for the FCM
comparison.

The FCM computations were conducted with the procedures detailed in Section 4.4. A femur
voxel model which is extracted from a QCT scan taken by YOSIBASH et al. is depicted in
Figure 5.26(b). The QCT scan has a resolution of 512 x 512 x 200 with a spacing of 0.78125mm
in the in-plane directions and 0.75mm in the longitudinal direction. As a reasonable approxi-
mation, the femur is assumed to be an inhomogeneous isotropic linear elastic solid. The voxel
Hounsfield unit value as measured by a CT scan is converted to the bone equivalent density
according to

pPEQMIg/em?] = 107°(0.6822 HU — 5.48) (5.8)

The bone density then is related to the Young’s modulus by:

B { 10200 (1.22 ppgar + 0.0523)2  HU < 500 59)

| 5307 (1.22 ppou + 0.0523) + 469 HU > 500 [MPal

A finite cell mesh was generated from the femur voxel model. Cells that contain only voids
are discarded, the remaining 667 cells are shown in Figure 5.26(c). In the FCM analysis the
femur bottom is fixed in three directions and a loading with a value of 1000N is applied on the
top in order to simulate the real loading condition. The analysis is conducted by a uniform
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Figure 5.27: Cross-sectional views of the von Mises distribution in the proximal femur

p-extension with p =1, ..., 6. The von Mises stresses are plotted in x-y and x-z cross-sectional
views shown in Figure 5.27. The convergence curve of the strain energy is plotted in Figure
5.28.
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Figure 5.28: Convergence of strain energy

The principle strains computed by the FCM with p = 4 are listed together with the experimen-
tally measured uniaxial strains in the upper part of Table 5.3. In the FCM computation, the
vertical displacement on the top of the femur is approximated by a point-wise displacement
evaluated on a point located in the center of the top surface. Two types of strain values are
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presented: the “point-wise” value gives the principle strain evaluated at exactly the center
point of the strain gauge, while the “surface averaged” value is computed by averaging the
principle strains over the strain gauge surface due to the fact that SG readings are an averaged
value over the length of the SGs.

LVDT SG1 SG2 SG3 SG4

Experiment [uc] Surface -300  -1303 440 -1303 441

Point-wise  -295  -1249 806 -1171 436
FCM results [pc] Error¢[%)] 1.67 414 83.18 10.13 0.91

(1x1x1) Surface NA  -1246 765 -1154 440
Error?(%] NA 437 73.86 1143 0.22

Point-wise  -291  -1287 786 -1174 479
FCM results [e] Error¢[%)] 3.00 1.23 78.63 9.90 8.86
(2x2x2) Error/[%)] 1.36 3.04 248 0.26 9.86

Table 5.3: Comparison of the FCM strain results (p = 4) with experiment. Error® denotes the
relative error with respect to the experiment, while Error/ denotes the relative error with
respect to the FCM results of the model at a higher resolution level

A good agreement between the FCM computation and the experiment is observed except at
the second strain gauge. Concerning this point, the computation were verified by compar-
ing with the FEM result of YOSIBASH who performed the same analysis with the standard
p-FEM. The average strain value obtained by YOSIBASH on the second SG is 790 [ue|, which
is in good accordance with the FCM result. Hence the large error on SG2 is attributed to a
defaulting of the strain gauge during the experiment.

In [56] a finite element analysis of human bone was performed based on a coarsened voxel
model derived from the voxel model with full resolution. Such a coarsened model has been
used in Section 5.3.7 for the purpose of enabling the computational steering. To evaluate
and quantify the accuracy of computation with coarser models, an additional computation
was carried out on a model coarsened from the resolution of 1 x 1 x 1 to 2 x 2 x 2. The
coarsening is accomplished by averaging the Young’s modulus of eight neighboring voxels.
The new model is then meshed with 124 cells. For comparison purpose only p = 4 is used
in each cell. With the same boundary conditions and SG positions the FCM results of the
second model are shown in the lower part of Table 5.3. The accuracy of the FCM computation
is lower on the coarsened model than on the original one, but is still within an acceptable range.

Measured on an Intel Xeon W5590, 3.33GHz work station with 8 cores, the total computational
time and one computational steering iteration time for the original model (computed with p =
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4) is approximately 9 and 4 seconds respectively after parallelization, while for the coarsened
model is 4 seconds and 0.5 seconds.
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Chapter 6

Conclusions

The finite cell method with fast integration is presented in this thesis. This scheme shows
a remarkable efficiency in computational time on three-dimensional CT-derived models with
complex geometries and multi-material interfaces, like for instance biological hard tissues.
Three numerical examples are given to demonstrate the accuracy of this method by compari-
son with either analytical or numerical reference solutions.

Development of the FCM with fast integration provides a new yet efficient way to handle
biomechanical simulations which naturally possess complicated geometries. Fast simulations
on these geometries, which are difficult to be performed using the traditional FEM are thus
made possible. This method can be implemented in various applications, e.g., a fast and inter-
active tool for patient-specific surgery planning, an efficient homogenization tool for micro-CT
structures, or an analysis tool for probabilistic analysis of human bone’s mechanical behavior.
Further applications of this method are not limited to biomechanical simulations only; any
voxelizable physical model fulfilling the requirement (with either complex geometry or inho-
mogeneous material properties) can be efficiently simulated. However it is not recommended
to implement this scheme for simple structures with regular geometries, which can be solved
with little effort using standard FEM.

Powered by the FCM with fast integration, an interactive preoperative surgical planning sys-
tem has been constructed and is presented in this dissertation. With the advanced simulation
technique and the GPU-based advanced visualization techniques, a quasi real-time computa-
tional steering system is created and can be used for an interactive selection of prostheses.
A planning example is given to demonstrate the efficiency of the system and to clarify the
implant selection procedure. Being a new approach to visualize post-operative stress changes,
the comparative stress visualization is demonstrated to be an effective means for selecting the
type, size and positioning of a patient-specific implant.

The current planning system can provide the images of stress on the screen, according to
which an implant is selected based on the judgment of a surgeon. Further improvement of this
system can be to develop a deterministic selection program, which can determine a unique
implant size and positioning automatically. Furthermore, as the development of computing
power, enabling computational steering at the highest resolution level may be made possible
in the near future.
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