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Abstract
The introduction of wireless ad-hoc networks in vehicles will significantly enhance safety and
comfort of driving in the future. However, as of today, we find many important issues re-
garding the choice of an appropriate networking technology and concerning application de-
sign unanswered. This thesis presents an open mathematical framework that allows for a
holistic analysis of network performance in arbitrary road traffic situations, so that relevant
parameters can be identified and optimized. Based on this analysis, a novel QoS algorithm
for distributed wireless networks is introduced that guarantees a defined service level and
allows the adaptation of applications to networking conditions at runtime. It is shown how
the algorithm can complemented by future network topology prediction, and discussed how
applications can benefit from this information. Finally, a prototypical integration of wireless
networking in an existing software architecture for cognitive vehicles is introduced.

Kurzfassung
Die Einführung drahtloser Kommunikation zwischen Fahrzeugen wird die Sicherheit und den
Komfort des Reisens deutlich steigern. Jedoch sind noch viele Fragen bezüglich der Auswahl
einer geeigneten Kommunikationstechnologie und des Entwurfs von Anwendungen offen. In
dieser Arbeit wird ein mathematisches Rahmenwerk vorgestellt, das die ganzheitliche Ana-
lyse der Leistungsfähigkeit drahtloser Netze in beliebigen Strassenverkehrsszenarien ermög-
licht. Dadurch können relevante Parameter identifiziert und für den Einsatz optimiert wer-
den. Basierend auf der vorhergegangenen Analyse der Anforderungen und verfügbaren Tech-
nologien wird ein neuartiger QoS Mechanismus für drahtlose Netze vorgestellt, der es ermög-
licht, sowohl anwendungsseitig eine definierte Dienstgüte zu garantieren als auch die netzre-
levanten Parameter von Anwendungen zur Laufzeit an den Zustand des Netzes anzupassen.
Der Mechanismus wird um ein Verfahren zur Vorhersage zukünftiger möglicher Netztopolo-
gien ergänzt. Es wird gezeigt, wie diese Information gewinnbringend an Anwendungen
zurückgeführt werden kann. Abschließend wird eine prototypische Integration drahtloser
Kommunikation in einer existierenden Softwarearchitektur für kognitive Fahrzeuge vorge-
stellt.
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1. Introduction

German road traffic statistics reveal that the number of casualties has remained more or less
constant over the last 60 years. The number of fatalities, however, has decreased significantly,
especially since the late 1970s (see Figure 1.1), although the number of vehicles — and conse-
quently the number of accidents — has significantly increased in the same period. One can
conclude that driving has become much safer over time, an observation that becomes more
obvious when the numbers are related to the years of when governmental regulations were
enacted. The figures also suggest that the introduction of new (active and passive) technolo-
gies of vehicular safety significantly contributed to that process.

In 2002, the eSafety Working Group of leading traffic experts published their final report on
improving road safety in Europe by means of Information and Communication Technologies
(ICT) [The02]. Among the 28 recommendations of the report, the working group demanded
that “the accelerated standardisation of emerging communications protocols” shall be pro-
moted “for vehicle-vehicle and vehicle-infrastructure communications”. Consequently, in
2003 the European Commission (EC) set the goal to further reduce the number of road fa-
talities by 50% until 2010 [Com03] and stated that the eSafety report concluded that “the
greatest potential [...] in solving road transport safety problems is offered by the Intelligent
Vehicle Safety Systems”, emphasizing the need for cooperative technologies based on Vehicle-
to-Vehicle (V2V) and Vehicle-to-Infrastructure (V2I) communication.

At the time the report was published, using wireless communications between vehicles was
not an entirely new idea — as early as 1989, Takada et al [TTIF89] proposed the first V2I
communications system that would enable advanced services, such as positioning, navigation
based on real-time traffic information, tolling, vehicle identification, and individual communi-
cation. Also, the issue of market penetration was raised and the expenditures for installing the
necessary infrastructure were analyzed; questions that are still important and mostly unan-
swered today. At about the same time, researchers with the U.S. PATH1 project began exper-
imenting with automatic longitudinal control (platooning) of two vehicles [CLD+91], which
was successfully extended to four vehicles and demonstrated in 1994. Concluding, the au-
thors pointed out that “when a large number of vehicles is used in a platoon, the complexity
of the communication scheme increases”. Also in 1994, Collier and Weiland, impressed by
the positive response of navigation system field trials, drafted a vision of future intelligent
vehicles [CW94] that encompassed not only navigation, but also aspects of traffic manage-
ment and cooperative driving. Consequently, they argued that in the future, vehicles would
be equipped with some kind of radio technology, enabling V2I and V2V communications.
An extensive amount of research has subsequently been put into the field of Inter-Vehicle
Communication (IVC), in terms of applications, protocols, hardware, etc.; a very comprehen-
sive survey can be found in [WTM09].

EC’s eSafety Initiative has spawned many research projects related to IVC, both pan-european
as well as on national levels, and one can expect that with the dawn of new, more elabo-
rate and — most importantly — networked driver assistance systems and safety equipment,

1California Partners for Advanced Transit and Highways (PATH). For a detailed history, see [Shl07].
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Figure 1.1.: Traffic-related fatalities in Germany [Bun09].

we will soon see another dramatic decrease of casualties and fatalities. The most prominent
examples among the research projects are Cooperative Vehicle Infrastructure Systems (CVIS),
Global System for Telematics (GST), PReVENTive and Active Safety Applications (PReVENT),
Secure Vehicular Communication (SeVeCom), FleetNet or Network on Wheels (NoW) and, re-
cently launched, the german “Sichere Intelligente Mobilität – Testfeld Deutschland (SIM-TD)”
which provides researchers and industry with a state-wide testbed for vehicular networking.
Other worldwide research project are the Vehicle Safety Communication Consortium (VSC)
and the Vehicle Infrastructure Integration Initiative (VII) in the U.S., the Advanced Safety Ve-
hicle (ASV) project as well as the InternetITS Consortium in Japan.

Today, common efforts are taken to promote worldwide standards specifically for the vehicu-
lar environment; a radio platform is being defined by the IEEE 802.11p working group, proto-
cols and an architecture has been specified by the IEEE 1609 “WAVE” working group. In 1999,
the Federal Communications Commission (FCC) has allocated 75 MHz of spectrum in the
5.9 GHz range for Dedicated Short Range Communication (DSRC). Very recently, the Euro-
pean Commission has allocated 50 MHz of spectrum in the 5.9 GHz band for “Smart Vehicle
Communication Systems”, a decision that is mainly attributed to the dedicated work of the
Car-to-Car Communication Consortium (C2CCC), a task force that has been inaugurated by
research institutions and industry to enforce the development of IVC technology and stan-
dards. Vehicle manufacturers and component suppliers are developing strategies and busi-
ness models to widely introduce communication and are actively supporting the C2CCC. In
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1. Introduction

2008, the harmonization of technologies and standards was demonstrated [ETS09], showing
the interoperability of applications from different vehicle manufacturers and also the interop-
erability of communication units from different suppliers.

1.1. Motivation

The “KogniMobil” project2, which sets the context for this thesis, aims at the research of cog-
nitive, cooperative vehicles. These vehicles are capable of perceiving and understanding their
environment and of generating an appropriate strategy to fulfill a certain mission, e.g., driving
from one location to another via a list of roads. Of course, they must adhere to common rules
of traffic, avoid collisions with any other objects in the environment, and act like an inerrant
human driver. Consequently, a (visionary) perfect cognitive vehicle represents the superset
of all possible driver assistance systems. As such, it can be expected that the number of traffic
fatalities would decrease significantly with an increasing fraction of vehicles being cognitive.

Through the introduction of wireless communication in cognitive vehicles, the aspect of coop-
eration between vehicles can be realized: they may exchange their sensor data, allowing the
extension of perception beyond the range of individual sensors. Also, they may coordinate
maneuvers so as to avoid collisions, overtake safely, increase traffic flow, and thus conserve
energy. A large variety of these cooperative applications can be thought of.

It is understood that the technologies and protocols available today are not capable of han-
dling the communication requirements of cooperative cognitive vehicles. This necessitates a
novel, specifically designed communication solution able to meet these requirements. Sup-
plemental to that, we wish to raise the attention of the application designers to consider cer-
tain specific characteristics and inevitable imperfections inherent to wireless transmissions.
Clearly, only a close mutual co-design of both the cooperative application and the communi-
cation layer will yield the desired results when building reliable, dependable, and safe coop-
erative systems.

1.2. Contributions

From this perspective, the contributions of this thesis can be briefly summarized:

Connectivity modeling and analysis of vehicular networks: By combining aspects of ve-
hicular traffic flow theory and the characteristics of the wireless communication medium,
we formulate a novel open mathematical framework that allows for a comprehensive
analysis of vehicular networking in arbitrary static and dynamic traffic scenarios. We
demonstrate by means of representative examples how this formulation can be extended
to incorporate any given channel model and vehicular flow model. The insights gained
from the analysis can effectively be used for the dimensioning of a wireless vehicular
networking solution at design time.

Decentralized, proactive QoS provisioning: Based on the results from connectivity analy-
sis, we discuss data traffic engineering issues and present a framework that allows for

2“Kognitive Automobile”, Sonderforschungsbereich Transregio (Transregional Collaborative Research Centre) 28,
sponsored by the Deutsche Forschungsgemeinschaft (DFG)
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1.3. Organization

the analysis of QoS abilities of vehicular networks in any arbitrary traffic scenario, and
with special respect to the chosen Medium Access Control (MAC) protocol. Again, the
formulation of the MAC model is open so that it can easily be extended to any given
protocol.

Built on this foundation, we describe a novel resource sharing algorithm that allows for
vehicular network nodes to equally share the wireless channel so that a pre-defined QoS
level can be guaranteed to the applications that shall be deployed using the network.
The presented algorithm is novel in that it is completely decentralized, deterministic
and fast and requires only minimal information about the network’s current topology.
Its specific properties, such as traffic assignment fairness and attained optimality, are
analyzed and discussed in detail.

The approach is finally extended through the prediction of future vehicle positions and
channel states so as to allow for a statistical forecast of the future network topology. This
information can then be fed back to the resource sharing algorithm, supporting appli-
cations with an estimate of their expected future share of the wireless channel. Thus,
we can provide applications with an aid for the decision of future actions that may de-
pend on the availability of certain communication relations, of a minimum necessary
data rate, etc.

System integration and protocol provisioning: In the context of the KogniMobil project, a
prototypical software architecture for cognitive vehicles was developed. We present how
this solution can be augmented to provide applications with means of networking and
discuss how the QoS concepts developed earlier can be integrated in the architecture. We
also present a networking protocol that has been tailored to service the specific needs of
cognitive vehicles.

1.3. Organization

The thesis is structured as follows: each chapter will give a short introduction as well as an
outline and discussion of previous work related to the chapter. Then, the respective contribu-
tions are presented. Each chapter closes with a short conclusion. See Figure 1.2 for a graphical
representation of the thematic organization.

Chapter 2 gives an overview of the vision of cognitive autonomous vehicles, their general
architecture and the specific requirements imposed upon the communication layer. Cooper-
ative applications are presented and the communication relations necessary to the individual
applications are discussed. The range of current wireless IVC technologies available to the
system designer today are presented and their individual advantages and shortcomings are
discussed.

Chapter 3 introduces the term connectivity and describes how the state of “being connected”
is related to the physical location of the respective radios on the one hand and the condition
of the wireless channel between these locations on the other hand. Relevant channel prop-
erties and appropriate models are presented, along with a literature survey of contemporary
vehicular channel models. The fundamental relations between traffic flow theory and radio
mobility are established and networking parameters such as the distribution of node degrees,
communication durations and a measure for the fluctuation of a vehicular network’s topol-
ogy are discussed in detail, based on analysis and simulation. This chapter presents the pre-
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1. Introduction

determined physical layer factors relevant to a V2V network’s performance, i.e., factors that
are dictated by the environment and are thus only subject to limited control at design time.

Based on the connectivity properties derived before, Chapter 4 introduces the concept of how
a time-variant network topology (i.e., connectivity on the scale of a network) in conjunction
with the choice of a specific MAC protocol influences the level of QoS that can be provided
to individual applications. A decentralized, distributed algorithm is designed for wireless ap-
plications that allows radio network nodes to share the available resources in a fair manner
while at the same time ensuring that a defined level of QoS is always attained. We use this in-
formation to select and parametrize applications, effectively optimizing the global benefit for
the networked vehicles. The results and implications that can be derived from the algorithm’s
formulation are discussed in detail.

An algorithm that facilitates the connectivity prediction in vehicular networks is presented
in Chapter 5. A method for increasing the precision of position prediction by using digital
maps information is introduced. By applying an adaptive filter, the positions of the involved
vehicles can be predicted for a certain amount of time with a certain accuracy. The choice of
parameters and the resulting accuracy are then discussed in detail. We present and discuss a
channel parameter estimation based on a particle filter. By fusing the positions predictions and
forecasting the estimated channel parameters over the desired time interval, we show how a
statistical predication about the future topology of the network can be attained. Using this
information, it is then possible to improve the selection and parameterization of applications
that perform tasks that take a certain time to complete and require a minimum QoS during
runtime. Also, prediction can help to decide whether an application should actually be started,
given its networking requirements.

Founded on the previously discussed mechanisms and algorithms, a novel communication
solution is presented in Chapter 6. The prototypical integration with an information-based
processing architecture for cognitive vehicles is demonstrated. A prototypical, lightweight
cross-layer networking protocol is introduced that supports QoS provisioning for cooperative
perception and driving applications.

Chapter 7 concludes and summarizes the results of this thesis and gives an outlook on possible
future research issues.
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1.3. Organization

Figure 1.2.: The thematic organization of this thesis
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2. Cooperation Between Vehicles: Scenarios and
Requirements

Cognition in a human context comprehends the processes of perception, thinking and insight.
In the domain of technical systems, cognition characterizes the capability of a machine to per-
ceive itself and its environment by means of appropriate sensorial devices, and to process and
rearrange this information — possibly against the background of already acquired knowledge
— in a way that allows the machine to interact with its environment in a sensible way and
according to its mission. Cooperation between cognitive machines postulates the machines’
capability to communicate with each other to exchange sensorial information and knowledge,
and to coordinate their individual actions so that a coherent cooperative action can be attained.

One objective of the Transregional Collaborative Research Centre (TCRC) 28 “Cognitive Au-
tomobiles” — the context from which this thesis originated — was to investigate cooperative
cognitive behavior among autonomous vehicles. Sticking to the above definition of cognitive
systems, cognitive behavior of a singular vehicle implies an understanding of the perceived
environment and the ability to generate strategies to successfully navigate within this envi-
ronment [SFK07, GAB+08]. The internal structure of such a vehicle is arrange as depicted in
Figure 2.1: the environment of the vehicle (such as obstacles, pedestrians, other vehicles, etc.)
and the vehicle therein (i.e., its position, speed, etc.) is perceived through appropriate sensors,
such as positioning systems, odometry, video cameras, laser scanners, etc. This information
is then interpreted by identifying (and potentially tracking) environmental objects; drivable
lanes are determined, and a scene representation of the environment is established. Based
on the scene interpretation, the mission of the vehicle, and knowledge such as traffic rules, a
decision about the desired direction and velocity of motion is made and a trajectory for driv-
ing is planned. This decision is passed on to a control module, which, through appropriate
actuators, guides the vehicles along the planned trajectory.

Through wireless communication, aspects of cooperation between cognitive vehicles become
feasible. For instance, vehicles could expand their range of perception beyond the horizon
of their own sensors (denoted as cooperative perception in the following), allowing a vehicle to
react to environmental factors before they can be registered by the vehicle itself. Another ex-
ample could be the mutual validation or falsification of uncertain sensor data: if an object is
registered by more than one vehicle, its probability of existence increases. Furthermore, vehi-
cles could constitute cooperative groups of vehicles and act as such groups [FBB08], in terms
of conducting coordinated maneuvers such as, for instance, platooning or avoiding collisions
(denoted as cooperative behavior in the following). The benefits are obvious: while the former
will increase the efficiency of traffic in terms of both travel times and use of energy, the latter
helps in avoiding casualties and potentially life-threatening injuries.

During the last years, V2V Communication has been in the focus of many research groups
all around the world ([c2c, gst, now], to name a few). Very recently, the European Commis-
sion has allocated 50 MHz of spectrum in the 5.9 GHz band for “Smart Vehicle Communica-
tion Systems”. These systems are mainly geared towards advanced driver assistance systems

7



2.1. Cooperative Applications

Figure 2.1.: Internal structure of a cognitive vehicle.

such as obstacle warning, red-light information, emergency systems, or infotainment appli-
cations [KBSS01, BKK+03, SN09]. The communication requirements of cooperative cognitive
vehicles, however, by far exceed those of the aforementioned infotainment and driver assis-
tance systems in terms of both real-time requirements and data rates.

2.1. Cooperative Applications

In the discussion of cooperative applications, a distinction regarding the objective of cooper-
ation has to be made: On the one hand side, we wish to employ communication to enable
cooperative perception. On the other hand side, cooperative behavior shall be implemented
to allow for concerted maneuvers. The specific requirements of these two applications are
diverse; not only in terms of required bandwidth and tolerable delays but also in terms of
specific communication relations needed to fulfill a certain task.

In the following, we shall regard perfect cooperative cognitive vehicles as the superset of all
possible cooperative driver assistance systems. Consequently, the requirements of cooperative
cognitive applications set the scope for these systems.

2.1.1. Cooperative Perception

Due to the inherent range limitation of local sensor systems, these means of perception pro-
duce a restricted view of a vehicle’s environment. Through the exchange of sensorial data
between vehicles and subsequent adequate data fusion, the horizon of perception can be ex-
tended significantly. Furthermore, the level of detail could be enhanced significantly if data
can be exchanged between vehicles that are equipped with different types of sensors. Assume,
for instance, that one vehicle may be provided with a video camera that is capable of deter-
mining the color of an obstacle and another vehicle that possesses a laser scanner is capable
of determining the 3D position of the obstacle within its environment. By merging the infor-
mation gathered from the two different sensor types, both vehicles are capable of perceiving,
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2. Cooperation Between Vehicles: Scenarios and Requirements

Figure 2.2.: Cooperation of vehicles: Platooning (1) and perception (2) “around the corner”.

for instance, a red obstacle placed at the center of an intersection. Cooperative perception ap-
plications can generally be understood as means of generating a rich virtual representation of
vehicles’ surroundings from a number of sensorial devices, local and remote, through sensor
data fusion. All applications at the interpretation and decision layer that require this infor-
mation will be able to profit thereof, especially the strategy generation applications. Other
applications related to cooperative perceptions are approaching emergency vehicle warning,
in-vehicle signing, rollover warning, probe data collection and general emergency warning
systems.

A typical scenario with cooperative perception is depicted in Figure 2.2: the first vehicle of the
platoon approaches an intersection. Due to a building that obstruct the vision to the vehicle’s
right, its sensors are not capable of registering the position and velocity of the vehicle that
drives right next to the building. Both vehicles, however, are clearly visible from the top-
right vehicle, which has unobstructed sight. Through the combination of positioning and/or
sensor data and exchanging this information, all three vehicles are now aware of each others
positions and velocities and the former vehicle can compute a strategy of whether it is safe to
turn right at the intersection or if it has to slow down.

In Figure 2.1, communication in the context of cooperative perception can be understood as
supplemental to the “perception” and “interpretation” layers, enabling these layers to share
their information with other vehicles. The temporal conditions for cooperative perception can
be derived from the cycle times of the sensors that constitute the input data of the applications
running at the perception and interpretation layers (see Figure 2.3). We can therefore assume
tolerable delays between 10 ms up to 100 ms, with a data rate volume from a few bytes to
some kilobytes per cycle.
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Figure 2.3.: Cycle times of sensors, controllers and cooperative tasks.

It is remarkable that since each piece of sensor information is a gain of knowledge and further
details a vehicle’s perception of its environment, receiving another vehicle’s sensor data results
in an immediate benefit for every vehicle. Since a receiver’s benefit is also a function of its dis-
tance to the sender, i.e., its distance to the point where the sensor data was generated [ESKS06],
we constitute that unprocessed sensor data shall be broadcasted (connectionless) and thus be
disseminated only one hop from its source. Thus, the problem of coordinating a multi-hop
communication has been moved into the application: if it is desirable or the application de-
mands to do so, it is possible to aggregate received sensor data, maybe fuse it with local sensor
information and then re-broadcast it to other vehicles in the proximity (effectively forwarding
the information over multiple hops). Apart from a reduced complexity of the communication
layer, the number of (re-)transmitted messages and thus the network load can be significantly
decreased [EMS06].

In the course of this thesis, we will describe that the time-variant and highly density-variant
network topology imposes significant restrictions on the available data rate for exchanging
sensorial information. As data from sensors may be voluminous, we advise that applications
for cooperative perception be scalable and adaptable to the situation, an paradigm that has
also been recently backed by the authors of [vEWKH09, vEKH10]. We will show that available
data rate has a certain correlation to the traffic situation vehicles find themselves in, especially
that significant rate limitation can be found in congested traffic situations, i.e., in situations
where the temporal entropy of sensor data is low. It is clear that this fact should be exploited
at the design time of cooperative perception applications.

10



2. Cooperation Between Vehicles: Scenarios and Requirements

2.1.2. Cooperative Behavior

As mentioned before, communication can also be used to enable cooperative behavior of a
group of vehicles. By exchanging information about vehicles’ missions, their planned (short-
term) trajectories, or — in the most simple cast — their positions, applications such as colli-
sions avoidance, concerted evasive maneuvers, etc. can be realized. Also, cooperative lateral
and/or longitudinal control has been studied and their beneficial impact, especially in terms
of fuel efficiency, has been demonstrated [vAvDV06, LPvA09]. Other cooperative driving ap-
plications include intersection collision avoidance, transit or emergency vehicle priority.

In Figure 2.1, communication supplemental to the “interpretation” and “decision” layer en-
ables cooperative behavior of vehicles. By allowing the interpretation and decision layers to
exchange their information, vehicles can generate a common strategy for the situation they
find themselves in. The temporal conditions for cooperative behavior generation can not eas-
ily be derived. As an example, let us assume that a certain situation demands a group of
vehicles to find a common solution for avoiding a collision. The shortest distance between
two vehicles is 10 m and the vehicles move at a speed of 50 km/h; consequently, the time un-
til collision is 720 ms. Without considering the time necessary to actually guide the vehicles
on their individual collision-free trajectory, the decision for these trajectories has to be found
within the time until collision. Figure 2.3 shows the times it takes to cover a certain distance
for various common speeds and the recommended safety distances. We can therefore sensi-
bly assume that these applications need a communication solution that allows them to reach
a safe decision (possibly after some iterations, a number that should be bounded above and
known at design time) within some 100 ms up to 10 s.

From a technical standpoint, based on the current operative situation picture, cooperative
groups of several vehicles form up. Within these groups, the necessary pieces of information
are exchanged and finally a maneuver is agreed upon by the participating vehicles. For in-
stance, an evasive maneuver could imply that a vehicle traveling on the fast lane reduces its
speed to let another vehicle that is yielding an obstacle change its lane. Another example is
shown in Figure 2.2, where three vehicles (to the left, highlighted) have teamed up an formed
a platoon of vehicles. The leading vehicles sets the direction and velocity and as long as the
vehicles’ missions coincide regarding the lane they drive on, they use exchanged positioning
and velocity information to drive safely and efficiently, potentially with high velocities and
reduced headways, increasing the throughput of the lane.

From a networking point of view, vehicles within a cooperative group form an enclosed mul-
ticast group, potentially spreading over a large portion of the network necessitating multi-hop
routing capabilities. Group communication in our concept is provided by a mechanism called
“channels”, in which every cooperative group uses its own channel. Communications over
a channel may be authenticated or even encrypted, if necessary. The formation of groups it-
self is done on the application level, supported by the extended operative situation picture as
provided by the cooperative perception applications and by using a special “paging” channel
that can be used to forward information to vehicles in a certain geographical area.

When designing safety-critical applications that may potentially impose a threat to life in the
case of failure, it must be clear that these applications have to be built in a way that makes them
resilient to failures of the communication layer. Wireless channels are inherently unreliable
and may be disrupted due to unavoidable external influences. It is absolutely crucial that these
applications generate a “plan B” for the case that communications fail during a cooperative
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maneuver and to implement recurrent checkpointing for error detection while a maneuver is
performed.

2.1.3. Other forms of cooperation

Another form of cooperation is sharing more static knowledge among cars in a peer-to-peer
fashion, such as information about long-term environment conditions, traffic rules, newly
learned objects, etc. For instance, floating car data (FCD) that is collected by individual ve-
hicles may be aggregated, disseminated and forwarded to a traffic center in a decentralized
fashion. This information can for instance be used for dynamic diversion if a part of the
planned route is jammed.

Other applications that are based on the cooperation between vehicles and/or between ve-
hicles and road-side equipment — such as traffic signs, signals, warning beacons etc. — are
geared towards increased road safety, efficiency, and comfort. They include, but are not lim-
ited to, intersection assistance, black spot warning, curve warning, optimal speed advisory, or
tolling applications. These application can be categorized as cooperative perception applica-
tions, yet the temporal span of the validity of exchanged information is usually much longer
than in true cooperative perception applications.

While the mentioned applications employ communications as a means of exchanging their
knowledge that is being used by the “interpretation” and “decision” layer, they have rather
long time horizons regarding the validity of their information. We may, however, possibly see
the extension of the vehicle-guiding algorithms’ control loops beyond the scope of isolated ve-
hicles, if the strong temporal requirements can be fulfilled by the networking technology (see
Figure 2.3). Cooperation at the “control” layer could, for instance, allow for better cooperative
cruise control systems or enhanced cooperative collision mitigation.

2.2. Wireless Communication Technologies

Sensitive services that potentially pose threats on lives can only be realized through reliable
communication connections. The question of connectivity is of primary interest and plays a
constitutional rule: if the networks capacity drops under a certain critical bound in situations
where vehicle densities (and, consequently, connectivity) is high, such as heavy congestion,
insufficient resources may be available for the individual services to function correctly. On the
other hand side, highways with free-flow traffic reveal vehicle densities so low that the prob-
ability of a vehicle being disconnected, effectively rendering its communication equipment
useless, is significant.

Especially the problem of insufficient connectivity could be solved by using static roadside
network nodes that constitute a communications infrastructure, potentially even providing
a dedicated backbone network that interlinks the individual infrastructure nodes. Also, in-
frastructure may be helpful in overload scenarios, as a central entity managing the flow of
messages. Shortcuts through the infrastructure backbone networks could also be used to ef-
fectively send messages to distant regions of the network. However, the use of infrastructure
poses an elementary problem: regarding the costly deployment, infrastructure may not be
available everywhere where communication is desired. Especially in remote rural regions,
it is very unlikely that the necessary equipment is to be deployed promptly. Even worse, a
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2. Cooperation Between Vehicles: Scenarios and Requirements

failure of the infrastructure equipment may significantly reduce the benefit or even disable all
communications in the covered area. Therefore, we require that all functionality of the com-
munications layer is completely decentralized and that the network is fully operational with-
out any infrastructure and without any central entity. The term ad-hoc network is commonly
used for wireless, decentralized, self-configuring, and potentially time-variant networks.

The term QoS refers to the effort of provisioning communications relations over a given net-
work with a certain performance level, regarding data rate, packet loss probability, and delays.
Depending on the configuration of the network, especially the Medium Access Control (MAC)
used, as well as the actual in-situ connectivity, the individual performance numbers vary sig-
nificantly and, mostly, it is not trivial to guarantee a certain service level. The influential factors
will be discussed later and we will demonstrate how, based on a statistical description of the
environment, a probabilistic estimation of the expected service level can be made and QoS can
eben be guaranteed. However, it is most important to keep in mind that wireless networks are
inherently unreliable and that the overall behavior will be highly undeterministic.

A comprehensive overview of MAC protocols for general ad-hoc networks can be found
in [GL00], where the authors outline design challenges and present a classification of pro-
tocols. Performance issues and application domains are also discussed. In [JLB10] design
guidelines for ad-hoc networks are presented and a large number of different protocols is
studied and classified. With a focus on vehicular ad-hoc networks, an overview on selected
protocols (802.11 and ADHOC MAC [BCCF03]) as well as a qualitative comparison can be
found in [MFL06]. A comprehensive survey on the whole vehicular networking stack and
simulation models can be found in [SK08]. In [WTM09], a taxonomy for vehicular applica-
tions is presented and the relevance of communication protocols for various applications is
established.

Although a large number of communication technologies have been suggested and studied
in great detail in the literature, we shall present only those that are established and actually
available for deployment in this section.

2.2.1. IEEE 802.11 WLAN

The first commercially relevant standard that allowed wireless interconnection and interoper-
ability among a group of equipped computers was the IEEE 802.11 standard [IEE07a], today
commonly denoted as “WLAN” (wireless local area network) or more recently as “WiFi”. It
was originally approved and published by the Institute of Electrical and Electronics Engineers
(IEEE) in 1997. In its first version, 802.11 supported a variety of physical layer interfaces, such
as infrared and 2.4 GHz radio using frequency hopping (FHSS) or direct sequence (DSSS)
spread spectrum, and data rates of up to 2 Mbit/s. It also introduced the ability of operating
the network using infrastructure (so-called access points) and without infrastructure (ad-hoc
mode). While transmission coordination may be controlled by the Access Point (AP) in in-
frastructure mode using Point Coordination Function (PCF), it is inherently self-organizing in
ad-hoc mode, using the Distributed Coordination Function (DCF). The radio channel itself
is shared among the participating nodes using the contention-based Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) MAC scheme, with optional RTS/CTS flow
control for point-to-point connections.

Over the years, the standard saw many amendments, mostly providing improved PHY speci-
fications that allowed higher data rates - such as 1999’s 11b amendment that allowed that data

13



2.2. Wireless Communication Technologies

rates of up to 11 Mbit/s in the 2.4 GHz ISM band and, widely adopted by equipment manu-
facturers and customers, made the standard a commercial success. At the same time, the 11a
amendment — not so well known in Europe as it was originally not admitted due to frequency
band licensing issues — even allowed data rates of up to 54 Mbit/s in the 5 GHz U-NII band,
using the novel Orthogonal Frequency Division Multiplex (OFDM) modulation scheme. The
OFDM modulation and coding scheme used in 11a was later adopted in 2003 for the 2.4 GHz
band under the 11g revision. The latest addition to the standard was the 11n amendment,
approved in 2009, that introduced MIMO techniques and specifies channel bandwidths up to
40 MHz, allowing for data rates of up to 600 Mbit/s.

Apart of the constant increase in available data rate, the 11e amendment provided the basis
for differentiated prioritization of individual services and thus a fundament for the realiza-
tion of QoS over 802.11-based wireless networks. The WiFi-Alliance, founded by equipment
manufacturers, certified compliant devices and coined the term Wireless Multimedia Extensions
(WME) or Wi-Fi Multimedia (WMM) for QoS-enabled equipment. With a clear emphasis on
the support of wireless multimedia applications, 11e offered the possibility to assign four
different traffic classes to each packet, effectively altering the time before channel access is
granted (the so-called Contention Window (CW)) through a modified coordination function,
the EDCA. The actual effect of prioritization, however, strongly depends on a careful choice of
traffic classes for individual applications, and an incorrect assignment can result in significant
performance degradation.

Due to the complex, non-deterministic, contention-based MAC scheme and its dependency on
a large number of parameters, determining an expected throughput or packet loss probability
is not trivial and only statistical measures can be derived; several publications exist that cover
the topic through analysis and simulation. It is worth noting that even if the 11e QoS extension
is implemented, it is not possible to guarantee a certain service level (see also Chapter 4).

However, 802.11a/b/g/n+e is the only readily-available standard today, with low prices for
high-quality equipment. Its specific properties have been studied by many researchers and it
has been (and still is) implemented in almost all V2V scenarios. In the context of the “Cogni-
tive Automobiles” research project, we have specified and successfully used 802.11a/g+e as
the communication basis for tested cooperative applications.

2.2.2. IEEE 802.11p and the WAVE DSRC Stack

Due to several shortcomings of the IEEE 802.11 standards and the advent of novel applications
for networked vehicles, various new requirements have arisen demanding that the communi-
cations solution is able to:

• support longer ranges of operation (up to 1000 m),

• handle high relative speeds of vehicles (up to 500 km/h),

• cope with extreme multipath environments such as urban scenarios where the wireless
signal experiences many reflections with long delays of up to 5 µs maximum excess,

• operate in a dedicated portion of the frequency spectrum,

• provide multiple overlapping ad-hoc networks with extremely high quality of service,

• tightly support automotive applications and their communication requirements (such as
for instance reliable broadcast).
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Figure 2.4.: The WAVE communication stack.
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Figure 2.5.: The WAVE frequency assignment.

Given these requirements, the IEEE has defined a new standards suite for vehicular networks,
commonly denoted as the Wireless Access in Vehicular Environments (WAVE) standards fam-
ily (Figure 2.4): there are the IEEE 1609 standards that describe multi-channel MAC layer
functionality (IEEE 1609.4 [IEE06a]), security (IEEE 1609.2 [IEE06c]), resource management
(IEEE 1609.1 [IEE06b]), as well as addressing and routing (IEEE 1609.3 [IEE07b]). These stan-
dards have been designed to be implemented in conjunction with the IEEE 802.11p physical
layer standard [IEE10], that basically consists of an 11a radio interface (working in the ded-
icated and licensed 5.9 GHz frequency band) complemented with slightly adapted 11e QoS
extensions. Note that in contrast to the existing WLAN standards, the DSRC standards define
a complete protocol stack.

To ensure that vehicular communications are not disturbed by other wireless appliances, the
FCC in the U.S. allocated 75 MHz of dedicated, licensed spectrum in the 5.9 GHz band in Oc-
tober 1999. In August 2008, ETSI accepted C2CCC’s proposal and assigned 50 MHz of licensed
spectrum to vehicular communications. The frequency assignments, along with power limits
and channel types, are depicted in Figure 2.5.
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Although the WAVE standards and 11p are specifically targeted at vehicular applications,
some criticism has arisen that the proposed solution is not able to cope with requirements
typical to vehicular applications. Quite early, [Eic07] argued that the EDCA introduced in 11p
through 11e is not sufficient to guarantee QoS. Specifically, the parameter set used for prior-
itization leads to a complete squeeze-out of lower-priority messages as the number of high-
priority messages increases, which presents a critical issue especially in scenarios with high
node densities. The author suggests that only a very careful assignment of messages to prior-
ities (at design time) can avoid this effect. In [WCL+08], the authors point out that the chan-
nel switching scheme used by the WAVE standard, which requires switching to the control
channel every 100 ms, causes additional unnecessary overhead as data frames are transmitted
without specific alignment. They denoted this effect meaningfully as “bandwidth wastage”
problem.

The authors in [BUSB09] argue that 11p is not able to support real-time applications. The
decisive issue — inherent to all the 802.11 standards — is that the employed MAC protocol
can cause unbounded delays, which practically makes it impossible to guarantee adherence to
message deadlines. The authors conclude that using a deterministic MAC protocol that pro-
vides for finite channel access delays in inevitable for the realization of safety-critical V2V ap-
plications and suggest that a decentralized, self-organizing TDMA protocol could meet these
requirements.

2.2.3. Cellular Networks

Using cellular networks has little been discussed in the literature, mostly with a focus on
V2I applications. While their consideration in this scope may be sensible (see, for instance,
[BVP+10]), these technologies do not qualify well as candidates for V2V communication. The
main issue here is that the information about spatial proximity of vehicles, which is inherently
available to short-range communication systems as the ones presented above and an impor-
tant prerequisite for cooperative applications, is not directly available in cellular networks
without additional technology.

As of today, the round-trip delays experienced in cellular HSPA networks can be expected
around 100 ms [Rys09], not including processing and routing overhead at the base station. The
authors of [SGSSA08] present a unified V2V and V2I system based on a peer-to-peer approach
that creates a location-based group communications infrastructure and have evaluated the de-
lays experienced over a UMTS network at around 850 ms. This delay may be short enough for
warning messages, but could pose significant restrictions on other cooperative applications.

The introduction of LTE can be expected to further bring down the experienced delays and
their eligibility should be re-evaluated when these technologies become available. Another
drawback of cellular networks, however, is the fact that their coverage is usually limited and
that their availability is rather limited, especially in rural environments. Furthermore, while
the density of installed base stations in cities may be sufficient to cope with the additional
data traffic caused by vehicular applications, the network capacity in weakly equipped envi-
ronments may be quickly exhausted. Additionally, it is very hard to forecast the development
of other applications that impose additional load on these networks: for instance, the installed
capacity of UMTS networks was expected sufficient before smart phones were introduced that
nowadays utilize most of the network capacity and even overload the networks intermittently.
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Is is questionable whether the providers would like to see their networks become congested
by vehicular applications.

2.2.4. Other Technologies

Over the time, a variety of alternative technologies have been suggested for deployment
in vehicular networks. In [LHSR01], the authors suggest an adapted UTRA-TDD Physical
Layer (PHY) and MAC mechanism and argue that the time-division properties of the prop-
erties allow for relatively simple QoS provisioning. The suitability of Bluetooth for V2V net-
works has been discussed in great detail in [SD05]. Also, ultra-wideband (UWB) and ZigBee
technologies have been suggested for vehicular networks [NHB05]. However, none of the
technologies have actually gained any significance and shall therefore not be discussed here.

Relatively new approaches geared towards directed point-to-point connections between ve-
hicles comprise free-space optical technologies [AL10] and data transmission using OFDM
modulated radar [SZW09] (which can be expected to be available in a wide range of future ve-
hicles). Solutions geared towards wide-area information dissemination into vehicles through
unidirectional broadcast (traffic information, etc.) have been discussed being based on tech-
nologies such as DRM, RDS, and DVB (see [BVP+10]).

While the former technologies are potential candidates for the cooperative applications pre-
sented above (and their performance may actually be studied using the presented methods),
the latter are very specialized and applicable mostly to point-to-point and wide-area broad-
cast. The reader shall be referred to the references for further information.

2.3. Conclusion

In this section, we have classified cooperative applications into the two main categories: coop-
erative perception and cooperative behavior. We have discussed exemplary applications and
their requirements. In the second part, contemporary and readily available communication
technologies are presented and their adequacy for cooperative vehicles has been discussed.

For obvious reasons, we do not give any recommendations regarding the choice of a specific
communication technology here, as the requirements of actually deployed applications may
vary greatly and this choice has to be made with respect to these requirements. In the next
chapters, we will present analytical tools that can be used to analyze communication tech-
nologies, given an application and a deployment scenario, and that are ultimately to support
this choice.

We have argued above that, when designing cooperative applications, it is absolutely crucial
that:

• applications are built in a way that allows them to scale and adapt to a varying commu-
nication situation,

• applications cope with inherent and unavoidable shortcomings of the wireless medium,
especially connections breaking down unexpectedly (have a plan “B” ready).
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3. Connectivity in Vehicular Ad-Hoc Networks

This chapter studies the implications of the specific mobility of vehicles traveling on streets on
the networking aspects of wireless vehicular ad-hoc networks.

We will first elaborate on the fundamental interdependence of nodes’ spatial proximity and
the probability that these nodes can exchange messages through means of wireless transmis-
sion, commonly termed as “connectivity”. We present and discuss several channel models,
which can be ultimately interpreted as the tie between spatial properties of the network and
consequent connection probability. These spatial properties of wireless vehicular networks are
evidently determined by the physical properties of vehicular traffic flow. As such, we intro-
duce and discuss various parameters of (vehicular) traffic modeling, which — in conjunction
with appropriate channel models — constitutes the basis for subsequent analysis.

On the basis of the derived framework that integrates channel and mobility models, we shall
analyze fundamental properties of connectivity in vehicular networks. As a first step, we
make the connection between the node degree (i.e. the number of communication partners)
and the distance distribution of vehicles. Then, we investigate the distribution of connection
times as a result of the velocity distribution of vehicles. Finally, we combine the node de-
gree and the connection times and obtain the rate at which the connections between vehicles
change as a measure of the dynamic of vehicular networks. We derive all necessary formu-
las that characterize network properties, introduce representative scenarios and discuss the
results on their basis.

The main contribution of this chapter is a comprehensive mathematical formulation of num-
ber of relevant factors that determine the static and dynamic connectivity of a vehicular net-
work. All results in this chapter are abstract of the radio technology used to actually form the
network; instead, they are universally valid theoretical considerations and reasonings about
connectivity that contribute to the state of art as a guideline to the design of a physical layer
in vehicular networks. Furthermore, these considerations form the basis for the development
of dedicated teletraffic engineering mechanisms in the next chapter. Some of the material in
this chapter has been published in [NE08, Nag10b].

To avoid ambiguity, the term “traffic” in this chapter refers to the movement and interaction
of vehicles on roads.

3.1. Related Work

Connectivity in MANETs and one-dimensional networks has been thoroughly studied through
simulation and analysis [MA06, DTH02]. The main part of these contributions address the
problem of connectivity in the context of static networks and are thus more applicable to sen-
sor networks. The impact of mobility and the consequences for connectivity is extensively
studied in [Bet04], but the studied mobility models are not applicable to vehicular ad-hoc net-
works as they are not capable of reflecting the specific properties of vehicular traffic flows. Fur-
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Figure 3.1.: The fundamental relations between number of vehicles, distance, and time in
terms of traffic flow theory (outer text) and networking parameters (inner text).

thermore, the studied models are geared towards the analysis of (spatially) two-dimensional
networks, whereas vehicular networks are usually modeled in one dimension.

The effect of traffic parameters such as density, velocities and transmission range on connec-
tivity is studied in [ARP04, APR05] through simulation. Link lifetimes have been studied
in [Wan04]. An interesting approach is outlined in [YAEAF08], studying the impact of speed
distribution and traffic flow on connectivity and connectivity distance. However, there is no
model that analytically and comprehensively addresses all three aspects of connectivity, node
degree, communication duration and topology change rates in the context of the different
traffic density regimes, free-flow and congestion.

Other related work will be addressed in the appropriate places throughout the chapter.

3.2. Channel Models

In communication networks, we denote two network nodes as connected if a means of data
transportation exists between them so that these nodes can exchange messages. In wireless
(i.e. radio) networks, the signal Pr at the receiving node is required to exceed a certain thresh-
old Ps (called the receiver sensitivity) so that the transmitted message can successfully be
detected and decoded. In other words, two nodes are connected if, at the receiver, Pr ≥ Ps
holds true1.

We assume that both nodes use isotropic antennas and let Pt denote the transmitted power.
The attenuation β (in dB)2 of the signal between the transmitting and the receiving node is

1Note that the receiver sensitivity is a function of the data rate and the channel bandwidth. For instance, the
802.11 standard [IEE07a] requires a minimum sensitivity of -82 dBm (≈ 6.3 pW) at a data rate of 6 Mbit/s over
a 20 MHz channel.

2Instead of linear dimensions, we will — unless denoted otherwise — use the logarithmic unit dB throughout
this thesis. When necessary, we will superscript variables with (dB) or (lin) to avoid ambiguity.
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then given by:

β(dB) = 10 log10

(
P (lin)
t

P (lin)
r

)
= 10 log10

(
P (lin)
t

)
− 10 log10

(
P (lin)
r

)
(3.1)

= P (dB)
t − P (dB)

r (3.2)

Attenuation is a result of the propagation of the electromagnetic wave through space and the
associated physical effects that reduce the power density of the wave. It is therefore a function
of both the environment and the positions of the transmitter xa(t) and a receiver xb(t) therein.

In the literature, a variety of channel models exists which — to a certain extent — describe one
or more aspects of this relation (Figure 3.2); a very good and comprehensive survey of propa-
gation models can be found in [SJK+03]. Beside the (commonly used) statistical channel mod-
els, ray-tracing methods [Mau05] have become popular over the last years as a consequence
of increased computational power. Ray-tracing can give extremely realistic results; however,
very good knowledge and precise modeling of the environment is required, a prerequisite that
cannot always be taken for granted. A very thorough survey on V2V propagation channels,
especially measured characteristics and parameters, can be found in [MTKM09].

We denote the maximum possible attenuation βmax as the margin between transmitted power
Pt and the receiver sensitivity Ps (Equation (3.2)):

βmax = Pt − Ps (3.3)
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In the following, we will discuss formulas for the probability that two nodes A and B placed
at distinct positions xa and xb are connected, i.e. the probability that the attenuation between
the nodes is below βmax, and formulate the channel model as a function of nodes’ physical
positions:

χ(xa,xb) =̂ P (β(xa,xb) ≤ βmax) (3.4)

More precisely, let us define χ(xa,xb) to be the probability that node A can transmit messages
to node B. If the channel is reciprocal,

χ(xa,xb) = χ(xb,xa) (3.5)

3.2.1. Path Loss

The most obvious effect of attenuation is a result of the expansion of the wave front in space,
resembling the shape of a growing sphere. This effect is generally denoted as path loss, relating
attenuation to the distance d = ‖xa − xb‖ between transmitter and receiver.

Friis Path Loss

The simplest form of path loss can be given for a free-space environment in which the wave
can expand freely in all three dimensions. It has been originally proposed [Fri46] that the
received power decays quadratically with the distance d:

βf (d) = 20 log10

4πd

λ
(3.6)

The parameter λ represents the wavelength. Note however that Equation (3.6) is only valid
for distances d in the far-field of the transmitting antenna and is related to the largest linear
dimension of the antenna aperture D:

d
!
� 2D2

λ
∨ d

!
� D ∨ d

!
� λ (3.7)

Log-Distance Path Loss

To account for environments in which parts of the wave front are reflected or absorbed, Equa-
tion (3.6) has been extended through the introduction of the path loss exponent α:

βp(d) = βr(d0) + 10α log10

d

d0
(3.8)

= 20 log10

4πd0

λ
+ 10α log10

d

d0
(3.9)

Equation (3.6) and Equation (3.9) are homologous for α = 2. In environments in which parts
of the wave front are reflected or absorbed, higher values of α are used; for example, urban
environments that include buildings and other obstacles are commonly modeled by letting
α = 3 . . . 6 [Rap96]. On the other hand, tunnels or undercrossings may act as waveguides, so
that α < 2.
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3. Connectivity in Vehicular Ad-Hoc Networks

The distance d0 at which the reference path loss βr(d0) is measured or calculated (using Equa-
tion (3.6)) must obey the far-field constraints of Equation (3.7). It can safely be chosen as
d0 = 1 m for the radio technologies discussed in this thesis.

We can now determine the distance r for the maximum possible attenuation βmax so that the
received signal is just greater or equal to the receiver sensitivity (Equation (3.3)). This distance
is commonly denoted as the radio range:

r = d0

((
λ

4πd0

)2

100.1βmax

)1/α

(3.10)

For the log-distance path loss model, r is independent of the actual positions of transmitter
and receiver and thus the radius of a disc-shaped area centered at the transmitter. The proba-
bility that two nodes at xa and xb are connected is thus

χ(xa,xb) =

{
1 if ‖xa − xb‖ ≤ r
0 otherwise

(3.11)

Dual-Slope Path Loss

In [NE08], we have proposed the application of a dual slope model for the computation of
more realistic path loss. It is based on the consideration of static objects (such as buildings) in
the environment whose properties (position, shape, etc.) are known: given the positions of the
transmitter and the receiver, as well as the position of objects, we can determine the segment
dl ≤ d that the wave travels without hitting an object, i.e. the Line-Of-Sight (LOS) distance.
The segment dn = d− dl is assumed to be Non-Line-Of-Sight (NLOS). The path loss exponent
αl is used for computing the path loss on dl, while αn is used for the path loss on dn (hence
the term dual slope):

βp(d) = 20 log10

4πd0

λ
+ 10αl log10

dl
d0

+ 10αn log10

d

dl
(3.12)

The dual slope model has originally been proposed to model attenuation in cellular systems
(900 MHz up to 1900 MHz) and is predominantly used in this context [FBR+94], although its
applicability has been demonstrated for other areas, such as ultra-wideband (UWB) [CWM02,
DAA+04]. Various methods for the prediction of the breakpoint distance (dl) are investigated
in [PWR99]. Chia et al. [CS92], however, related the dual-slope breakpoint distance to “the ap-
proximate distance at which the LOS path is lost” and showed that the dual-slope model per-
formed significantly better in urban and highway scenarios than the single-slope log-distance
model. Recent studies [CHBS08b] have shown that vehicle-to-vehicle channels can be success-
fully modeled by the dual slope model.

The radio range r(dl) is a function of the length dl of the LOS segment. It is therefore not
necessarily disc-shaped, but depends on the properties of the static objects surrounding the
transmitter:

r(dl) = dl

((
λ

4πd0

)2(d0

dl

)αl
100.1βmax

)1/αn

(3.13)
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Figure 3.3.: Attenuation for Log-Distance (non-obstructed part) and Dual-Slope path loss
models (αl = 2, αn = 3). The obstacle (grey box) significantly influences the
attenuation.

The probability that two nodes at xa and xb are connected is thus (with dl as the distance
between the sending node and the closest obstacle along the path from xa to xb):

χ(xa,xb) =

{
1 if ‖xa − xb‖ ≤ r(dl)
0 otherwise

(3.14)

Example

Take a sender transmitting with a power of 20 mW (13 dBm). We assume that, for a data rate of
6 Mbit/s, the receiver has a minimum sensitivity of -82 dBm. Without any further losses, the max-
imum possible attenuation βmax is thus -102 dB. At a frequency of 2.4 GHz (or a wavelength λ of
0.125 m) and free space conditions, the radio range r amounts to≈ 1250 m. For a path loss exponent
α of 3, the radio range r is only ≈ 115 m (according to Equation (3.10)).

In another scenario, the wave first propagates under free-space conditions dl for 30 m, then hits
an object that has a path loss exponent of 3. The maximum distance dmax(dl) is then ≈ 360 m
(Equation (3.13)). Notice (in Figure 3.4) how, at a distance of 30 m, the slope of the received power
changes with the path loss exponent.
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3.2.2. Large-Scale (Shadow) Fading

Realistic environments contain a number of dynamic and static objects (such as vehicles,
pedestrians, etc.) whose properties (position, shape, etc.) are unknown. Consequently, re-
ceivers placed at different positions but at a constant distance to the receiver experience differ-
ent attenuation β(x). Also, due to movement of objects in the environment, a receiver placed
at a constant position experiences an attenuation varying over time β(t). To account for these
effects, the additional stochastic parameter βs is introduced:

βps(d) = βp(d) + βs (3.15)

The log-normal shadowing [GW98] model assumes that the propagating wave experiences
numerous attenuation effects along its path. Mathematically, their contribution to the attenu-
ation is multiplicative — or, in the logarithmic domain, additive. Under the assumption that
the attenuation effects are uncorrelated, the central limit theorem states that the sum of their
logarithms is normally distributed3 with variance σ2:

fβs(βs) =
1√
2πσ

exp

(
− β2

s

2σ2

)
(3.16)

The probability that two nodes at xa and xb are connected is thus determined by the probabil-
ity that βs ≤ βmax − βp(d) (i.e. the margin between the attenuation caused by path loss and

3. . . or, in the non-logarithmic domain, log-normally distributed; hence termed log-normal shadowing.
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the maximum possible attenuation)4:

χ(xa,xb) =

∫ βmax−βp(‖xa−xb‖

−∞
fβs(βs)dβs (3.17)

=
1

2
+

1

2
erf

(
βmax − βp(‖xa − xb‖)√

2σ

)
(3.18)

Note that at the border of the radio range r (βmax = βp(r)), the probability that βs ≤ 0 is
0.5. As a consequence, the previously well-defined borderline of the radio range should —
under shadow fading conditions — rather be regarded as a set of borderlines, with individual
connection probabilities.

Example

In the previous example, we have calculated a radio range r of 115 m for a path loss exponent of
3. According to Equation (3.18), this is the border of the area in which the connection probability is
at least 0.5. Assume that the standard deviation of the shadow fading process σ is 8 dB. We wish
to determine the radius of the area in which the connection probability is greater than 0.95. The
shadow fading must then be:

βs ≤
√

2σ · erf−1 (1− 2 ·χ(xa,xb)) (3.19)

i.e. βs ≤ -13.16 dB. The equivalent radio range r0.95 can thus be determined through Equation (3.10):

r0.95 = r(102 dB− 13.16 dB) ≈ 42 m (3.20)

3.2.3. Small-Scale (Multipath) Fading

Multipath propagation occurs if objects in the environment reflect, diffract or scatter the prop-
agating wave. The distances covered by the individual propagation paths have different
lengths, therefore their phase at the receiver is not equal so that interference — and, as a
consequence, attenuation — occurs. The sum of the individual paths changes significantly if
the receiver moves by very small distances (one-half the wavelength).

Due to the delays τ caused by the individual path lengths, inter-symbol interference may oc-
cur. ISI’s frequency domain dual, the coherence bandwidth BC (as a function of the rms delay
spread στ ) is defined as the bandwidth over which the frequency correlation (i.e., the band-
width over which all spectral components have equal gain and linear phase) is above a certain
threshold. The channel is frequency-flat if the symbol duration Ts > στ and the transmission’s
bandwidth BS < BC . Otherwise, the channel is called frequency-selective.

Moving terminals experience Doppler shift on the various propagation paths, depending on
their direction of movement. The sum of the shifts results in a widening of the signals spec-
trum, commonly denoted as Doppler spread BD. Its time domain dual, denoted as coherence
time TC , is a measure of the time period in which the channels fading intensity is almost con-
stant. It is usually utilized to distinguish between slow and fast fading: if the symbol duration
TS < Tc and the transmission’s bandwidth BS > BD, the fading is called slow. Otherwise, the
fading is called fast.

4erf denotes the error function, defined as erf(x) = 2√
π

∫ x
0

e−t
2

dt.
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3. Connectivity in Vehicular Ad-Hoc Networks

Recent channel measurement campaigns in both the 2.4 GHz [ATI04] and 5 GHz [MFW02,
MSXY05, PKC+07] ISM bands as well as in the dedicated 5.9 GHz [CHBS08a, CHC+08] DSRC
band have revealed maximum Root Mean Square (RMS) delay spreads of less than 1 µs and
medium RMS delay spreads around 0.1 µs. These delay spreads correspond to propagation
path length deviations of 300 m and 30 m, respectively, and appear reasonable in vehicle-
to-vehicle communication scenarios. Under the requirement that the frequency correlation
is above 0.5, the resulting coherence bandwidth BC is between 200 kHz and 2 MHz. The
IEEE 802.11 standard’s OFDM PHY specification for 10 MHz channels, as used in the 802.11p
vehicle-to-vehicle amendment, dictates sub-carriers bandwidths of 156.25 kHz, therefore the
channel can be considered frequency-flat for these radios.

The Doppler shift fm is determined from the relative velocity v between transmitter and
receiver and the wavelength used for the transmission. Considering PHY operation in the
5.9 GHz DSRC band and vehicles moving with a relative velocity of v = 30 m/s, the doppler
spread BD is 590 Hz and the coherence time for a required frequency correlation of 0.5 is
TC ≈ 1 ms. With a symbol duration of 8 µs, we can transmit up to ≈ 125 symbols — or 375 B
in the 3 Mbit/s data rate mode — under the condition that the channel fades slowly during
the transmission.

Rice, Rayleigh and Gaussian Fading

The amplitude envelope x of a received frequency-flat fading signal in a multipath environ-
ment is commonly modeled by the Ricean distribution5:

fX(x) =
x

σ2
exp

(
−x

2 + ν2

2σ2

)
I0

(xν
σ2

)
(3.21)

The local-mean of scattered power is denoted as σ2 and the dominant, non-fading compo-
nent’s power is identified as 1

2ν
2. The ratio of the dominant component’s power to scattered

power is called Rician K-Factor, K = ν2

2σ2 . The distribution of the attenuation βf can be derived
from the amplitude distribution as a non-central chi-square distribution with two degrees of
freedom and non-centrality parameter ν2.

In a scenario with weak or non-existent LOS path (small or zero ν), the distribution becomes
Rayleigh [Rap96]. In case of a dominant, very strong LOS path, the distribution becomes
Gaussian [AS64, GW98].

Nakagami Fading

Unfortunately, usage of Equation (3.21) is mathematically cumbersome, especially due to the
necessary evaluation of the Bessel function. Due to good fit to empirical results, several au-
thors have suggested to use the Nakagami m-distribution [Nak60] for modeling fading chan-
nels [TJM+04, MSX06, CHS+07]. The amplitude envelope is parameterized by a shape param-
eter m that represents the fading intensity (which is dependent on the environment and the
distance to the sender) and a spread parameter Ω (the average received power at a specific

5I0(x) denotes the Bessel function of the first kind with zeroth order, defined as I0(x) =
∑∞
m=0

1
m!Γ(m+1)

(
x
2

)2m.
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distance). Its distribution is given by6:

fX(x,m,Ω) =
2mm

Γ(m)Ωm
x2m−1 exp

(
−m

Ω
x2
)

(3.22)

The Nakagami model is a generalization of the Rayleigh model and is equivalent to Equa-
tion (3.21) (ν = 0) ifm = 1. Due to its analytical simplicity it is also widely used as an approxi-
mation for Ricean fading channels. Although both fading models behave almost equivalently
near their mean value, some authors argue that Nakagami’s practical utility appears question-
able [Ste87] because it does not provide a good approximation in the near-zero region — i.e.
a model’s deep fade behavior — which is crucial for the analysis of outage probabilities: the
Nakagami model yields excessively optimistic deep fade probabilities.

Influence on Connectivity

The actual influence of small-scale fading effects in vehicular networks is strongly depen-
dent on the environment. In a highway scenarios with low vehicle density, we will mostly
find LOS conditions between the transmitter and receiving nodes; a scenario in which the
received signal’s LOS power can be expected to be much stronger than the scattered power
(large Ricean K) thus rendering the influence of small-scale fading negligible. As the vehicle
density increases, the scattered power may become stronger due to reflections on other vehi-
cles. Depending on the speed of movement of one or more nodes involved in a transmission,
the attenuation of the signal due to small-scale fading changes very quickly. The intensity of
the fluctuations may also be very strong, and fluctuation of several tens of dB are likely to
be seen. Two paths of equal power may even interfere complete destructive, giving a zero
amplitude at the receiver.

Fortunately, modern receivers can resort to advanced techniques that help mitigate these un-
wanted effects: OFDM modulation uses several carriers that are spaced densely, yet suffi-
ciently far apart to experience independent fading (frequency diversity). If only some carriers
are impacted, only some of the bits in the received bitstream will be defective; using an ap-
propriate channel coding scheme may help to correct the errors. Spatial diversity, i.e., several
antennas spaced at least half a wavelength apart, is widely employed: if the signal under-
goes a deep fade at one antenna, it may still be strong enough at another. If the signals from
the antennas are brought together effectively, for instance through Maximal Ratio Combin-
ing [Kah54, Cox83], fading can be compensated for.

From a connectivity point-of-view, the influence of small-scale fading needs further discus-
sion. While the positive effect of large-scale fading on connectivity has been demonstrated by
several authors [BH05, Mio08], recent work [ZDJ08] has shown that while small-scale fading
reduces local connectivity, beneficial influences on global connectivity are revealed at the same
time.

In our opinion, connectivity reflects the ability to exchange messages between involved nodes
for a period of time longer than that of a potential drop-out due to small-scale fading, i.e., a
period longer than the coherence time. In contrast to large-scale fading, which does directly
determine connectivity, small-scale fading is rather a statistical factor that reflects the prob-
ability that despite the fact that two nodes are actually connected, the link between them is

6Γ(x) denotes the Gamma function, defined as Γ(x) = (x− 1)!, x ∈ Z.
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3. Connectivity in Vehicular Ad-Hoc Networks

not available for a very short time. If relevant, this drop-out probability can be determined,
depending on various parameters, and accounted for at design time. The simulations and
analyses in this thesis, however, will not consider small-scale fading effects.

3.2.4. Vehicular Channel Models in the Literature

In the context of V2V communications, there is not yet [PKC+09] a widely accepted channel
model. A common approach for characterizing a channel is to work out a theoretical channel
model and then validate it against some appropriate measurements. Channel models are usu-
ally classified into stochastic and deterministic channel models, where deterministic channel
models use ray tracing and similar techniques based on topological information about the en-
vironment in order to resolve the Multi-Path Component (MPC) and derive a precise channel
characterization for a specific realization. Stochastic channel models, on the contrary, try to
depict the statistics of the propagation channel in a more general sense that is not so much fo-
cussed on a particular situation. An intermittent approach is taken by geometry based channel
models (as presented in [CBS09]) that do use ray tracing; however, instead of using realistic
modeling the calculations are based upon randomly placed objects. This section gives an
overview of current work and may be a good starting point for the reader.

A large amount of research has been dedicated to the wireless channel in cellular networks.
However, looking at the specifics of a vehicular channel, especially in the V2V case it soon
becomes clear that its characteristics differ significantly from those of a cellular channel. On
the one hand, antennas of both sender and receiver are mounted close to the ground in V2V
communications, where with cellular systems usually one of them is mounted high above.
This tremendously influences the propagation path of the signals and thus the channel char-
acteristics in terms of diffraction and reflection. On the other hand, communications between
vehicles commonly use the 5.9 GHz band which behaves significantly different than the 700-
2100 MHz signals used in cellular systems in terms of attenuation and diffraction. Most im-
portantly though, sender and receiver are moving at relatively high speeds in V2V scenarios,
which invalidates the assumption of stationarity of the channel characteristics that is com-
monplace in channel models of cellular systems. That refers not only to a changing impulse
response but also to a change of its statistical properties (fading distribution, PDP and Doppler
spectrum) [MTKM09]. According to [MFSW04], Doppler shift and Doppler spread character-
ize the time-variant behavior of the V2V channel mostly due to movement of the communi-
cating vehicles and the adjacent vehicles.

In [MSX06], the authors describe a statistical V2V channel model that is restricted to small
scale fading. It uses a tapped delay line model, each tap representing a multi path compo-
nents received with a certain delay. Each tap has an on/off switching process modeled by
a first order Markov chain allowing for persistence parameterization. In general, taps with
longer delays have less probability of being on due to their lower energy. Tap amplitudes are
modeled using the Weibull distribution where different parameters are proposed for different
taps, based on some measurements. The authors differentiate between different scenarios, in
some of which the Weibull parameters are “worse than Rayleigh” (β < 2), a phenomenon that
is often called severe fading.

Maurer et al. present a geometry based IVC channel model in [MFSW04]. They first try to
model the dynamic road traffic and the environment adjacent to the road and then try to eval-
uate multi-path wave propagation through means of ray tracing. The road traffic model is
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based on the so called Wiedemann model and uses results from the authors previous works.
As it seems very difficult to obtain real data with the necessary level of detail and the cover-
age, a stochastic model is utilized in order to place objects in the surroundings of the road.
Different morphographic classes are defined for urban, suburban and highway scenarios that
are assigned specific probabilities for different types of objects (trees, buildings, cars, bridges,
traffic signs, etc.). Multi-path components are represented by rays, each of which can experi-
ence several propagation phenomena like diffraction or reflection. By calculating consecutive
snapshots, a time-series of channel impulse responses can be obtained that classifies the chan-
nel for the current surrounding. The authors present measurements that validate the channel
model with a standard deviation of less than 3 dB in both LOS and NLOS scenarios.

[PKC+09] presents some measurements of V2V propagation in suburban driving conditions
using Global Positioning System (GPS) receivers. The authors on the one hand derive both a
single slope and a dual slope path loss model from their results where the better dual slope
model achieves deviations between 2.6 and 5.6 dB compared to the measured path loss. How-
ever, they find that received power is significantly less if no LOS propagation is possible.
Fading on the other hand is modeled using a Nakagami distribution with variable parame-
ters as already proposed in other works. While the distribution is Rician β > 2 as long as a
LOS component is present, it turns out that fading can be “worse than Rayleigh” β < 2 once
the LOS connection is lost intermittently at large distances between transmitter and receiver.
Furthermore, the authors propose that the Doppler spread is dependent on the effective speed
and the distance between transmitter and receiver. The dependance on distance is explained
by the increasing number of scatterers at larger distances. Using this dependence, the authors
present the speed-separation diagram that can help predict the expected Doppler spread and
thus small scale fading characteristics at a certain distance.

In [MTKM09], the authors provide a survey on V2V channel models and measurements based
on a variety of previous works on the subjects, some of which have already been discussed
here. We recommend this paper as an introductory reading on the subject as it introduces im-
portant factors for channel characterization and includes a table that summarizes important
parameters gathered from multiple measurement campaigns. Important aspects like envi-
ronment characterization and antenna placements are also discussed that we omit here. One
important result from the evaluated measurements is that at least path loss coefficients in V2V
communication channels are rather similar to well-known cellular systems as long as a LOS
connection is given. In terms of small-scale fading and Doppler spread, the results go along-
side those presented in [PKC+09]. The authors finally conclude that the amount of comparable
measurements carried out on V2V channels is too insignificant in order to allow the formu-
lation of a channel model that resembles the real-world V2V channel and important aspects
such as antenna placement and shadowing by adjacent vehicles have not yet been sufficiently
explored.

3.3. Spatial Node Distribution and Mobility Models

In the previous section, we have described how channel models relate the physical positions of
communicating nodes to their connectivity. If we wish to analyze the connectivity properties
of a system of communicating nodes, we also need to model how the nodes are placed on
the playground and how their positions change over time. Generally, one can classify these
so-called mobility models in microscopic and macroscopic models.
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Figure 3.5.: Position x = (x, y)T and velocity v as descriptive states of two communicating
nodes a and b.

Microscopic models describe the state, i.e., position x, velocity v and possibly the acceleration
a of mobile nodes (users, vehicles, etc., see Figure 3.5) as functions of time7 and/or previous
state(s) of the node (and possibly also of other nodes, if node interaction is accounted for):

(xn,vn,an) = f(n,xn−1,vn−1,an−1, . . .), n ∈ N (3.23)

A complete description encompasses not only f(. . .), but also a (presumably random) initial
node state (x0,v0,a0). Using a simulator, the spatial positions of moving nodes can then be
evaluated for each time step.

Macroscopic models describe the node states through their stochastic properties, such as prob-
ability distributions and related identifying properties. If stochastic properties of a network
related to mobility shall be studied, using macroscopic models is mathematically more con-
venient. In some cases it is possible to directly deduce a macroscopic representation from a
model’s microscopic description, however the effort to do so analytically may be much greater
than to simulate a model and then find a stochastic approximation of the simulation results.
In the course of this chapter, we will use macroscopic models for the analytical derivation of
relevant network parameters.

3.3.1. The Random Direction Model

The Random Direction (RD) mobility model has first been described in [Gue87] and thor-
oughly studied in [Bet04]. Nodes are initially placed randomly and uniformly on the play-
ground A. For M movement phases of negative-exponentially distributed duration tm, the
associated movement vector’s (vm) direction is chosen uniformly γ ∈ [0 . . . 2π], with a velocity

7in this context, discrete time n. Of course, time-continuous notation is also possible. The wide-spread use of
time-discrete simulators, however, spawns discrete notations.
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Figure 3.6.: Border strategies for random direction mobility.

of v8. During a phase m, where
∑m−1

i=0 ti < n ≤
∑m

i=0 ti, the law of movement is:

xn = xn−1 + vm

If the playground A is bounded, the number of nodes on A decreases as time advances and
nodes move out of the playground. Therefore, a border behavior needs to be carefully de-
fined. To conserve a uniform node distribution, two schemes have proven adequate: Using
the “wrap-around” approach (Figure 3.6(a)), nodes that hit the boundary of the playground
are mirrored to the opposite boundary and continue their movement from the new position.
The “bounce-back” solution (Figure 3.6(b)) horizontally and/or vertically mirrors the velocity
vector of a respective node as that node hits the boundary. It can be shown that the resulting
steady state Probability Density Functions (PDFs) for node positions x and velocities v are:

fX0
(x0) =

{ 1
|A| if x0 ∈ A
0 otherwise

∀m : fVm
(vm) =

{
1

2π if |vm| = v
0 otherwise

The RD mobility model is a generalization of the Random Waypoint (RWP) model (first de-
scribed in [JM96] and thoroughly studied in [BHPC02]): instead of randomly choosing a di-
rection vector at the end of a movement phase, a new random waypoint on the playground is
chosen and the velocity vector is adjusted accordingly so that the waypoint is reached within
in the next period of movement. Despite its popularity in ad-hoc networks research, RWP has
been shown to yield a spatial node distribution that concentrates nodes in the middle of the
playground. Even worse, it can be shown that — without further precautions — the average
node velocity decreases over time.

3.3.2. Vehicular Mobility Models

The random direction model can be used to model the mobility of nodes that can move freely
on a two-dimensional playground, for instance on an (idealized) parking lot or in open-area

8Note that there are modified versions of the random direction model that choose v according to a distribution
function. Also, some implementations support pause times during which the velocity v = 0.
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off-road scenarios. Usually, however, vehicles are bound to driving on one-dimensional roads
and to preventing collisions with obstacles, especially other cars. This chapter is devoted to
the macroscopic study of traffic flow properties. For a comprehensive survey of vehicular
mobility models, we recommend [HFB09] for reading. Regarding microscopic models, cellu-
lar automata have been studied in [Wol99] and the Intelligent Driver Model was introduced
in [THH00]. A joint discussion of micro- and macroscopic simulation results can be found
in [HHST02].

Density, Velocity, and Flow

From a macroscopic point of view, the flow of traffic along the lanes of a street can be modeled
as a flow of (interacting) particles along a one-dimensional structure. Let the density of vehicles
(number of vehicles per lane unit) on a lane i at position x and time t be ρi(x, t). The sum of
the individual lane densities on a road with I lanes is called the total density ρt(x, t), their
arithmetic average is denoted as the average density of vehicles ρ(x, t):

ρt(x, t) =
∑
i

ρi(x, t) = I · ρ(x, t) (3.24)

ρ(x, t) =
1

I

∑
i

ρi(x, t) =
1

I
· ρt(x, t) (3.25)

Let us assume that vehicles on a lane i travel with a certain velocity vi(x, t). Let us behold a lane
section of length ∆x that is long enough so that it comprises enough vehicles to deduce a good
measure of the density ρi(x, t), but short enough so that the vehicles’ density and velocity is
approximately constant over the segment’s length9. The number of vehicles contained in this
section is thus n = ∆x · ρi(x, t). Let all vehicles of the segment pass by an observer at a fixed
position beneath the lane within the time interval ∆t = ∆x/vi(x, t). The flow of vehicles
Qi(x, t), i.e., the number of vehicles that the observer sees per time interval, is then

Qi(x, t) =
n

∆t
=

∆x · ρi(x, t)
∆t

= ρi(x, t) · vi(x, t) (3.26)

This relation is often denoted as the flow-density relation. The sum of individual lane flows is
called the total flow Qt(x, t), their arithmetic average gives the average flow Q(x, t):

Qt(x, t) =
∑
i

Qi(x, t) = I ·Q(x, t) (3.27)

Q(x, t) =
1

I

∑
i

Qi(x, t) =
1

I
·Qt(x, t) (3.28)

Finally, if we define the average velocity v(x, t) as the arithmetic average of the individual lane
velocities weighted with the relative densities:

v(x, t) =
∑
i

ρi(x, t)

ρt(x, t)
· vi(x, t) (3.29)

we get the rule of hydrodynamic flow:

Q(x, t) = ρ(x, t) · v(x, t) (3.30)
Qt(x, t) = ρt(x, t) · v(x, t) (3.31)

9Both constraints are usually met for ∆x = 100 m.
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Figure 3.7.: Traffic flow continuity in fundamental road scenarios.

Continuity

Again, let us assume that all studied lane segments obey the length constraints mentioned
above. Under the constraint that no vehicles are “lost”and no vehicles are “generated” on
a self-contained homogenous lane segment, it is evident that the density of vehicles on that
segment (Figure 3.7(a)) is constant over time if the flow of vehicles Qin into that segment is
equal to the flow Qout out of the segment. If the inflow is greater than the outflow, the density
increases, otherwise the density decreases. Consequently and in analogy to the continuity
equation known from fluid dynamics, we can state that the density of vehicles increases over
time if the flow decreases over the segment’s length:10

∂ρ

∂t
+
∂Q

∂x
= 0 (3.32)

Let us assume that the number of lanes I changes on a road segment (Figure 3.7(b)), for in-
stance due to constructional reasons or because of the presence of an obstacle on a lane. This
change is not a discrete incident, but rather a continuous process between two positions x0

and x1 = x0 + l along the road: Usually, a neck is announced by an appropriate road sign (typ-
ically l = 200 m . . . 1000 m). After that sign, drivers start merging from the closing lane to
the remaining lane(s). After a broadening, the new lane is used very quickly, typically within
l = some 100 m.

Let us define the number of lanes as a continuous function over the position along the road,
I(x). Consequently, a value of I(x) = 1.5 indicates that, in case of a neck (i.e., a 2 → 1 lane

10In the following, we shall neglect the spatial and temporal dependency terms (x,t) for the sake of readability.
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transition), half of the vehicles have changed from the closing to the remaining lane at x. In
case of a broadening (i.e., a 1 → 2 lane transition), half of the vehicles have changed to the
new lane at x.

Equation (3.32) is valid both for the average as well as for the total density and flow numbers.
With continuous I(x), we can rewrite Equation (3.32) for ρt(x, t) = I(x)ρ(x, t) (Equation (3.24))
and Qt(x, t) = I(x)Q(x, t) (Equation (3.27)):

∂(I · ρ)

∂t
+
∂(I ·Q)

∂x
= 0

I
∂ρ

∂t
+Q

∂I

∂t
+ I

∂Q

∂t
= 0

∂ρ

∂t
+
∂Q

∂x
= −Q

I

∂I

∂x
(3.33)

The right-hand side term in Equation (3.33) corresponds to a “source” term that represents
the flow either from the closing lane to the remaining lanes or from the lanes available as yet
to the new lane, respectively. Consequently, if I(x) increases (broadening), the source term is
negative and the density decreases and vice versa.

Next, we examine locations where roads join and traffic flows merge or split (Figure 3.7(c)).
Under the assumption that the inflow (Qramp > 0) respectively the outflow (Qramp < 0) is dis-
tributed equally along the length of the ramp l, there is an additional flow gradient φramp(x, t)
in the area of the ramp and Equation (3.32) becomes:

φramp(x, t) =

{
Qramp(t)
I · l if x on ramp

0 otherwise

∂ρ

∂t
+
∂Q

∂x
= φramp(x, t) (3.34)

Finally, putting Equations (3.32), (3.33), and (3.34) together and lettingQ = ρV (Equation (3.30)),
we get:

∂ρ

∂t
+
∂Q

∂x
= −Q

I

∂I

∂x
+ φramp(x, t) (3.35)

∂ρ

∂t
+
∂ (ρv)

∂x
= −ρv

I

∂I

∂x
+ φramp(x, t) (3.36)

The Fundamental Diagram

Equations (3.35) and (3.36) are partial differential equations in two variables: the density ρ
and either flow Q or velocity v. To complete the formal description, an additional equa-
tion is required that describes the relation between density and flow or velocity. This gap
was closed by Lighthill and Williams, and Richards, respectively, in their 1955/56 milestone
papers [LW55a, LW55b, Ric56] through complementing the continuity equation with the as-
sumption that there is a certain — density-dependant — equilibrium velocity Ve (and resulting
equilibrium flow Qe) that solve the continuity equation in case of a homogenous and station-
ary traffic11:

Qe(ρ(x, t)) = ρ(x, t)Ve(ρ(x, t)) (3.37)
11Homogenous and stationary traffic means that vehicles travel with the same velocity and distance. Obviously,

this is an idealization that can not be observed in reality.
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Figure 3.8.: Fundamental diagrams of (a) highway and (b) city traffic flow.
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Parameter Highway Urban
v0 average free velocity 120 km/h 50 km/h
T average time headway 1.8 s 1.2 s
h0 minimum vehicle distance (jam distance) 3 m 1.5 m
l vehicle length 4.5 m 4.5 m
le = h0 + l effective vehicle length 7.5 m 6 m
ρj = 1/le density inside traffic jams 133.33 km−1 166.67 km−1

ρc critical density 14.81 km−1 44.12 km−1

C lane capacity 1967 h−1 2205 h−1

Table 3.1.: Parameters of the section-based traffic model.

This function is also called the fundamental diagram. Re-writing the basic continuity equa-
tion (3.32), we get the formula for the Lighthill-Williams-Richards (LWR) model:

∂ρ

∂t
+

dQe(ρ)

dρ
∂ρ

∂x
= 0 (3.38)

Note however that as Qe(ρ) is not a function specified by the LWR model, Equation (3.38)
rather defines a class of models than a model of its own. As the equilibrium velocity can not
be determined from measurements, the fundamental diagram is usually expressed as a fit
function for empirical data and, of course, the large variety of data and interpretations has
spawned a great number of models. A comprehensive discussion of various models can be
found in [Hel01b] and [Ker04]. An example of fluid-dynamic model can be found in [Hel95],
gas-kinetic models are described in [Hel96, THH99].

A relatively simple example of such a model is the section-based traffic model, which has been
described in [Hel03] and a possible realization is shown in Figure 3.8. The two regions (free
flow and congestion) of the fundamental diagram are defined by:

Qe(ρ) =

{
v0ρ if ρ ≤ ρc
1
T (1− ρle) if ρc < ρ ≤ ρj

(3.39)

The critical density ρc marking the transition from the free-flow region to the congestion region
is defined as the point where the two slopes intersect. This point also represents the maximum
lane capacity C.

ρc =
1

v0T + le
(3.40)

C =
1

T + le
v0

(3.41)

The average velocity resulting from Equations (3.37) and (3.39) (dashed line in Figure 3.8) is
defined as:

Ve(ρ(x, t)) =
Qe(ρ(x, t))

ρ(x, t)
=

{
v0 if ρ ≤ ρc
1
T

(
1
ρ − le

)
if ρc < ρ ≤ ρj

(3.42)

The scenarios relevant in the remainder of this chapter (“highway” or “urban” scenario) and
their respective parameters can be retrieved from Table 3.1.
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3.4. Node Degree

In the previous sections, we have shown how connectivity between a sender and receivers
is defined through the spatial distribution of network nodes in conjunction with a channel
model that represents the influence of one or more propagation effects. In this section, we
will evaluate the relation between traffic density ρ and node degree d. On the one hand, node
degree represents the number of potential communication partners that a vehicle traveling
on a road has at a certain time instant; on the other hand, the wireless medium has to be
shared among these nodes. We will discuss the trade-off between these sometimes conflictive
properties after introducing the underlying theory.

For the analysis of a node’s degree, we need to determine the number of nodes that are within
that node’s transmission range. Knowing the PDF fX(x) according to which nodes are placed
on the playground (the considered area), the probability to find another node within the trans-
mission range of a node placed at x can be computed through integration of fX(x′) over the
covered area as defined by the channel model12 (Equation (3.4)):

p0(x) =

∫
fX(x′) ·χ(x,x′)dx′ (3.43)

If the number of nodes n on the playground is known, we can determine the node degree d as
the probability that d out of the remaining (n − 1) nodes are located within the area covered
by the considered node at x:

p(d|x) =

(
n− 1

d

)
p0(x)d

(
1− p0(x)

)n−d−1 (3.44)

By integration of p(d|x), weighted with the location probability, over all possible node loca-
tions, the global statistics of d can be determined:

p(d) =

∫
p(d|x) · fX(x)dx (3.45)

The method has been successfully applied to various ad-hoc network configurations and is
studied in-depth in [Bet04]. However, it is not applicable for vehicular networks due to some
fundamental differences regarding some particular properties:

• The number of nodes placed on the playground is not necessarily known. Instead, the
density of vehicles ρ and the corresponding average vehicle distance D = 1/ρ is estab-
lished.

• The positions of vehicles are not always statistically independent: as mentioned above,
vehicles have a limited degree of freedom when it comes to placement. In most cases,
we find them located on a lane. Their position thereon shall be identified by the shape
of the lane and the distance (along the shape) from the lane’s origin.

3.4.1. Geometry

Let the longitudinal (one-dimensional) positions of vehicles si on a lane be defined by the vari-
ates hi of a random variable H that models the inter-vehicle distance headway (the “headway
12The channel model (i.e., the condition of connectedness) is a class of models; the actual realization depends on

the chosen channel model and its respective parameters.
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Figure 3.9.: Reference setup for node degree analysis.

process”). Assuming that l is equal for all vehicles, we can compute the total distance ∆si+1

between identical points (for instance, the center of gravity) of two vehicles (i) and (i+ 1) (see
Figure 3.9):

si+1 = si + l + hi+1 (3.46)
∆si+1 = si+1 − si = l + hi+1 (3.47)

There exists a function Φ( · ) that projects a longitudinal position si of a vehicle i on a lane onto
a point xi in the planar space with the appropriate number of dimensions n as required by the
chosen channel model (in most cases, n ∈ {2, 3}). Let the lane’s shape be modeled as a spline
defined by the knot vector k (see Appendix A):

Φ:R→ Rn (3.48)
si 7→ proj(k, si) (3.49)

Vehicles Ahead

Given the projection function Φ(si), we can now apply the chosen channel model to compute
the probability that two subsequent vehicles at given si and si+1 are connected. Let us assume
that the additional constraint si < si+1 holds true, i.e., for now we only consider vehicles in
one direction of the lane. If the PDF of the inter-vehicle distance headway, fH(h) is known,
we can compute the probability that there is at least one vehicle ahead of a vehicle at si that is
within the coverage area:

P (D+ ≥ 1) =

∫
fH(h) ·χ

(
Φ(si),Φ(si + l + h)

)
dh (3.50)

To determine the probability that exactly d nodes are within the coverage area, we need to
establish the probabilities of the inter-vehicle distance headway of vehicles spaced n vehicles
apart. The distance between n-subsequent vehicles ∆si+n, is the sum of the vehicle lengths
and the sum of n independent random variates of H :

∆si+n = si+n − si = nl +
n∑
j=1

hi+j (3.51)
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The PDF resulting from the addition of random variables is the convolution13 of the individ-
ual PDFs. In this case, the PDF of the inter-vehicle distance headway between n-subsequent
vehicles corresponds to the recursive convolution of fH(h):

f
(1)
H (h) = fH(h) (3.52)

f
(n)
H (h) = f

(n−1)
H (h) ∗ fH(h) (3.53)

Combining the Equations (3.53) and (3.50), we can determine the probability that there are at
least d, d ∈ N vehicles ahead of a vehicle at si that are within the coverage area:

P (D+ ≥ d) =

∫
f

(d)
H (h) ·χ

(
Φ(si),Φ(si + dl + h)

)
dh (3.54)

Consequently, the Probability Mass Function (PMF) of the degree distribution fD+(d), its
Cumulated Density Function (CDF) FD+(d) and the expected node degree E{D+} are then

fD+ [d] = P (D+ = d) = P (D+ ≥ d)− P (D+ > d)

= P (D+ ≥ d)− P (D+ ≥ d+ 1) (3.55)
FD+ [d] = P (D+ ≤ d) = 1− P (D+ > d)

= 1− P (D+ ≥ d+ 1) (3.56)

E{D+} =

∞∑
d=0

d · fD+ [d] (3.57)

Multiple Lanes

In the derivation above, we have considered only subsequent vehicles ahead of a vehicle i:
si < si+1 and retrieved the PMF of the random process D+. The degree distribution regarding
vehicles in the behind directionD− is computed likewise. The individual degree distributions
are independent; to retrieve the total degree distribution, the discrete convolution14 of the two
(ahead and behind) distributions needs to be calculated:

D = D− +D+ (3.58)

fD[d] =
d∑
i=0

fD+ [i] · fD− [d− i] (3.59)

The expected node degree E{D} is then the sum of the two individual expected node degrees:

E{D} = E{D+}+ E{D−} (3.60)

If more than one lane shall be studied, under the assumption that the distance between adja-
cent parallel lanes is small compared to the radius of the coverage area, determination of the
composite expected node degree can be simplified by adding up the individual expected node
degrees. For other geometries, the effective range sr must be used instead of the 2r term (see
next section).
13The continuous convolution is defined as (f ∗ g)(t) =

∫∞
−∞ f(τ)g(t− τ)dτ .

14The discrete convolution is defined as (f ∗ g)[n] =
∑∞
m=−∞ f [m]g[n − m]. Because fD[d] is only defined for

d ∈ N0+, summation borders are i = 0 . . . d.
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(a) Free-Flow traffic

(b) Congested traffic

Figure 3.10.: Typical highway traffic patterns.

3.4.2. Distance Headways

As a result of intense research, there are a lot of studies based on empirical data, attempting
to model (spatial and temporal) headways. Urban headways are studied in [MLD00] and it is
demonstrated how headways may be influenced by external factors, such as (in this case) traf-
fic signs. A lot of attention has been devoted to highway traffic and some specific properties:
[NTH03] shows that time gap statistics on highways is related to the traffic density ρ and that
higher traffic densities lead to longer time headways; [BWM09] shows how time headways
increase with decreasing velocities. Based on highway traffic data, [MK09] argues that the ve-
hicle arrival process under heavy traffic conditions reveals self-similar characteristics and that
time headways follow a heavy-tailed distribution. In [TKH07], an approach is constituted that
models headways as a function of the local velocity variance (a measure of the inhomogene-
ity of traffic flows). A number different headway distributions and their respective adequacy
under varying traffic conditions is studied in [YLZ+09].

Virtually the first theoretical research paper on headway distributions was published in 1975
by Cowan [Cow75]. He developed a set of models of increasing generality and first intro-
duced the notion that headways are a result of two random process: a “free” component and
a “tracking” component, a suggestion that was later seized by Krauss et al [KWG96] who
suggested and demonstrated different gap distributions for free and congested traffic through
analysis and simulation. The modeling approach used in this section has been inspired by the
work of Abul-Magd [AM07], who employed superstatistics [BC03] (i.e., the statistics of statis-
tics) to blend two headway distributions, according to the actual traffic state as determined by
the density.

Free-Flow Traffic

It has been demonstrated [Bre63, The64] that, at some reasonably large distance from the en-
try point, cars on a road will be spatially distributed according to a poisson process with a
certain intensity (the traffic density ρ). Consequently, the headway process H under free-flow
conditions has an exponential distribution:

fH,f (h) = ρ exp (−ρh) (3.61)

E{Hf} =
1

ρ
(3.62)

Among other assumptions used for the approach, two important conditions demand that:

41



3.4. Node Degree

• Vehicles do not aggregate. This condition only holds true if vehicle may move freely and
overtake other vehicles if needed. Clearly, this is only possible if the density of traffic is
very low and/or enough lanes are available for overtaking.15

• The velocities of vehicles are independent of each other and identically distributed.
Again, this is only true if vehicles are free to move at their desired speed, without the
need to accelerate or decelerate to avoid collisions.

These conditions are usually met if traffic is in the free-flow region of the fundamental dia-
gram (see Equation (3.37), Figure 3.8), where ρ ≤ ρc. A typical traffic situation is shown in
Figure 3.10(a).

Through Laplace transformation, we obtain the n-fold convolution form; in this case, the Er-
lang distribution:

f
(n)
H,f (h) = L−1 {L {fH(h)}n}

= L−1

{(
ρ

s+ ρ

)n}
=
ρnhn−1

Γ(n)
exp (−ρh) (3.63)

E{Hn
f } =

n

ρ
(3.64)

Congested Traffic

When the traffic density grows beyond the critical density ρc ≤ ρ, the conditions postulated
above do not hold true any more; overtaking cannot take place as required any more due to
the lack of space. As a consequence, vehicles start “synchronizing”, i.e., drivers will adapt
their speed to the vehicle ahead. A typical situation is depicted in Figure 3.10(b): the effect of
synchronization is clearly visible in the lower left region. This adaptation reduces the average
speed of the involved vehicles and effectively leads to a decreasing traffic flow on the road;
the effect is illustrated by the congested region of the fundamental diagram Figure 3.8.

Without going into the details of traffic flow theory, it is clear that the critical density ρc and
the lane capacity C are not fixed numbers; instead, they are time-variant [BRG05] and depend
on a number of parameters such as the current weather situation (obviously, the capacity de-
creases if weather conditions are bad), traffic control activities, the shape (bending, steepness)
of the lanes, etc. Consequently, the state transition from free flow to congestion should be re-
garded as a continuous process that is modulated by the traffic density. This approach has led
to the so-called three-phase traffic theory, developed by Kerner [Ker04, KKH07], which has
subsequently spawned a lot of discussion [SH09, TKH10].

In their remarkable papers [KS00, Kv03], Krbálek and Šeba, knowing that the spatial distri-
bution of tightly interacting particles in one-dimensional systems can be well described using
random-matrix theory, applied this finding to bus arrival time measurements. Usually, these

15Interestingly, an Indian study [TAK03] revealed that an exponential distribution well approximates headways of
urban mixed-traffic that is dominated by small vehicles (such as motor scooters etc.). It is common experience
that these vehicles — given experienced, yet sometimes indiscriminate drivers — are usually not bounded by
other vehicles in terms of overtaking or speed limitation. It is therefore not surprising that, contrary to the high
traffic density, the domination of small vehicles yields a poisson distribution process.
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times can be modeled as a poisson process; the data used in their case studies, however, was
obtained in a special context: due to certain influences, bus drivers were forced to optimize
the inter-arrival times of their buses:

• Autonomously: the drivers know only the temporal distance to the previous bus. Their
means of adjustment are acceleration or deceleration.

• As long a time gap as possible: The random arrival process of passengers at the bus stop
(which, technically, controls the systems) leads to a growing number of passengers. In
order to maximize the income, the bus driver will slow down as much as possible and
thus increase the time gap to the preceding bus to take as many passengers as possible.

• As short a time gap as necessary: If the driver slows down too much, he expects to be
overtaken by the following bus.

This constitutes a self-organizing system that autonomously adapts the inter-arrival times of
the buses to the current demand (the arrival rate of passengers). The resulting inter-vehicle
distribution is well modeled using the Gaussian Unitary Ensemble (GUE) of random-matrix
theory. The conceptual parallels to dense traffic are obvious: a driver sees the distance to the
vehicle he is following, and he will try to adjust that distance to a safe value (as long as pos-
sible) while trying to keep up with the preceding vehicle (as short as necessary). Subsequent
work has shown that GUE is well suited for modeling inter-vehicle headways in dense traffic
(see [AM07] for a summary):

fH,c(h) =
32ρ3

π2
h2 exp

(
−4ρ2

π
h2

)
(3.65)

E{Hc} =
1

ρ
(3.66)

Following the concept of headway components [KWG96], [AM07] argues that using a pois-
sonian process for the free-flow region and the GUE process for the congested region and
blending the resulting PDFs using a density-dependent parameter α very well fits the head-
way processes actually measured on roads. Consequently, we shall regard the actual headway
process on an arbitrary road as the weighted combination of the two processes introduced in
this section:

fH(h) = αfH,f (h) + (1− α)fH,c(h) (3.67)

The determination of the parameter α is not straightforward as it depends on the actual traffic
situation and external parameters (as mentioned above) and thus subject to fitting to actual
measured data. It is therefore not possible to directly study the headway distribution in the
transition phase. However, studying the two cases α = {0, 1} allows us to identify two condi-
tions that represent the two extreme network realizations: The realization of an actual network
will be somewhere in between.

3.4.3. Discussion

For the sake of simplicity, let us first model the considered road segment as a straight hori-
zontal line so that Φ(t) = [t, 0]T (an idealized highway segment). As channel model, we use
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3.4. Node Degree

the log-distance path loss model (Equation (3.11)) with a maximum coverage area of radius r.
Equation (3.54) can then be simplified:

P (D+ ≥ d) =

∫ r

0
f

(d)
H (h)dh (3.68)

Where appropriate, we shall assume that the traffic density ρ is in the region of free flow, ρ ≤
ρc, so we can use Equation (3.63) and the PMF of the degree distribution (cf. Equation (3.55))
follows the Poisson distribution:

fD[d] =
(2ρr)d

d!
exp (−2ρr) (3.69)

E{D} = 2ρr (3.70)

All plots in this discussions show node degrees computed for one lane; the composite node
degrees for multi-lane scenarios can be computed by convolution as described above. Where
applicable, the composite expected node degree can be determined by multiplication. Note
that the expected node degree, E{D} depends on the expected headway E{h} = 1/ρ — the
scaling condition — and is thus independent of the chosen headway distribution.

Disconnection and Leafnode Probability

Figures 3.11 and 3.12 depict the probabilities that a node is 0- or 1-connected, depending on
the radio range. The choice of an appropriate radio technology and subsequent dimensioning
of transmission power is sometimes the only degree of freedom available at the design time of
a communication system and, consequently, requires special care. Two important properties
that may influence this choice are:

• A node degree of 0 implies that a node is isolated or disconnected, i.e. there is no commu-
nication partner available in the surrounding. Thus, it represents the fraction of nodes
that will not be able to perform any cooperative tasks or make use of cooperative per-
ception. Figures 3.11(a) and 3.11(b) show the percentage of isolated nodes over traffic
density. Although isolation may not be a problem in typical city scenarios, nodes will
experience isolation on highways with free-flow traffic conditions, i.e., with traffic den-
sities of typically ρ ≤ 16 km−1 (compare Table 3.1).

It is clearly desirable to reduce the probability of isolation as much as possible. As the
shown figures imply, the easiest way to do so is to increase the vehicles’ radio ranges.
This may be done by using higher transmission powers or modulation schemes that
require lower Signal-to-Noise-Ratios (SNRs). A major drawback of this, however, is the
fact that on the other end of the traffic density scale, i.e., in congested situations where
the density is very high, the average node degree resulting from the increased radio
range takes very high values. As a result, the per-node data rate goes down because the
wireless medium has to be shared between an increasing number of nodes.

If available, power control techniques, should be used to ensure minimum connectivity
in sparsely populated scenarios and to limit the radio range yielding a sensible node de-
gree in dense scenarios. Depending on the projected applications, chances are high that it
is not even sensible to communicate with vehicles as far as 500 m away in a dense urban
setting. An algorithm for deployment in vehicular scenarios is presented in [TMMSH09],
along with a thorough survey of other power control techniques.
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Figure 3.11.: Disconnection probabilities over traffic density.
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Figure 3.12.: Leafnode probabilities over traffic density.
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3. Connectivity in Vehicular Ad-Hoc Networks

• The probability of a node degree of 1 is the probability that a node is a leafnode; the
probabilities over traffic density are shown in Figures 3.12(a) and 3.12(b).

From a networking perspective it is an undesired property of a leafnode that, although
the node itself is connected, it does not contribute to the connectedness of the network.
This is problematic especially in very sparse highway scenarios where the expected node
degree is around 2: the vehicles form a string-like network, along which information can
propagate. A 1-connected node would break the string and effectively stop the propaga-
tion of messages. If applications are desired that rely on messages to be transported over
large distances, choosing a large enough radio range and thus avoiding node degree of 1
may be sensible. As with node isolation, this comes at the cost of significantly increased
degrees in congested scenarios and the statements made above apply. Another potential
strategy in this scenario may be to use a store-and-forward scheme (see [KTH10] for a
survey and a proposal), where oncoming vehicles are used as information storage. They
carry the information to be disseminated, potentially use their communication partners
and ultimately transport the information towards the designated area.

Example

An isolation probability of less than 20% is desired at a traffic density of 10 km−1. A radio range
of 100 m is sufficient to fulfill the requirement. If no power control techniques are available, at an
urban 2 + 2 lane junction, given a (rather low) traffic density of 50 km−1, the expected node degree
will be 20. Assuming an ideal MAC scheme, a typical 6 Mbit/s channel, shared equally among the
20 contending vehicles, yields a maximum data rate of 300 kbit/s per node.

The probability of leafnodes, however, is ≈ 27%. If the application asks for a leafnode probabil-
ity of less than 20% at a traffic density of 10 km−1, a radio range of ≈130 m is sufficient. At the
same intersection, the expected node degree will then be 26, and the maximum data rate around
230 kbit/s.

Node Degree and Velocity

Knowing that density ρ and average velocity v are related via the fundamental diagram (Equa-
tion (3.37)), we can relate velocity and expected degree E{d}, as shown in Figure 3.13. The
curves are characterized by two distinct regions (that stem from the fundamental diagram):

• Free-flow traffic (constant velocity v = v0, sub-critical densities ρ ≤ ρc): the expected
node degree E{d} increases linearly with increasing traffic density. Depending on the
chosen radio range r, the expected node degree varies in E{d} = [0 . . . 2ρcr]. Due to
the fact that the critical density is higher in urban scenarios, the expected limiting node
degree is higher than in highway scenarios.

• Congested traffic (adapted velocities v < v0, hyper-critical densities ρc ≤ ρ): further in-
crease in density consequently results in even higher expected node degrees. However,
this further increase correlates with decreasing velocities.

We can conclude that the limiting conditions are extremely low traffic densities (and corre-
spondingly high probabilities of node isolation and leafnodes) on the one hand and extremely
low data rates due to resource sharing among too many nodes on the other hand. Apart
from the necessity to use power control techniques (which has, for instance, the drawback
of a reduced one-hop interaction radius), lately the discussion has shifted towards building
adaptive applications that are able to adjust their channel usage according to the channel state

47



3.4. Node Degree

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

 55

 60

 65

 70

 0  10  20  30  40  50  60  70  80  90  100  110  120

Av
er

ag
e 

N
od

e 
D

eg
re

e

Velocity [km/h]

50m range, city
100m range, city
200m range, city
500m range, city

50m range, highway
100m range, highway
200m range, highway
500m range, highway

Figure 3.13.: Average node degree over velocity.

and environmental influences. This is an interesting issue in the vehicular context, since the
entropy of sensor data may be a function of the temporal and/or spatial variance of the per-
ceived environmental. Since the velocity of movement is related to that variance, there exists
a class of applications that could actually make use of this relation and reduce the amount of
data rate necessary for their functioning according to the speed at which vehicles are moving
and, consequently, the implications of increasing node degrees in the congested region may
be compensated for, at least up to a certain amount (see Chapter 4).

Equipment Ratio

The probabilities considered so far assumed that every vehicle is equipped with the necessary
radio technology, i.e., that the equipment ratio is η = 100%. Especially during the introductory
phase of V2V communication, the equipment ratio will be significantly lower. It is clear that
low equipment ratios, combined with sparse scenarios, pose significant problems: the node
isolation probability may be so high that it could be impossible to actually run applications in
these scenarios.

The expected node degrees, considering the equipment ratio η, can be determined as:

fD[d, η] =

{
(1− η) + ηfD[d] if d = 0
ηfD[d] if d > 0

(3.71)
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Figure 3.14.: CDFs of free-flow and congested traffic headway distributions for a traffic density
of ρ = 40 km−1.

Regulatory directives allow transmission powers of up to 2 W on dedicated DSRC channels which,
under perfect conditions, allows a maximum radio range of approximately 2.3 km at a data rate of
6 Mbit/s. Because for densities ρ ≥ 2 km−1

fD[0] = exp (−2ρr) ≈ 0 (3.72)

the isolation probability of a node is then

fD[0, η] ≈ 1− η (3.73)

Node Degree Dispersion

Figure 3.15 shows the probability distributions for both free-flow and congested traffic situa-
tions over the range of traffic densities that a vehicle can be expected to actually experience
in real-life traffic. It is remarkable that the range in which the degree varies (the degree dis-
persion) is extremely wide in free-flow traffic, especially when compared to the dispersion in
the case of congested traffic condition. Although the average node degree is equal for both
traffic conditions (see above), the distribution of node degree under free-flow conditions are
be characterized by:

• Increased spatial degree inhomogeneity, causing some nodes in the network to experi-
ence significantly higher degrees than other (possibly neighboring) nodes. Due to rea-
sons that we will study in the next chapter, this effectively reduces the globally available
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3. Connectivity in Vehicular Ad-Hoc Networks

data rate for applications and, consequently, the experienced QoS. For the same reasons,
fairness among nodes regarding the assignment of resources is reduced.

• Increased temporal degree inhomogeneity, necessitating a strong and fast adaptation to
intense degree variations over time. The range in which the degree varies over time and
the rapidity of these swings correlates with the effort necessary to maintain an updated
view on the networks topology.

The reason for the higher degree dispersion of free-flow traffic is the higher variance of the
underlying free-flow headway distribution, when compared to the congested traffic’s distri-
bution (which is also clearly visible in Figure 3.14):

Var{Hf} =
1

ρ2
> Var{Hc} =

1

ρ2

(
3π

8
− 1

)
(3.74)

We have already argued that with increasing traffic densities, the headway distribution changes
from free-flow towards that of congested traffic. The highest degree dispersion should con-
sequently be expected at a traffic flow close to the lane capacity whereas at high and low
densities, the dispersion will be rather small. This is an important finding since high traffic
densities cause high expected degree and thus presents a potentially problematic situation to
the application designer: it can be stated that the negative impact of degree inhomogeneity, at
least, is not relevant in these scenarios.

3.5. Link Lifetime

Beside a node’s degree, the lifetime of the individual communication relations of that node
to any other node within its communication range is an important factor that needs to be
addressed when studying vehicular networks’ properties. In this section, we will discuss
how spatial distribution and movement patterns of vehicles, combined with a channel model,
determines this lifetime.

In the following, let the dynamic state of a vehicle be described by three vectors (analogous to
the formulation used in Section 3.3): the position of the vehicle x(t), its velocity v(t) and its
acceleration a(t). From kinematics, the relations between these variables are:

a(t) =
∂

∂t
v(t) =

∂2

∂t2
x(t)

v(t) =
∂

∂t
x(t) = v0 +

∫ t

0
a(τ)dτ

x(t) = x0 +

∫ t

0
v(τ)dτ

= x0 + v0t+

∫ t

0

[∫ τ

0
a(τ ′)dτ ′

]
dτ (3.75)

Generally, the expected total time t at which two vehicles A and B are located within each
other’s covered area as defined by the channel can be computed through integration:16

t =

∫
χ
(
xa(τ),xb(τ)

)
dτ (3.76)

16The integration boundaries should be adjusted so that multiple encounters are avoided.
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Figure 3.16.: Reference setup for link lifetime analysis.

3.5.1. Geometry

These equations fully describe the free movement of vehicles and may be used for any setup.
As in Section 3.4, we wish to study real scenarios where the movement of vehicles is restricted
to actual lanes. For two vehicles a and b, let us use the projection function Φa/b( · ) and re-write
Equation (3.76):

xa(t) = Φa(sa(t))

xb(t) = Φb(sb(t))

t =

∫
χ
(
Φa(sa(τ)),Φb(sb(τ))

)
dτ (3.77)

Note the time dependence of the vehicles position. Analogous to Equation (3.75), we can write
the vehicle position as:

s(t) = s0 +

∫ t

0
v(τ)dτ (3.78)

= s0 + v0t+

∫ t

0

[∫ τ

0
a(τ ′)dτ ′

]
dτ (3.79)

3.5.2. Velocity Distributions

Velocity is a constitutional dimension of the fundamental diagram. The section-based model,
as an exemplary realization thereof, relates vehicles’ velocities to the traffic density (Equa-
tion (3.42)). For instance, in the free-flow regime, the resulting velocity is equal to the average
free velocity v0, a parameter to the model. As the traffic density ρ increases beyond the critical
density, the average velocity decreases with 1/ρ.

It is commonly accepted that the distribution of vehicles’ velocities under free-flow conditions
follows a normal distribution. Recent empirical studies on urban freeway traffic flow [GH08]
suggest that this also holds true for denser traffic conditions. A very detailed discussion of
this finding can, for instance, be found in [Hel01a].

In the following, let us model the vehicles’ velocity distributions with the normal distribution:

fV (v, v̄, σ) =
1√

2πσ2
exp

(
−1

2

(v − v̄)2

σ2

)
(3.80)
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Experimental findings support the intuitive hypothesis that both mean velocity v̄ as well as
velocity variance σ are rather high in the free-flow regime and then decrease as vehicles start
synchronizing. It is clear that as long as vehicles enjoy unlimited overtaking possibilities, ve-
locity variance reflects the individual velocity choices of drivers and the capabilities of their
vehicles. The transition to congested traffic, however, leads to a gradual adjustment of differ-
ential (i.e., inter-vehicle) velocities until synchronicity is reached [Hel01b].

A similar behavior can be observed studying the differential velocities between vehicles driv-
ing on the right (regular) and the left (fast) lane of a highway. Up to a certain density, vehicles
on the fast lane travel significantly faster than on the regular lane; also, the variance of the
differential velocity is much higher. Vehicles then start changing lanes to maximize their in-
dividual velocity, a process that finally leads to equal velocities on both lanes. Consequently,
the differential velocities scatter around zero.

Common literature about traffic studies characterize vehicles’ velocities by the average veloc-
ity v̄ and the velocity of the 85 percentile, v85. Assuming a normal distribution, 84.13 % of the
variates lie within the interval [−∞ . . . v̄ + σ]. Consequently, the velocity’s standard deviation
is approximately:

σ = v85 − v̄ (3.81)

If va and vb of two vehicles A and B are distributed normally, the differential velocity is also
distributed normally. Assuming that A and B are traveling at an angle of ϕ, the resulting
expected differential velocity and the differential variance are given by:

v̄ =
√
v̄2
a + v̄2

b − 2v̄av̄b cosϕ (3.82)

σ2 = σ2
a + σ2

b (3.83)

3.5.3. Discussion

As in Section 3.4, we shall assume a log-distance path loss model (Equation (3.11)) with a
maximum coverage area of radius r.17 Under the condition of unaccelerated movement, let
sa/b be the initial positions and va/b the time-invariant velocities of two vehicles a and b. The
inequality holds true for all times τ during which the two vehicles are within each others
coverage radius:

∀τ ∈ [t0 . . . t1] : ‖Φa(sa + vaτ)−Φb(sb + vbτ)‖ ≤ r (3.84)

Consequently, the total link lifetime t is the length of the interval [t0 . . . t1]. Let the lane seg-
ments be straight and have an angle of θ. The resulting projection function is then:

Φ(s(t)) =

[
x0

y0

]
+ s(t)

[
cos θ
sin θ

]
(3.85)

In the following, we describe the scenario by the initial distance vector x and velocity differ-
ence vector v. It may be more convenient in some scenarios to use the polar notation of the

17It is clear that an additional component modeling large-scale fading yields the same results. It is, however,
mathematically cumbersome to compute analytically.
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velocity difference vector (with length v and angle ϕ):

xa(t)− xb(t) = Φa(sa + va · t)−Φb(sb + vb · t)
= x + v · t (3.86)

= x + v · t
[
cosϕ
sinϕ

]
(3.87)

where

x =

[
xa − xb + sa cos θa − sb cos θb
ya − yb + sa sin θa − sb sin θb

]
(3.88)

v =

[
va cos θa + vb cos θb
va sin θa + vb cos θb

]
(3.89)

v = ‖v‖ =
√
v2
a + v2

b − 2vavb cos(θa − θb) (3.90)

ϕ = ∠v = arctan

(
va sin θa + vb sin θb
va cos θa + vb cos θb

)
(3.91)

The total time that the two vehicles are in each other’s range (i.e. the link lifetime) is then:

t = 2

√
2xxxyvxvy + v2

x(r2 − x2
y) + v2

y(r
2 − x2

x)

v2
x + v2

y

(3.92)

=
2

|v|

√
r2 − (xx sinϕ− xy cosϕ)2 (3.93)

Time Distribution

If the distribution of the vehicles’ velocities fV (v) is known, the distribution of link lifetimes
fT (t) can be computed by transforming fV (v) through Equation (3.76):

fT (t) = fV (v(t)) · dv(t)

dt
(3.94)

Due to lane shape constraints, we can assume that the orientation of the differential veloc-
ity vector v does not change, i.e., ϕ is constant. Therefore, we can introduce a geometry-
dependent constant, sr, that represents the distance (in meters) that the two nodes travel,
being within each others radio range or simply the effective range:

sr = 2
√
r2 − (xx sinϕ− xy cosϕ)2 (3.95)

Solving Equation (3.76) for t and subsequent differentiation yields:

v = ± sr
t

(3.96)

dv
dt

= ± sr
t2

(3.97)
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Assuming normally distributed velocities (Equation (3.80)) in Equation (3.94), the link life-
time’s PDF as a function of average velocity v̄, velocity variance σ2, and the geometry sr is
then:

fT (t, v̄, σ, sr) =

{
0 if t < 0
sr
t2

1√
2πσ2

(
exp

(
−1

2
(sr−v̄t)2

σ2t2

)
+ exp

(
−1

2
(sr+v̄t)

2

σ2t2

))
if t ≥ 0

(3.98)

The probability that a connection is shorter than a certain time t, i.e., the CDF FT (t) is:

FT (t, v̄, σ, sr) =

∫ t

0
fT (t, v̄, σ, sr) (3.99)

= 1− 1

2
erf

(
1√
2

sr − v̄t
σt

)
− 1

2
erf

(
1√
2

sr + v̄t

σt

)
(3.100)

Vehicle-to-Vehicle on Straight, Parallel Lanes

Let us assume that A and B move on two parallel lanes that have a lateral displacement of
s⊥. Their initial positions are xa and xb, traveling in on parallel, straight lines with constant
velocities va and vb. The surveyed scenarios and associated parameters used for computation
are listed in Table 3.2. The parameters are typical for a highway scenario and have been taken
from [Tho93]. The results are shown in Figure 3.17.

It is obvious that for oncoming vehicles, the resulting connection times are short (t ≈ 3 s
for r = 100 m) due to the high relative velocities (v̄ = 64.6 m/s), Figure 3.17(d). The con-
nection duration may be increased significantly if the radio range is increased; however, the
drawbacks of increased radio range as discussed in the previous section should be accounted
for. The practical usability of connections with oncoming traffic thus depends highly on the
desired application and the availability of routed (multihop) connections which, in turn, is
subject to isolation or leafnode connectivity and potentially unavailable. It is highly unlikely
that cooperative maneuvers can be coordinated and controlled over highly transient connec-
tions. On the other hand, the availability time of a connection may be long enough to inform
oncoming traffic about obstacles or emergency situations.

For vehicles traveling in the same direction, connection times reveal a completely different
nature; this is due to the low relative velocities (v̄ = 3.1 m/s). For instance, if r = 100 m,
almost 50% of all connections have a connection time t ≥ 50 s. The shortest connection is
about 8 s. In contrast to the scenario with oncoming traffic, the connection time PDF changes
into a heavy-tailed distribution: if v̄ is chosen close to zero meters per second and/or σ is
sufficiently high so that fV (v) reveals a significant density around 0 m/s, connection times
tend to t → ∞. From a practical standpoint, this means that there are some vehicles that
are (at least, in principle) connected infinitely long, because they follow the leading vehicle
(platooning) or two vehicles drive in parallel to each other. Actual vehicles, however, will
only travel together for a either certain part of their route (i.e. at least for the length of the
current lane until the next ramp) or until the rear vehicle passes by the front vehicle. Driver
models, such as the MOBIL model [KTH07], can be used to represent the probability that a
vehicle will pass by another vehicle and thus to derive the probability that two vehicles will
platoon for a certain time (and consequently limit t).

The discussed results clearly show that the communication durations in the oncoming traffic
scenario are mostly determined by the differential velocity of the vehicles which may be rather
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3. Connectivity in Vehicular Ad-Hoc Networks

Scenario Parameter

Following va vb

hl

x0 =

[
l + h

0

]
, v =

[
va − vb

0

]
, sr = 2r

Overtaking
(Fig. 3.17(a)) va

vb
s˔

x0 =

[
0
−s⊥

]
, v =

[
va − vb

0

]
, sr = 2

√
r2 − s2

⊥

v̄a = 30.8 m/s, v̄b = 33.9 m/s,
σva = σvb = 3.6 m/s, s⊥ = 3.8 m

Oncoming
(Fig. 3.17(c))

vb
s˔

x0 =

[
0
−s⊥

]
, v =

[
va + vb

0

]
, sr = 2

√
r2 − s2

⊥

v̄a = v̄b = 33.9 m/s, σva = σvb = 3.6 m/s,
s⊥ = 7.9 m

Vehicle-to-
Infra-
structure
(Fig. 3.19(a))

r
s˔

va

x0 =

[
0
−s⊥

]
, v =

[
va
0

]
, sr = 2

√
r2 − s2

⊥

v̄a = 30.8 m/s, σva = 3.6 m/s
s⊥ = 3.8 m

Table 3.2.: Vehicle-to-Vehicle on straight, parallel lanes. Scenarios and parameters used for
computation.

high, especially on highways. In the overtaking scenario, the differential velocity is low, po-
tentially even close to zero. Consequently, the communication duration is mainly determined
by the velocity variance.

Mean Duration and Percentiles

Unfortunately, the link lifetime distribution (Equation (3.98)) does not have a moment gen-
erating function. Consequently, it does not have a defined expected value and no defined
variance. As mentioned above, there are sets of parameters for which the link lifetime is quite
well-defined (for instance, the oncoming traffic scenario) and there are parameters for which
the link lifetime may be infinite for some vehicles.

The problem is that the integral for computing the mean does not converge and therefore, no
closed form exists:

t̄ =

∫ ∞
0

τ fT (τ)dτ →∞ (3.101)
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3.5. Link Lifetime

Looking at the discussed distributions, however, it is clear that the distribution shown in Fig-
ure 3.17(c) does have a mean value that could be determined by integrating, for instance, in the
range from 2 s to 5 s. The distribution shown in Figure 3.17(a) does not have a well-defined
mean, because it has significant densities for t → ∞. Consequently, it may be possible for
some parameters to limit the integration borders to t− and t+ and numerically compute the
mean:

t̄ =

∫ t+

t−

τ fT (τ)dτ (3.102)

The first parameter to choose is the probability interval [ε . . . 1 − ε], that should be accounted
for in the computation. This corresponds to limiting the integration borders:

ε ≤ FT (t) ≤ 1− ε (3.103)
t ∈ [t− . . . t+] (3.104)

Let us rewrite Equation (3.100), so that:

ε =
1

2
erf

(
1√
2σ

(sr
t
− v̄
))

+
1

2
erf

(
1√
2σ

(sr
t

+ v̄
))

(3.105)

and assume that the second expression’s argument is large (greater than 3 would be sensible).
Consequently,

lim
t→∞

1

2
erf

(
1√
2σ

(sr
t
− v̄
))

=
1

2
(3.106)

from above. The CDF FT (t) is then dominated by the first expression. Let use denote the first
expression’s argument as the parameter κ:

κ =
1√
2σ

(sr
t
− v̄
)

= erf−1(2ε− 1) (3.107)

Some typical values of κ have been compiled in Table 3.3. We can now solve for t− and t+ and
get the desired integration interval:

t± =
sr

v̄ ±
√

2κσ
(3.108)

Now, how is it possible to determine if a certain parameter set yields a well-defined distri-
bution or not? For a chosen κ (which can be rather large, depending on the tolerable error),
the integration boundaries must be positive and finite. Therefore, the denominator of Equa-
tion (3.108) must not be negative or zero. Consequently we can approximate the expected
value, if

v̄
!
>
√

2κσ (3.109)

Note that if we let ε = 0.5 (κ = 0), we obtain the median value t̃ of the connection duration
with sufficient accuracy if v̄ is reasonably high:

t̃ =
sr
v̄

(3.110)
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3.5. Link Lifetime

ε κ

10−1 −0.9062
10−2 −1.6450
10−3 −2.1851
10−4 −2.6297
10−5 −3.0157
10−6 −3.3612
. . . . . .

10−9 −4.2411
10−12 −4.9741

Table 3.3.: Some values of κ as a function of ε.

Radio Range Adaptation

For all κ ≤ v̄/
√

2σ and corresponding ε, Equation (3.108) yields a valid lower integration
boundary, t−. The integral

ε ≈
∫ t−

0
fT (τ)dτ (3.111)

represents the fraction of nodes that have a connection time shorter than t−.18 We have argued
above that the linear relation of the radio range to the communication duration makes it seem
sensible to adjust the range so as to satisfy the demands of the application.

Using a representative set of scenario parameters (v̄, σ), it is possible to calculate the necessary
minimum radio range to provide enough (i.e., a fraction of more than ε) connections with
durations of at least t seconds by solving Equation (3.108) for sr and consequently solving sr
for r:

sr = t(v̄ −
√

2κσ) (3.112)

Example

An application may be unavailable with a probability of ε = 10−3 (1 h) and requires connections
with a minimum duration of t = 10 s. Given the overtaking and oncoming traffic scenario from
Table 3.2, what is the minimum radio range required to meet these demands?

For the desired ε, κ = -2.1851. Solving Equation (3.112) for the overtaking scenario (v̄ = 3.1 m/s,
σ =

√
2 · (3.6 m/s)2 = 5.091 m/s) yields sr = 188.32 m and, consequently,

r =
1

2

√
s2r + 4s2⊥ ≈ 94 m (3.113)

For the oncoming traffic scenario with much higher relative velocities (v̄ = 67.8 m/s), the connection
durations are much shorter so the necessary radio range can be expected to be much greater than in
the overtaking scenario: sr = 835.32 m and, consequently, r ≈ 418 m.

The minimum required radio ranges over the desired ε, given a minimum communication duration
of t = 10 s are shown for both scenarios in Figure 3.18(b). Conversely, the ranges over the desired
minimum communication durations t, given a tolerable fraction of lower durations ε = 10−3 are
shown in Figure 3.18(a).

18This approximation stems from the fact that we neglected the second erf( · ) term of Equation (3.100) during the
derivation of Equation (3.108).
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3. Connectivity in Vehicular Ad-Hoc Networks

Vehicle-to-Infrastructure on Straight, Parallel Lanes

In the previous sections, we have considered two communicating vehicles, each moving with
an individual velocity va and vb, respectively. Using the same mathematical framework, it
is quite easy to analyze the communication durations between a moving vehicle and road-
side infrastructure, i.e. a V2I constellation. To do so, we consider only one vehicle, let vb =
0 m/s, and adjust the position vector accordingly — in the demonstrated case, we assume the
infrastructure equipment to be mounted with a lateral offset of s⊥ relative to the lane’s center.
The results have been depicted in Figure 3.19.

Of course, the above considerations regarding radio range adjustment are also applicable in
the V2I scenario. However, in contrast to the V2V scenario, we can expect not to find infinite
connection durations; instead, the mean duration may be assumed rather well defined.

Duration and Traffic Density

Unless we consider a pure V2I scenario, the link duration does not depend on the velocity of
a vehicle itself but rather on the differential velocities between vehicles. Therefore, it is not
easily possible to make a statement about the link duration based on the average velocity as
a function of the traffic density ρ, Equation (3.37). If, however, the fundamental diagrams of
the lanes on which two communicating vehicles travel are known, the traffic densities of these
lanes are known, and the degree of correlation between the lanes are known, the average link
lifetimes could be calculated.

The results shown in Figure 3.20 have been computed assuming that the fundamental dia-
grams of neighboring lanes A and B are equal and parameterized according to the highway
scenario specified in Table 3.1. Under free-flow conditions, the fundamental diagram speci-
fies equal average velocities for vehicles which, in turn, lead to infinite connection durations;
hence the white triangle in the lower left corner. It is clear from the diagram that under heav-
ily congested traffic conditions and/or very synchronous traffic (equal densities), connection
durations are significantly longer than under conditions in which the densities differ more.

On the contrary, if a pure V2I scenario with fixed infrastructure equipment should be studied,
the velocity of vehicles can be easily determined. The resulting median connection duration t̃
is shown in Figure 3.21, assuming the highway scenario as used above.

3.6. Link Generation and Link Break Rate

The third relevant dimension of connectivity is the rate at which communication relations
change over time. As new vehicles enter a vehicle’s range radio, a new link is established.
Other vehicles leave the radio range and links break away. The rate at which these events
happen, Λ, is relevant because it defines a measure of a network’s dynamic. In the previous
sections, we have discussed how the node degree d is related to the traffic density ρ and how
link lifetimes t are defined by (differential) velocities v. Knowing that traffic density and ve-
locities are related through the measure of traffic flow, Q, this section will discuss how the link
generation rate Λ is related to Q.

Little’s Law [Lit61], a fundamental law in queueing theory, states that the average number of
customers in a shop is the arrival rate of customers multiplied with the average time spent in
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Figure 3.20.: Median connection duration t̃ over traffic densities ρA, ρB for two lanes.
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Figure 3.21.: Median connection duration t̃ over traffic density ρ in the V2I scenario.

the shop. As an analogy, let the average number of customers represent the average number
d of nodes within the radio range, i.e., E{D}. The average link lifetime E{T} relates to the
average time spent in the shop; consequently, the arrival rate relates to the link change rate, Λ.
Mathematically,

E{D} = Λ ·E{T} (3.114)

Unfortunately, as we have discussed in the previous section, there exists no closed form of the
expected link lifetime E{T}. It may, however, be computed numerically. If this is not possible
(very heavy tail of the differential velocity distribution), we can state that:

E{T} ≥ sr
E{V }

(3.115)

This approximation is useful, because using the left-hand term of Equation (3.115) represents
a “worst-case” link lifetime. Consequently, the highest expected link change rate is:

Λ =
E{D}
E{T}

≤ E{D} ·E{V }
sr

(3.116)

3.6.1. Geometry

We shall start the geometrical consideration for the simplified case in which the radio does not
change its position, i.e., the V2I case and then extend the findings to a more general formu-
lation. We can assume that unless the traffic density changes, the expected node degree does
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3. Connectivity in Vehicular Ad-Hoc Networks

vbvb

r

s˔

srEntry Exit

Figure 3.22.: Reference setup for link generation analysis, V2I scenario.

not vary over time. This indicates that the rate at which new links are generated (i.e., the rate
at which vehicles pass the “entry” point) is equal to the rate at which links break (the rate at
which vehicles pass the “exit” point).

Vehicle-to-Infrastructure

As outlined in Figure 3.22, the rate at which vehicles enter the radio range of the immobile
infrastructure shall be determined. Let us consider only one lane with traffic density ρ and ve-
hicles moving with an average differential velocity of v̄(ρ) relative to the infrastructure equip-
ment. According to Equation (3.70)19 and Equation (3.80), we can write Equation (3.116) as:

Λ = ρ · v̄(ρ) = Q (3.117)

This is sensible as for the static observer, the rate at which vehicles pass by equals the traffic
flow. Consequently, the rate at which vehicles enter the radio range, i.e., the link generation
rate is equal to the traffic flow at the entry point and the link break rate is equal to the traffic
flow at the exit point. Thus, the rates correspond directly to the fundamental diagram (see
Figure 3.8) and shall not be repeated here.

It is worth noting that, due to the varying nature of vehicles’ headway process (depending on
the traffic density), the points in time when vehicles enter or leave the radio range follows a
Poisson process under free-flow traffic conditions. As the traffic density grows, the headway
variance decreases significantly and the link generation process becomes more deterministic.

Vehicle-to-Vehicle

Let a vehicle A move on one lane that has a traffic density of ρa and another vehicle B move
on another lane with a traffic density of ρb (Figure 3.23).

The expected node degree of vehicle A regarding lane B and vice versa is (Equation (3.70)):

E{D}a = ρb · sr (3.118)
E{D}b = ρa · sr (3.119)

19In the form as discussed in the previous section, Equation (3.70) does not account for a lateral lane offset. Taking
this into account, we need to re-write Equation (3.70) as E{D} = ρsr . Intuitively, it is clear that the range
expressions in the nominator and denominator are equal and can thus be cancelled.
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vbvb

va

r

s˔

srEntry Exit

Figure 3.23.: Reference setup for link generation analysis, V2V scenario.

Let v̄ be the differential velocity of vehicles, according to Equation (3.82). Letting ϕ the angle
of the differential velocity vector, we can write, considering the dependence on the traffic
densities:

v̄(ρa, ρb, ϕ) =
√
v̄(ρa)2 + v̄(ρb)2 − 2v̄(ρa)v̄(ρb) cosϕ (3.120)

The link arrival rate from vehicle A’s perspective is the product of the expected node degree
regarding lane B with the average differential velocity and vice versa:

Λa =
E{D}a ·E{V }

sr
= ρb · v̄(ρa, ρb, ϕ) (3.121)

Λb =
E{D}b ·E{V }

sr
= ρa · v̄(ρa, ρb, ϕ) (3.122)

It is clear that vehicles A and B experience different link generation rates: vehicles traveling
with high velocities in free-flow conditions that pass a line of congested vehicles will have
higher link generation rates because they pass by more vehicles in the same time than the
congested vehicles see vehicles passing by.

Multiple Lanes

If multiple lanes shall be considered the total link generation rate of a vehicle traveling on lane
J can be found by simply summing up the product of the respective differential velocities and
node degrees:

Λj =
N∑
i=0
i6=j

ρi · v̄(ρi, ρj , ϕij) (3.123)

3.6.2. Discussion

In accordance to the previous section, the results shown in Figure 3.24 have been computed
assuming equal fundamental diagrams for the neighboring lanes A and B. The parameters
have been chosen according to the highway and city scenario of Table 3.1. The geometry of the
traffic situations “overtaking” and “oncoming” can be found in Table 3.2. The link generation
rates shown in the figures have been computed for the vehicle moving on lane B, i.e., they
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3.6. Link Generation and Link Break Rate

represent Λb. However, reversing the two axes yields the rates for a vehicle moving on lane A,
i.e., Λa.

Intuitively, one would expect the highest link generation rates in situations where vehicles
move with high relative velocities, i.e., in scenarios with oncoming traffic. The results shown
in Figures 3.24(a) and 3.24(c), however, show only very moderate rates. At a traffic density
of ρ = 20 km−1, we obtain rates for the highway scenario of Λb ≈ 0.94 s−1 and for the city
scenario of Λb ≈ 0.6 s−1.

If both vehicles travel in the same direction, their differential velocity will be almost equal if
the traffic densities are equal and consequently, the link generation rate is zero. The highest
rates are always obtained in situations where one vehicle is stuck in highly congested traffic for
the vehicle passing by the congestion, independent of the direction (overtaking or oncoming).
It is, however, unlikely to be found in a realistic situation that two equidirectional lanes reveal
significant differences regarding their traffic densities.

If the lanes are aligned counterdirectional — such as on a highway — the situation is very
likely to be found and needs further consideration. If routing should be implemented in the
network, the link generation rate and the link break rate represent the dynamic at which the
network’s topology changes and consequently correspond to the rate at which routing tables
have to be updated. Careful consideration is necessary to decide if routing can sensibly be
implemented under all traffic situations.

Example

Let us consider a highway. Lane A is jammed (ρa = 120 km−1), the counterdirection lane B is free
(ρb = 10 km−1). The expected differential velocity, assuming the fundamental diagrams parame-
terized according to Table 3.1, is then v̄ = 33.8 m/s. Consequently, the experienced link generation
rates are:

Λa = ρb · v̄ = 0.338 s−1 (3.124)

Λb = ρa · v̄ = 4.056 s−1 (3.125)

Let us assume a radio range of r = 200 m. Consequently, the expected node degrees of a node with
respect to lanes A and B can be determined:

E{D}a = 2rρa = 48 (3.126)
E{D}b = 2rρb = 4 (3.127)

The protocol specifies that upon every topology change, a routing message shall be transmitted. We
have argued above that the topology change rate is the link generation rate plus the link break rate,
which are assumed to be equal here. Therefore, a node on lane A will transmit a routing message
at a rate of 2Λa and receive 2Λa ·E{D}a messages from other vehicles on lane A that are in range.
Also, it will receive 2Λb ·E{D}b messages from vehicles in range on lane B. The total message rate is
then:

λ = 2Λa(1 + E{D}a) + 2Λb ·E{D}b (3.128)

≈ 66 s−1 (3.129)

Depending on the protocol, the routing messages can have various sizes. For simplicity, let us
assume that the total message size including all headers is 100 B and the medium offers a data rate
of 6 Mbit/s. The total offered traffic from routing messages is thus:

g = 66 s−1 · 100 B
6 Mbit/s

≈ 0.01 (3.130)
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3. Connectivity in Vehicular Ad-Hoc Networks

This means that approximately one percent of the channel capacity will be occupied by routing
information. The number does not seem very high, but — as we will discuss in the next chapter —
it is a significant amount of traffic. Futhermore, we have only considered one lane per direction; the
presence of two lanes in each direction (the usual geometry on highways) doubles the traffic.

3.7. Conclusion

In this section, we have discussed various channel models and presented a mathematical for-
malism that captures the individual properties of these models. We have then introduced the
basics of vehicular traffic flow theory and discussed the fundamental diagram and various
models thereof. We have discussed how traffic flow Q, traffic density ρ, and vehicle speed v
are related.

Using traffic flow theory as a mobility model and combining it with an appropriate channel
model, we have presented an analytical framework that relates important parameters of the
road traffic to networking parameters. We have outlined the defining states of traffic flow, free-
flow and congestion and the transition phase between these two states. Then, we have derived
a mathematical framework that allows to relate ρ to the node degree d and its distribution for
all traffic states in a rather straight-forward manner. Using some simple scenarios, we have
pointed out some issues with node degree, including the isolation and leafnode probability,
discussed the impact of equipment ratio and the dispersion of node degrees. Through the
fundamental diagram, a relation between the average vehicle speed and the expected node
degree has been established and the consequences have been discussed.

We have then presented a geometry-based model that allows for the computation of the dis-
tribution of connection durations fT (t) according to the situation’s geometry and velocity
distributions. We have discussed typical results for both oncoming traffic and overtaking
situations in highway scenarios and consequences for wireless connections. Also, we have
discussed mathematical issues related to the connection duration distribution function, espe-
cially related to the non-existence of the distribution function’s moment generating function.
Furthermore, we have discussed how adjusting the radio range could help enabling sensible
communication in oncoming traffic scenarios that typically have very short communication
durations. Finally, we have extended our considerations from the V2V to the V2I situation.
The relation between connection duration and traffic density has been established by means
of representative scenarios.

The last section of the chapter discusses the rate Λ at which new links are generated and at
which links break and related this rate to the node degree and the connection duration through
Little’s Law. Starting from the consideration of a V2I scenario in which the relation of Λ to the
traffic flow, Q, was established we have generalized the formula to a V2V scenario. In the
discussion, we have presented typical rates for highway and urban settings. An exemplary
situation has been discussed showing that the topology change rate is the sum of the link gen-
eration and the link break rate and we have argued how the topology change rate determines
the teletraffic caused by routing messages in the network.

The formulas and numbers derived in this section are suitable to describe the overall connec-
tivity properties of a vehicular network and shall form the basis of the data teletraffic engi-
neering methods that we will introduce in the next chapter. They are summarized in Table 3.4.
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4. QoS Analysis and Provisioning in Vehicular Ad-Hoc
Networks

In the previous chapter, we have discussed three fundamental connectivity properties of ve-
hicular networks: node degree, connection duration and topology dynamics. These insights
have mainly arisen from the consideration of connection probabilities between two nodes. In
this chapter, we extend the meaning of connectivity to describe the communication relations
between a subset of nodes in a potentially infinitely large network and we shall focus on the
particular characteristics of wireless networks.

It has been demonstrated early [Tob74, KL75, KT75] that for all random access MAC schemes,
there exists a relation between the teletraffic offered to the medium and the collision (i.e.,
packet loss) probability. One consequence of an increase of collisions is a decrease of a net-
work’s throughput due to packets rendered useless. The other consequence is that if acknowl-
edged transmissions are to be implemented, the delay a packet experiences (caused by — pos-
sibly several — necessary re-transmissions) before it is successfully received increases with in-
creasing collisions. Throughput, packet loss and packet delay are today commonly subsumed
under the label Quality of Service (QoS).

In this chapter, we will demonstrate how QoS can be attained and even guaranteed in arbi-
trarily connected networks. In contrast to previous works, we will not try to adapt an existing
MAC scheme to our needs or even design a new scheme; instead, we introduce a mechanism
that controls the amount of traffic offered to the medium. As a matter of fact, the choice of
a particular MAC scheme is not important for our reasonings; rather, we demonstrate how
the relevant protocol properties can be described and consequently studied. Although we
will make a certain choice of MAC schemes for illustrative reasons, the methods used and
mechanisms introduced in this chapter can ultimately be applied to any contention-based
scheme1. We will start our considerations for a situation in which either one central node
or all distributed nodes have global knowledge about the network’s connectivity. Then, we
demonstrate how our QoS algorithm may be implemented in a decentralized manner, with
only minimal local connectivity information. Finally, we will discuss how applications can be
selected from a set of applications and even parameterized, utilizing cross-layer information
from the QoS algorithm. Some of the material in this chapter has been published in [Nag10a].

To avoid ambiguity, the term “traffic” in this chapter refers to data being exchanged between
networked nodes.

4.1. Related Work

With the advent of affordable and powerful computers in the seventies, it became necessary
to interconnect host computers and remote terminals. Soon it was realized that because of

1The mechanism is implicitly included in reservation-based schemes.
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4.1. Related Work

the bursty data generation process at the terminals as well as that of the host computer, only
a fraction of the available data rate of circuit-switched connections is used. Consequently,
random access mechanisms were invented in which a number of users share one channel.
Due to the multiplexing of a large number of users generating bursty traffic, the resulting
combined traffic (in the optimal case) is smoothened. Because of the non-deterministic nature
of data generation, collisions on the channel may occur and recovery procedures are necessary
to avoid data loss. Consequently, it is not possible for a random access scheme to achieve the
maximum throughput of a channel.

General analysis of the throughput of (slotted) ALOHA and CSMA schemes can be found
in the pioneering papers [KT75, Abr77], in which the authors study the performance of the
protocols in terms of collision (packet loss) probability, resulting throughput and retransmis-
sion delays. The concept of “hearing graphs” (i.e., connectivity matrices) was introduced
in [Tob74, TK75] to analyze the effect of hidden terminals, but was not applied to traffic di-
mensioning problems. We will discuss relevant work related to MAC protocols in Section 4.3.

Quite early it was realized that it is desirable to achieve or even guarantee a certain throughput
and/or bounded delay to individual users. In [LK75], the authors propose various dynamic
control procedures to ensure stable operation of slotted ALOHA systems. It is shown that op-
timal traffic control policies exist that can maximize the stationary channel throughput and at
the same time minimize the average packet delay. However, the proposed procedures require
state information about the channel that are not known a priori and must consequently be
estimated. To a certain extent, this paper can be regarding as the first work dedicated to QoS
provisioning over random access network.

In the following years, a large number of MAC protocols have been presented that could
provide users and applications with QoS under certain scenarios, the most prominent example
being the relatively new 802.11e standard for wireless local area networks. Other approaches
can be found at the network layer, such as IntServ (RSVP) and DiffServ. These extension to
the Internet Protocol (IP) control the routing and queueing procedures that guide a packet
through the network. As for DiffServ, it provides only a framework to differentiate traffic into
various classes; it does not specify how labeled packets should be treated along the path and
therefore it is difficult to predict the actual end-to-end behavior of a connection. The idea to
have applications differentiate and prioritize their traffic, however, is crucial and prerequisite
to all QoS approaches throughout the whole networking stack.

The idea of limiting the rate at which messages are sent to the network is not entirely new.
The authors of [Inz04] suggest traffic control mechanism that are based on a number of delay,
bandwidth and packet-loss metrics instead of simply fair and/or flexible bandwidth man-
agement. The proposed mechanism, however, is based on the channel state and is thus not
deterministic. The same holds true for the traffic shaper proposed by the authors of [BKSM06],
that uses the current throughput and number of frame retransmissions as inputs. In [WR05],
the authors provide a utility-based packet forwarding and congestion control scheme scheme
that works on top of the IEEE 802.11 MAC protocol and is focused on non-safety applications.
Other authors have argued that this approach needs the road to be segmented into sections for
calculating the message utility metric, thus it cannot be used directly in the context of safety
applications. In [ZGZC09], the authors suggest a cross-layer design that jointly addresses the
problems of rate control, medium access and routing for unidirectional flows in routed net-
works. Unfortunately, their approach requires its own MAC protocol and is thus not generally
applicable.
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4. QoS Analysis and Provisioning in Vehicular Ad-Hoc Networks

We will discuss further related work throughout the chapter where appropriate.

4.2. Network Model

Assuming that we have a connected ad-hoc network, let V = {v1, . . . , vn} denote the set of
nodes (i.e., the set of radios) and let n = |V| be its cardinality. Let E be the set of connections
between the nodes: a tuple (vi, vj) ∈ E indicates that the nodes vi and vj are connected.

In the previous chapter, we have defined connectivity between two nodes vi and vj as a result
of the attenuation between them (Equation 3.4). Attenuation itself depends on the physical
positions of the two nodes, xi and xj , as well as on their radio environment, described by
means of an appropriate channel model, χ(xi,xj).

Note that the channel model determines the probability that a connection exists between two
nodes; in this chapter, however, we study the connectivity properties of actual static realiza-
tions of a network. Consequently, a pair of nodes is either connected or not; therefore, we
define the connection probability obtained from the channel model as the average over an
infinite amount of realizations:

P
(
(vi, vj) ∈ E

)
= χ(xi,xj) (4.1)

4.2.1. Connectivity Matrix

The network’s graph G := (V, E) can also be described through its connectivity matrix C˜ (G) =
(cij)

2, where

cij =

{
1 if (vi, vj) ∈ E
0 otherwise

(4.2)

In our considerations, we assume that the links in the network are always bidirectional, i.e.
that if node vi is connected to node vj , node vj is also connected to node vi. Because of this
assumption, the connectivity matrix is symmetric:

cij = cji (4.3)

Hypergraph Notation

In contrast to a fixed network in which individual links may be technically realized as ded-
icated links, the broadcast nature of the shared wireless channel causes one message to be
received by all adjacent nodes of the sender at the same time. Consequently, when studying
wireless networks, we should consider their representation as a hypergraph H , i.e., a general-
ized graph in which edges are ordered pairs of sets (hyperarcs) rather than tuples: H := (V,A).
A hyperarc a is a pair of a set of senders S and a set of receiversR:

a = (Sa,Ra) ∈ A (4.4)
Sa ∩Ra = ∅ (4.5)

The type of relation between the nodes is a one-to-many relation, but there are two perspec-
tives:

2The adjacency matrix of the graph: C˜ (G) ∈ {0, 1}n×n.
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• Every singular sender has a set of receiving nodes, represented by an associated hyperarc
from the one sender to the set of receivers. The set of send hyperarcs A is thus:

∀vi ∈ V : ({vi},Ri) ∈ A (4.6)

• Every receiver has a set of senders that it hears, represented by an associated hyperarc
from a set of senders to the one receiver. The set of receive hyperarcs A′ is thus:

∀vj ∈ V : (Sj , {vj}) ∈ A′ (4.7)

The cardinality of the vertex and edge sets is:

|A| = |A′| = |V| (4.8)

The traditional network representation G := (V, E) can be transformed into H := (V,A):

∀a = ({vi},Ri) ∈ A : (vi, vj) ∈ E , if vj ∈ Ri (4.9)
∀a′ = (Sj , {vj}) ∈ A′ : (vi, vj) ∈ E , if vi ∈ Si (4.10)

Let i denote the row index and j the column index of the connectivity matrix C˜ . According
to the definition of connectivity in Chapter 3, cij is one if vi can transmit to vj . Therefore, a
one in a row i indicates membership in Ri; the rows of the connectivity matrix can thus be
understood as a representation of the set of send hyperarcs A. On the other hand, a one in a
column j indicates membership in Si; thus, the columns represent the set of receive hyperarcs
A′.

Because of the link symmetry (Equation (4.3)), we can state that

∀vi ∈ V : ({vi},Ri) ∈ A, (Si, {vi}) ∈ A′ : Ri = Si (4.11)

4.2.2. Traffic Vector

Traffic theory commonly uses the term offered traffic as “a measurement for the total number
of attempts to seize a group of servers”. In other words, offered traffic measures the amount
of traffic that would be carried by the network (the servers, in our context) if the network had
unlimited capacity.

In the following, we denote the traffic that is generated by a node vi and subsequently sent
to the network as “(sourced) traffic” si. The term refers only to the traffic for which vi is the
actual source. Generally3, let λ be the message generation rate in s−1, l the message length in
bit, and R the data rate at which the message is sent, then the sourced traffic s is:

s = λ · l
R

(4.12)

The accumulated sourced traffic of the nodes that share a common segment of the medium
shall be denoted as “the (cumulated) load” throughout this chapter. We have already stated
that wireless networks share a common medium, the wireless channel, among the network’s
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Figure 4.1.: Exemplary network. The radio ranges are indicated for nodes B, C, and F.

nodes. It is, however, relevant to understand that there exists a number of different “seg-
ments” of the wireless network that are determined by the network nodes that are in range
and actually make use of that network segment.

As a convention, we define network segments according to the set of receive hyperarcsA′ and
we shall in the following denote these segments the collision domains. At a node vj ∈ V , the
medium is shared between vj and the nodes that vj can hear, i.e. the nodes in the set Sj .

The cumulated load is then the sum of the traffic for which the nodes in Sj are sources, plus
the traffic for which vj is the source. We denote the load as uj :

uj = sj +
∑
vi∈Sj

si (4.13)

= sj +
N∑
i=0

cij · gi (4.14)

Let u denote the load vector where ui is the cumulated load at node vi’s collision domain. The
vector s denotes the source traffic vector where si is the traffic sourced into the network by
node vi. Then, the vector:

u = C˜ T s + s

=
(
C˜ T + I˜)s (4.15)

3... and thus omitting the appropriate node indices ...
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4.3. Medium Access Protocols

is the vector that represents the cumulated load (total traffic offered to the medium) at each
node’s collision domain. We will use this representation throughout the remainder of this
chapter.

Example

In Figure 4.1, an exemplary network is shown. The radio ranges of nodes B, C, and F have been
highlighted. The network can be described as a hypergraph:

V ={a, b, c, d, e, f, g, h, i, j, k, l} (4.16)
A ={({a}, {b}), ({b}, {a, c}), ({c}, {b, d, e, f}), ({d, }, {c, e, f}), ({e}, {c, d, f, g}), (4.17)

({f}, {c, d, e, i}), ({g}, {e, h}), ({h}, {g}), ({i}, {f, j, k}), ({j}, {i, k, l}), (4.18)
({k}, {i, j}), ({l}, {j})} (4.19)

A′ ={({b}, {a}), ({a, c}, {b}), ({b,d, e, f}, {c}), ({c, e, f , }, {d}), ({c,d, f ,g}, {e}), (4.20)
({c,d, e, i}, {f}),({e, h}, {g}), ({g}, {h}), ({f, j, k}, {i}), ({i, k, l}, {j}), (4.21)
({i, j}, {k}), ({j}, {l})} (4.22)

The load at the collision domains of node B, C, D, E, and F can be computed by summing up the
traffic sourced by the nodes that are senders to them:

ub = sa + sb + sc (4.23)
uc = sb + sc + sd + se + sf (4.24)
ud = sc + sd + se + sf (4.25)
ue = sc + sd + se + sf + sg (4.26)
uf = sc + sd + se + sf + si (4.27)

(4.28)

In matrix-vector notation, the load vector u can be computed from the connectivity matrix C˜ and
the source vector s˜:



ua
ub
uc
ud
ue
uf
...


=



1 1 0 0 0 0 0 · · · 0 · · ·
1 1 1 0 0 0 0 · · · 0 · · ·
0 1 1 1 1 1 0 · · · 0 · · ·
0 0 1 1 1 1 0 · · · 0 · · ·
0 0 1 1 1 1 1 · · · 0 · · ·
0 0 1 1 1 1 0 · · · 1 · · ·
...

...
...

...
...

...
...

...
...

...


(
C˜T+1˜

)

·



sa
sb
sc
sd
se
sf
sg
...
si
...


(4.29)

4.3. Medium Access Protocols

The QoS parameters throughput, packet loss and packet delay are dimensions that depend not
only on the physical layer implementation of a wireless technology that basically determines
the maximum attainable data rate by means of various modulation schemes, but more so on
the Medium Access Control (MAC) layer implementation: The way that wireless nodes actu-
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Figure 4.2.: Throughput over offered traffic.

ally access the channel has a significant impact on these parameters. All MAC protocols have
to make a tradeoff between maximum throughput, simplicity of implementation, fairness, and
so on. The actual performance of a protocol may depend on a number of further parameters
such as the number of nodes that share the medium, the message length, message prioritiza-
tion, resource allocation, susceptibility to interference, etc. It is not the aim of this section to
introduce a new MAC protocol but rather to extend the connectivity analysis framework with
a means for efficient modeling and consequent analysis of existent protocols.

The key factor that determines the performance of a MAC protocol is the probability that a
packet is successfully transmitted from the sender to the receiver(s). Aside the — protocol-
dependent — parameters mentioned above, the most influential parameter is obviously the
cumulated load (i.e., the sum of the individual offered traffic) in a collision domain.

Let us denote the success probability as ps. A perfect protocol would transport every packet
successfully (ps = 1), until the cumulated load u exceeds the capacity C = 1 Erl of the wire-
less channel. The throughput v of the protocol is thus equal to the cumulated load and then
remains at the channel capacity:

v(u) =

{
u if u ≤ C
C if u > C

(4.30)

The throughput (i.e., the successfully transported traffic) for some of the protocols discussed
in the following is shown in Figure 4.2; the perfect MAC performs as expected.

In the following, we require that the throughput as a function of the cumulated load v(u)
is known, either analytically or through simulations. Consequently, we can derive the QoS
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Figure 4.3.: Packet loss probability and number of transmissions.
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4. QoS Analysis and Provisioning in Vehicular Ad-Hoc Networks

measures:

• The packet loss probability pl(u) is complementary to the success probability ps(u), see
Figure 4.3(a). We can thus write:

pl(u) = 1− ps(u) = 1− v(u)

u
(4.31)

• The delay that a packet experiences (Figure 4.3(b)) is determined on the one hand by the
amount of time that the packet has to queue before the MAC actually gets to access the
channel. On the other hand, the number of necessary retransmissions until successful
delivery plays an important role. In case that a protocol has a means of detecting that
a packet has not been correctly transmitted, it may reschedule the packet and retry4.
This procedure may be repeated for a number of time, until the transmission was suc-
cessful or the sender gives up. However, every retry adds to the delay that the packet
experiences.

Let us denote the average time until channel access as τ . Then, we can determine the
average time T until the transmission is successful:

T = psτ + ps(1− ps) · 2τ + ps(1− ps)2 · 3τ + ps(1− ps)3 · 4τ + . . .

= τps ·
∞∑
n=0

(1− ps)n(n+ 1)

=
τ

ps
(4.32)

The average normalized packet delay, as a function of the cumulated load, is then:

δ(u) =
u

v(u)
=

1

ps(u)
(4.33)

The packet delay variation is commonly denoted as packet delay jitter.

Over the years, a large number of MAC protocols have been proposed, an quite some have
found their way into a standard. In [GL00], the authors introduce the basic concepts of wire-
less medium access protocols. A thorough survey, classification and analysis of 34 MAC pro-
tocols can be found in [JLB10]. For further reading, the said publications should be considered
as starting points.

In this section, we present very selected, fundamental protocols, classify them in three families
and discuss their properties relevant for the further considerations. The families of collision
recovery protocols and collision avoidance protocols can be grouped together and constitute
the class of contention-based protocols.

4.3.1. Collision Recovery Protocols

The ALOHA protocol [Abr70] is the simplest collision-based MAC protocol. A station accesses
the channel immediate when a packet arrives and transmits the packet. Given the existence
of an ideal, collision-free return channel, it awaits an acknowledgement from the receiver.

4This is probably not applicable if broadcast applications are to be deployed.
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If a certain timeout expires and no acknowledgement was received, the station retries the
transmission to recover from the collision.

Let us assume that the channel access inter-arrival times follow a poisson process, we can
determine the throughput of ALOHA as:

vA(u) = u · exp (−2u) (4.34)

The ALOHA protocol was later improved by adding the rule that the channel may not be
accessed at random points in time but only at the beginning of a time slot. Hence, the extended
version was called Slotted ALOHA [Rob75, KL75]. The throughput is given by:

vSA(u) = u · exp (−u) (4.35)

Figure 4.2 shows that the maximum throughput is attained at an offered traffic of u = 0.5 Erl,
where the throughput is vA(0.5 Erl) ≈ 0.18 Erl. The packet loss probability at this point, how-
ever, is ≈ 63.2 % and the average number of necessary transmissions until success is about
2.72. It is remarkable that through increasing collisions, the throughput actually decreases
to zero if the amount of offered traffic is increased beyond 0.5 Erl. This is called the stabil-
ity criterion. The maximum throughput of Slotted ALOHA is increased to twice that of pure
ALOHA (due to the shortened critical time where collisions may occur), at an offered traffic
of u = 1 Erl: vSA(1 Erl) ≈ 0.37 Erl. The packet loss probability at this point is equal to that of
ALOHA at the throughput maximum; consequently, the number of required transmissions is
equal.

In the following years, a number of protocols have been developed that build on the foun-
dation of ALOHA, among which the R-ALOHA protocol [CRW+73] is most noteworthy: it
unites both elements of contention and reservation. Nodes contend for time slots and, upon
having successfully transmitted a message in one slot, may keep “their” slot for a certain time
thus achieving reservation of a certain resource share. Its performance in terms of through-
put, delay and packet loss has been studied in [Lam80]. In [BCCF03], the authors propose
RR-ALOHA, a distributed, reliable, reservation-based ALOHA variant for use in mobile ap-
plications (sometimes also denoted as ADHOC MAC).

4.3.2. Collision Avoidance Protocols

The large family of Carrier Sense Multiple Access (CSMA) MAC protocols is based on the
principle of sensing the medium for the existence of a carrier before starting a transmission,
i.e., testing if the channel is already busy with another transmission. If so, the station defers
the access to a later point in time, otherwise, it starts its transmission. This way, the protocol
tries to avoid collisions on the channel. There are numerous different variants and a most
comprehensive study (along with performance considerations) can be found in the landmark
papers [KT75, TK75, TK76, TK77].

A rough classification can be made by means of the persistence:

• After the channel is found busy, p-persistent protocols continuously check the channel
until it is found free. Then, it starts transmitting with a probability of p. A 1-persistent
protocol, for instance, starts transmitting immediately after the channel is found unused.
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Figure 4.4.: The 802.11 DCF mechanism

• After finding the channel busy, non-persistent protocols wait a random time and then
check again. This procedure is repeated until the channel is found free, then the trans-
mission is started.

Figure 4.2 shows the throughput of non-persistent CSMA. Let a be the ratio of propagation
delay to packet packet transmission time, then the throughput is:

vCSMA(u, a) =
u · exp (−au)

u · (1 + 2a) + exp (−au)
(4.36)

Clearly, CSMA has an advantage over the ALOHA schemes in terms of maximum through-
put. However, as the offered traffic increases, packet loss and consequently, the number of
necessary transmissions also increases.

4.3.3. 802.11(e) Distributed Coordination Function (DCF) and Enhanced
Distributed Channel Access (EDCA)

The widely used 802.11 technology, IEEE’s standard for wireless networks [IEE07a], has adop-
ted a modified variant of non-persistent CSMA. Apart from an operating mode that employs
a central control instance — a functionality that most devices do not implement and that is
not applicable in ad-hoc networks — the standard offers a mechanism denoted as Distributed
Coordination Function (DCF) that aims to reduce the percentage of packets lost due to colli-
sions (see Figure 4.4 for illustration). Put simple, upon arrival of a new packet in the transmit
queue, a random “backoff” counter is chosen if the stations finds the medium busy. The MAC
then defers the access until the medium is free again (after the ACK plus the DIFS) and then
decrements the counter with every free time slot; if another stations starts transmitting, the
counter is stopped again. When the counter reaches zero, the station transmits the packet. A
detailed description of the mechanism can be found in section 9.2.5 of the standard [IEE07a].

There exist innumerable papers on the throughput of the 802.11 MAC, therefore we shall name
only some important and initial papers: The first paper to study the performance of the then-
emergent standard using a simulative approach was [BFO96], which was later amended in
the milestone paper [Bia00]. In this work, Bianchi introduced an analytical approach to the
802.11 DCF using a Markov model; all current analytical studies go back to this publication.
However, Ho [HC96] actually first suggested a 2D finite-state Markov chain approach when
he analyzed the impact of the DCF extension to CSMA and addressed the issue of hidden ter-
minals. This topic was later taken on in [KKJ98] where the authors found that, depending on
the fraction of hidden terminals, the performance of the protocol can drop very significantly.
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Figure 4.5.: The 802.11 EDCA mechanism

The so-called capture effect, i.e., the ability of a receiver to correctly decode a transmission
in the presence of other lower-power transmissions, and the resulting capacity of the 802.11
MAC protocol in multipath-faded channels has initially been studied in [HVS02].

Recently, broadcast services (especially in the context of vehicular networks) have gained more
attention and consequently some dedicated studies on the performance of 802.11 in broad-
cast networks were published. A performance analysis under saturation conditions was pub-
lished in [MC08], in which the authors point out that the choice of the range from which
the backoff counter chooses its value is critical to throughput. The used model was then ex-
tended [WAFS09] to also account for non-saturated conditions.

The EDCA of the 802.11e standard offers the possibility to differentiate traffic into four access
classes, each with their own priority. To achieve this, the DCF mechanism has been modified
such that decreasing the backoff counter is only allowed after variable-length AIFS times have
passed. By this means, higher-priority traffic gain privileged channel access so that AC0 is
served before AC1, which in turn is served before AC2 and AC3 (see Figure 4.5).

Again, a number of studies on the performance have been published. In [TFM05], the authors
analyze the throughput and delay under saturation conditions and show the effectiveness of
the prioritization. Using Markov chains, [HD05] presents a unified analytical model for per-
formance analysis. Another analytical model is presented in [PPQ10] and the various model
parameters are discussed to facilitate proper design for specific applications. A simulative
study of the packet loss probability in vehicular broadcast network using priorities is pub-
lished in [TMJH04], where the authors analyze the impact of some design parameters and
show that prioritization effectively reduces packet delay. Since the EDCA mechanism was
adopted for the upcoming 802.11p vehicular radio standard [IEE10], a thorough analysis of
EDCA in the control channel can be found in [GMM09]. Some criticism of the EDCA has been
expressed in [Eic07], where the author states that a careful choice and assignment of applica-
tions to access classes is inevitable to provide the desired QoS characteristics of the 802.11p
MAC.

4.3.4. Reservation-Based Protocols

In reservation-based protocols (such as, for example, Time Division Multiple Access (TDMA)),
the medium is divided into resource partitions (such as time slot, frequencies, codes, etc.)
which are then assigned to the individual network nodes. Let us denote a node’s share of the
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medium with c (in Erl), then the throughput is:

v(u, c) =

{
u u ≤ c
c u > c

(4.37)

It is clear that as long as the offered traffic is less or equal to a node’s share of the channel,
the protocol is ideal. If a central instance is available that has global (or, at least, enough)
knowledge of a network’s topology, it can easily compute and assign the channel shares to the
individual network nodes. However, if such a system is to be implemented in a distributed, de-
centralized fashion, significant issues arise. A comprehensive study of the problem of schedul-
ing broadcast transmissions in TDM multihop networks can be found in [ET90], in which the
authors also prove that the problem is NP complete. In [You99], a self-organizing TDMA pro-
tocol is proposed that caters for bursty traffic as well as for low latency data transport through
reserved channels. The authors of [KUHN03] propose an extension to that, increasing the effi-
ciency by dynamically controlling the TDMA frame length. A slot assignment method based
on a centralized genetic algorithm and the knowledge of two-hop connectivity has been stud-
ied in [NL03].

The resource allocation in reservation-based protocols is basically an edge-coloring problem:
throughout the network, all transmitters adjacent to a receiver must use dedicated resources
(i.e., the colors) for their transmissions (i.e., the incident edges) so that the transmissions do
not collide at the receiver. According to Vizing’s Theorem [Viz64], a graph with maximum
node degree ∆ can be colored using χ′ colors (the chromatic index of the graph):

∆ ≤ χ′ ≤ ∆ + 1 (4.38)

Vizing’s Theorem, however, holds for an optimal coloring of the graph. An overview and dis-
cussion of the performance of distributed edge coloring algorithms can be found in [ZHZ+07],
where the authors state that no current distributed algorithm is capable of obtaining an opti-
mal coloring. For their own algorithm, they assume that χ′ = 1.25∆ holds true. Consequently,
we can state that if the channel’s capacity is C, then the individual node shares have a capacity
of:

c =
C

χ′
(4.39)

The node degree probabilities for different scenarios can be determined using the formulas
described in Chapter 3.

4.3.5. Discussion

The choice of a specific MAC protocol is very much dependent on the requirements of the
applications that shall be run over the network. Especially in vehicular networks, throughput
may not be the most determining factor. For example, many control algorithms have been
shown to function well, even under severe packet loss, as long as delays are bounded.

Some factors that may influence the decision for a certain MAC protocol are listed in Table 4.1
and shall be discussed here:

Collision recovery protocols (such as ALOHA and slotted ALOHA) are rather easy to im-
plement. Especially in the context of vehicular networks, when external timing informa-
tion such as GPS devices are available, time synchronization is easily achieved. Apart
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from that, no further synchronization or interaction with other radios is required. There-
fore, these schemes do not require any adaptation to support mobility. The channel
usage efficiency, as shown above, is low (≈ 0.18 Erl) to medium (≈ 0.37 Erl) depend-
ing on the scheme. The great advantage of (slotted) ALOHA, however, is that it is not
susceptible to hidden terminals and that it offers deterministic delays: upon arrival of a
new packet, the channel is either immediately accessed or at the beginning of the next
slot. The outcome of the transmission, however, is rather unreliable.

Collision avoidance protocols (such as CSMA or 802.11) are more complex than collision
recovery protocols, as they require queues and the additional carrier sense mechanism.
This very mechanism also makes their performance susceptible to hidden terminals
which can reduce their performance significantly, even well below that of slotted ALOHA
(see for instance [TK75, KKJ98]). Especially in vehicular scenarios, this effect may be sig-
nificant and can render the additional complexity pointless. In scenarios with a low
percentage of hidden nodes and only a few contending stations, however, the channel
usage efficiency can be quite high and the reliability of transmissions is good. The ma-
jor drawback of this family of protocols, however, is that their delay characteristic is
non-deterministic: depending on the back-off strategy, the time between packet gener-
ation and the actual transmission may vary greatly. Scalability (to a certain extent) and
mobility support, however, are good.

Reservation-based protocols (such as TDMA) are most complex to implement, especially if
there is no central entity that assigns the resources to the individual network nodes. For
TDMA, time synchronization among nodes is crucial for obvious reasons. The changing
network topology, especially in vehicular scenarios, imposes great requirements on the
resource distribution mechanism. In the same way, the scalability of these networks is
constricted as the administrative effort for resource management increases more than
linearly with the number of network nodes. The throughput efficiency is high for con-
tinuous traffic and low for bursty traffic; a careful consideration of the suitability of such
a protocol should thus be made with respect to the desired applications. Reservation-
based protocols, on the other hand, have significant benefits over the other protocols:
because contention for resources is not necessary and every node has a guaranteed share
of the medium, the reliability of transmission is very high and the delay characteristics
are absolutely deterministic.

Special respect should also be paid to the type of communication relations: in case that broad-
cast applications are to be deployed, ALOHA schemes may have an advantage over CSMA
schemes due to infeasible packet-level acknowledgements. Depending on the node degrees
in the network and the chosen backoff interval, CSMA schemes will not perform better than
ALOHA in terms of packet loss and still reveal non-deterministic delays (see [MC08] for a
detailed study of these effects).

The delay distributions of slotted ALOHA and CSMA in unicast scenarios and a comparison
of the two schemes can be found in [YY03]. The global throughput of obstacle-free multi-
hop network using ALOHA and CSMA has been studied in [MSQT04]. Other interesting
conclusions are drawn in a recent study [KJ08], in which the authors conclude that in networks
with low densities, ALOHA outperforms CSMA. For higher densities, however, the situation
reverses. Knowing the density and the structure of a network, these findings raise the question
if a dynamically parameterized MAC layer protocol could be sensible.

Thorough overviews of existing MAC protocols with an explicit emphasis on the deployment
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in vehicular networks are presented in [MFL06, SK08], in which the authors review design
choices and compare various technologies.

4.4. Providing QoS in Contention-Based Networks

In this section, we assume that a contention-based MAC protocol has been chosen for deploy-
ment. In the desire to provide applications with a pre-defined QoS, it is now necessary that
the application designer specifies at least one of the following QoS parameters:

• Maximum tolerable average packet loss: Using Equation 4.31, the traffic limit û for the
candidate MAC mechanism can be determined.

• Maximum tolerable average delay: With Equation 4.33, the traffic limit û can be deter-
mined.

If the cumulated load u in all collision domains is below the determined load limit û, the
desired QoS is attained. The QoS criterion is thus (Equation (4.15)):

û1 ≤
(
C˜ T + I˜)s (4.40)

As we have described in the previous section, the traffic vector s comprises all traffic that is
generated by the individual nodes (i.e., unicast, multicast, and broadcast traffic) due to the
broadcast nature of the wireless medium.

To fulfill the QoS criterium given the current network connectivity C˜ , a control algorithm shall
be designed that determines a traffic vector s that (in Equation 4.40):

• guarantees that the load in every collision domain is bounded: ∀i : ui ≤ û, (R1)

• maximizes the traffic si that may be sourced by each node, (R2)

• allocates the amount of traffic sourced so that a fairness criterion among contending
nodes is met (R3).

There are several ways of obtaining s: either, a central instance with global knowledge of the
network could compute a global s and then distribute it to the nodes. Or, the nodes themselves
could — through exchanging the appropriate bits of information — compute their own si. The
dynamically computed si shall then be used at the nodes to control their traffic, so that the pre-
defined QoS is attained throughout the network.

Obviously, in a purely decentralized ad-hoc scenario, the latter approach is more desirable
as infrastructure with global network knowledge is not available. Furthermore, the exchange
of messages with a central entity would either introduce additional messaging overhead or
require additional communication hardware.

4.4.1. Global Traffic Limits Determination

Although impracticable in a distributed network, a simple iterative global algorithm for bench-
marking purposes is outlined in Algorithm 1. Given the vertex set V and the degree vector
d5, the algorithm starts with those nodes that have the highest degree di. The QoS criterion

5The degree vector d can be determined through:

d = C˜T1 (4.41)
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Algorithm 1: Global determination of traffic source vector s

Input: Graph’s vertex set V , QoS traffic threshold û
Output: Admitted traffic vector s

1 V ′ ← V . Copy vertex set
2 forall the vi ∈ V ′ do
3 si ← û . Assign QoS threshold to all nodes
4 end
5 while V ′ 6= ∅ do
6 forall the vi ∈ V ′, max di do . Select remaining nodes with maximum degree
7 si ← û/(di + 1) . Assign fair share of threshold to these nodes ...
8 forall the vj ∈ V ′, vj ∼ vi, sj > si do . ... and their neighbors
9 sj ← si

10 end
11 remove vi from V ′
12 end
13 end

is fulfilled if the traffic of all neighboring nodes plus that of the node itself does not exceed
û. Therefore, the algorithm assigns a “fair” maximum traffic of si = û/(di + 1) to the node
and all its neighbors. It then continues with untouched nodes until all nodes have an assigned
maximum traffic.

This algorithm is guaranteed to satisfy requirements (R1) and (R2). We will discuss the fairness
requirement (R3) later.

4.4.2. Distributed Traffic Limits Determination

Let every node vi maintain a set of direct (1-hop) neighbors, Ni. This set is updated either
upon receiving a message from a neighboring node vj by adding vj toNi or, if vj times out (last
message from j received more than τout seconds ago), by removing vj fromNi. The cardinality
of Ni thus corresponds to the number of direct neighbors. Sufficient information about the
network’s topology can now be shared among the nodes through periodically broadcasting
the cardinality of the set Ni so that every neighboring node vk that receives this information
can update its own set of direct neighbors, Nk, and keep track of the maximum node degree
of its neighbors dj ∀vj ∈ Nk.

In short, all the information required by the algorithm is the maximum node degree of a node
vi and of all its neighbors. The idea behind this rule is that if all nodes limit the amount of
traffic they source into the network so that the load at the neighbor that has the highest node
degree does not exceed û, the QoS criterion is fulfilled.

The maximum admissible traffic si is computed at each node i using Algorithm 2. Basically,
the algorithm first determines the cardinality of the set of direct neighbors Ni (number of
direct neighbors) and then checks if any of the direct neighbors has a greater number of neigh-
bors. Finally, si is adjusted so that the traffic threshold û is divided by the greatest number of
neighbors plus one.

87



4.4. Providing QoS in Contention-Based Networks

Algorithm 2: Distributed determination of admissible traffic si
Input: Set of node’s neighbors Ni, Degrees of neighbors dj ∀vj ∈ Ni
Output: Admitted traffic vector si

1 n← |Ni| . Limit traffic for local number of neighbors
2 forall the vj ∈ Ni do . Go through set of neighbors
3 n← maxn, dj . If neighbor has higher degree, limit traffic to that number
4 end
5 si ← tt/(n+ 1) . Assign fair share of threshold to node

Despite its simplicity, the algorithm proves to be extremely efficient in realistic environments.
Its specific advantages are:

• It requires minimal information about the network’s topology. Information about the
identity of the direct neighbors is usually easily available by monitoring ongoing trans-
missions. The mandatory requirement of knowing a neighbor’s number of neighbors
(their identities are not relevant) can easily be achieved by adding information about a
node’s degree to every transmitted message. This implies minimal additional overhead
(some bytes) and ensures correct functioning of the algorithm. A realistic implemen-
tation, however, would usually keep track of the two-hop neighborhood topology for
routing purposes, which essentially contains the same information plus the identities of
two-hop neighbors.

• No negotiation with neighboring nodes is necessary and the valid traffic limit is instan-
taneously available at every node and with every topology update (i.e., upon receiving
a message from a previously unknown node or after a neighboring node has timed out).
This information can then be passed on to the higher layers of the communication sys-
tem. The reliability of the system is significantly increased, since the topology informa-
tion is updated regularly with every packet; no additional control message exchange is
necessary that might compromise the system’s performance if messages are lost.

4.4.3. Admitted traffic and load distribution

The admitted traffic and the load distribution has been computed for all possible realizations
of connected five- to eight-node networks. For comparison, the baseline shall be the maximum
traffic threshold û divided by the number of nodes n in the network. This corresponds to
the assumption that in the worst case, all nodes are within each others radio range (i.e., the
network is fully meshed):

sb =
û

n
(4.42)

Figure 4.6 depicts the admitted traffic s̄/û for all 21 (112) groups of isomorphic, connected 5-
(6-) node network graphs. Note that in this discussion, the average node degree d̄ includes
not only the number of neighbors di of a node i, but also the node itself. Therefore, its degree
is di + 1.6 Also, some configurations have equal

(
d̄, s̄/û

)
values, which is why there are only

6This comes from the fact that Equation 4.15 can also be written as u =
(
C˜T + I˜) s. Therefore, the node degree

corresponds to the number of ones in a node’s row or column.
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Figure 4.6.: Average admitted traffic per node s̄ (in units of û) over average node degree d̄.
Upper and lower bounds are also shown (dashed lines).
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d̄ = 3.0 d̄ = 5.0

s̄/û = 0.33

s̄/û = 0.2

Table 4.2.: Average admitted traffic per node s̄ and average node degree d̄ for some represen-
tative network topologies.

14 (37) visible data points.

The lower dashed line depicts the baseline and corresponds to networks that are either densely
meshed (converging towards the fully connected network, to the right) or that have a very
unfavorable configuration (to the left). The upper dashed line represents the upper bound of
achievable s̄, which, for the 5-node networks, is reached by one configuration. However, most
configurations (9 out of 21 possible) are somewhere in between (conforming to requirement
R2). This is even more apparent for the 6-node networks.

Table 4.2 shows the extreme configurations. The circular network (3.0, 0.33), due to its low
and uniform node degree, achieves the “best” traffic assignment and corresponds to the data
point on the upper bound. It is worth noting that circular network configurations are the best
configurations in all n-node networks, as they are the sparsest configurations possible that
yield a connected network, an upper-bound s and an upper-bound ū.7 The fully-connected
network (5.0, 0.2), as expected, limits the baseline to the right. An interesting case, however, is
the third network (3.0, 0.2): due to the fact that there is a “central” node that has connections
to all other nodes in the network, this central node limits the s of all other nodes. This opens
an interesting perspective: by changing only two vertices of the graph — possibly by means of
topology control — the network could be transformed into the (3.0, 0.33) network. The effect
is immediate: an increase of two thirds of admitted traffic s for every node.

Figure 4.7 depicts the average load ū that results from the network configuration and the
corresponding source vector s. Conforming to requirement (R1), all configurations exhibit a
load of maximally û. Consequently, ū is bounded above by û (upper dashed line). Similarly, ū
is bounded below (lower dashed line) by the product of the baseline sb and the average node

7Only a circular configuration with one vertex missing (the (2.6, 0.33)-configuration) is sparser but it also has
suboptimal ū.
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Figure 4.7.: Average load ū (in units of û) over average node degree d̄. Upper and lower
bounds are also shown (dashed lines).
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network nodes 5 6 7 8

isomorphism groups 21 112 853 11117
baseline admitted average traffic per node û/5 û/6 û/7 û/8

fraction of groups with average
admitted traffic per node of...
baseline 52.4% 30.4% 18.2% 9.4%
gain > 0% 47.6% 69.6% 81.8% 90.6%
gain ≥ 33% 23.9% 31.3% 43.3% 58.2%
gain ≥ 50% 9.5% 25.9% 21.8% 21.5%
gain ≥ 100% – 1.8% 1.3% 1.9%

Table 4.3.: Per-node traffic gains for various network sizes

degree. Again, the circular configuration (3.0, 0.33) shows the highest average load (upper left
dot).

Table 4.3 shows the potential gains over baseline for networks of various sizes. For five-node
networks, we find that roughly one half of all possible network configurations (52.4%) do
not actually benefit from the presented algorithm. As networks increase in size, however,
this benefit also grows significantly: for seven-node networks, more than 80% of all possible
network configurations exhibit an increase of average admitted traffic, with more than 20%
showing an increase of one half or more. The maximum ratio g between the baseline and the
best (the circular) configuration of an n-node network is given by

g =
n

3
(4.43)

Example

Consider an intersection scenario. The radio parameters have been chosen to yield a range r =
100 m. On all four lanes, the traffic density ρ = 50 km−1. As predicted with Equation 3.70, the
expected node degree of vehicles on the intersection is 40 vehicles. The node degree of the vehicles
is shown in Figure 4.8.

Consider an application that shall be run using a slotted ALOHA MAC and a PHY supporting a
data rate of R = 10 Mbit/s. The application can tolerate a packet loss of up to pl = 10 %.

With Equations 4.31 and 4.35, we obtain the QoS load limit û:

pl(û) = 1− vSA(û)

û
= 1− exp (−û)

pl(û)
!
= 0.1→ û = 0.105 Erl

The chosen realization implements the presented distributed traffic limiting algorithm. Figure 4.9(a)
shows the nodes’ shares for the intersection scenario. Intuitively, vehicles in and directly around
the area of the highest node degree are assigned the smallest share of the medium: s = û/40 =
0.02625 Erl. What is the data rate that these nodes can attain?

D = Rs = 10 Mbit/s · 0.002625 Erl = 26.25 kbit/s (4.44)
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Figure 4.8.: Node degrees for the intersection scenario.

Assuming that the application needs to transmit ten packets per second, the maximum packet size
is then (Equation (4.12)):

lp =
26.25 kbit/s

10 s−1 = 328 B (4.45)

The tolerable packet loss is now pl = 1 %. Consequently, the QoS load limit is then û = 0.01005 Erl
and the maximum packet size is 31 B. Another choice for this setup may be to use the traffic limit
computed above (û = 0.105 Erl) and transmit every message twice. This effectively reduces the
packet loss probability to meet the new requirement. On the other hand, the maximum packet size
(due to the doubled number of transmissions) only reduces to 164 B. Repeating transmissions may
thus be more efficient than reducing the traffic to meet a QoS requirement.

It is interesting to note that the cumulated load goes down significantly in a circular area about 100 m
around the intersection (Figure 4.9(b)). This is caused by nodes that are just inside the boundary of
the very high density region and thus receive low traffic coming from few nodes close to the center
with a low admitted traffic. Also, they receive only a part of the higher-traffic nodes outside the
boundary.

4.4.4. Stub nodes

Obviously, the inhomogeneous distribution of node degrees lead to an unbalanced traffic as-
signment at the nodes. On the one hand side, this yields a benefit in average admitted traffic,
as discussed above. On the other hand side, however, neighboring nodes may experience very
unequal assignments. Stub nodes of degree 2 will — in the best case — be admitted to source a
traffic of û/3. In the worst case, all other nodes are connected to a central node which a degree
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Figure 4.9.: Admitted traffic (a) and cumulated load (b) for the intersection scenario.
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d̄ = 2.6

s̄/û = 0.267

Figure 4.10.: An example for a stub configuration

of (n− 1) and therefore be admitted a traffic of û/(n− 1). The maximum ratio rs between the
highest and lowest assigned traffic in a network with n nodes and ns stub nodes is then

rs =
n− ns

3
(4.46)

One example for a stub configuration is shown in Figure 4.10. This configuration has one
stub node and an r = 4/3. In most configurations (like the one shown), stub nodes could
even be admitted a higher traffic: in the example shown, the traffic ss admitted to the stub
node could be increased from 1/3 to 1/2. For the centralized algorithm, it is very easy to
improve stub assignments; for the distributed algorithm, however, the knowledge of the two-
hop neighborhood alone is not enough for an optimal stub assignment.

4.4.5. Fairness

A common measure of fairness is Jain’s fairness index [JCH84]. The global fairness of the
traffic assignment can be determined through:

Φ =

∑
vi∈V

si

2

|V|
∑
vi∈V

s2
i

(4.47)

For this discussion, however, we wish to determine the fairness of the traffic assignment in the
individual collision domains and use this as a criterium for the assessment of the proposed
algorithm. Let Ri denote the set of receive hyperarcs (i.e., the senders transmitting in the
collision domain of node vi), then the average fairness index φ is given by the average of all
nodes’ collision domains’ fairness indices:

φ =
1

|V|
∑
vi∈V

 ∑
vj∈Ri

sj

2

|Ri|
∑
vj∈Ri

s2
j

(4.48)
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Figure 4.11.: Average load and per-node traffic fairness over degree dispersion (a) and alge-
braic connectivity (b).
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Figure 4.12.: The proposed mechanism for application selection and parameterization

For this discussion, the fairness index has been computed for both the traffic assignment and
the resulting load on the nodes (replace s with u in the above formulas). The goal of the
algorithm is to attain a traffic assignment that best meets the fairness criterion (R3), which
shall be defined as achieving parity between equal, indistinguishable nodes that share one
collision domain.

The dependence of the traffic assignment on the network topology is reflected in Figure 4.11,
computed for the 11,117 possible isomorphic realizations of 8-node networks. In the upper
graph (Figure 4.11(a)), we have used the standard deviation of the node degree as a measure
of network imbalance; in the previous chapter, we have denoted this as “node degree disper-
sion”. It is interesting to see that while the fairness of the traffic assignment is generally rather
high and displays some lower levels between σ = 1 . . . 1.5. The reason for this finding is that
networks with low degree dispersion tend to be very evenly meshed, they could be a ring or
an (almost) fully meshed network. Networks with very high degree dispersion rather resem-
ble a star, with one central node of high degree and satellite nodes with low degrees. In both
cases, the traffic assignment is equal for all nodes and hence considered fair. Medium node
degree dispersions relate to networks that have some nodes with high degree and some with
very low degree; a typical configuration could be a star with lots of stubs.

At the same time, the cumulated load resulting from the traffic assignment exhibits a more and
more unequal distribution over the nodes as the network imbalance increases. Figure 4.11(b)
plots the cumulated load over the algebraic connectivity8 as a measure of how well the net-
work is connected. Clearly, networks that are “more connected” reveal a more uniform load
distribution and hence a higher level of fairness. Networks with a low load fairness usually
have most, if not all, nodes connected to a central node that determines the maximum admit-
ted traffic and varying connections between them which cause unequal loads. As the number
of connections between these nodes increase (and the connectivity increases), the loads bal-
ance and the average fairness goes towards 1.
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4.5. Application Selection and Parameterization

A potential implementation of a higher-layer application selector and parameterization is out-
lined in Figure 4.12: Once a node vi has computed its traffic limit si, the information can be
used at higher layers to select a subset of active applications for a set of runnable applications.
Also, the selected applications can then be parameterized by assigning them a specific share
of the admitted traffic.

Let us assume that the application selector has a specific set of applications P to choose from.
Every application has an associated utility function that accepts as a parameter the applica-
tion’s share of the admitted traffic, sp:

∀p ∈ P : Up(sp) (4.50)

Selecting the set of active applications P∗ ⊆ P is then a maximization problem, as described
and discussed in [FC05]:

maximize
∑
p∈P∗

Up(sp) (4.51)

subject to
∑
p∈P∗

sp ≤ si (4.52)

where the variables are sp and P∗. It should be noted that applications also need to have prior-
ities associated so that during the selection process, safety-critical applications are considered
before non-critical applications are assessed.

Feeding back the traffic allocation to the applications could enable them to adapt to the current
specific network state and to better select, quantize, and/or reduce the transmitted informa-
tion and thus increase the overall utility. Some examples of parametrizable applications are:

• Cooperative awareness applications can be parameterized so that for instance the reso-
lution of the transmitted data can be adjusted or the range of the transmitted information
is limited. This could be done, for instance, with occupancy maps as well as with im-
ages or live video streams. Also, GPS data could be quantified according to the available
bandwidth. The global utility may be much greater if more applications can be run at
lower data rates (for example, low-resolution video plus low-resolution GPS) than only
one application run at a higher data rate.

• Cooperative driving applications could be parameterized so that potentially unsafe sit-
uations can be avoided. For instance, a cooperative adaptive cruise control could be
adjusted so that the time gap between the controlled vehicle and the leading vehicle is
long enough to ensure safe operation of the algorithm, even if the status of the network
does not allow very high resolution of communicated sensor data.

Furthermore, the applications should be able to dynamically alter their utility function, de-
pending on the current driving situation. For instance, an intersection assistant has a higher

8The algebraic connectivity is commonly defined as the second-smallest eigenvector λ2 of the Laplacian matrix
L˜ of the network’s graph [Fie73], where C˜ is the connectivity matrix as defined above:

L˜ = diag(C˜T1)−C˜T (4.49)
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utility when driving in a city than when driving on a highway. At the same time, a colli-
sion avoidance application may run at lower data rates with the same utility when driving in
heavily congested traffic than in free-flow traffic.

The exact realization of such a solution shall not be discussed here, instead we would like to
refer the reader to the works of Eichler [ESKS06] and Zhou [ZGZC09], where these optimiza-
tion issues are addressed in-depth.

4.6. Conclusion

In this chapter, we have demonstrated a graph-theoretic representation of network connec-
tivity using hypergraphs and connectivity matrices. We have discussed the broadcast nature
of the wireless medium and introduced the concept of traffic vectors that we use to describe
the traffic in a network and to study the cumulated load as the result of the connectivity and
the traffic. Furthermore, we have presented various relevant MAC protocols that qualify for
implementation in a vehicular network. By quantifying their specific traffic/packet loss re-
lations, based on their specific offered traffic to throughput relation (v(u)), we could infer a
method to determine the maximum allowable load, given a desired level of QoS, which may
be described by either the maximum allowable packet loss or delay for a specific application.
The insights gained from the MAC protocol and network modeling as described here can be
used for the performance analysis of MAC protocols, given scenarios described through the
means presented in Chapter 3.

These insights can also be used as input parameters for the algorithm presented in the fol-
lowing, that allows for fast computation of the maximum admissible traffic at any node in a
given network. We have demonstrated both a centralized algorithm using global knowledge,
and a decentralized algorithm that uses two-hop connectivity information to instantaneously
compute the admissible traffic at each node. We have shown through complete simulations for
five-, six-, seven-, and eight-node networks that both algorithms guarantee that the network is
not overloaded and that most nodes achieve the highest possible traffic assignment. We have
also discussed exceptions and bounds. Using the presented algorithm, we can ensure that the
maximum load chosen at design time is never exceeded at runtime and that, consequently, the
desired QoS is attained at all times. The algorithms is thus perfectly suited for implementation
in networks as an effective QoS control mechanism.

Further work on this topic should seize on the opportunity to not only compute an optimal s
for a given connectivity matrix C˜ , but also to try to optimize the connectivity matrix itself for
a desired traffic. This may be attained through advanced techniques such as power control (as
implicitly presented in [TMMSH09]) or smart antennas. Another starting point may also be
to study how one node can maintain a set of connectivity matrices for diverse data rates and
consequently, since traffic is the quotient of a message’s packet size times its generation rate
over the data rate at which it is being sent, diverse traffic and cumulated load. This may be
desirable since closer nodes could be served at higher data rates (and lower traffic) without
disturbing long-haul transmissions that run at lower data rates (and thus cause higher traffic).
To do so, it would be necessary to introduce the idea of a receiver sets for certain messages
and then choosing optimal C˜ s for these transmissions.
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5. Predictive QoS Provisioning in Vehicular Ad-Hoc
Networks

In the previous chapter, we have demonstrated that through controlling the amount of tele-
traffic that is injected by the nodes, effective distributed mechanisms can be employed that
are, given minimal information about nodes’ connectivity, able to provide (and even guaran-
tee) a certain level of QoS. These mechanisms, however, are based on the current connectivity
of the network and are effective only at present time. Should an application require a certain
amount of QoS over a larger period of time, additional provisions become necessary. Al-
though it is possible to control connectivity in certain boundaries (for instance through power
control or adaptive antennas) and at a certain cost, the fundamental physical causes of connec-
tivity themselves (location, mobility, and wireless channel state) cannot be influenced by the
application as they are dictated by the user’s behavior and the environment. It is, however,
possible to anticipate a network’s future connectivity — at least for a certain time horizon —
and to compute the resulting future QoS. Upon this information, applications, services, and
routing protocols could be parameterized accordingly: as an example, if the future QoS of a
connection using a certain route is predicted to fall below a necessary level due to a link break,
the expected remaining time until the link actually breaks could be used to proactively find
and set up a backup route that uses other, potentially more stable links. Also, if a connection
was to be set up for a limited time, it may be very helpful to assess if the required QoS can
actually be provided by the network for the desired duration before the connection is actually
established.

While other work mainly uses mobility prediction in cellular scenarios to estimate hand-over
times, or to support ad-hoc routing in random-mobility ad hoc scenarios, this chapter focuses
on connectivity prediction in the special case of vehicular networks. Networked vehicular
nodes can be assumed to adhere to certain rules that constitute drivers’ basic behavior: they
move along roads and try to avoid collisions with obstacles, such as buildings and other cars.
Founded on the vehicular scenario constraint, we present an algorithm that predicts the lo-
cation of vehicles based on their current state (position and velocity) and information from
digital street maps obtained through the Open Street Map (OSM) project. A filter-based, self-
adaptive velocity prediction algorithm is used to model the user-inflicted velocity changes.
Using their current positions and the predicted velocities, possible future positions of cars on
the street grid and their respective probabilities can be determined. Although the main focus
of this chapter is on mobility prediction, we discuss an effective channel parameter estimation
technique and propose to predict the network’s future connectivity using an adaptive channel
model.

It should be noted that the proposed position prediction mechanism does not completely ex-
haust all opportunities provided by the vehicular scenario. For instance, we assume that ve-
hicles have no information about other vehicles’ missions, i.e., the planned route through the
road grid. Furthermore, we make no assumptions about other vehicles’ capabilities (in terms
of maximum acceleration and deceleration, yaw rate, etc.). Also, we do not consider environ-
mental properties, such as weather, street and road traffic conditions, etc. We will, however,

101



5.1. Related Work

point out and discuss the potential spots where these additional informations could be ex-
ploited to further augment the proposed algorithm.

Most of the material in this chapter has been published in [NM11].

5.1. Related Work

One possible way of predicting a network’s future connectivity is to use a model that reflects
the individual mobility properties of a node. Given the knowledge of the initial position ve-
locity of a node, a future position could be projected by multiplying the velocity vector with
the desired time interval. Obviously, this approach does not account for changes in the length
and/or direction of the velocity vector. Several more sophisticated approaches have been
suggested and today, mobility prediction has become a common research topic in wireless
networks.

Due to the distinct characteristics of vehicular ad-hoc networks, especially the high speeds and
restricted degree of freedom in the movement of vehicles, most of the work on prediction for
ad hoc networks is too general and thus inappropriate for vehicular networks. Nevertheless,
some approaches are discussed here because they give an overview of mobility prediction in
general. Material specific to mobility prediction in vehicular networks is very rare and the
topic is often neglected in works on vehicular ad hoc networks.

[KK10] presents an approach for mobility prediction using neural networks. Although it is
not specifically designed for vehicular networks it should perform better than other general
approaches as it is independent of the underlying mobility model. A trajectory is calculated
for multiple steps in the future using several past positions in quite a similar manner as the
adapting Finite Impulse Response (FIR) filter for velocity prediction presented in this work.
However, the approach does not use any map material and hence the predicted positions may
lie far off the road and may thus be unrealistic. The approach using neural networks could be
used for velocity prediction in the constellation presented in this works to substitute the FIR
filter, however it is expected to perform in a very similar manner and the FIR filter seems less
complex to implement.

A similar approach for mobility prediction using spatial contextual maps and Dempster-
Shafer’s theory for decision making is formulated in [SK05]. A framework is presented that
allows prediction of the users mobility trajectory based on various bits of contextual informa-
tion from e.g. user profile and map data. The approach is motivated by the fact that contextual
information is becoming more common for adapting services towards the users needs and it
uses the additional information in order to predict the users mobility. The concept seems fea-
sible for e.g. cell phone users traveling on foot but does not seem appropriate for vehicular
networks as the only contextual information possibly available and relevant to the future mo-
bility is the chosen route to the destination. A complex theory to combine evidence into a
prediction is not necessary in this case.

[HCY+08] suggests a prediction algorithm based on fuzzy logic that aims at the prediction of
a possible link break or a congested link which then triggers the construction of an alternate
route. Similar to our algorithm, the prediction of a link break is based on the prediction of
the future vehicle speed, the basis on which the predicted distance to the vehicle can be deter-
mined. This requires the generation of a fuzzy rule base that is then dynamically trained using
Particle Swarm optimization (which in our approach is done using the adaptive filter for speed
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prediction). The authors use similar ideas in terms of the speed prediction but implements a
fundamentally different concept. Furthermore, it is focussed on route break prediction and
hence the performance of the isolated velocity prediction compared to our algorithm cannot
be easily evaluated.

In [BRP09], the authors present some general thoughts on mobility prediction in vehicular
networks and propose a simple prediction algorithm based on movement vectors in order to
reduce the frequency of location beacons without introducing a higher mean error in respect
to the positions used for routing packets. In [RPB09], the same authors introduce the Network
Neighbor Prediction protocol (NNP) that uses the results from their prior works to predict
new routes that are going to be available in the near future and to calculate the lifetime of
those routes that are currently in use.

Another approach, although developed in the context of a different problem, is described
by [ASB10]. The authors compute the set of points that could be reached by vehicles within
the prediction times, given the capabilities (minimum and maximum acceleration, yaw rate,
etc). of the considered vehicles. The approach is computationally complex and requires a lot
of contextual information.

These previous works have demonstrated in their simulation results that mobility prediction
is a useful and necessary aspect in vehicular networks and should be researched in greater
detail than it currently is. Our approach extends the available mechanisms by complementing
the adaptive FIR filter approach with road data from digital maps, which further increases the
precision of prediction.

Using the predicted position it should also be possible to predict the future connectivity to a
certain extent using an appropriate channel model. Due to the complexity of the V2V chan-
nel (see literature survey in Section 3.2.4), an adequate prediction of channel quality seems
challenging. Analogous to position prediction, an estimation of channel quality can be seen
as a trade-off between computational complexity and prediction accuracy. An approach in-
volving ray-tracing similar to the one presented in [MSX06] on the one hand produces rather
adequate results if provided with the necessary extent of details concerning the surrounding
environment (including moving and parked vehicles), building geometries, plants and road
signs. However, it seems unrealistic and infeasible to supply an on-board connectivity predic-
tion engine with this amount of knowledge. Measurements suggest a dual-slope model for
the Path Loss Exponent (PLE) as a simple yet effective approach. Small-scale fading is usu-
ally modeled using statistical models with strong dependency upon separation distance which
limits the possibilities of a prediction to a qualitative worst case approximation. [PKC+09] also
identifies significant differences between LOS and NLOS cases in both path loss and fading
statistics.

A sophisticated approach to predict the PLE using a particle filter has been proposed in [RC10],
based on a log-normal fading channel model in wireless sensor networks. Particles are ini-
tialized in a random state with their respective weights being iteratively updated to provide
an estimation of the path loss exponent. Weak particles with low weights are periodically
replaced to avoid degeneration. The filter is parameterized with the type of the fading distri-
bution and its variance. The authors, too, show that the PLE changes significantly as soon as
the LOS is lost.

Our work extends the particle filter approach in that it bases on the dual-slope channel model
as presented in Chapter 3. By using digital map information, it is possible to obtain the length
of the LOS path and to estimate the channel’s LOS and NLOSÊPLEs. In conjunction with the
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Figure 5.1.: Structure of the connectivity predictor.

predicted positions, the dual-slope channel estimation allows for the consideration of scenar-
ios that contain radio obstacles, such as buildings etc.

5.2. Problem Statement

In the previous chapter, we have outlined how QoS provisioning based on a network’s con-
nectivity can be attained. The basis for the computation is the connectivity matrix C˜ that
describes the communication relations between n networked nodes. Let χ(xi,xj) denote the
channel function, taking as parameters the physical positions xi,xj of two vehicles vi, vj in the
environment.

The connectivity matrix C˜ then arises from Equations (3.4) and (4.2). Essentially, two vehicles
vi and vj are connected if they are located within each others’ radio ranges; if they are located
further apart, they are not connected. Consequently, the probability that the respective entry
in the connectivity matrix is one is determined by the channel function:

C˜ = (cij), cij ∈ {0, 1} (5.1)
P (cij = 1) = χ(xi,xj) (5.2)

Assume that every node vi is allowed to source teletraffic amounting to si into the network.
Multiplying the source vector s with the connectivity matrix results in the load vector l (Equa-
tion (4.15)):

u =
(
C˜ T + I˜)s (5.3)

We have shown that the QoS criterion is fulfilled if the injected traffic is dimensioned so that
each entry in the load vector ui does not exceed a certain pre-defined threshold û. For more de-
tail, especially on the distributed algorithm, refer to Chapter 4. The issue with this approach,
however, is that s|t0 is only valid for the current connectivity matrix C˜ |t0 . In the desire to fulfill
the QoS criterion over a certain time ∆t, it becomes necessary to predict the future physical
positions of the vehicles, estimate the channel function and then deduce the prospective future
connectivity matrix.

C˜ |t0+∆t = (cij)|t0+∆t (5.4)

P (cij = 1) =

(
χ|t0+∆t

Channel
Estimation

(
xi|t0+∆t,xj |t0+∆t

)
Mobility

Prediction

)
(5.5)

After that, the future source vector can be computed and a decision can be made whether
the current demand can be satisfied under the future network conditions and consequently,
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Figure 5.2.: Structure of the mobility predictor.

adequate measures can be taken. The structure of the connectivity predictor is shown in Fig-
ure 5.1.

5.3. Mobility Prediction

Generally, the spatial behavior of a vehicle is defined by two factors: On the one hand, speed
and direction are controlled by the driver who adapts to the environment and the current sit-
uation. On the other hand, movement of a car is restricted to roads so the surrounding road
topology is the major limiting factor. This is the key criterion that simplifies location predic-
tion for vehicles compared to regular mobile users. Cars are usually not allowed to travel
anywhere, they are bound to a relatively small portion of the world, the lanes. Combined
with a small memory of past positions, the current velocity and direction of movement can
be calculated. This further limits the amount of available future positions, as cars are usually
not expected to u-turn spontaneously and velocity changes are bounded by the maximum
deceleration and the maximum acceleration.

5.3.1. Concept

The prerequisite for the prediction is knowledge about a vehicle’s current position, direction
of movement and the surrounding road topology. The latter is provided by digital street maps
(available, for instance, through the OpenStreetMap Project). All of these factors are very
stable in terms of prediction. The destination or rather the mission of the car is assumed to be
unknown to the algorithm, so at a crossroads basically all directions seem equally probable.
The velocity of a car, however, is far less stable and predictable as it is directly controlled by
the user and indirectly influenced by environmental factors such as road traffic density, road
signs and the weather. Especially abrupt speed changes are almost impossible to predict as
they are often unexpected, even to the driver himself. The algorithm is sketched in Figure 5.2.

For speed prediction, we use a filter based approach that employs concepts of adaptive filters
initially developed to adapt to varying channel conditions in wireless communications. Like
the channel characteristics change depending on the environment, the speed change behavior
of a car - or rather its driver - adapts to various environmental factors. This includes urban
scenarios with steep velocity slopes and rural roads with fairly constant speeds. The character
of the driver and the performance of the car also influence the prediction to a certain extent and
are automatically taken into account by the adaptive filter. A self-adapting FIR filter approach
based on a Least Mean Squares (LMS) algorithm with relatively low depth seems ideal to
adapt to both the personal behavior of a driver and the current situation. Using past and
current velocities, an ideal weight vector for the past situation is calculated. Due to the low
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depth of the filter, the weight vector is rather unstable and consequently, it is combined with
both the mean weight vector over the last iterations and a “boost” vector to improve reactivity
at steep slopes. The resulting weight vector is then used to predict the future velocity, which
is in turn used to calculate the distance covered in the desired interval.

The distance to cover, together with the current position and direction of movement, forms
the input for the position predictor that outputs the predicted future location of the vehicle.
In some cases, multiple positions are possible, for instance due to a crossroads between the
current and the future position. In that case, the position that seems most probable to the
algorithm is used as an output; however, internally a list of all possible locations is gener-
ated. In many situations, predominantly with cars traveling in sparsely populated areas or
on highways, the prediction is rather reliable. In urban areas prediction reliability is reduced
by intersections where a sudden change of direction can occur and a certain amount of past
predictions may be invalidated. To make applications aware of such differences, an additional
output variable was added to resemble the estimated reliability of the output.

Input Data

The algorithm requires a number of input data:

Position data: Obviously, the algorithm requires knowledge about the actual position of a
vehicle and a timestamp. The position data used in the performance analysis has been
downloaded from the “GPS Tracks” section of the OpenStreetMap online portal. Se-
lected tracks were chosen that were provided by users around the globe and thus consti-
tute a rather broad basis of real life data. Additionally, own traces have been used. The
temporal resolution of the recorded tracks was or has been resampled to one second. A
statement about the spatial resolution is not generally possible as different positioning
hardware from various vendors has been used for the sample data. However, we shall
assume a positioning accuracy of a few meters.

Map data: Also, the algorithm needs to be provided with map data of the area surround-
ing the actual position. This data, too, is provided by and downloaded from the open
source OpenStreetMap project. It basically consists of an array of so-called nodes that
are uniquely identified and reference a GPS position by latitude and longitude. A street
is constructed by a list of subsequent nodes, forming a polyline that represents the shape
of the street. Actual contiguous roads may be split apart, for instance if the name of a
street changes or if two streets merge, on intersections etc.

Number of steps to predict: The major parameter influencing the algorithm. It is common
in most parts of the algorithm and hence introduced in the high level diagram. Many
parts of the algorithm also refer to it as n. Depending on the input data, the usual as-
sumption is that one timestep equals one second. Most of the evaluations were done
using a medium interval of prediction of 8 seconds - however results using different
values are discussed in Section 5.3.5.

5.3.2. Speed Prediction

A car typically moves in different classes of environments: urban, suburban, peripheral and
highway. Each of those has different characteristics concerning the speed change of a car. On a
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Figure 5.3.: Structure of the speed predictor.

highway speed changes are rare but usually with rather steep slopes whereas in urban areas,
the speed is hardly ever constant for more than a few seconds. This allows for two differ-
ent approaches in implementing a speed prediction algorithm. On the one hand, specialized
algorithms could be engineered for all of the above scenarios and another algorithm that de-
termines the algorithm that is most appropriate in an actual situation. In typical situations
one would expect such an approach to give very accurate results, but clearly there are many
situations where none of the implementations will be adequate. Furthermore, this approach
involves increased efforts in development because multiple algorithms need to be designed
and there is a high number of factors influencing the situation that are hard to quantize.

On the other hand, it seems more appropriate to design an algorithm that automatically adapts
to changing situations and as such can also adapt to factors like driver attitude and others
mentioned above. This introduces some delay caused by the responsiveness of the adaption
algorithm, but works also in an environment that cannot be properly classified into one of
the above scenarios. In some situations, especially with quickly varying conditions, this may
result in weaker performance than the approach discussed above, but the overall performance
is expected to be better with less development efforts. A solution for this approach is discussed
in the next sections.

Structure

The signal flow graph of the speed prediction is shown in Figure 5.3. The input variables
are the current speed of the car and the number of steps n to predict. The only output is the
predicted speed for the given time frame.

Prediction FIR Filter: The actual prediction is done in an FIR filter on the right hand side of
the signal flow plan. It uses the current speed and a weight vector to predict the velocity
from the last speed values. The length of the weight vector is given by the depth of the
FIR filter - in the evaluations performed here a depth of 12 was used.

LMS algorithm: The most important building block. It is the adaptive part of the algorithm
and calculates an ideal weight vector from its two input values - the current velocity
forms the desired signal, a delayed version forms the input for the algorithm. The
weight vector is adapted with a fixed step size in the direction of steepest descent in
order to achieve the minimum square error and, at the same time, limit the dynamics
of the weight vector.The weight vector is recalculated each time step, for more details
see [BC02, GKDA71].
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parameter example value description
n 8 number of steps to predict
l 12 depth of FIR filters and dimension of weights vector
a 0.275 influence of the mean weights vector
b 2 influence of weight booster
c 0.2 boost limit
d 1 boost gain

Table 5.1.: Speed Prediction parameters with example values used during development.

Mean Weight: Because the weight vector generated by the LMS algorithm is very reactive
to acceleration and deceleration processes, it is averaged by a running mean block that
calculates the mean weight vector over the length of the situation. Both the mean and
the LMS weight vector are combined into a slowed weight vector by multiplication with
the parameter a or 1− a respectively.

Weight Booster: The LMS algorithm adapts to new situations with a delay that is roughly its
depth l plus the length of the prediction interval n, which equals the number of memory
elements involved in the adaption. A change in velocity needs to pass through most of
the memory elements before its effect becomes visible in the weight vector. For instance,
for a car traveling in a city, the weight vector produces rather stable results while the car
is traveling at a constant speed but it will react slowly to sharp braking or fast acceler-
ation. The algorithm is designed to fix this problem by manipulating the weight vector
in order to emphasize the most recent speed history elements to react more quickly to a
spontaneous change in behavior: a length l base vector is multiplied with a scalar calcu-
lated from the slope of the velocity curve and is bounded above by the boost limit c. In
order for the impact of the booster to remain present for a longer period, the generated
“impulse” is broadened using a unity-weight FIR filter.

Parameters

The performance and precision of the speed predictor depends on some fundamental param-
eters that are summarized in Table 5.1. The given values are the result of some evaluations
during the design phase based on few exemplary scenarios and should give a rough idea to
start an implementation. However for a proper implementation a more thorough, numerical
optimization is recommended but out of scope of this essay.

It is important to note that all of the below parameters influence the prediction in a way that
usually makes adoptions to all parameters necessary if one parameter is changed. In many
cases more than one possibility exists that can lead to a desired result for one scenario, but
looking at multiple scenarios usually only one if any of the possibilities lead to an overall
improvement of performance.

n – Number of steps to predict: This key parameter determines the number of steps to be
predicted — n = 8 means the algorithm predicts the speed in 8 time steps. Obviously
a higher value increases the prediction error, whereas lower values gives more precise
predictions. The setting of this parameter is very important because its influence on the
other parameters is tremendous, for instance a high value for n will on the one hand
require a higher a and on the other hand require more influence of the weight booster,
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b. Also, this parameter is common with all components of the algorithm, so its influence
has to be regarded globally. Different settings and their impact, especially on position
prediction, are discussed in Section 5.3.5.

l – Depth of FIR filters: The FIR filters’ depth used in the speed predictor is a common value
because all blocks share the weight vector. Also the parameter l is, unlike all other pa-
rameters mentioned here, a design time parameter that cannot be changed easily as it
is hard-coded into the FIR filters and the constants. Nevertheless, its influence on the
prediction should be discussed here.
For the fact that the depth of a filter resembles its amount of memory elements, higher
values for l give more stable and less reactive prediction results. Changes in the situa-
tion need more time to propagate through the memory elements, hence it takes a longer
time to adapt to changes. Smaller values for l improve reaction time but also result in
less stable and more fluctuating predictions that often overshoot at slight changes.

a – Influence of the Mean Weights Vector: The weight vector in the standard case (disre-
garding the weight booster) is combined from the current weight vector produced by
the LMS algorithm and its running average. Setting a to the maximal appropriate value
a = 1 produces a very stable weight vector but also removes the direct influence of the
LMS algorithm to the weight vector and thus the reactivity. This is caused by the fact
that in this model, the mean weight vector is never reset and thus provides an “all time
average”.

b – Influence of the Weight Booster: This parameter determines the overall influence of the
weight booster. Higher values tend to produce overshoots as a trade-off to slow response
to a change in situation if lower values are used. Generally all three values influencing
the weight booster should be tuned according to the length of the prediction n. With
high n, b should be increased because a faster reaction is necessary due to the latency of
the LMS algorithm.

c – Boost Limit: The “boost” vector, or more precisely its scalar values, are influenced by the
slope of the velocity curve. The “boost limit” defines an upper bound to those scalar
values.

d – Boost Gain: This parameter multiplies the influence of the slope difference before the
broadening and limiting of the pulse. Thus a higher value generates very quick increase
once a steep slope is detected - in other words, it pushes the boost weight vector more
quickly to the limit. Lower values produce a smoother response to steep velocity slopes.

5.3.3. Distance Calculation

The speed predictor predicts the vehicle speed some time steps ahead. The position predic-
tor in turn requires as an input the distance to cover in the next time steps to calculate the
future position. The most precise approach is to predict a velocity value for each time step in
the prediction period and sum up the difference. Because this requires a set of n speed pre-
dictors which increases the computational efforts by n, a simpler approach is chosen in this
implementation. Our algorithm uses the current speed and the predicted speed and calculates
a linear approximation between the two. The distance to cover s is then the area under the
speed curve for a duration of t (n time steps):

s =
t

2
(vcurrent + vpred)
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5.3.4. Position Prediction

The position predictor uses the current position and direction of movement, digital map data
as well as the predicted distance to cover as inputs and outputs a predicted position and its
reliability. It is invoked once per time step and tries to first find the current road segment of
the vehicle, then determines a number of possible prediction paths and finally chooses the
most probable path and returns its end point.

Determine current road segment

All known nearby road segments (taken from the digital map) are evaluated for the distance
of the current position to the closest point on the respective road segment. Three criteria must
be met in order for a road segment to be chosen:

1. The distance to the closest point is smaller than a threshold.

2. The absolute value of the difference between the direction of movement and the road
segment’s direction is not larger than π/2 because vehicles usually do not move perpen-
dicular to streets.

3. It is the closest road segment satisfying both criteria 1 and 2.

In case no road segment is found that fulfills all of the above criteria, the algorithm returns the
current position as prediction result with an estimated accuracy of 0%. Possible causes range
from wrong GPS positions during the initialization phase of the GPS device and inexact map
material to driving or parking on streets or private property that is not (yet) included in the
map material.

Determine possible paths

First, the remaining distance from the current position to the respective end point of the road
segment sr is calculated. If the road segment’s end point is further away than the distance to
cover (sr ≥ s), the predicted position will be located between the current position and the road
segment’s end point. Therefore, the predicted position is determined along the road segment’s
polyline towards the end point, covering the given distance s.

In the case that the remaining distance sr is smaller than the distance to cover (sr < s), the
predicted position is moved to the road segment’s end point and that distance is subtracted
from the remaining distance. Subsequently, the next road segment of the prediction path is
determined. If the mission of the vehicle is known in advance, the next road segment is chosen
according to that mission. Otherwise, in order to find the next road segment, the number of
possibilities is determined from the digital map: at a junction, all connected street segments
are considered possible candidates. The current road segment, however, is not considered as
an alternative — in other words, the vehicle is not expected to u-turn. Three cases exist:

(a) No candidates exist, so the current road segment ends in a node that has no other road
segments referenced. In this case the relative probability of the current path is decreased
in the relation to the amount of distance already covered.

(b) One candidate means there is no choice and the vehicle is moving along a road without
an intersection at the current node. Determining the next road segment and updating
the path accordingly is trivial.
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(c) Multiple candidates are available, so the predicted path hits some kind of intersection.
Hence the process of determining the next road segment becomes a bit more complex:
Initially, all candidates must be assumed to be equally probable.

The procedure is repeated recursively until all distance s is covered and all possible paths
of length s have been determined (effectively yielding a tree of possible road segments, with
leaves at all possible future locations).

Pick best path

It may be desirable for an application that the prediction comprises all possible future real-
izations. However, if the prediction routine should return the future position along only one
predicted path, the best of the alternative paths found must be chosen. If the mission of an
observed vehicle is unknown to the algorithm, it must more or less issue a guess as to what
option the driver of a car will go for. The range of alternatives is narrowed down in three
steps:

(a) Estimated probability: In the current implementation of the algorithm, this first step will
only remove the paths that end in a dead end and hence have a reduced relative proba-
bility. All other paths are considered equally probable and hence cannot be classified by
their probability. For instance, the car hits an intersection with three alternatives, one of
which being a dead end street. The dead end would be removed from the candidates,
whilst the other two possibilities are equally probable.

(b) Way Changes: The number of street changes is the primary decision criterion for the al-
gorithm. It is assumed that in case multiple paths exist, the driver stays on the current
street. Hence the path with the least number of street changes is favored for the predic-
tion. It is furthermore assumed that if it is necessary to change the road at some stage in
all paths, the driver still stays on the current road as long as possible.

(c) Direction Difference: Should the way change criteria be unable to choose one candidate,
the total difference of direction along the path is considered. Assuming the driver to be
lazy, the path encountering the least change in direction is chosen to be the best path.

Clearly, criteria (b) and (c) do not increase the probability of a certain path. These are merely
decision criteria in order to choose one path from multiple options. Choosing a random path
statistically produces the same error, but has a severe disadvantage in terms of continuity:
as the algorithm is executed each time step, it should return consistent values from one step
to the next; when using a random selection, it is most likely that the algorithm will return
a completely different position each time it is invoked. From a statistical point of view, this
does not change much but for another program or algorithm that is based on the results of the
prediction it may very well change things depending on the application. For the very same
reason, it is very important for the algorithm to return the estimated probability of a given
prediction because another program can then classify the prediction accordingly.

5.3.5. Simulative Evaluation of Speed and Position Prediction Accuracy

Three representative scenarios were chosen for the performance evaluation of the developed
algorithm. These scenarios are based on GPS tracks downloaded from the OSM portal that
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were selected to provide maximum diversity in the results presented below: the chosen tracks
were recorded in a city as well as in suburban and highway surroundings. We have evaluated
the three scenarios concerning the accuracy of both the speed prediction and the resulting
predicted position under the three different environmental settings.

City scenario

The first data set represents a typical city scenario. It has been recorded in the german city
of Herne in the Ruhr area, with speeds of up to 50 kilometers per hour and a total length of
about 20 minutes.

Figure 5.4(a) shows a section of the actual vehicle speed (solid line), the area of the filled
curve reflects the velocity prediction error where the upper or lower edge of the area marks
the predicted speed. For easy comparison, the predicted values are shifted by 8 seconds, so
that the real value and the value that has been predicted for that instant are matched in time.
The results show that especially at steep slopes, the algorithm overshoots significantly and
predicts too low or too high velocity values. This could be tuned using the parameters of
the speed prediction in order to achieve better performance in the particular scenario, but the
impact on other scenarios is hard to estimate and thus requires significant research efforts.

Figure 5.9(a) shows the distribution function of the position prediction error in meters (upper
blue line). The mean error is 13.4 meters, the median amounts to 7.5 meters. Figure 5.4(b)
shows a section of the prediction error over time; the filled curve represents the estimated
probability (correctness) of the prediction. Note that the second Y axis has been reversed for
better readability.

As explained in section 5.3.4, the estimated probability generally equals 1 if the position pre-
dictor identifies only one possible path for the vehicle, based on the map data. In the presented
case that the mission or route of the car are unknown to the algorithm, the choice of the path
used for prediction is arbitrary once it encounters p multiple possible paths. Hence the es-
timated probability drops to 1/p. This, in turn, means that if a large error occurs while the
estimated probability is 1, an error in the position predictor or the map material should be
assumed, while high prediction errors with low estimated probability are most likely to be
produced by the fact that the mission of the car is unclear.

Should the position predictor be either unable to find the current segment or to find any path
to continue, the estimated prediction probability drops to zero. This is the case at the begin-
ning of the city scenario and is the result of pulling out of a private parking area in a sort of
backyard. As there is no map material covering that area, the position predictor cannot give
useful predictions based on the fact that it is unclear on which road the vehicle is driving. In
such situations, the position predictor simply returns the current position.

To get an idea of the nature of an error, it is helpful to visualize the real and the predicted path
as shown in Figure 5.5. The actual path is shown as a black solid line while the predicted path
is shown as a dashed orange line.

Around time step 520, Figure 5.5(a) shows a typical situation in which the prediction algo-
rithm encounters a crossroads. For the reasons explained in Section 5.3.4, the algorithm always
prefers to choose the path that continues on the current road. This can be seen in the Figure
where the predicted green dots continue straight on, while the real, blue trace turns onto the
intersecting road. Once the car is on the new road, the prediction adapts to the new situation
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Figure 5.4.: City scenario.
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(a) Intersection (time step 500) (b) T-Intersection (time step 200)

Figure 5.5.: City scenario - prediction error at crossroads.

and continues its prediction along the new road. This can also be seen in Figure 5.4(b), where
the error peaks due to the large discrepancy between the real and the predicted position. At
the same time, the estimated probability drops to 0.33, due to the fact that the algorithm recog-
nizes three alternative paths at the intersection. Figure 5.5(b) shows a similar example around
time step 200 as the car moves towards a T-crossing. The algorithm chooses the path with the
lowest total change in angle, which in this case is the wrong choice. This, again, results in a
drop of the estimated probability and a peaking error.

As can be seen from the examples above, the high error in urban scenarios is widely based
on the fact that usually many intersections lie along the path and high prediction errors are
introduced if the algorithm chooses the wrong path. We have argued that this fact can be sig-
nificantly improved if the cars mission is known to the position predictor and, consequently,
the correct path can be used for the prediction. For the city scenario, Figure 5.9(b) shows the
CDF of the error histogram, with and without a priori knowledge of the route. Clearly, the
positioning is much more precise if the route is known.

Suburban scenario

The second scenario covers the suburban area of Wiener Neustadt in Austria. The driver
first hits the B17 road and afterwards enters the suburban area where the car is parked at a
shopping center.

The section of the velocity graph in Figure 5.6(a) shows a short drive to the highway like
state road. The speed prediction is rather stable whilst traveling at constant speeds between
second 50 and second 200. This is accompanied by a rather small prediction error as shown
in Figure 5.6(b). A peak in the prediction error at second 40 occurs due to a wrong choice of
the next segment - again based on the fact that the cars mission is unknown. The fact that
the algorithm had the choice of multiple directions is visualized by a significant drop of the
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Figure 5.6.: Suburban scenario.
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Figure 5.7.: Highway scenario - prediction error at highway bridge.

estimated correctness curve.

Due to a very sharp deceleration around second 200, Figure 5.6(b) shows another peak without
a drop in probability for the fact that no other possible directions are identified. The reason
for the braking is unclear, an explanation cannot be found in the map material nor the satellite
image of the area. Figure 5.6(b) also shows a few more peaks based on decisions for the wrong
directions and braking actions.

The distribution function shown in Figure 5.10(a) (upper blue line) is slightly flatter than the
one from scenario 1. The median error (about 10 meters) is slightly higher than in the city,
probably caused by the fact that either map material or the GPS device used to record the
track are less precise than in the city scenario. The 90% percentile is significantly smaller
(22 meters compared to 34 meters), which supports the before assumption and leads to the
conclusion that the overall position prediction is better in the suburban scenario. The mean
error of 13.5 meters, however, is almost identical to the city scenario.

Highway scenario

The third scenario covers a ride on a highway near the English town of Cambridge during
rush hour traffic, which explains the unsteady velocity curve shown in Figure 5.8(a). Again, a
representative section has been chosen for presentation.

The prediction error plotted in Figure 5.8(b) shows constantly low prediction errors. From
the distribution function shown in Figure 5.10(b) (upper blue line) reveals a very steep slope,
which means excellent performance of the algorithm as more than 95% of all errors are below
10 meters. The mean error amounts to only 4.6 meters and the median is 3.8 meters.

One notable peak of the error, accompanied by a drop in the estimated probability occurs
around time step 800 (see Figure 5.8(b)). Figure 5.7 visualizes both the real trace (shown
as blue arrows) and the predicted trace (shown as green dots). At the instant when the car
is crossing a highway bridge — as highlighted in the screenshot — the algorithm wrongly
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Figure 5.8.: Highway scenario.
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chooses the current road segment to be part of the road below the bridge that shares a node
with the highway. Consequently, the algorithm chooses the wrong road segment to continue
prediction. This error is caused by an unfortunate combination of a small measuring error
of the GPS device and an imprecision of the map material, where the highway shares a node
with the intersecting road (although they are on different levels).

Another error source stems from the fact that in the used map material, a road is represented
by a polyline, and all vehicles are assumed to be positioned on this line. In reality, highways
consists of a number of parallel lanes that have a certain lateral displacement. Although a
suitable representation of road lanes has been suggested, the data available today does not
yet represent different lanes. We expect, however, that the error would be decreased if this
information could be accounted for in the prediction.

Influence of Prediction Length

The results that we have discussed above were obtained through prediction with period lengths
of eight seconds. This sections evaluates the same scenarios with longer prediction lengths of
16 and 32 seconds. The resulting position error distribution functions are shown in Figures 5.9
and 5.10.

The steepness of the distribution functions decrease as the prediction length increases, due to
less prediction accuracy across a longer period of time, i.e., the tendency to produce greater
errors. The maximum error also increases dramatically, because in case that a wrong path
is chosen, the prediction continues along the wrong path for a much longer time before it is
corrected as the car turns the other way. The mean error is also shifted towards higher values
with increasing prediction intervals.

In the city and suburban scenarios, the prediction is already significantly less reliable with
n = 16 time steps (i.e., seconds) as a prediction interval. It is rendered basically useless with a
prediction interval of n = 32 and the majority of errors are out of scale of the histogram. The
highway scenario, however, behaves much more stable as the prediction interval is increased
and still returns useful results using a prediction horizon of 32 seconds. To a large extent, this
is based on the relatively stable velocities and absent alternative paths along the way.

5.4. Channel Parameter Estimation and Prediction

It is clear from Equation (5.5) that the network’s future connectivity does not only depend
on the future vehicles’ positions. An adequate channel model has to be chosen and constantly
updated to reflect the changing radio environment. In Equation (3.9), we have shown a simple
channel function, the disc model. We shall call two nodes i and j connected if the path loss β(d),
a function of the distance between the two nodes, does not exceed a certain threshold βmax:

βmax
!
> β(d) = 20 log10

4πd0

λ
+ 10α log10

d

d0
(5.6)

The path loss consists of two components: a constant addend that reflects the loss related to
the wavelength of the signal and a distance-dependent term that represents the propagation of
the radio wave through space and the resulting diminishment of power due to the growth of
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Figure 5.9.: Prediction error histogram - different prediction lengths for the city scenarios and
the influence of known routes on prediction accuracy.
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Figure 5.10.: Prediction error histogram - different prediction lengths for the suburban and
highway scenarios.
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Figure 5.11.: Parameter estimation using particle filter: measured and estimated path loss, es-
timated PLE.

the wave sphere’s surface. Due to various propagation effects, the PLE α is variable, to reflect
various environments’ radio properties (and usually ranges between 2 and 3). To account for
reflections, scattering and shadowing, an additional stochastic variable βs is introduced that
is log-normally distributed with zero mean and variance σ2:

β(d)

measured

= C + 10α

unknown

log10

d

d0

known

+ βs

unknown

(5.7)

Through constant exchange of position messages, two nodes can determine their distance d
and at the same time measure the path loss β(d) between them (terms marked as “known”).
Assuming that βs is log-normally distributed and knowing the order of magnitude of the
variance, we suggest to use a particle filter [CGM07] for online estimation of the PLE α and
subsequent prediction, analogous to the work presented in [RC10]. To study the vehicular
channel, we have recorded and evaluated several hours of measurements.

Figure 5.11(a) shows the path loss (solid line) measured in a real suburban scenario. These
measurements consist of the positions of the vehicles and the signal level at the receiver and
have been used to estimate the PLE using the particle filter method. Fromt this estimation, the
signal level has been computed again, it is shown as the filled curve including a βs’s 68% (one
standard deviation) confidence interval. The standard deviation of the measured SNR was
estimated around 3 dB, the system constant C was -42 dB and the duration of the displayed
dataset is 20 s. The estimated PLE is shown in Figure 5.11(b). Clearly, the PLE estimation
works quite well and the results are very satisfying. However, the responsivity of the filter for
the displayed data set was too low to cover the peaks between 1150 s and 1200 s. This issue,
however, can easily be cured by a varied parametrization of the filter. Note how strong the
PLE varies over the duration (∆α ≈ 1.2).

Furthermore, as we have discussed in the section on related work, it is very important to dis-
tinguish between LOS and NLOS conditions. In [NE08], we have introduced a method for
V2V channel simulation in environments that include objects that possibly obstruct a direct
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Figure 5.12.: Parameter estimation using 2D particle filter: setup and estimated pathloss.

LOS path and have discussed how a dual-slope channel model can be implemented to ac-
count for these objects. Consequently, we propose to complement the path loss formula in
Equation (5.7) accordingly (see also Equation 3.12 and Figure 5.12(a)) and incorporate the in-
formation on buildings and other obstacles from the digital map material (that is already used
in the position prediction) to determine if the path between the predicted future vehicle po-
sitions is LOS or not. The propagation breakpoint dl derived from the map should then be
accounted for in the PLE estimation:

d = dl + dn (5.8)

βp(d)

measured

= C + 10αl

unknown

log10

dl
d0

known from map

+ 10αn

unknown

log10

d

dl

measured and
known from

map

(5.9)

In simulations, we have obtained quite accurate channel parameter estimations using a two-
dimensional particle filter that accounts for LOS and NLOS conditions, based on information
about surrounding radio obstacles. The simulation scenario is shown in Figure 5.12(a): while
the upper right vehicles is fixed in its position, the vehicle on the lower left moves towards the
intersection. The simulated path loss, superimposed with a random process resembling fading
with a variance of 3 dB, is depicted by the blue points in Figure 5.12(b). Clearly, as the total
distance between the two vehicles decreases, the path loss also decreases. Initially, there exists
no line-of-sight between the two vehicles until the lower vehicle moves out of the building’s
shadow. This causes the jump at around 6000/64 s. The solid line is the loss that results from
the estimation of the two PLE exponents; obviously the 2D filter approach works rather good.
Depending on the precision of the GPS devices and the quality of the digital map, which are
crucial for determining the breakpoint distance, the quality of real-world estimations remains
to be investigated.

The particle filter algorithm is outlined in Algorithm 3. It is parameterized through lower
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Algorithm 3: Particle filter

Data: Lower and upper bounds of LOS PLE α−l , α
+
l and NLOS PLE α−n , α+

n , system
constant C, PLE variances σαl, σαn, noise variance σn, number of particles N .

Input: Continuous distance d and path loss βp(d) measurements, breakpoint dl obtained
from digital map.

Result: LOS PLE estimate αl[t], NLOS PLE estimate αn[t].
1 for i = 1, . . . , N do

2 w̃(i)[0]← 1

N
. Initialize weights

3 α
(i)
l [0]← U(α−l , α

+
l ) . Initialize LOS PLE

4 α(i)
n [0]← U(α−n , α

+
n ) . Initialize NLOS PLE

5 end
6 while measurements available do
7 Measure distance d and path loss βp(d)
8 Obtain breakpoint dl from digital map
9 for i = 1, . . . , N do

10 α
(i)
l [t]← α

(i)
l [t− 1] +

dl
d

∆αl, ∆αl ∼ N (0, σαl) . Vary particle’s LOS PLE

11 α(i)
n [t]← αin[t− 1] + (1− dl

d
)∆αn, ∆αn ∼ N (0, σαn) . Vary particle’s NLOS PLE

12 β′p(d)← C + 10α
(i)
l [t] log10

dl
d0

+ 10α(i)
n [t] log10

d

dl
. Propagate

13 w̃(i)[t]← w̃(i)[t− 1] · 1√
2πσn

exp

(
−

(βp(d)− β′p(d))2

2σ2
n

)
. Compute particle’s weight

14 end

15 w(i)[t]← w̃(i)[t]/
N∑
j=0

w̃(j)[t] . Normalize weights

16 αl[t]←
N∑
i=1

w(i)[t]α
(i)
l [t] . Compute estimated LOS PLE

17 αn[t]←
N∑
i=1

w(i)[t]α(i)
n [t] . Compute estimated NLOS PLE

18 Resample particles if necessary
19 end

and upper bounds α−l , α
+
l and α−n , α+

n of two uniform distributions from which the particles’
LOS and NLOS PLEs are drawn upon initialization. Also, the runtime variances σαl, σαn need
to be specified. Higher values means higher responsivity of the algorithm but also higher
susceptibility to disturbances. Also, a rough (over-)estimate of the fading processes’ variance
σn should be specified. A number of N = 256 particles has yielded very good results. The
particle filter is continuously updated with measurements of the path loss (or the signal level,
respectively) and the distance between the vehicles plus the breakpoint as determined from
the digital map. Using this information, it updates the particles and estimates the PLE. The
novel approach is to increase the filter’s accuracy by weighting the PLE variances with the LOS
and NLOS fractions of the link, respectively (lines 10 and 11). This has the great advantage
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that the algorithm can universally be used both in LOS and NLOS scenarios.

For the subsequent channel parameter prediction, we propose to employ the same concepts
as used for position prediction to at least estimate the trend of the PLE. Also, it is clear that
the effects of large-scale fading have a large impact on the future connectivity but are hard
to account for. Small-scale fading effects can impossibly be accounted for due to positioning
errors. Therefore, fading effects should be considered through an additional stochastic com-
ponent. When evaluating the connectivity matrix computed from the predicted positions and
the predicted channel, additional information about the reliability of the prediction should be
provided and considered.

5.5. Connectivity Prediction

To determine the future connectivity of a network, a node has to predict the positions of all
relevant vehicles (usually the one- or two-hop radio neighborhood) and determine the result-
ing path loss to decide whether it will be connected to this vehicle or not. The first error source
of the path loss estimation is, of course, the error induced by inaccurate position prediction.
Fortunately, this error term strongly depends on the distance d between the two involved
vehicles. Let us assume that the estimating vehicle has perfect ego positioning and position
prediction (the estimating vehicle also needs to know its future position) and let ∆d denote
the maximum positioning error. The resulting absolute estimation error range (peak-to-peak)
is then:

∆β(d,∆d) = β(d+ ∆d)− β(d−∆d) = 10α log10

(
d+ ∆d

d−∆d

)
(5.10)

The second influence on path loss estimation is the accuracy of the predicted PLE. Let ∆α
denote the PLE’s maximum estimation error. The resulting absolute path loss estimation error
is:

∆β(d,∆α) = β(d, α+ ∆α)− β(d, α−∆α) = 20∆α log10

(
d

d0

)
(5.11)

Clearly, there exists a strong negative correlation between the path loss estimation error and
the distance to the tracked vehicle, d. With increasing d, the implications of prediction errors
become less important with respect to the path loss. The situation is contrary regarding the
PLE estimation: because the relation is linear, a large path loss estimation error results if the
distance d to the tracked vehicle increases. The problem is that ∆d and ∆α are not known
at runtime; therefore, we suggest to keep the prediction results and constantly compare them
against the predictions to obtain a statistic of the errors. This information should consequently
be used to determine a prediction’s reliability.

Let us assume that through constant observation the distribution of the estimated distance d,
fD(d), is known, and that the distribution of the estimated PLE α, fα(α), is also known. We
wish to determine the distribution of the path loss estimation, fβ(β), as a function of fD(d)
and fα(α):

β = 10α log10 d (5.12)
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To determine the probability distribution of β, we will use the method of conditioning. First,
the PDF of β given d is fixed (fβ|D(β|d)), is obtained through transformation of fα(α):

α(β, d) =
β

10 log10 d

dα(β, d)

dβ
=

1

10 log10 d

fβ|D(β|d) = fα
(
α(β, d)

) d
dβ

α(β, d)

The joint probability fβ,D(β, d) is then:

fβ,D(β, d) = fβ|D(β|d) fD(d)

= fα
(
α(β, d)

) d
dβ

α(β, d) fD(d)

= fα

(
β

10 log10 d

)
1

10 log10 d
fD(d)

Finally, integration over the joint probability and, thus, elimination of d, results in the distri-
bution of the estimated path loss, fβ(β):

fβ(β) =

∫ ∞
−∞

fβ,D(β, d)dd (5.13)

The probability that a node is connected (i.e., the path loss is below βmax), which corresponds
to the channel function (see Equation 5.5), is then:

χ(fD(d), fα(α)) =

∫ βmax

0
fβ(β)dβ (5.14)

Figure 5.13 shows exemplary connection probabilities over the maximum allowable path loss
βmax, computed under the assumption that both fD(d) and fα(α) are gaussian distributions.
The parameters have been varied according to the numbers given in the figure. Clearly, the
curves are much more susceptible for variations of the PLE.

5.6. Conclusions and Outlook

In this chapter, we have presented an algorithm for the self-adaptive prediction of mobile
nodes’ future positions. The algorithm is targeted at vehicular applications with nodes that
move along the road grid, of which a digital map is available at runtime. We have introduced
the necessary building blocks along with their parameterization, discussed some performance
studies and pointed out individual strengths and shortcomings. Three exemplary scenarios
have been studied: city, suburban, and highway. Given a prediction interval of eight seconds,
the algorithm performed well in all of the scenarios, resulting in a mean prediction error of
only about 14 meters. On a highway, the mean error is less than 5 meters. As the prediction
interval increases, the performance of the algorithm degrades significantly in the city and
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suburban scenario. On a highway, however, the mean error is around 30 meters for an interval
of 32 seconds which may still be acceptable, depending on the application.

We have already argued in the discussion that the position prediction accuracy in the city and
suburban scenario is mainly degraded due to an incorrect path selection as the considered
vehicle approaches an intersection. In our studies, the future path has been selected randomly
from the set of possible paths. The necessary assumptions have been explained in Section 5.3.4.
If the information is available, we strongly propose to consider vehicles’ missions for path
prediction. Considering the city scenario, if only those prediction errors are evaluated for
which the path selection is correct (i.e., the predictor estimates the correctness as 1), the mean
error can be decreased to about 8 meters, the median to about 5 meters. Taking the mission
into account, these extremely low errors seem feasible.

The computation of the distance to cover is currently calculated using the area under a linear
graph between the current velocity and the predicted velocity, thus assuming a linear accel-
eration. Some thoughts should be given to a substitution of this simple approximation with
a more sophisticated implementation. One idea that is rather complex in terms of computa-
tional efforts is to use n velocity predictors to predict a velocity for each time instant and thus
removing the interpolation. Another approach could be to model the acceleration and decel-
eration behavior of a typical driver. If the vehicle is autonomous, reproducing the design of
the longitudinal controller could increase the prediction performance.

Velocity prediction, too, offers some optimizations opportunities. The key measure necessary
here is a numerical optimization of the parameters a, b and c mentioned in Table 5.1 over a
large number of scenarios of adequate length. Appropriate parameter sets could be computed
beforehand (and even optimized online) and information about the current driving situation
could be used to select the most suitable set. This selection, in turn, could be used to provide
other applications with valuable information about the current environment. It is expected
that an adoption of these parameters will lead to a somewhat significant improvement of the
speed prediction. An urban scenario requires much quicker reactions to speed changes and
thus needs more contributions and stronger influence of the weight booster than a highway
scenario. The highway scenario, in turn, profits from a more stable prediction based to a large
extent on the mean weight vector and requires virtually no influence of the weight booster.

We have proposed a particle-based method for the fast and efficient online-estimation of the
Path Loss Exponent (PLE) using signal level measurements from the physical layer and ex-
changed positioning information and we have discussed the performance with actual data
measured in a suburban environment. We have then demonstrated how the estimator could
be extended to account also for NLOSs conditions and discussed results obtained from simu-
lations. The mathematical foundation for a channel function that computes connection proba-
bilities from the estimated parameters, distance between vehicles and PLE, has been laid and
discussed. From the shown results, it is clear that the connectivity prediction is more sus-
ceptible to wrong estimations of the PLE, which gives raise to the need for development of
effective channel estimation and — most importantly — further improved channel parameter
prediction mechanism.

Longer-term prediction of the wireless channel still imposes the largest problem when it comes
to evaluate the future connectivity from predicted positions. Further work is necessary to eval-
uate the dynamics of the radio channel and design an appropriate predictor. We propose to
include further information about the environment (see above) in order to distinguish between
different surroundings and consequently adjust the appropriate channel parameters (such as
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the variance of the large-scale fading). An interesting idea in this context is to share and aggre-
gate knowledge of the communication channel obtained from measurements between nearby
vehicles. Another situation that requires attention is the channel prediction for vehicles that
are actually outside of a node’s communication range and channel parameter estimation is
obviously not possible. In this case, the channel has to be estimated from measurements con-
ducted with and from nearby vehicles.
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6. A System Architecture for Cooperative Cognitive
Technical Systems

In the following, we present a communication solution tailored to the communication needs of
cooperative vehicles as seen from an application perspective. We describe how such a solution
can integrate into and amend the software structure of cognitive vehicles. Without going into
the technical details of the underlying PHY and MAC layers, we describe the data object transfer
mechanism geared towards cooperative perception modules, its integration in the data flow,
and discuss some protocol issues. The channels mechanism is elaborated, which is specifically
designed for management and control of cooperative groups of vehicles.

Data transfer in networks is generally handled by the protocols of the network layer and
above. The most commonly known network layer protocol is the Internet Protocol (IP) and
its companion transport layer protocols, Transmission Control Protocol (TCP) for reliable end-
to-end connections and User Datagram Protocol (UDP) for unreliable datagram communica-
tions. Today, these protocols are used throughout the internet and in almost all Local Area
Networks (LANs). They offer various features, such as a hierarchical addressing scheme for
routing, fragmentation, differentiated services and large packet sizes.

The applications that we have presented in Chapter 2, however, do not make use of these
features. Connections are mostly local, point-to-multipoint and routing (if needed) is usually
determined by geographical positions rather than network addresses. Adhering to the tradi-
tional IP network stack, the headers of UDP and IPv4 would sum up to a total length of 28 B,
without being relevant. Due to the shortage of IPv4 addresses, many studies suggest to use
IPv6 for future networks, and hence for vehicular networks, which would increase the total
length of the headers to 48 B. Checksum are unnecessary because packet errors are already
detected and handled at lower layers.

Consequently, the decision has been made to build a complete protocol that covers the net-
working layer up to the session layer. In this section, we will discuss the details of the protocol
and show how a prototypical communication solution integrates seamlessly with the software
architecture proposed in the KogniMobil project. Most of the material in this chapter has been
published in [NEE07, TAB+08, GAB+08, Nag09].

6.1. A Lightweight Network Layer Protocol

In order to keep transmissions as short as possible to save valuable airtime, we have decided
to drop the IP stack as the network layer of choice and replaced it with a proprietary protocol
that better suits our needs. This significantly reduces the amount of overhead due to headers
which are not used anyway and the amount of configuration effort, since no IP addresses need
to be assigned. The computational complexity needed to process IP packets is also saved.

Every packet is assembled from information pieces (Packet Elements (PEs), such as, for exam-
ple, measurement PEs, object update PEs, etc.) that are retrieved either periodically or on-
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Figure 6.1.: Structure of a basic network layer packet.

demand from the transmit queue. The exact order and selection of these information pieces
depends on the scheduler that tries to maximize the benefit while, at the same time, optimiz-
ing the amount of consumed air-time. A packet is headed by the senders address (which is
actually provided by the MAC layer and does not consume any additional payload), a se-
quence number and a timestamp of when the packet was enqueued for transmission followed
by an arbitrary number of PEs (see Figure 6.1). The number of PEs is bounded above by the
Maximum Transmission Unit (MTU) determined by the MAC layer.

6.1.1. Radio As A Sensor

To allow a vehicle to become aware of its surrounding (one-hop neighborhood) vehicles, a
mixed concept of beaconing and piggy-backing is used. If no PEs are waiting for transmission,
a timer makes sure that an empty packet is periodically emitted (beaconing). The basic packet
structure carries the important fields: the sender’s address, timestamp and sequence number.
Every node that receives a packet can immediately update its internal list of neighbors from
these fields. Also, lost packets can be determined from the contained sequence number.

Two-hop neighborhood awareness is achieved through the measurement PEs. The structure
is shown in Figure 6.2:

Figure 6.2.: Structure of a measurement PE.

Measurement PEs are constructed from the list of one-hop neighborhood vehicles by simply
copying the content of the list into the PE. Therefore, a measurement PE, upon reception,
contains information about the identities of a neighbor’s neighbors and the timestamp when
they were actively heard at last. This information is sufficient for the QoS algorithm presented
in Chapter 4.

Note that no information about the actual geographical positions of vehicles is exchanged. In
this very basic mode of operation, communication presents a way of knowing which vehicles
are around, which may already be significant information for higher layers.

A careful trade-off has to be made when configuring the period at which beacons are trans-
mitted and at which measurement PEs are included in packets. Clearly, every such beacon
and measurement packet transmission comes at the price of increased bandwidth usage. On
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A B

t(A)[seq]

t(B)[seq]

t(B)[seq‘]

t(A)[seq‘]

packet header measurement PE

Figure 6.3.: Message flow diagram of the timing measurement.

the other hand, neighborhood information must be updated regularly, otherwise it will be-
come invalid. Especially in highly mobile networks, mobility of nodes can be handled more
correctly and efficiently if the frequency at which this information is updated is higher. The
same care must be taken when evaluating if a node has timed out to avoid false positives.

6.1.2. Timing Measurement

As the name already suggest, measurements PEs are also used to measure the channel, the
round-trip time of messages and the skew between vehicles’ local clocks. This information
can later be used for timestamp correction of exchanged data objects, if needed. The beacon-
ing mechanism makes sure that packets are transmitted at least with the defined periodicity,
which allows for continuous signal strength collection, if supported by the PHY layer.

The message flow used for timing measurement is shown in Figure 6.3: Every node (A) keeps
a log of the timestamps of a number of messages that it has sent, indexed by the sequence
number. As the packet is received by another node B, the sequence number along with the
timestamp of when the message was received by B is repeated in a measurement PE and
transmitted by B. When this measurement PE is received by A, A looks up the timestamp of
when it originally sent the message that the PE references (via the sequence number) and can
then compute the Round-Trip Time (RTT) tRTT :

tRTT =
(
t(A)[seq′]− t(A)[seq]

)
−
(
t(B)[seq′]− t(B)[seq]

)
= 2tp + tQA + tQB (6.1)

Due to time-variant queueing delays at A and B, tRTT will vary over time. Note that the RTT
tRTT is the sum of twice the propagation delay between A and B and the queueing delays
(the delay between the time when a packet has been added to the MAC transmit queue and
its actual sending time) at A and B, respectively. The difference between the vehicles’ clocks,
∆clock can be estimated as:

∆clock =

(
t(A)[seq′]− t(B)[seq′]

)
+
(
t(A)[seq]− t(B)[seq]

)
2

+
tQA − tQB

2
(6.2)
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Note that if the queueing delays tQA and tQB are equal, the last term of Equation (6.2) is
zero and the clock skew estimation is correct. Clearly, if the packets contained the times-
tamps of when they were actually sent, the term would also be zero. However, since the
statistics of tQA + tQB is known, we can use deconvolution to retrieve the distributions of
tQA and tQB and find the distribution of tQA − tQB . Under the assumption that tQA and tQB
are equally distributed, averaging can be used to estimate the clock skew. See also the NTP
protocol [MMBK10].

6.1.3. Identification

In many cases, it is desirable to transmit some information about the sender, such as a cleartext
identifier, certificates, keys, etc. This information can be transmitted in every message or with
a certain period, using an identification PE:

Figure 6.4.: Structure of an identification PE.

Note that the structure of the identification data itself is not specified and can be determined
by higher-layer software.

6.2. The Communication Manager

The information flow (Figure 6.5 from top-left to bottom-right) within the vehicles software
modules is based on a real-time database, which is basically a shared memory segment [GF08]
that provides functions to create, update, retrieve and delete data objects as well as the possi-
bility for software modules to subscribe to data objects and receive notifications upon updates
of subscribed objects.

Following this paradigm, every sensor used in the vehicle has a corresponding data object.
For instance, images taken by the onboard cameras or LIDAR data are stored as database
objects, which are updated periodically as the sensor completes a cycle. These database objects
are subscribed by instances of lane trackers, object detectors and classifiers which, in turn,
have associated data objects that contain the outputs of these modules. The behavior control
algorithms process these output contents and finally decide on a track that should be used for
driving. Again, this track is routed through the database to the body control modules that
control the vehicle’s actors.

6.2.1. Network Topology Information

We have stated before that the information gathered by exchanging beacons, packets and mea-
surement PEs can be seen as a kind of additional sensorial information. Consequently, the
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Sensors
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Figure 6.5.: Information flow through the real-time database

F Peer Object
remote address addr_t
round-trip time [s] double
clock skew [s] double
signal [dBm] double
noise [dBm] double
packet loss percentage [%] double
packets total u64

Table 6.1.: The Peer Object.

communication manager maintains a database object (the peer object, see Table 6.1) for each
known neighboring node, that contains information about the address of the sender, the qual-
ity of the radio link (if available) and timing information as described above.

From a hierarchical standpoint, the peer object represents the topmost element under which
all objects received from or related to that peer are organized. If no packet is received from a
known sender for a certain time (timeout), the senders associated Peer Object and all subordi-
nate received data objects are removed from the real-time database.

6.2.2. Time-triggered Communication

In order to allow vehicles to perceive and interpret their environment and to make decisions
cooperatively, it is necessary to share the information needed by the involved modules be-
tween vehicles. To keep things simple in terms of module interface complexity, this is ac-
complished by mirroring the corresponding data objects between the individual real-time
databases of vehicles participating in these tasks (see requirements Section 2.1.1). The design
objective is to guarantee that data objects of same type (but from different sources, i.e. other
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Figure 6.6.: Object transfer between two cooperative vehicles

F Proxy Object
export-object id id_t
divider u16
priority u16
maximum delay [ns] time_t
flags array[bool]

Table 6.2.: The Proxy Object.

vehicles) are stored locally and accessed by software modules as simple as if they originated
from a local software module. Of course, it is necessary to additionally indicate the source
which the data object originated from (the other vehicle).

This task of the communication solution is called Object transfer, which can be divided into
two tasks as shown in Figure 6.6: exporting (sending, red arrow) and importing (receiving, red
objects) data objects.

Exporting Data Objects

Vehicles that wish to share local information with other vehicles have to designate those data
objects that they wish to be transmitted to other vehicles. This is done through so-called
proxy objects (Table 6.2). For each designated export-object, one proxy object exists. This proxy
objects has a pointer to the export-object as well as additional information, such as a priority
and a maximum tolerable delay, which is used internally by the communication manager to
schedule the transmission of data objects. It also has a clock divider, that allows to export only
every n-th object update, and a number of flags to indicate the internal status. Proxy objects
may be handled directly by the communication manager, given a pre-defined configuration.
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They may also be created by applications that wish to have their objects exported to other
vehicles.

The communication manager itself has a connection to the real-time database and monitors
the object hierarchy for the creation of proxy objects. As soon as a proxy object is created, it
subscribes to the export-object and retrieves the necessary information from the proxy object.
Upon notification of an update of the export-object, the updated content of the export-object
is retrieved and an object update PE is generated, which is then sent to the transmit queue:

Figure 6.7.: Structure of an object update PE.

The object update PE contains all information that is necessary to create a new database object:
the objects name, its type identifier and its size. The remote object identifier is also transmitted
to allow for the correct assignment of the (sender address, remote object id) pair to the local
object identifier. Although this additional information imposes an overhead of 40 B on the
communication layer, it guarantees that received objects can always be added to the local
database. The overhead can be reduced by using the short object update PE:

Figure 6.8.: Structure of a short object update PE.

The short object update PE consists of the same information as the object update PE, except for
the objects name. Normally, short object update PEs do not carry the necessary information
and are therefore not capable of adding an object to a local database. They may, however,
be used to update objects that have previously been created by a full object update PE, at
the tradeoff of lost information. However, an alternative mode allows for an exception: if a
globally unique type-name relation exists for a certain object type, the name can be looked up
from a pre-defined list and the object can then be created. The flags in the proxy objects handle
the differentiation between regular and short object update PEs.

Due to the fact that most objects depend, either directly or through other data objects, on
periodic information that originates from sensors, the resulting data traffic shows highly de-
terministic properties that can be exploited by the transmission scheduler and possibly also
by the underlying medium access scheme.

If necessary, large data objects can also be fragmented. It is, however, not recommended to
use this feature, as the broadcast operation does not easily allow for simple re-transmission
mechanisms and consequently, updates may be lost if any fragments (that may spread over
many packets) are lost.

Importing Data Objects

Assuming that every car desires to maximize its local knowledge about the environment, ev-
ery receivable object is processed by every car. Therefore, as soon as an object update PE from
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another car is received by the communication manager, it checks whether a peer object ex-
ists for the sender of the data object. The received data object is then unpacked and stored
hierarchically under the peer object that represents the sender (imported).

If the imported data object has been received for the first time, a corresponding local object is
created (with the possible exception of short object update PEs). After creation, or if the local
object already exists, the content of the imported database object is updated. By doing so,
the design objective mentioned above is fulfilled: To a software module connected to the real-
time database, the imported object looks and feels like an ordinary local object — the module
can subscribe to the data object and, upon reception of an updated data object, be notified to
retrieve its content as if it originated from a local data source. Additionally, by looking at the
object that is hierarchically above an imported object, the sender can be easily identified.

Removing Objects

Generally, if an application stops the export of a certain object through deletion of the proxy
object or the export-object itself, vehicles that have previously imported this object into their
local databases will recognize this after a certain timeout and consequently remove the corre-
sponding local object. In some cases it may be desirable to make sure that the end of export
is immediately signalized to the importing vehicles. This can be handled by using the remove
notification PE:

Figure 6.9.: Structure of an object remove notification PE.

The generation of remove notification PEs is triggered by setting the appropriate flags in the
proxy object. If desired, sending can be repeated for several periods to ensure correct opera-
tion in the presence of lost packets.

6.2.3. Event-triggered Applications

Apart from the time-triggered data object transfer, it is desirable for many application to pass
event-triggered, variable-length control messages. For instance, an application coordinating
cooperative maneuvers needs to signalize the begin or end of such a maneuver (see require-
ments Section 2.1.2). In order to cope with this, we have introduced the concept of Channels,
which can be compared to the channels available on walkie-talkies. Figure 6.10 shows how
two channels for emergency messages and overtaking coordination are shared between three
vehicles. Every vehicle that has subscribed a channel may transmit and receive on the channel
(multiple-sources-to-multiple-sinks).

Access To Channels

While the data communication over the channel itself is routed through a standard local UNIX
or UDP sockets that can be accessed in a generic way, channels are managed via the real-time
database using Channel Objects (see table 6.3).
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Figure 6.10.: Channels between three cooperative vehicles

F Channel Object
local path string
description string
priority u16
state array[bool]

Table 6.3.: The Channel Object.

If an application needs to open a new channel, it simply generates an empty channel database
object with only the description and priority field set. The communication manager subse-
quently generates a new socket and sets the local path field of the channel object accordingly.
If the channel already exists and is known to the communication manager, the application only
needs to look up the local path in the database. The application can then access this socket to
write data to and receive data from the socket.

Channel objects are not associated with other peers because channels themselves are abstract
of individual vehicles. Therefore, channel objects can exist at any hierarchical level in the
database; for logical reasons, however, channel objects that are generated by the communi-
cation manager itself are child objects of the communication manager process. Applications
should create new channel objects at the same place or as child objects of themselves.

Data that is written to the socket is encapsulated in channel data PEs:

Figure 6.11.: Structure of a channel data PE.
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Figure 6.12.: Structure of the communication manager.

Channel data PEs are treated like other PEs by the queue and scheduler. However, to circum-
vent possible delays, channel data PEs, when enqueued in the PE queue, trigger the network
layer to flush the pending PE queue and immediately start transmitting the waiting PEs (on-
demand packet assembly).

If a channel data PE is received by the communication manager, it checks if the channel already
exists locally. If it does not, a new local socket is set up and the associated channel object is
inserted into the database. Then, the received channel data is forwarded to the appropriate
socket where it can be received from by any application.

The communication manager constantly watches the state of the local channel sockets. If no
data has been sent through a channel for a certain time, but applications are still connected,
an empty channel data PE is sent so that other vehicles know about the channels existence.
However, when the last application disconnects from the socket and no data has been received
for a certain time, the channel is removed (timeout).

Membership of channels is not controlled by the communication manager. Every vehicle may
subscribe to every channel and initiate as many new channels as it wants to. Also, encryption
of messages, addressing and acknowledgement of point-to-point messages are not part of the
channels functionality and need to be implemented in higher layers.

6.2.4. System Integration

The communication manager integrates seamlessly within the software architecture of the
cognitive vehicle (Figure 6.12). The interfaces to the real-time database are shown to the left,
the channel sockets that interface with applications on the top-left. The interface manager
keeps track of the wireless link and configures the wireless interface.
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The link manager keeps track of neighboring vehicles and the two-hop connectivity of the
network. This information is stored in the database in the form of peer objects. The decapsu-
lation block dispatches the received PEs to either the object import/export manager or to the
channel manager. The object manager uses the data encapsulated in the object update PE by
updating or — if necessary — creating the local database objects (aided by the link manager
that provides the respective parent peer objects). The channel manager forwards the received
data to the respective sockets.

In the other direction, the channel and object managers send their PEs, generated from the
data received from the channel sockets or updated local objects, to the transmit queue. The
queue is handled by the scheduler, which selects PEs for encapsulation. Completely encapsu-
lated packets are then sent to the interface manager for transmission. The channel and object
managers, however, maintain a handle to each PE they send to the transmit queue, which is
valid until the PE has been selected for transmission. This way, they can replace queued but
yet unsent PEs if updates become available that replace outdated PEs.

The scheduler itself selects PEs from the transmit queue according to their priority and their
deadline (with respect to the worst RTT). In this way, we can guarantee that — if the necessary
data rate is available — PEs are sent before their deadline expires and that higher-priority PEs
are preferred in the selection process. The scheduler also makes sure that the MTU of the
interface is not exceeded.

Following the proposed QoS framework presented in Chapter 4, the traffic control mechanism
is implemented through the interaction of the link manager and the scheduler: the link man-
ager provides the necessary network topology information needed for the QoS algorithm, i.e.,
the neighborhood information. The traffic limit for the node is computed and the determined
admitted traffic is then used by the scheduler (highlighted section in Figure 6.12) to limit and
smoothen the sourced traffic. To optimize the PE selection to yield the highest benefit for the
network, the scheduler is parameterized with individual benefit functions through the proxy
and channel objects (according to the content of the PEs).

The admitted traffic information is also stored in the database objects maintained by the link
manager. If desired, it can be retrieved from there by the applications, which use the infor-
mation to parametrize the pre-processing of the database objects they export. The benefit
functions, as contained in the proxy objects, may be dynamically modified by the applications
to account for varying traffic situations and to adapt their benefit accordingly.

The connectivity prediction module presented in Chapter 5 runs outside of the communica-
tion manager. It maintains connections to the peer objects, from which the current channel
information is read, and monitors the positioning objects associated with the peer objects to
obtain the peer’s positioning information. With these informations, it can then run the chan-
nel estimation, channel and mobility prediction, and finally obtain an estimate of the future
connectivity to a certain peer. This information is then written to the peer object, from where
it can be retrieved by other applications.

6.3. Conclusion

In this chapter, we have elaborated on two communication primitives that support coopera-
tive and cognitive behavior among autonomous vehicles. Real-time database objects can be
transferred between several vehicles’ databases using data object transfers. Event-triggered
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control messages can be exchanged among groups of vehicles using the channels mechanism.
We have also shown how these communication capabilities are integrated seamlessly into the
existing software framework using a set of additional database objects, thus effectively hiding
the underlying communication solution from the end user. Only in the case of channels, an
additional interface to the application (standard UNIX or UDP sockets) is required.

The stringent cross-layer design could, if supported by the underlying communication hard-
ware, allow for the control of modulation schemes and bit rates, error correction and other
PHY layer parameters through additional fields appended to the controlling object.

We have shown how the QoS mechanism derived in Chapter 4 can be integrated in the com-
munication manager and how the connectivity prediction module presented in Chapter 5 in-
tegrates in the system as an application.

To demonstrate the capabilities and seamless integration of our communication solution, some
exemplary applications have been deployed:

• Exchange of GPS data objects: Using data object transfer, the position objects originating
in the high-precision DGPS modules of vehicles have been exchanged. These position
objects are then used to select the closest vehicle in view and to control a steerable tele
camera to observe the selected vehicle, thus aiding visual object detection algorithms
with an object hypothesis.

• Transmission of live video through channels: Using the channels concept, we have
shown that it is possible to transmit streams of compressed live video from the onboard
cameras between several vehicles and to roadside observers.

• Intercom: Using Data Channels, we have established walkie-talkie-like audio links be-
tween several vehicles and roadside observers.
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7. Conclusion and Outlook

Vehicle-to-Vehicle (V2V) communication over wireless ad-hoc networks has been discussed
for a long time as an approach to enable novel driver assistance systems, ultimately targeted
at increasing safety. However, up to the current date, no such systems have actually been
introduced in series-production vehicles. The reasons for this are manifold: first, common
hard- and software standards have only recently been defined that assert the interoperability
of devices from various manufacturers. Second, applications that actually make use of the
possibilities offered by communications have rarely been proposed and until today it is not
clear how cooperative driver assistance systems will look like. Third, it is not clear if the
defined standards are actually capable of fulfilling the requirements of these new assistance
systems.

The project KogniMobil, which sets the context of this thesis, researches cognitive autonomous
vehicles. Ultimately, as we have argued in Chapter 2, a perfect autonomous vehicle can be
understood as the superset of all possible driver assistance systems. Through means of com-
munications, autonomous vehicles can extend their range of capabilities and become perfect
cooperative, autonomous vehicles; and consequently, perfect cooperative autonomous vehi-
cles can be seen as the superset of possible cooperative driver assistance systems. We have
presented and discussed two specific classes of cooperative applications: cooperative percep-
tion, which allows vehicles to extend their view of the surrounding beyond the range of their
onboard sensors, and cooperative behavior, which allows vehicles to form groups and act
commonly to avoid collisions, improve traffic flow, etc. We have also discussed the applica-
tions’ specific communication requirements and presented a survey of contemporary wireless
communication standards.

7.1. Results and Contributions

The analytical framework presented in Chapter 3 and 4 give rise to new insights on the per-
formance (in terms of throughput, delay, packet loss) of wireless communication. The main
contribution lies in the interdisciplinary and holistic approach and in the open formulation:
we combine aspects of traffic flow theory, connectivity as determined through the physical
parameters of the communication channel, and medium access protocols to establish a state-
ment about various networking parameters. We have presented a number of representative
models for each individual aspect and have described how other models, if required, can be
formulated to comply with our approach.

Consequently, the presented analytical framework can be used at design time by application
designers that require a statement about the limits of the employed communication solution.
Contrary to that, it can also be used by communication designers to find solutions that comply
with the requirements of applications that should be enabled. The presented models are most
suitable for the analysis of limiting scenarios and identifications of potential issues, for any
given traffic scenario under any channel parameters using any communication technology.
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7.2. Outlook

Based on the previous analysis, we have contributed a suitable mechanism for achieving and
guaranteeing sustainable Quality of Service (QoS) in a wireless network (Chapter 4), requiring
only minimal knowledge of the network’s topology. The proposed algorithm continuously
controls the data rate of the traffic that is generated by the network nodes and is designed
for decentralized deployment. The main design objectives of the algorithm, fairness and de-
terministic behavior, have been proven to be fulfilled. We have formulated an optimization
problem that, based on the control decision of the QoS algorithm, describes how cooperative
applications can be selected for channel access to yield the best possible benefit, given the
current state of the network.

By means of prediction, we have contributed a concept of how a statistical QoS forecast can be
achieved (Chapter 5) and how the future control decision can be estimated. This estimation
can then be used to allow the proactive selection or rejection of cooperative applications on
the basis of their longer-term QoS requirements. For instance, a cooperative maneuver may
be refused if the required QoS cannot be asserted for the maneuver’s duration.

Finally, we have outlined a novel lightweight network layer protocol that is specifically de-
signed to support the communication requirements of cooperative cognitive applications. A
communication manager entity has been specifically developed that integrates seamlessly into
the existing software platform. To support cooperative perception, it allows for transparent ac-
cess to data objects that have been received from surrounding vehicles. Cooperative behavior
is enabled through the introduction of multipoint-to-multipoint communication channels.

The workflow to analyze connectivity and QoS, based on the contributions of this thesis, is
outlined in Appendix C.

7.2. Outlook

As we have stated in the respective chapters, the formulation of the QoS criterium opens some
interesting research opportunities. Especially the optimization of the network’s connectivity
matrix (or bounded local parts thereof) by means of power control or — more sophisticated
— smart antennas on the basis of applications’ concepts of their relevance to a group of nodes
seems a promising approach. Today’s topology control algorithms are mainly geared towards
optimizing connectivity; our formulation could help to actually optimize connectivity to suit
applications’ demands.

Regarding QoS prediction, the algorithm for the forecast of vehicles’ future positions appears
very mature. The estimation and prediction of future channel state, however, seems to require
further attention, since it has significant influence of the connectivity prediction’s outcome.
Especially the concept of radio maps (as proposed, for instance, in [LL07a]), combined with
channel parameter estimation, machine learning and peer-to-peer data exchange could be a
sensible approach to allow for a decentralized radio survey which may in turn be used for
better channel predictions.

Our proposed communication architecture should at this point be regarded as a reference de-
sign for future cognitive vehicles. Although it has been successfully demonstrated at various
events, it is still tailored to integrate with the software structure specific to the KogniMobil
project. Further research will definitely see additional functionality at the communication
layer and advances regarding the software architecture.
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A. A Spline-Shaped Road Model

Cubic splines are widely used in the design of (free-form) curves and surfaces in computer-
aided design applications, especially in the construction of ships, airplanes and cars. They are
also being used in the process of laying railroad tracks. Their adequacy can be justified by the
fact that for every curve section, boundary conditions can be defined in the terms of points
and values for the first and second derivative (i.e, gradient and curvature). By doing so, it can
be ensured that the curvature along a route, which may consist of many individual segments,
is always continuous. Consequently, the resulting lateral acceleration when traveling along
the route is also continuous; a prerequisite for the planning of roads. For this reason, cubic
splines are very well suited as road models.

A.1. Definition of a Spline

The basis function for cubic splines is shown in Figure A.1. It is defined as:

γ (t) =
1

6


(2 + t)3 if − 2 < t ≤ −1
4− 6t2 − 3t3 if − 1 < t ≤ 0
4− 6t2 + 3t3 if 0 < t ≤ 1
(2− t)3 if 1 < t ≤ 2
0 otherwise

(A.1)

A segment n of the spline is defined as a parametric curve xn (t) , t ∈ [0 . . . 1] as the weighted
sum of the positions of its so-called knots. Every segment is defined by four knots kn+i, i ∈
{0, 1, 2, 3}. The weights γi result from the four highlighted sections of the basis function (see
Figure A.1) and are dependent of the parameter t:

γ0(t) =
1

6

(
−t3 + 3t2 − 3t+ 1

)
γ1(t) =

1

6

(
3t3 − 6t2 + 4

)
γ2(t) =

1

6

(
−3t3 + 3t2 + 3t+ 1

)
γ3(t) =

1

6
t3

The position xn(t) of a point on the spline segment n at time t is then:

xn(t) = knγ0(t) + kn+1γ1(t) + kn+2γ2(t) + kn+3γ3(t)

=
[
t3 t2 t 1

]
M˜


kn
kn+1

kn+2

kn+3

 (A.2)

143
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Figure A.1.: Basis function for cubic splines.

If there are j knots {k0 . . .kj−1}, the spline has j − 3 segments. The matrix M˜ corresponds to
the γn(t) functions defined above:

M˜ =
1

6


−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0

 (A.3)

A.2. Shape Generation

In our simulations, we use splines to model the shape of streets. Depending on the complex-
ity of the street’s shape, these splines have a varying number of knots j, therefore the exact
position of a vehicle on the shape can only be computed if both the parameter t ∈ [0 . . . 1] as
well as the segment n ∈ [0 . . . j − 3] is known. Furthermore, the spline can be understood as
a “guiding shape”, the particular lanes, however, follow the same shape but with a certain
offset o.

How t and n are computed is discussed later, let us assume that they are known at this time.
To get the exact position of a point xn(t, o) with offset o, we first determine the tangent vector
of the spline, i.e., its first derivative:

x′n(t) =
∂

∂t
xn(t) =

[
t2 t 1

]
M˜′


kn
kn+1

kn+2

kn+3


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Figure A.2.: A spline consisting of four segments, its knot vector and its offset spline (dashed
line).

where M˜′ is the matrix of the basis functions’ first derivative:

M˜′ = 1

2

−1 3 −3 1
2 −4 2 0
−1 0 1 0

 (A.4)

We can then take the normal vector (perpendicular to the tangent), scale it to length o and
compute:

xn (t, o) = xn (t) +
o

|x′n (t) |

[
0 1
−1 0

]
x′n (t) (A.5)

The situation is depicted in Figure A.2: The spline consists of n = 4 segments, defined through
the knots k0 . . .k6. The offset spline at o = 0.1 is represented by the dashed line.

A.3. Length of a Spline

As mentioned above, practical simulations make it necessary to determine the coordinates of
a vehicle on a lane based on its distance lv from the origin of the lane (arc length). Therefore,
we need to determine the spline parameters t and n from lv. The total arc length ln of a spline
segment can be determined by integrating the length of the tangent vector over the spline
segment:

ln =

∫ 1

0

∣∣x′n(t)
∣∣ dt (A.6)
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A.3. Length of a Spline

The total length of the spline l can then be computed by summing up all ln of the j − 3 seg-
ments:

l =

j−3∑
n=0

ln (A.7)

The section above has introduced the idea of a guiding spline and resulting parallel lanes.
The arc length of the spline computation as demonstrated in Equation (A.6) can not be used
unmodified as the arc length of a lane is a function of the knot vector and the offset o. As a
consequence, we have to integrate:

l∗n(o) =

∫ 1

0

∣∣∣∣ ∂∂txn(t, o)

∣∣∣∣ dt (A.8)

Differentiating Equation (A.5) yields:

x′n(t, o) = x′n(t) +
o

|x′n(t)|

[
0 1
−1 0

](
x′′n(t)− x′n(t)x′′n(t)

|x′n(t)|2
x′n(t)

)
(A.9)

Integration over the length of the offset-splines’ tangent vector x′n (t, o) gives the correct arc
length. The second derivative x′′n (t) is defined as:

x′′n(t) =
∂2

∂t2
xn(t) =

[
t 1

]
M˜′′


kn

kn+1

kn+2

kn+3


where M˜′′ is the matrix of the basis functions’ second derivative:

M˜′′ = 1

2

[
−1 3 3 1
1 −2 1 0

]
(A.10)

A.3.1. Numerical Integration

In our implementation, the arc length is computed through numerical integration according
to Kepler’s Fassregel [Kep15], sometimes also called Simpson’s rule:∫ b

a
f(x)dx ≈ S(a, b) =

b− a
6

(
f(a) + 4f

(
a+ b

2

)
+ f(b)

)
(A.11)

For improved precision and performance, an adaptive algorithm [McK62] is used that recur-
sively divides the integration interval in halves (midpoint c) if an error estimate exceeds a
pre-defined relative error ε:

|S(a, c) + S(c, b)− S(a, b)|
15

> ε (A.12)
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Figure A.3.: Representation of the Recursive Integration Calling Sequence as a Binary Tree

A.3.2. Parameter lookup

The advantage of this integration algorithm is the fact that the calling sequence of the recursive
integration interval partitioning can be represented as a binary tree (Figure A.3):

• The initial invokation S(0)(a, b) corresponds to the root node.

• Recursively, at every parent node S(i)(a, b) two child nodes are added, corresponding
to the function calls for the two sub-intervals S(i+1)(a, a+b

2 ) and S(i+1)(a+b
2 , b) until the

desired precision (Equation (A.12)) of the sub-integral is reached.

• As the functions return, their result is stored in the child nodes. The arc length stored
at a node S(i)(a, b) corresponds to the sum of the arc lengths stored at the child nodes.
Ultimately, the root node stores the arc length of the integral.

Along with the arc length, we store the spline parameters t and n in the child nodes and build
the tree during arc length computation. Given an arbitrary arc length l′, we can now use the
tree as a search tree and thus easily find the lower and upper bound nodes that correspond to
the desired spline parameters.

A.4. Fitting

When planning streets, it is generally more intuitive to provide a set of geometric knots and fit
the spline so that it goes through these knots. Given n geometric knots, we need to determine
j = n + 2 parametric knots. To get a definite equation set and make sure that the spline is
continuous at its ends, we introduce the ingress and egress gradient vectors gi and ge and get:

−N
2 0 N

2 . . . 0 0 0
γ0(0) γ1(0) γ2(0) . . . 0 0 0

0 γ0(0) γ1(0) . . . 0 0 0
...

...
...

. . .
...

...
...

0 0 0 . . . γ1(0) γ2(0) 0
0 0 0 . . . γ0(0) γ1(0) γ2(0)

0 0 0 . . . −N
2 0 N

2





k−1

k0

k1
...

kn−2

kn−1

kn


=



g
i

x0

x1
...

xn−2

xn−1

g
e


(A.13)
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A.4. Fitting

Through matrix inversion, we can then determine the set of parametric knots {k−1 . . .kn}.
Another possibility to achieve intuitive behavior of splines is to use “clamped” splines, that
pass through defined start and end points. To achieve this, we need to add two parametric
knots k−1 and kj , so that

k−1 = 2k0 − k1 (A.14)
kj = 2kj−1 − kj−2 (A.15)

Clamping has been used to generate the spline in Figure A.2: Its knots k0 and k6 have been
determined using the above equations.
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B. Physical Layer Parameters

Table B.1 shows the relevant modulation parameters as specified in the IEEE 802.11a OFDM
PHY layer standard ([IEE07a], chapter 17). For the minimum sensitivity numbers, the packet
error rate was claimed to be less than 10 % at a packet length of 1000B. A noise factor of 10 dB
and 5 dB implementation margins are assumed.

The thermal noise floor’s power can be computed through

P (lin)
t = kBTB (B.1)

where kB ≈ 1.38 · 10-23 J/K is Boltmann’s constant, T = 300 K the room temperate and B the
bandwidth in Hz. The noise power in a 10 MHz channel is 41.4 fW, or -104 dBm. In a 5 MHz
or 20 MHz channel, the noise power is -107 dBm or -101 dBm, respectively.
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C. Analysis Workflow

In this thesis, we have contributed means of analyzing the connectivity of vehicular networks
and the QoS that can be attained in these networks. This chapter gives a brief summary of
the workflow of such an analysis and should be regarded as a guideline for application and
networking designers. It may be used iteratively in the design process, to tune parameters to
obtain an optimal conformance of applications when deployed.

The workflow is illustrated in Figure C.1.

C.1. Networking Parameters

At the beginning of the connectivity analysis process as described in Chapter 3, the user needs
an appropriate formulation of the channel model χ( · , · ) and to determine the maximum tol-
erable attenuation βmax (see, for instance, Table B.1).

The formulation of the physical layout of the traffic scenario is accomplished by using a road
model as the projection function Φ( · ). We suggest splines as road model, see Appendix A.
The properties of the traffic flow itself are represented through the traffic density ρ and the
choice of a fundamental diagram Q(ρ) or v(ρ), respectively (see Equation (3.37)).

Using these input parameters, the user can then determine:

• the distribution of node degrees fD[d], through Equation (3.54)

• the distribution of link durations fT (t), through Equation (3.76), (3.98)

• the expected link generation and break rate Λ, through Equation (3.116)

C.2. QoS Analysis

As a prerequisite for QoS analysis as described in Chapter 4, the user needs statistical infor-
mation about the node degree. For instance, the degree distribution fD[d] as obtained above
can be used here. Alternatively, one can model the degree distribution to represent a desired
scenario. It is also possible to use the channel model and a spatial distribution as input pa-
rameters. It is also necessary to know the throughput function of the MAC protocol v(u).
Subsequently, the requirements from the application (see Chapter 2) are used to determine the
maximum allowable load û.

By using either Algorithm 1 (centralized) or Algorithm 2 (decentralized), the traffic limits si for
the individual network nodes vi can be determined. This figure can then be used in the design
phase to determine if the traffic limits are sufficient for the application or be used to decide
if the analyzed MAC protocol is suitable for the application. Given the benefit functions, the
output from the traffic limits algorithms can also be used to determine which applications
would be selected in a certain situation and how they would be parameterized.
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C.2. QoS Analysis

Figure C.1.: Analysis Workflow
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