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Abstract—We consider the problem of power minimization large, and the special structure might pose problems foesom
under per-user quality of service (QoS) constraints (exprssed in heuristic approaches, e.g., the coordinated transméivec
terms of rates) in parallel multiple-input single-output (MISO) g cessing from [7] can generate non-invertible effectivan-
broadcast channels employing linear zero-forcing precodi. nels due to the blockdiagonal structure of the channel oesri
Solving the arising scheduling problem by an exhaustive seeh . ; . b
is prohibitively complex due to its combinatorial nature sothat For the linear multi-carrier case, a convex power minimiza-
the use of successive user allocation schemes has been pegab tion problem has been formulated in [8] by allowing time-
We show that existing schemes lead to strongly suboptimal sharing between transmission strategies. However, sgstem
solutions in systems with a low number of degrees of freedomma it time sharing are in the focus of this paper. Addition
that better performance can be achieved with a new schedulm I d ¢ ialize t t ith th ber of trdh
criterion. By introducing additional correction steps, we end up ally, we do not specialize to setups wi enumber ot trahsm
with an efficient close-to-optimum algorithm. antennas exceeding the total number of receive antennas as
assumed in [9]. Furthermore, algorithms fulfilling perestm
QoS constraints, such as the power minimization algoritinms

Although the maximization of a weighted sum of rates i 0], [11], and optimizations with per-user MMSE consttaijn
a multi-user communication system has attained consitierals in [12], are not directly applicable to our setup as there i
theoretical interest, it is hardly adapted to the needs ofpg explicit relation between these performance criteritae
system that has to guarantee the quality of service (Q0S) fdr-user sum rate in the case of multi-stream transmission.
each user. Assuming transmission with error-free decoding Heuristic QoS constrained optimization schemes applcabl
reasonable QoS measure is the achievable sum rate of a ¥S&he considered system model have been proposed in [13]
according to Shannon’s capacity formula. At the same timggq [14]. Like most approaches to find close-to-optimum
for reasons such as minimizing interference to neighborifgear transmit strategies for multi-carrier broadcasiratels,
communication systems or reducing energy consumption, iy are based on a successive user allocation and on zero-
system operator might be interested in minimizing the tot@dcing, i.e., it is assumed that the degrees of freedom at
transmit power. These considerations lead to the problemqk pase station have to be utilized to totally wipe out inter
power minimization under per-user rate constraints. stream interference (cf. Section Ill). Although suboptirima

As an example of a system consisting of parallel vectgeneral, zero-forcing is of practical interest, as it careasily
broadcast channels, we consider a multi-carrier downlir plemented and as it is known to be optimal in systems
communication system with a multi-antenna base stétiorq,vith low noise power. As shown in Section IV, the optimal
Motivated by the high computational complexity of practica,ero-forcing power allocation can be explicitly calcuthfer
implementations of the non-linear, capacity-achievingydi g given allocation of users to subcarriers. Our solutiorhi® t
paper coding (DPC), we constrain the system to apply lin€gfising scheduling problem follows the lines of the greesgru
precoding. Thus, itis not possible to apply power minima@at gjjocation scheme in [13], which will be presented in Sec-
algorithms relying on the convex nature of the DPC capacifibn v/ together with some clarifications on implementationa
or power region, as those proposed in [1], [2] for multi-@&rT jssyes. Our main contributions are a performance analysis
and in [3], [4] for single-carrier MIMO broadcast channels. for cases where the number of users is close to the overall

Such single-carrier MIMO algorithms are in principle applinymper of degrees of freedom (fully loaded system) and two
cable to multi-carrier systems if the carrier-specific gl oytensions to the algorithm to drastically improve its héta
of the users are written into block-diagonal channel mesicin those cases (cf. Section VI and the numerical results in
(cf. e.g., [5]). However, unlike for the non-linear case, N@gction VII). The algorithm from [14] is not further consiee
algorithms exist that obtain the global optimimum of the Noryg it was developed for systems with much less users than

convex power minimization problem for MIMO BCs with jegrees of freedom and does not guarantee feasible salution
linear precoding. So, it would be necessary to use suboptini e fully loaded case we concentrate on.
schemes, such as the one proposed in [6]. Moreover, the di-

mensions of the resulting MIMO system might be prohibitvel  1l. SYSTEM MODEL AND PROBLEM FORMULATION

1The results also hold if groups of carriers within the fregmecoherence We cpn5|d§r a mu'?"camer downllnk_system Wh(:j're the base
interval are considered instead of individual carriers. station is equipped witl/ antennas while th& receivers are

I. INTRODUCTION



equipped with a single antenna each. THesubcarriers are strongly depend on the condition & (™. Thus, finding an
assumed to be orthogonal to each other, i.e., there is nie intdlocation of users to subcarriers that leads to well-cionkd
carrier interference. We further assume that M N, which joint channel matrices on all carriers is a crucial step.

is a necessary condition for the zero-forcing techniques pr We call a K-tuple S = (MNy,...,Nk) of sets N, C
posed in this paper. The frequency flat vector channel betwefd, ..., N} a valid user allocation if each carrieris element
the base station and uskron subcarriem € {1,..., N} is of at mostM setsN. The tuple is called a feasible user
denoted byh,l(cn)’H € C1*M  and these channels are assumegllocation if N}, # () Vk, i.e., if all users are scheduled on
to be perfectly known. The additive circularly symmetri@t least one subcarrier. This condition is not only necgssar
complex Gaussian noisg\"” ~ CA/(0,0.""%) is assumed but also sufficient for feasibility as the active streams raoe
to be independent across users and across subcarriers iaigiference-limited and can therefore carry any demanaled
independent of the transmitted data Symb@g ~ CN(0,1). When the transmit power is chosen sufficiently large.

The received signal of uséron carriern can be written as ~ Now, we rewrite problem (2) as a scheduling problem and a
subsequent power allocation over the effective scalarmélan

K
n n),H n n) (n n
Y Sl cX I I A SN,
k=1 min min Z Z Dy, 4)
= Ses [ m
{pk }ke{l ..... K} k=1neN;
with the transmit powep!?’ > 0 and the unit norm beam- - "N -
former u{") € CM of userk’ on carriern. The total rate of ~ St<p;~ =0 Vk,¥n €N, and S = VE
userk is 3, r\™, andr{" is the rate achieved on carrier neNk

We will focus on the question what total transmission powggherer™ = log, (1+p! g\™), 3™ is a function ofS, ands

is necessary to fulfill a set of given non-zero per-user raffanotes the set of valid user allocations. The two partsisf th
requirementsy,. The optimization problem reads as optimization problem will be treated in the following seuts.

e (n) IV. POWERALLOCATION
min > vy (2) . | j
1 el The channel gains resulting from the zero-forcing beam-

N forming [see (3)] are solely a function af and can be
St Z r™ >p Vk and p™ >0 Vkn considered as constants in the inner optimization. As dtresu
ne1 there is no coupling between users in the inner problem, and

where the minimization is over all powers and beamformidb can be written separately for each uger

vectors, andr,im is a function of those variables on carrier min Z pg” (5)
n. The difficulty of this problem is that there is an inherently  {»{"} _ ¥,
strong coupling of different users’ rates on a carrier wikiile ) : )
constraints impose a coupling between the rates of streams o~ St P, =0 Vn €N, and Z Ty Z Pk
different carriers belonging to one user. neN
From the KKT conditions, we get the waterfilling equation
A i py” = max {0 fk — g(”)’_l} (6)
s the subcarriers are assumed to be orthogonal to each k ) k
other,_zero-forcmg only _needs to be pgrformed in the sbatigiih the optimal water level
domain and can be achieved by choosing the beamformers to

IIl. ZERO-FORCING BEAMFORMING

be the scaled columns of the Moore-Penrose pseudo-inverse — (9-rk. H (n) 1/ Wl )
of the joint channel matrixtf (") = [h;TZ),...,h;Tz) e Hk nENia Tk
1 (n)

whereN}, 4 is the set of usek’s active subcarriers, i.e., those
with a transmit power greater than zero. Sorting the entfes
'/1\/k with respect to the channel gains, the optimal water level
can be found by a linear search fo¥y. o] € {1,..., |Nk|},
which is equivalent to the solution proposed in [14].

CS"™*M of the users scheduled on carriervvhereki") is the
user corresponding to theth stream on subcarrier. With the
normalization of the beamforming vectors, the channel gai
of the resulting independent scalar subchannels are

71t
gl(ﬁ) - afﬁ;” [(H(”)H("LH) } (3) V. THE PROBLEM OF USERALLOCATION
’ ’ 58 Finding the optimal user allocatio§ is a combinatorial
where[A]; s is the s-th diagonal element oA. problem. A common approach to avoid an exhaustive search

Note that the joint channel matri& ™ must have full row are greedy schemes that successively allocate resources to
rank, which implies that the number of use¥§” scheduled users by a series of locally optimal decisions, leading to a
on a carriern has to be smaller than or equal to the numb@lobally suboptimal solution in general. In [13], a greecgu
of transmit antennasS(™ < M). Additionally, as can be allocation for problems with QoS constraints as well as a
inferred from the matrix inversion in (3), the channel gainsimplified low complexity allocation were proposed. We fscu



on the greedy scheme, which can be applied to the problédgorithm 1 Basic Algorithm

at hand as follows. In step for each subcarrien that still  Require: M, N, K, py, hl(cn)7 Gl(cn)

has available spatial degrees of freeddffr'{ < M) and for ;) j « o, O p =0, S < (9,....0)

each usek: that is not yet scheduled on? the user allocation (2) repeat

S(k,n) resulting from assigning usérto carriern is created: 5 ;. 41, K « {1,...,K}, P(k,n) + oo Vk,Vn

S(hyn) — (IN, L CTIN UYL TN, ) @ i <K then
L . ®) K+ {k| N, =0}

The I(_aft superscript is the step mde?(. For edtk,n), the © end if
resulting total transmit poweP(k,n) is computed, and we @ forall ke K andn ¢ (=D a7 with S™ < M do
set(MS « S(argmin, .y P(k,n)). The algorithm terminates 6 N DA ) A /k<_ by v b
when the sum power increases from one step to the next. o re]E)eat k 1 VE /

Two issues to be considered besides the basic idea have béén culate alle™) f 3
mentioned in [13] without a detailed study. First, the satied calculate allg,, ~ from (3)

solving the outer optimization must ensukg = Ny o Vk to (D computepy. from (6) for all k" with N # 0
avoid the suboptimal situation that an unused stream ingpo$& remove streams with zero power from Alf.
a zero-forcing constraint. We propose to repeatedly remo\@ until no zero powers were allocated

all zero power streams frorfi(k,n) and recalculate?(k,n) (4 S(k,n) < (M, ..., Nk) ,

until the allocated power is non-zero for all streah® avoid (15 P(k,n) « 2521 Zn/eNk, pgf )

an endless loop of deallocation and reallocation, we let tki¢) end for

algorithm also terminate when it arrives at a constellatiof?) (k" ni-) < argminy, ) P(k,n)

which has already been considered, even if the total transmg) (VS « S(k*,ng-), WP « P(k* ny-)

power did not increase but stayed constant. Typically, this) until i >K and (VP> (=DP or Ji'<i: DS = ()S)
happens when no change in allocation has occured from aee return  ((~sS, optimalp{™ for (i-1.5)

step to the next. Convergence is guaranteed as the totalerumt

of possible constellations is finite. Without the possibilof

deallocat|0_n, the number of evalua2t|ons of_the inner pmmblefirst ones were allocated in a strongly suboptimal manner.
would be in the order OK_D(MKN ) resulting from up to Additionally, the deallocation of inactive streams can bers
KN sum power co_mputatlonS for not more thafV streams. as a correction of bad initial decisions. However, for cases
Numerical simulations suggest that the number of deakata ith & low number of degrees of freedom, the initialization

strelam§ IS ?ma!l Inh general 33 tha; the aye(;age number 9fse plays an important role, and in the extreme case of a
evaluations lies in the same order of magnitude. fully loaded system, there is even no main phase. Thus, we

The second issue mentioned in [13] is a more fundamen\lﬁh present two performance enhancing modifications to the

one, which is inherent to problems with QoS constraints: AI itialization phase of the basic algorithm.

i;)nkg as not all utsers fhav_eblat least ?lne stf[reang:, none of tl §t can be observed that the basic algorithm tends to schedule
( ’"? represents a feasiole user aflocation.. onseque_nb;gers with low rate requirements first as this results in a low
th.ere. is the need for an Initialization _phz_;\se with a hew'.Stbower increment in the current step. However, since in thg lo
criterion other than a pure greedy criterion. In [13], dgrlnrun, the constraints of all users have to be fulfilled, th&alift

this initialization phase, only users that have not yet be ers with high requirements are considered last, wherynear

tsr::heduledd ca_rtl b_e aIIot::_?te_d, an_d d;ahmsmns tar(_e ;nadfe_ _base ooaegrees of freedom are left. Clearly, this is not a prélera
e greedy criterion while ignoring the constraints of iae Ftrategy as the numerical results show.

users. However, this technique leads to very suboptimal so
tions if the system is close to being fully loadell & M N). A, Look-Ahead (LA) Scheduling

The allocation scheme discussed in this section is summas . . . o
. . . AR . To avoid such a shortsighted behavior, a criterion is needed
rized in Algorithm 1. The minimization in Line (17) ignores

that reflects the importance of scheduling a user on its @btim

pairs of (k,n) that have not been considered in the current . . : .
: . i o L carrier. To this end, we introduce the degradation measure
iteration since all powers are initialized witko in Line (3).

L o . 0y = P(k,ni) — P(k,n,) wheren, andn,, are the best and
For the same reason the termination criterion also alomessicond—best carrier for usgr respectively. By allocating user
case that all possibl@/ N streams have been allocated. rresp y-BY 9

VI. THE INITIALIZATION PHASE k™= arginaX(S’“ to carrier ny- = argmin P(k*,n)  (9)
n

If there are many degrees of freedom, there is still a wid
range of reasonable allocations for the last users evereif

uring the initialization phase, we ensure that a user is
immediately scheduled when the risk of a significant inozeas
2The last condition is specific to single-antenna receivers. in sum power arises from not doing so. This decision rule,

3In general, it is not necessary to remove all inactive steears deallocat- which can be interpreted as the avoidance of foreseeable
ing one stream might suffice for other streams to get activeveder, we rely itical si . d v h | ionale
on the greedy criterion to automatically reschedule ursesrdly deallocated critical situations, does not only have a clear ration Atso

streams in the subsequent steps. proves to perform well in numerical simulations. Additidiga



while decisions of successive schemes usually are onlynapti to deallocate the oldest and the newest stream. While the

within one step, decisions based on (9) are optimal in the Idisst allocation risks to have been a bad decision because

two steps. This will be important later in this section. it was made with the least amount of knowledge about

Theorem 1. Using criterion (9), the last two decisions ofthe qther allpcations, the last one is _pqtentially bad as the

the initialization phase are optimal given a fixed allocatio possible choices were already r"?“her “m'ted.‘ Afterwattie,

of previously scheduled users. two users are reallocate_d according to the crlterlon chémen
the initialization phase, in our case LA scheduling.

Proof: We denote the users by andk,, ““YP isthe  Even if the user allocation does not change, i.e., if the old
sum power before allocating the first user, atf(k, n) is the decision withstands the challenge, we have now a different
power increment resulting from assigning ugeto carriern. oldest and potentially also a different newest stream. Thus
We note that the last decision is optimal due to the ryle= makes sense to repeat the procedurfy | times witha > 0.
argmin,, P(k*,n). In our simulationsq = 2 turned out to be a good compromise

In case of different optimal carriers;, andny,, both users between complexity and performance. The justification for
will be assigned to their optimal carrier since allocatirggiu choosinga > 1 is that when a change in scheduling has
k1 to carriern;, does not impair the optimality ofy, for user occurred, it is worth retrying the deallocation and readkan
ko and vice versa. Faty, = ng,, itis either optimal that both of a stream even if it has already been performed before.
users are scheduled ap, = n;, or one usek* onits optimal ~ From Theorem 1, it follows that the deallocation and
carriern- and the other user on its second-best carrier. In thgallocation of two users can never increase the sum power
former case, the optimal solution is achieved indepeny@ftl when the LA criterion is used. Thus, the sum power after
which user is scheduled first due to the optimality of the lagte challenge phase is surely not higher than it was before.
decision. What remains to be shown is that the optiffals  Note that if the system is not fully loaded, this does not impl
chosen in the latter case. As assigning one user to a cartigit the final sum power with DC scheduling obtained after
does not change the situation on another carrier, we get the main phase is guaranteed to be smaller than without DC

o ~ . scheduling, but at least on average this is what happens.
Pota = ""VP + AP (ky, 7ix,) + AP (k2 i) The increase in computational complexity is bounded from
+ (AP(k",ny) — AP(K™, e+ ) (10)  above by2N|aK | evaluations of the inner optimization and
at the end of the initialization phase. For this to be optjimdf Negligible compared to the overal(1/ K N*) evaluations.
it is necessary that* is the user for whic AP (k*, ng~) —

AP(k*,ng~)) is minimized. We further note that
. _ For our simulations, we have used 1000 realizations of
Ok = Pk, i) = P(k,ni) = APk, i) — AP(k, i), (11) - andom channel coefficients which are i.i.d. circularly sym
which means that* has to be chosen such thit is maxi- metric complex Gaussian with zero mean and unit variance
mized, which is also the scheduling criterion. The scheduli and per-user rate requirements which are the absolutessalue
of the other user is also optimal as it is the last decisiam. of i.i.d. real Gaussian random variables with zero mean and

. . unit variance. Furthermore, we have fixed the noise power to
B. Decide-and-Challenge (DC) Scheduling ("2 _ 1 for all users and carriers P

. . Ik
Except for the case of zero power allocation (which will "£o. the results in Fig. 1 and Fig. 2, we have performed sim-

never happen in a fully loaded system), we so far have nQbyions in relatively small systems in order to be able tmeo
deallocated streams. However, the concept of LA scheduliggre the performance with the optimal solution obtainedh wit
fails whenever a critical situation |s_unforeseeable. @tars an exhaustive search. Fig. 1 shows the average performance
the example when the last two available degrees of freedgjy,o presented schemes in systems with— 2 transmit

are on the same subcarrier and the two last users to zQﬁennasK — 4 users, andV € {2,3,4,5) subcarrieré. As
scheduled have highly correlated channels on that paaticul,, pe seen, the LA and LA-DC schemes perform close to the
carrier. In this case, the suboptimality of this allocateamnot optimal solution while the basic algorithm, which implernten

be detected before one of the two users has been SChedLﬂ%"scheme proposed in [13], shows a notable increase in

From this example, it can be seen that to further improyg,hgmit power. Note that the loss of the basic algorithm is
performance it is necessary o re-evaluate decisions tat hp, .o pronounced for a small number of subcarriers, i.e., if
been made earlier and to allow a step back if necessary. o number of degrees of freedom is scarce

To this end, we propose a de_zcision challenge phaseKTter_ In Fig. 2, we have considered a system with— 4 transmit
streams have been allocated, i.e., at the end of the amaténtennasN — 3 subcarriers, and — 12 users, where we

in the fully loaded case or before starting the main phasd in Aave replaced the random O0S requirement 25 for
other cases. It will be seen that this phase can be desigield S‘]Tla;:c of Fhe users and by :Q 0 fO?Lf[Ihe rest$|§?:)ttipr$g the

_that it neither risks to worsen the S|tuat|o_n nor S'gmf'bﬁnttotal transmit powelP over p, it can be seen that there is no
increases the total computational complexity.

ln_ .general, It is nOt_ obvious \_Nh'Ch of the SChedu“ng 4We have taken the geometric mean (equivalent to the aritbrmean in
decisions shall be put into question. We therefore propo®se dB domain) as it is more robust against outliers.

VII. NUMERICAL ANALYSIS
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Fig. 2. Achieved Transmit Power for Different Rate Requiegrts.
[3]

qualitative difference between the behavior of the disedss
schemes in the low and in the high rate regime. 4]

To show that the results also hold for larger systems, a
configuration with a significantly higher number of possible[s]
allocations is presented in Fig. 3. For a system with= 2
transmit antennasV = 16 subcarriers,K = 32 users, and (g
random QoS requirements, a histogram of the total transmit
powers of the various schemes is shown. Note that the optimﬁ]
solution is not available for this setting due to the praofeiti
complexity of the exhaustive search. While LA and LA-DC
have a clear peak at low powers, the distribution of the pswer[s]
resulting from the use of the basic algorithm is widely sprea
Moreover, the additional gain in performance achieved lgy th[9]
DC scheme becomes visible in this plot.

VIII. CONCLUSION [0l
In our discussion of successive allocation schemes f[(ﬂ]
power minimization under per-user rate constraints, iabee
obvious that a scheduling criterion other than a pure greedy
criterion is needed for the phase where not all users ha¥@
been allocated their first stream. The difference between th
total power resulting from a user’s currently best and sdeon13]
best scheduling has proven to be a criterion that, in most
cases, is able to circumvent allocations which might lead fgo
critically suboptimal situations in future steps. Howeas not
all those critical situations are foreseeable, a furtherdase

2 Transmit Antennas, 16 Subcarriers, 32 Users

400 T
I Basic Algorithm
300! I A
[ LA-DC
2001 R
1001 “ R
5 6 7 8 9 1011121314151617 18 19 >=20

P (dB)

Fig. 3. Absolute Frequency of Occurence of Transmit Powers.

in performance can be achieved by systematically putting
preceding scheduling decisions into question and allowing
changes of those decisions if needed.
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