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Abstract

In this work we further evaluate a recently pub-
lished, novel vector quantization (VQ) design for dis-
crete HMM-based on-line handwriting recognition of
whiteboard notes. To decorrelate the features, a prin-
cipal component analysis (PCA) is applied. The novel
VQ design ensures a lossless representation of the
pressure information while modeling the statistical de-
pendencies between the pressure and the remaining
features. This is necessary because standard k-Means
VQ systems cannot quantize this binary feature ade-
quately although they have been decorrelated, which is
shown in this paper.

Our experiments show that the new system pro-
vides a relative improvement of r = 2.8 % in char-
acter level accuracy and a relative improvement of
r = 3.3 % in word level accuracy compared to a stan-
dard k-means VQ system. Additionally our system
is compared and proven to be competitive to a state-
of-the-art continuous HMM system yielding a relative
improvement of r = 1.4 %. A relative improvement of
up to r = 0.8 % in word level accuracy can be reported
when using decorrelated features compared to a system
omitting the decorrelation.

Keywords: Handwriting recognition, whiteboard,
vector quantization, discrete HMMs, PCA

1. Introduction

Hidden-Markov-Models (HMMs, [15]) have proven
their power for modeling time-dynamic sequences of
variable lengths. The property, to allow compensa-
tion of the statistical variations in those sequences,
is critical for their adoption from automatic speech
recognition (ASR), making them quite popular in on-
line handwriting recognition [8; 14; 20]. More re-
cently, HMMs have been introduced for on-line hand-
written whiteboard note recognition, [10]. One distin-

guishes between continuous and discrete HMMs. In
case of continuous HMMs, the observation probabil-
ity is modeled by mixtures of Gaussians [15]; whereas,
in the discrete case the probability computation is a
simple table look-up. Vector quantization (VQ) is per-
formed to transform the continuous data to discrete
symbols. While in ASR continuous HMMs are becom-
ing widely accepted, it remains unclear whether dis-
crete or continuous HMMs should be used in on-line
handwriting [16] and whiteboard note recognition in
particular.

In a common handwriting recognition system each
symbol (i. e. letter) is represented by one HMM
(either discrete or continuous). Words are recog-
nized by combining character-HMMs using a dictio-
nary. While high recognition rates are reported for
isolated word recognition systems [5], performance
considerably drops when it comes to unconstrained
handwritten sentence recognition [10]. The lack of
previous word segmentation introduces new variabil-
ity and therefore requires more sophisticated charac-
ter recognizers. An even more demanding task is the
recognition of handwritten whiteboard notes as intro-
duced in [10]: in a whiteboard scenario during writing,
the writer stands rather than sits and the writing arm
does not rest. Therefore additional variation is intro-
duced, such that the baseline cannot be approximated
by a simple polynomial of low order. Furthermore it
has been observed that size and width of characters
and words vary to a higher degree on whiteboards
than on tablets. These conditions make the problem
of on-line whiteboard note recognition difficult.

In our recent work (see [17]) we started to investi-
gate the use of discrete HMMs for the task of on-line
whiteboard note recognition with respect to varying
codebook-sizes. While in ASR features have a purely
continuous nature, in handwriting recognition contin-
uous features are used as well as discrete or even bi-
nary features [10]. As shown in [12] the binary fea-
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ture “pressure” is one of the most significant features
for recognition. Our experiments in [17] indicate that
state-of-the-art vector quantizers are not capable of
coding this binary feature properly due to quantiza-
tion errors. In [17] a novel VQ design which is capable
of adequately quantizing this feature is proposed. In
addition the role of statistical dependencies between
the pressure and the remaining features is pointed
out. In this paper we aim at further improving the
system presented in [17] by removing the correlation
of the features. In order to decorrelate the features
a principal components analysis (PCA, as explained
e. g. in [18]) is applied.

To that end, the next section gives a brief overview
of the recognition system including the necessary pre-
processing and feature extraction for whiteboard note
recognition. Section 3 reviews VQ as well as dis-
crete HMMs and the incorporation of the PCA-based
decorrelation is explained. The VQ-system which ad-
equately handles binary features as introduced in [17]
is explained and further enhanced to work with the
decorrelated features in Sec. 4. The impacts of vary-
ing codebook sizes and the decorrelated features in
conjunction with the VQ design are evaluated in the
experimental Section (Sec. 5), in which our discrete
system is compared to a state-of-the-art continuous
system. Finally conclusions and an outlook are given
in Sec. 6.

2. System Overview

For recording the handwritten whiteboard data
the eBeam-System1 is used: a special sleeve allows
the use of a normal pen. The sleeve itself sends in-
frared signals to a receiver mounted on any corner of
the whiteboard. As a result the x- and y-coordinates
of the sleeve as well as the information, whether or
not the tip of the pen touches the whiteboard, the
binary “pressure” p, are recorded at a varying sample
rate of Ts = 14 ms, . . . , 33 ms. Afterwards the written
data is heuristically segmented into lines [10].

The sampled data is preprocessed and normalized
in a first step. As the handwritten data is recorded
at varying rates, the data is sampled neither in time
nor in space equidistantly. As a result, two characters
with the same size and style may result in completely
different temporal sequences, even if written with the
same speed. To avoid this time varying effect, the
data is resampled to achieve equidistant sampling in
space. Following this, a histogram-based skew- and
slant-correction is performed as described in [7]. Fi-
nally all text lines are normalized similar to [2].

1http://www.e-beam.com

Afterwards features are extracted from the three-
dimensional sample vector st = (x(t), y(t), p(t))T

in order to derive a 24-dimensional feature vector
ft = (f1(t), . . . , f24(t)). The state-of-the-art features
for handwriting recognition [6] and recently published
new features (partly altered slightly) for whiteboard
note recognition [10] used in this paper are briefly
listed below and refer to the current sample point st.
They can be divided into two classes: on-line and
off-line features. As on-line features we extract
f1 : indicating the pen “pressure”, i. e.

f1 =

{
1 pen tip on whiteboard
0 otherwise

(1)

f2 : velocity equivalent computed before resampling
and later interpolated
f3 : x-coordinate after resampling and subtraction of
moving average
f4 : y-coordinate after resampling and normalization
f5,6 : angle α of spatially resampled and normalized
strokes (coded as sin α and cos α, “writing direction”)
f7,8 : difference of consecutive angles ∆α = αt−αt−1

(coded as sin ∆α and cos ∆α, “curvature”)
On-line features describing the relation between

the sample point st to its neighbors as described
in [10], and altered in this paper if needed, are:
f9 : logarithmic transformation of the aspect of the
trajectory between the points st−τ and st, whereby
τ < t denotes the τ th sample point before st. As this
aspect v (referred to as “vicinity aspect”),

v =
(

∆y −∆x
∆y + ∆x

)
,

∆x = x(t)− x(t− τ)
∆y = y(t)− y(t− τ),

tends to peak for small values of ∆y+∆x, we narrow
its range by

f9 = sign(v) · log(1 + |v|).

f10,11 : angle ϕ between the line [st−τ , st] and lower
line (coded as sin ϕ and cos ϕ, “vicinity slope”)
f12 : the length of trajectory normalized by the
max(|∆x|; |∆y|) (“vicinity curliness”)
f13 : average square distance to each point in the
trajectory and the line [st−τ , st]

The second class of features, the so-called off-line
features, are:
f14−22 : a 3 × 3 subsampled bitmap slid along pen’s
trajectory (“context map”) to incorporate a 30 × 30
partition of the currently written letter’s actual image
f23−24 : number of pixels above respectively beneath
the current sample point st (the “ascenders” and “de-
scenders”)
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Figure 1. Gaining discrete features f̂ from continuous features f by VQ. Before VQ is performed, the features are

decorrelated by applying a PCA and normalized by their means and standard derivations.

3. Vector Quantization and Discrete
HMMs

In this section we briefly summarize vector quan-
tization (VQ) and review discrete HMMs.

3.1. Vector Quantization

Quantization is the mapping of a continuous, N -
dimensional sequence O = (f1, . . . , fT ), ft ∈ RN to
a discrete, one dimensional sequence of codebook in-
dices ô = (f̂1, . . . , f̂T ), f̂t ∈ N provided by a codebook
C = (c1, . . . , cNcdb), ck ∈ RN containing |C| = Ncdb

centroids ci [13]. For N = 1 this mapping is called
scalar, and in all other cases (N ≥ 2) vector quanti-
zation (VQ).

Once a codebook C is generated, the assignment
of the continuous sequence to the codebook entries is
a minimum distance search

f̂t = argmin
1≤k≤NCdb

d(ft, ck), (2)

where d(ft, ck) is commonly the squared Euclidean
distance. The codebook C itself and its entries
ci are derived from a training set Strain containing
|Strain| = Ntrain training samples Oi by partitioning
the N -dimensional feature space defined by Strain into
Ncdb cells. This is performed by the well known k-
Means algorithm as e. g. described in [3; 4; 13]. As
stated in [13], the centroids of a well trained codebook
capture the distribution of the underlying feature vec-
tors p(f) in the training data.

The values of the features described in Sec. 2 may
be correlated. Also they are neither mean nor vari-
ance normalized. First the features are Therefore nor-
malized by their mean (µi = 0). Then a PCA using
the Eigenvectors of the feature’s covariance matrix
(as e. g. explained in [18]) is performed on the fea-
tures in order to achieve decorrelation. Finally the

features are normalized to the standard derivation
σi = 1. The overall quantization process is depicted
in Fig. 1: first the continuous data is split into a train-
ing (Strain), validation (Sval), and test set (Stest), see
Sec. 5. The PCA-coefficients, the normalizing factors
(µj , σj), and the centroids ci are then calculated from
the training set. Finally all data sets are decorrelated,
normalized and vector-quantized using the parame-
ters estimated from the training set.

3.2. Discrete HMMs

For handwriting recognition with discrete HMMs
each symbol (in this paper each character) is modeled
by one HMM. Each discrete HMM i is represented by
a set of parameters λi = (A,B, π) where A denotes
the transition matrix, B the matrix of discrete output
probabilities corresponding to each possible, discrete
observation, and π the initial state distribution [15].
In order to use discrete HMMs the continuous obser-
vations O = (f1, . . . , fT ) are vector quantized yielding
discrete observation sequences oi = (f̂1, . . . , f̂T ) as ex-
plained in the previous section. Given some discrete
training data oi = (f̂1, . . . , f̂T ) the parameters λi can
be trained with the well known EM-algorithm, in the
case of HMMs known as Baum-Welch-algorithm [1].
Recognition is performed by presenting the unknown
pattern x to all HMMs λi and selecting the model

ki = argmax
i

p(x|λi) (3)

with the highest likelihood. In case of word or even
sentence recognition this is done by the Viterbi algo-
rithm [19] which also performs a segmentation of the
input vector x.

4. Codebook switching VQ design

Standard k-means VQ cannot adequately model
the pen-pressure information as pointed out in [17]
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Figure 2. VQ system which models the statistical dependency between f1 and f2,...,24 according to Eq. 4 by using two

separate codebooks depending on the value of the“pressure”feature according to [17] and enhanced with the PCA-based

decorrelation.

and is further shown even for decorrelated features in
Sec. 5. However it is stated in [12] that the pressure
information is a crucial feature in on-line whiteboard
note recognition. To avoid the loss of the pressure
information, in [17] we presented a VQ design which
two switching codebooks. According to [17] the joint
probability p(f̃) of the features represented by the
codebook entries ci can be separated into

p(f̃) = p(f̃1, . . . , f̃24) = p(f̃2, . . . , f̃24|f̃1) · p(f̃1) =

=

{
p(f̃2, . . . , f̃24|f̃1 < 0) · p(f̃1 < 0) if f1 = 0
p(f̃2, . . . , f̃24|f̃1 > 0) · p(f̃1 > 0) if f1 = 0.

(4)

applying Bayes’ rule. Depending on the pen’s pres-
sure we switch between two codebooks Cs and Cg rep-
resenting p(f̃2, . . . , f̃24|f̃1 < 0) and p(f̃2, . . . , f̃24|f̃1 <
0) respectively, during the training and the vector
quantization process. By implicitly modeling the
pen’s pressure information, this important informa-
tion is preserved. The number of each codebook’s pro-
totypes (Ns and Ng) may be chosen arbitrarily. The
actual number can be derived from the total number
of codebook entries N = Ns +Ng and the ratio

R = Ng/Ns ⇒ Ng =
⌊

N

1 + 1/R
+ 0.5

⌋
, Ns = N −Ng

(5)
The optimal ratio R for various numbers of N is found
by experiment in Sec. 5.

5. Experimental Results

The experiments presented in this section are con-
ducted on a database containing handwritten heuristi-
cally line-segmented whiteboard notes (IAM-OnDB2).
For further information on the IAM-OnDB, see [9].

2http://www.iam.unibe.ch/~ fki/iamnodb/

Comparability of the results is provided by using
the settings of the writer-independent IAM-onDB-t1
benchmark, consisting of 56 different characters and a
11 k dictionary which also provides well defined writer-
disjunct sets (one for training, two for validation, and
one for testing). For our experiments the same HMM
topology as in [10] is used.

The following three experiments are conducted on
the combination of both validation sets, each with
seven different codebook sizes (N = 10, 100, 500,
1000, 2000, 5000, 7500). For training the vector
quantizer as well as the parameters λi of the discrete
HMMs, the IAM-onDB-t1 training set is used. The
results with respect to the actual codebook size N are
depicted as character accuracy on the left hand side
of Fig. 3.

Experiment 1 (Exp. 1 ): In the first experiment
all components of the decorrelated and normalized
feature vector (f̃1,...,24) are quantized jointly by one
codebook. The results shown in Fig. 3 (left) form the
baseline for the following experiments. As one can
see, the maximum character accuracy ab = 62.8 % is
achieved for a codebook size of N = 5000. The drop
in recognition performance when raising the codebook
size to N = 7500 is due to sparse data [15].

Experiment 2 (Exp. 2 ): To prove that the bi-
nary feature f1 is not adequately quantized by stan-
dard VQ, independent of the number of centroids and
even after decorrelation, all features except the pres-
sure information (f2,...,24) are quantized jointly for
the second experiment. As Fig. 3 left shows, slight
degradation in recognition performance compared to
the baseline can be observed. In fact both code-
book size-ACC curves run almost parallel. The peak
rate of ar = 62.7 % is again reached at a codebook
size of N = 5000, which equals a relative change of
r = −0.2 %. This rather surprising result (in [12] pres-
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Figure 3. Evaluation of different systems’ character accuracy with respect to the codebook size N (left), character
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sure is assumed to be a relevant feature in on-line
whiteboard note recognition) confirmes our findings
presented in [17].

Experiment 3 (Exp. 3 ): In the last experiment
the performance of the novel VQ system as introduced
in [17] and further enhanced in Sec. 4 is evaluated.
The optimal value of R = Ng/Ns is found by exper-
iment. Investigating the right hand side of Fig. 3
reveals the optimal values for R for arbitrary code-
book sizes. Finally the results are shown on the left
hand side of Fig. 3 with respect to the codebook size
N for the optimal values of R. The highest character
accuracy of asw = 64.6 % is found for N = 5000 and
Ropt = 5, which yields (according to Eq. 5) Ns = 833
and Ng = 4167 for the codebooks Cs and Cg. Com-
pared to the baseline system, this is a relative im-
provement of r = 2.8 % (∆R = 1.8 % absolute).

In order to prove the competitiveness of the sys-
tem presented in this paper, the parameters and mod-
els which delivered the best performing systems in the
previous experiments are taken to perform word level
recognition on the test set of the IAM-onDB-t1 bench-
mark and are compared to a state-of-the-art contin-
uous recognition system as presented in [11] as well
as to our results presented in [17] where the decorre-
lation is omitted. The baseline system, using a stan-
dard VQ and coding all features jointly, achieves a
word accuracy of Ab = 63.9 %. As expected from the
character accuracy of the previous experiments (Exp.
2 ), the omission of the “pressure” information has lit-

tle influence on the word level accuracy: Ar = 63.8 %
can be reported in this case, describing a drop of
r = −0.2 % relatively compared to the baseline sys-
tem. An absolute word accuracy of Asw = 66.1 % can
be achieved by using the codebook-switching design
(Exp. 3 ) which is a relative improvement of r = 3.3 %
compared to the baseline. This system even out-
performs the continuous system presented in [11] by
r = 1.4 % relative.

Additionally Tab. 1 shows some of our results pre-
sented in [17] where we used the same features and
system settings as in this paper, however with out
the PCA. In all experiments the decorrelation of the
features leads to an improvement. A relative improve-
ment of r = 0.8 % can be reported in case of the novel
VQ design when the features are decorrelated. This
may have several reasons. A reasonable explanation
is that the underlying VQ estimates better codebooks
when the data is decorrelated.

6. Conclusion and Outlook

In this paper we extended a recently published VQ-
design scheme (see [17]) for on-line whiteboard note
recognition. We normalized and decorrelated the fea-
tures using a PCA approach. Our experiments with
a common VQ system show that the binary pressure
information is not adequately quantized regardless of
the codebook size even when the features are decorre-
lated. To overcome this problem, the PCA approach



Table 1. Final results for the experiments 1, . . . , 3 presented in this paper, the corresponding results without decorrelated

features as presented in [17], and one different, continuous system [11].

system with PCA
Exp 1 (Ab)

wo. PCA
Exp 1 in [17]

with PCA
Exp 2 (Ar)

wo. PCA
Exp 2 in [17]

with PCA
Exp 3 (Asw)

wo. PCA
Exp 4 in [17]

continuous
system [11]

word level
accuracy 63.9 % 63.5 % 63.8 % 63.2 % 66.1 % 65.6 % 65.2 %

was combined with a novel VQ design recently pub-
lished in [17] which models the pressure information
without any loss. The statistical dependency between
the “pressure” and the remaining features is taken
into account by using two arbitrary codebooks. The
main parameters for this second system are the ratio
R = Ng/Ns of the two codebook sizes as well as the
total number N of codebooks. Both parameters have
been optimized on a validation set by means of max-
imum character accuracy. The best performing com-
bination led to a relative improvement of r = 3.3 %
in word level accuracy on an arbitrary test set, com-
pared to a common VQ system. In comparison to a
recently published continuous system, a slight relative
improvement of r = 1.4 % can be reported, illustrat-
ing the competitiveness of our system. In addition it
has been shown that the decorrelation of the features
leads to an improvement of up to r = 0.8 % relative.

In future work we plan to extend the approaches
presented in this paper to other binary and discrete
features commonly used in on-line whiteboard note
recognition as well as to investigate the use of multiple
stream HMMs as e. g. explained in [16].
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