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Abstract

Visual perception is thought to provide us with the il-
lusion of a stable visual world that is seamless in time
and space while it is continuously explored with sac-
cades. The oculomotor system ensures retinal image
stabilization during head, object, and surround mo-
tion. Prior to manipulation, objects are fixated with top-
down driven look-ahead saccades, and similarly, the
locomotion path is visually inspected about two steps
ahead. In human-human interaction tasks gaze is not
only crucial for motor intention recognition but it is also
essential in detecting the direction of social attention.

A new prototype of a camera motion control unit
was developed that provides a sufficiently short latency
and a light-weight setup for both a wearable gaze-
controlled and a humanoid stereo camera system. The
camera system will serve as a binocular eye plant for
a humanoid active vision system. The long-term aim
is to integrate eye tracking capabilities into the vision
system that will equip the humanoid with the ability to
infer the target of gaze of a human in human-machine
cooperation scenarios. The eye tracking technology has
been improved by extending it into the direction of a
calibration-free operation. The antropomorphic cam-
era motion control system was integrated into the hu-
manoid JOHNNIE. Thereby, a new experimental tool
was created that will help to evaluate the relevance of
gaze and look-ahead fixations in the interaction of hu-
mans with humanoids in social contexts or during (hu-
manoid) locomotion.
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1. INTRODUCTION

Visual perception provides us with the illusion of a
stable visual world that is seamless in time and space
while it is continuously explored with saccades, and
while the oculomtor system ensures retinal image sta-
bilization during head, object, and surround motion [1].
Prior to manipulation, objects (workpieces) are fixated
with top-down driven look-ahead saccades [2], and sim-
ilarly, the locomotion path is visually inspected about
two steps ahead [3]. During vehicle driving the steering
angle is correlated with and preceded by the angle of
gaze [4]. In dual task scenarios, gaze is also a reliable
indicator of attention switching between the tasks [4].
In human-human interaction tasks the direction of gaze
is not only crucial for motor intention recognition [5]
but it is also essential in detecting the direction of so-
cial attention [6]. Gaze is therefore important in every-
day human activities and in human-human interactions
as a modality of proactive or look-ahead information
gathering for action planning. We present a first step in
our attempt to bring this level of interaction to human-
machine scenarios.

There are attempts to technically replicate ocular
motor function [7, 8], but currently there is no freely
moving humanoid vision system available, that inte-
grates active visual exploration by saccades with ver-
gence, accomodation, and 3D image stabilization dur-
ing head, object, and surround motion by vestibulo-
ocular, smooth pursuit, and optokinetic eye movements.
Human ocular motor control incorporates all these func-
tions, but so far no man-made vision system has repli-
cated them completely. In [8], for example, a binocular
system is presented that can perform horizontal discon-
jugate vergence movements, but in the vertical direction
the system is restricted to conjugate movements only.
In contrast, human eye movements, termed skew devia-
tion, can also be vertically disconjugate [1]. Similarly,
the mechanics presented in [7] can perform binocularly
independent movements, however, the control compu-
tations are performed for the right eye only, while the
left eye performs exactly the same motion.
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The mechanical setup of a camera actuation system
has been developed that is able to reproduce the whole
human oculomotor range in terms of functionality and
dynamics. Together with a remote eye tracking system
the current technical implementation will contribute to
seamless gaze-based interactions between humans and
machines (humanoids).

1.1. Applications

The newly developed camera orientation device

will be used in two different applications:
1. As an active vision system for humanoid robots

(see Figure 1) with the ability to track the eyes of a

human in a human-machine cooperation scenario
2. In a head-mounted gaze-controlled camera (see

Figure 2)

The gaze-controlled camera (EyeSeeCam) has been
presented before [9]. In this paper we will therefore fo-
cus on the camera orientation device and on the remote
eye tracking capabilities and their respective results. As
far as EyeSeeCam (see Figure 2) is concerned, we will
only report in the Results section the important mea-
sures for the total system delay that we obtained with
the newly integrated camera orientation device.

Figure 1. JOHNNIE's ’‘eye’” pursues a target

2. CAMERA ORIENTATION DEVICE

The aim of the presented system is to enable a
seamless collaboration between humans and humanoid
robots, such as JOHNNIE [10] and LOLA [11]. Hu-
man gaze direction is an important factor in accessing
information about human intention, state, and learning
behavior. Since under normal conditions a human op-
erator can freely move, a stationary gaze-tracker is not

Figure 2. EyeSeeCam gaze-controlled head-
mounted camera. Eye tracker signals are used
to align a camera orientation device with gaze.

appropriate. In the presented approach the gaze-tracker
cameras are mounted directly on the robot’s head. In
order to follow the human’s eyes, pivotable cameras are
used as robotic “eyes”.

2.1. Requirements

In order to track a human eye the presented camera
orientation device must reach the dynamic properties of
the human ocular motor system. High velocities and ac-
celerations of about 500 deg /s and 5000 deg/s?, respec-
tively, as well as short latencies are required [1]. The
workspace of the camera orientation device should be
about £30° for both horizontal and vertical axis. More-
over, a light-weight and compact system is required.

2.2. Design of the device

The developed device can orient a camera around
its horizontal (tilt) and its vertical (pan) axis. It consists
of a small parallel kinematic with a backlash-free gim-
bal joint that is driven by piezo actuators. In order to
reduce the inertia of the moving parts a parallel kine-
matic has been chosen, at the cost of a more complex
mechanism with respect to a serial kinematic [12]. A
CAD drawing of the presented device, with a denota-
tion of the most important parts, is shown in Figure 3

High velocities and high accelerations are basic re-
quirements to the actuators, but they must also be small
and light-weight. New piezo actuators were chosen be-
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Figure 3. CAD model of the mechanical setup

cause they provide almost ideal properties for the in-
tended applications. They are gear-less and they pro-
vide backlash-free movements. The possible velocities
exceed those required by the oculomotor system and at
low speeds the force/torque is high. In order to be able
to set up a closed loop controller, position sensors were
required. Small and lightweight incremental optical en-
coders were used (see Figure 3).

3. REMOTE EYE TRACKING

The second line of activities included the design of
anew remote eye tracker, i.e., an eye tracker that can op-
erate from a distance and that doesn’t require any head-
mounted devices. Since the development of the new eye
tracking algorithms that we present here were done in
parallel with the development of the camera orientation
device, in a first step we used stationary stereo cam-
eras. Future work will include the additional coordinate
transformations that are required by an eye tracker that
will use the camera orientation device.

Since modern eye tracking systems always need
some sort of calibration, an eye tracking system that op-
erates free of calibration would constitute a significant
improvement. One approach to address this problem is
reconstructing the pupil in 3D space and assuming that
gaze direction parallels the pupil normal. If the position
of the camera rig is known, this approach works with-
out the need for a calibration procedure, because the
position and orientation of the pupil ellipse is explicitly
known. Since the assumption of collinearity between
gaze and pupil normal does not hold [13], the calibra-
tion of the primary position is nevertheless required.
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Figure 4. Coordinate systems and two images
of the pupil (top) as well as the intersections of
two cones (bottom)

3.1. Stereo reconstruction

The image of a circular pupil in the image plane is
an ellipse. By laying a cone f, through the camera cen-
ter and the pupil image alone, one cannot determine the
3D position and orientation of the pupil, because many
pupils are projected onto the same conic in the image
plane. The situation changes if there is another projec-
tion of the same pupil on a second image plane. Now
we can ray another cone f, through the second camera
center and pupil image. The intersection between the
two cones then defines the pupil.

By reconstructing the original pupil ellipse from
both projections, we can get position, size and orien-
tation of the pupil in 3D space. A closed form solution
to this problem has been proposed previously [14].

Figure 4 shows the image planes, the camera cen-
ters (o1, 02), the cones (f;, fp) and their intersection,
and the pupil. The pupil is in the plane defined by the
vectors x,, and y,,. The projections of the pupils are in



the normalized image planes, defined by the vectors u;
and vy as well as up and v,. If the original pupil is as-
sumed as an ellipse (or a circle), its projection results in
an ellipse again, because projective transformations ap-
plied to conic sections always result in conic sections
again. The projected ellipses are defined by the two
conics:

xTAlx:O and xTAzx:O €8

Given the raw ellipse data, which is the lengths of both
the semi-axis a and b, the position in the image plane ¢,
and t, as well as the angle ¢ between the x-axis of the
image plane and the first main axis of the ellipse, we
can obtain the conic matrix by applying an affine trans-
formation S to a conic H in normal form as follows:
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cos¢ —sing —t,cos¢ +tysing
S= 3)
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The relation between the coordinate system c; of camera
i and the world coordinate system c,, is:

x; = Rjx,, +t; i=1,2 %)
For points in the pupil plane x = (xw, Vi, 0) " this can be

written as:
xi=Gu, =12 6)

with u, = (% yw I)T being homogenous coordi-
nates on the pupil plane and G; being a 3 x 3 matrix
consisting of the first two columns of R; and the trans-
lation vector t;.
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With u; = 7 and v; =  follows:
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An ellipse in the pupil plane is defined by
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Figure 5. Image processing output (left) and
scene view from above (right)

and its projections by
u/Au;=0 i=1.2 (10)
Inserting (8) in (10) yields:
w/GI'A;Gu, =0 i=12 (11)

As equation (9) and (11) define the same conic Q we
can write:
GI'AG; = kQ (12)

Thereby k; and k, are unknown scale factors, because
x” Ax = 0 and x” kAx = 0 describe the same conic.
The basic constraint is then given by:
G{AG =kQ
GIALG, = Q

with Gy =(r;; rip t) (13)
with Gy =(ry1 rn t) (14

Furthermore the relation between the coordinate sys-
tems c¢1 and c¢; is known by calibration:

R, =RR; (15)
t, =Rt; +t (16)

The equations (13) and (14) provide 12 constraints, be-
cause they consist of two real symmetric 3 x 3 matrices
with 6 parameters each.

As we only have 10 independent unknowns (three
each in Ry and t; as well as k1, kp, a and b) the system
is overdetermined.

It has been shown that Ry and t; can be solved for
independently [14]. With X2*? being the upper left sub-
matrix of X we can write:

1171&1111 2x2 — k1Q2><2 (17)
1
(RgAZRz)ZXZ — k2Q2><2 (18)

Substituting equation (15) into equation (18) we can
write after eliminating Q**2:
[RT(A; —kRTAR)R]?*? = 0 0) it k= &1 (19)
00 ks
If the 2 x 2 upper left submatrix of a 3 x 3 matrix is
equal to a zero matrix, this means that its determinant is
equal to zero. Therefore (19) gives:

det(A; — kRTA,R) = det | (RTA,R) 1A — kE] =0 (20)

This means that k is the eigenvalue of the matrix
(RTA2R)"'A|. By calculating k and denoting C =
A1 —kR" A»R, equation (19) can be written as:

0 0
(R{CR;)>? = (0 0) 1)
Equation (21) only provides two independent equa-
tions because the matrices are 2 X 2 symmetric and
detC = 0 has already been used for the solution of k.



Now R; can be solved for: One of the eigenval-
ues of the matrix C is zero, because det(C) = 0. Given
the two non-zero eigenvalues A; and A, with the corre-
sponding eigenvalues s; and s, the third column of Ry
can be calculated by:

r;3 = +norm (\/ ‘l[ |S] +/ ‘lzlSz) (22)

Here norm(x) means that x is normalized to length one.
The above case differentiations result in four different
possible solutions for rj3.

This is due to the fact that two intersecting cones
have two shared ellipses. As can be seen from Figure 4
ambiguities can be resolved by considering two cases:
In the first case (Figure 4 {1} ) both cameras are on the
same side of the ellipse and in the second case (Figure 4
{2} ) one camera is on the front side and the other cam-
era is on the back side of the ellipse. As there is no
way to watch a pupil from both sides and we generally
want the gaze-vector pointing away from the eyeball,
we can rule out three of the solutions by ensuring that
the z-components of both r3 and r,3 = Rry3 are posi-
tive. After having picked the correct ri3 the remaining
columns of R can be obtained by calculating the eigen-
vectors ryp and rip of H=rl r3A,.

Finally, all remaining parameters are solved:
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3.2. Calibration

One prerequisite is, that the position and orienta-
tion of the second camera with respect to the first cam-
era must be known. To get this information, the Camera
calibration toolbox for MATLAB has been used. The
calibration process involves printing a checkerboard
pattern, and taking several pictures of the pattern with
both cameras from different angles and distances. An it-
erative algorithm based on [15] is then used to calculate
the intrinsic and extrinsic parameters of both cameras
as well as the extrinsic parameters of the stereo rig.

3.3. Hardware and software setup

The system uses calibrated stereo cameras that ob-
serve a subject’s face sitting about 100 cm away. The
scene is illuminated by two infrared LEDs positioned
near the optical axis of each camera. This produces

the so called red-eye effect, where incoming light is re-
flected by the blood-rich retina in the direction of the
light source which is near the camera. The monochrome
cameras have a high sensitivity in the near IR spectrum,
so the pupils appear as bright, white spots, just like the
red-eye effect in amateur photography.

First, a face tracking algorithm is applied to both
input images to find the approximate eye positions.
In the area around the assumed eye position a simple
thresholding algorithm is applied to roughly find the
pupil centers. From there on, the edge points of the
pupil are extracted by segmenting the pupil and inte-
grating over the intensity until there is a drop when the
darker iris is reached. An ellipse fitting algorithm is ap-
plied to the resulting edge points, to get the ellipse pa-
rameters of the projected pupil. Figure 5 shows a sam-
ple output of the image processing algorithm.

Using this ellipse reconstruction algorithm, the
pose of the original pupil surface is then computed in
a closed mathematical framework [16] in 3D space rel-
ative to the camera coordinate systems. For visualiza-
tion, a scene view from above is given in Figure 5.

4. RESULTS

Figure 1 shows the implemented camera orienta-
tion device mounted on the humanoid robot JOHNNIE.
The workspace of the device is £30° in the tilt and
£40° in the pan direction. This corresponds approxi-
mately to the human oculomotor range [1] and is con-
sidered sufficient for the intended applications. The
weight of the device without cabling is about 140 g in-
cluding the 11 g of the used firewire camera. With the
implemented controller the camera can be oriented with
velocities of up to 1000 °/s, which is more than required
by human eye movements [1].

In the second application that we mentioned in the
Introduction, the camera orientation device is part of
a gaze-controlled head-mounted camera (EyeSeeCam,
see Figure 2). In this configuration, the total system
delay between a tracked eye movement and the corre-
sponding movement of the camera is an important mea-
sure for system performance. With the new actuation
device the total delay amounts to 8 ms, which is on the
order of the human vestibulo-ocular reflex [1]. The eye
tracking system and the camera orientation device ac-
count for 5 ms and 3 ms, respectively, of the delay.

The performance of eye trackers is characterized
mainly by the achieved sampling rate as well as by their
resolution and accuracy in the space domain. There
have been previous attempts to determine gaze from
stereo camera configurations [13, 17], however, this is
the first application of a closed-form stereo reconstruc-



tion of conics [14] to a remote eye tracking system. Due
to the direct calculation of pupil ellipse parameters in a
closed-form framework the presented algorithm is real-
time capable. There was no degradation of system per-
formance even at the maximum possible frame rate of
500 Hz. While the algorithm ensures superior resolu-
tion in the time domain, the resulting resolution in space
is not sufficient. We obtained a resolution of 4° (RMS),
which is due to the small pupil projections that lead to
weakly defined ellipse parameters. This leads to con-
siderable gaze vector variabilities that are not adequate
for proper eye tracking.

S. CONCLUSIONS AND OUTLOOK

We have developed a light-weight, wearable and
fast camera orientation device that covers and even ex-
cels the spatial and dynamical requirements of human
ocular motor function. The used piezo actuators proved
beneficial in our attempts to reach this goal. This new
camera orientation device will find its applications as
a robotic vision system and also as the actuation device
for a gaze-controlled head-mounted camera system. Fu-
ture work will focus on further miniaturization. This is
required for a new stereo or binocular vision system.

The stereo reconstruction algorithm has prowen
useful for the implementation of a novel eye tracker
with unprecedented functionality. One drawback, how-
ever, is that the ellipse parameters of the conics recon-
struction algorithm are not well defined around the pri-
mary position. Future work will address this problem
by improving the image processing used to extract the
pupil contours. In particular, methods of sensor fusion
will be investigated, i.e., the ability to operate free of
calibration will be combined with existing, but less vari-
able tracking algorithms. The active cameras will be
guided by a wide angle face detection system. Based on
these results, eye trackers can be designed without the
need for a lengthy fixation-based calibration procedure.
The closed-form solution of the algorithm guarantees
real-time performance even with high sampling rates.
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