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1. Introduction

The main objective of this thesis is the derivation of effective theories for thin elastic
bodies featuring periodic microstructures, starting from nonlinear three-dimensional
elasticity. Our approach is based on the variational point of view and the derivation
is expressed in the language of Γ-convergence. A peculiarity of thin elastic objects is
their capability to undergo large deformations at low energy. In this thesis we are par-
ticularly interested in regimes leading to limiting theories featuring this phenomenon1.
Mathematically, this corresponds to a scaling of the energy that leads to a lineariza-
tion2 effect in the limiting process.

Our main result is the rigorous, ansatz free derivation of a homogenized Cosserat
theory for inextensible rods3 as a Γ-limit of nonlinear three-dimensional elasticity.
The starting point of our derivation is an energy functional that describes an elastic
body with a periodic material microstructure with small period, say ε. We suppose
that the elastic body is slender and occupies a thin cylindrical domain in R

3 with
small diameter h. A special feature of this setting is the presence of the two small
length scales ε and h. We prove that the associated energy sequence converges to a
homogenized Cosserat rod theory as both fine-scales h and ε simultaneously converge
to zero. The limiting energy is finite only for rod configurations. Generally speak-
ing, a rod configuration is a pair consisting of a one-dimensional deformation (i.e. a
map from the mid line of the cylindrical domain to R

3) and an associated frame. In
particular, it has the capability to capture the curvature and torsion associated to a
deformed (infinitesimally thin) rod. For such configurations the energy is quadratic
in the associated curvature and torsion. Interestingly, it turns out that the precise
form of the limiting energy not only depends on the assumed material law, but also
on the limit of the ratio h

ε as both fine-scales converge to zero. In particular, we
show that the effective coefficients appearing in the limiting energy are determined by
a linear variational problem that is different for each of the three fine-scale coupling
regimes

h≫ ε, h ∼ ε and h≪ ε.

To our knowledge this is the first rigorous result in this direction.

We would like to emphasize that in this problem effects due to homogenization as well
as dimension reduction and linearization are present. The development of appropriate
mathematical methods for multiscale problems (mainly in the context of elasticity)

1In the literature these regimes are usually called the bending regime (in the case of elastic plates,
see [FJM02]) and the bending-torsion regime (in the case of elastic rods, see [MM03]).

2In the sense of an expansion of the energy.
3See page 172 for a very brief survey of the theory of elastic rods.
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1. Introduction

that simultaneously involve homogenization, dimension reduction and linearization is
a further focus and discussed in Part II of this thesis.

Over the last years, in engineering and physics there has been a tendency to pro-
duce smaller and smaller devices and a demand to create new materials with designed
properties. The physical behavior of such materials is often determined by complex
patterns spanning several length scales, and therefore a proper understanding of the
interplay of microscopic and macroscopic properties can have a great impact on the
development of these materials (cf. [CDD+03]). Although the content of this thesis is
theoretical, we believe that the developed methods are also interesting for applications;
for instance in the context of optimal design problems involving periodic elastic plates
and rods.

Before we provide a more complete and detailed outline of the results derived in this
thesis, we briefly comment on the fields of homogenization and dimension reduction
which both are popular research areas of their own importance.

Classically, the theory of homogenization studies the behavior of a model (typically
a partial differential equation or an energy functional) with heterogeneous coefficients
that periodically oscillate on a small scale, say ε. The central idea behind homog-
enization is based on the observation that in many cases it is possible to use the
smallness of the fine-scale parameter ε to derive a reduced model4 that still captures
the behavior of the initial situation in a sufficiently precise manner — at least from
the macroscopic perspective. The theory of homogenization renders a rigorous way
to derive such a limiting model by analyzing the behavior as the fine-scale ε con-
verges to zero. Various methods have been developed in this context, for instance
asymptotic expansion methods (e.g. see A. Bensoussan, J.L. Lions and G. Papan-
icolaou [BLP78], E. Sanchez-Palencia [SP80]) or the H-convergence methods due to
F. Murat and L. Tartar [Tar77, Tar09, FMT09]. The latter are also suitable for the
more general setting of monotone operators and non-periodic microstructures. In this
thesis we use the method of two-scale convergence [Ngu89, All92], which can be in-
terpreted as an intermediate convergence between weak and strong convergence in Lp

and has the capability to capture rapid oscillations on a prescribed fine-scale. Re-
cently, under the name periodic unfolding (see [CDG02, Dam05, Vis06, Vis07]) two-
scale convergence has been reinvestigated and related to the dilation technique (see
[AJDH90, BLM96]).

In variational problems (as considered in this thesis) one is interested in the minimizers
of energy functionals. In this case homogenization results can be proved and stated in
a natural way in the language of De Giorgi’s Γ-convergence (see [DGF75, DGDM83,
DM93]). In elasticity the first homogenization results in this direction are due to
P. Marcellini [Mar78] for convex energies and A. Braides [Bra85] and S. Müller [Mül87]
for non-convex energies.

Another area of research in elasticity with a longstanding history is the derivation of
lower dimensional theories — such as membrane, plate, string and rod models —
from three-dimensional elasticity. The classical approaches are mostly ansatz based and

4In this context reduced means that the limiting model only involves macroscopic quantities.
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can be viewed as the attempt to regard the lower-dimensional theories as constrained
versions of three-dimensional elasticity in the situation where the three-dimensional
body is slender and subject to additional constitutive restrictions (see the classical
work of L. Euler, D. Bernoulli, A. Cauchy, G. R. Kirchhoff and of many modern
authors). In contrast, the intention of variational dimension reduction is to derive
a lower dimensional elasticity theory by proving Γ-convergence (of an appropriately
scaled version) of the pure three-dimensional elastic energy as the geometry of the
slender body becomes singular. In particular, no additional constitutive restrictions
(as in ansatz based approaches) are allowed. For this reason, in the literature such
results are often called rigorous.

The first result in this direction is due to E. Acerbi et al. [ABP91]. They derived an
elastic string theory as Γ-limit from three-dimensional elasticity in the so called mem-
brane regime5. Shortly after, H. Le Dret and A. Raoult derived a similar result for
the two-dimensional limiting case, namely a nonlinear membrane theory from three-
dimensional elasticity (see [LDR95]). As typical for the membrane regime, both lim-
iting theories are not resistant to compression and bending. In contrast, G. Friesecke,
R.D. James and S. Müller derived in their seminal work [FJM02] the nonlinear plate
theory as Γ-limit from three-dimensional elasticity in the bending regime6. At the
core of this and (a huge number of) related results is the geometric rigidity estimate
(see [FJM02]) that allows to control the L2-distance of a deformation gradient to an
appropriate constant rotation by the L2-distance of the gradient to the entire group of
rotations. Based on this estimate, a whole hierarchy of plate models has been rigor-
ously derived (see [FJM06]) and — particularly interesting for the situation considered
in the last part of this thesis — the nonlinear bending-torsion theory for inextensible
rods has been established as Γ-limit from three-dimensional elasticity by M.G. Mora
and S. Müller (see [MM03]). The geometric rigidity estimate also plays a central role
in many parts of this thesis.

Although the amount of research in the field of homogenization and dimension re-
duction respectively, is quite large, only a small number of rigorous results exist for
the combination of homogenization and variational dimension reduction in nonlinear
elasticity and — as far as we know — only settings related to the membrane regime
have been considered (see A. Braides, I. Fonseca and G. Francfort [BFF00], Y.C.
Shu [Shu00], J.-F. Babadijan and M. Báıa [BB06]). While in the membrane regime
quasiconvexification and relaxation methods are dominant and in most cases abstract
representation theorems of the theory of Γ-convergence are needed, the analysis in the
bending regime (as considered here) is very different: In virtue of the energy scaling,
the rigidity properties of the problem dominate the behavior and as a consequence,
linearization effects come into play. We are going to see that this allows us to derive
the limiting theory not only in a more explicit way, but also enables us to gain insight
in the physics of the fine-scale behavior of the initial models by retracing the explicit
construction.

5The terminus membrane regime stems from 3d to 2d dimension reduction problems and refers to
the energy scaling which corresponds to energy per volume.

6For a slender domain Ωh ⊂ R
3 with a volume that scales like h

d with d = 1 (for plates) and d = 2
(for rods), the bending regime corresponds to the energy scaled by h

−(2+d).
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1. Introduction

In the following we give a more detailed and complete outline of this thesis. We mainly
focus on the main result of Part III and its relation to the analysis of Part II.

As already mentioned, our primary result is the derivation of an elastic rod theory from
three-dimensional elasticity, that is presented in Chapter 8 of this thesis. In Chapter
7 we study a simplification of this problem already showing most of the interesting
behavior. For simplicity we stick to this setting in the remainder of this introduction:
Namely, we study the functional

(1.1) W 1,2(Ωh;R
2) ∋ v 7→ 1

h3

∫

Ωh

W (x1/ε,∇v(x)) dx, Ωh := (0, L)×(−h/2, h/2),

which is the stored energy of an elastic body, deformed by the map v : Ωh → R
2 and

occupying the thin, two-dimensional domain Ωh. The potential W (y, F ) is assumed
to be a frame indifferent, non-negative integrand that is zero for F ∈ SO(2) and
non-degenerate in the sense that

ess inf
y

W (y, F ) ≥ c′ dist2(F, SO(2)) for all F ∈ M(2).

We assume that W is [0, 1)-periodic in its first component and suppose that it admits
a quadratic Taylor expansion at the identity, i.e.

W (y, Id+ F ) = Q(y, F ) + o(|F |2)

where Q(y, F ) is a suitable integrand, quadratic in F . These quite generic assump-
tions correspond to a laterally (i.e. in the “length”-direction x1) periodic, hyperelastic
material with period ε and a stress free reference state. The non-degeneracy condi-
tion combined with the quadratic expansion can be interpreted as a generalization of
Hooke’s law to the geometrically nonlinear setting — in the sense that for infinitesimal
small strains a linear stress-strain relation holds. In Chapter 7 we show that as h and
ε converge to zero, the elastic energy in (1.1) Γ-converges to a limiting functional that
is finite only for bending deformations u ∈ W 2,2

iso ((0, L);R
2) and in this case takes the

form

qγ
12

L∫

0

κ
2
(u)(x1) dx1

where κ(u) is the curvature of u and qγ an effective stiffness coefficient that is derived
from the quadratic form Q by a subtle relaxation procedure depending on the limiting
ratio γ ∈ [0,∞] with h

ε → γ. The derived energy can be interpreted as a planar theory
for inextensible rods, since on the one hand deformations that stretch or compress
the infinitesimal thin rod are penalized by infinite energy, and on the other hand for
bending deformations the energy is quadratic in curvature.

For the analysis it is convenient to study the scaled but equivalent formulation

Iε,h(u) :=
1

h2

∫

Ω
W (x1/ε,∇hu(x)) dx

6



where Ω denotes the fixed domain (0, L)×(−1/2, 1/2) and u ∈W 1,2(Ω;R2) is related to
the initial deformation via the scaling u(x1, x2) = v(x1, hx2) and has the meaning of a
scaled deformation. Thereby, we have

(∇v)(x1, hx2) = (∇hu)(x1, x2)

where ∇hu := (∂1u| 1h∂2u) is a scaled deformation gradient.

We are going to see that the frame indifference of the elastic potential allows us to
express the overall behavior of the energy Iε,h(u) by means of the nonlinear strain

Eh := h−1
(√

∇huT∇hu− Id
)
via the integral

1

h2

∫

Ω
W (x1/ε, Id+ hEh(x)) dx.

The property, that W admits a quadratic expansion at Id, suggests that we can lin-
earize the expression above and (at least formally and modulus terms of higher order)
we can replace the previous integral by

∫
ΩQ(x1/ε, Eh(x)) dx. Indeed, in Section 5.2 we

present a result concerning the simultaneous homogenization and linearization
of integral functionals (also covering more general settings) that makes this observation
rigorous. More specifically, we prove that whenever (Eh) two-scale converges to a map
E the inequality

lim inf
h→0

1

h2

∫

Ω
W (x1/ε, Id+ hEh(x)) dx ≥

∫∫

Ω×(0,1)

Q(y,E(x, y)) dx dy

is valid, and the stronger statement

lim
h→0

1

h2

∫

Ω
W (x1/ε, Id+ hEh(x)) dx =

∫∫

Ω×(0,1)

Q(y,E(x, y)) dx dy

holds, whenever E is the strong two-scale limit of (Eh), provided the sequence’s
L∞-norm grows with a sufficiently slow rate. It is important to note that the ex-
pression on the right hand sides captures oscillations on scale ε along the sequence
(Eh).

In view of this preliminary analysis the general strategy of the Γ-convergence proof is
quite natural:

In a first part we provide a compactness result (adapted from [FJM02]) which con-
siders sequences (uh) with equibounded energy and guarantees that for suitable subse-
quences (uh) and (Eh) converge (two-scale converge, resp.) to a bending deformation
u ∈W 2,2

iso (Ω;R
2) and a limiting strain E, respectively.

Now the main challenge in the proof of the Γ-convergence result is to establish a
precise link between the limiting strain E and the limiting deformation u. This is done
in Section 7.4.2, where we prove a two-scale characterization of the nonlinear
limiting strain for arbitrary sequences of deformations with finite bending energy. In

7



1. Introduction

particular, the characterization is sensitive to the limit of the ratio h
ε and sharp in the

sense that any limit that obeys the characterization can be recovered by an appropriate
sequence of deformations. In Section 7.7.1 we elaborate on this property and explicitly
construct such sequences. The proof of this characterization result is based on two
insights: First, a careful approximation of ∇huh in W 1,2 by maps Rh : (0, L) → SO(2)
shows that “curvature oscillations” only play a role if ε≫ h. Secondly, we establish a
decomposition of the deformation that has the overall form uh = vh + hwh where vh
is a deformation obtained by extending a one-dimensional bending deformation via a
standard Cosserat ansatz and wh is a corrector of higher order. Since the construction
of vh is quite explicit, we can easily characterize its contribution the limiting strain
E. On the other hand, we can identify the contribution of the corrector term wh by
means of a two-scale characterization of scaled gradients which we establish in
Chapter 6. In view of this, the Γ-convergence statement mainly follows by combining
the simultaneous homogenization and linearization result with the sharp two-scale
characterization of the limiting strain.

We complete the result in Chapter 7 by taking one-sided boundary conditions and
forces into account. Moreover, in Section 7.5 we prove that for low energy sequences
the associated nonlinear strain strongly two-scale converges. In Section 7.6 we justify
the claim that the effective coefficient in the fine-scale coupling regimes ε ≫ h and
ε ≪ h can equivalently be computed by firstly reducing the dimension and secondly
homogenizing the reduced energy and vice versa. We proof this by applying the result
that homogenization and linearization commute in finite elasticity, which is
the main content of Chapter 5. There, we review and extend related results from
joint work with S. Müller (see [MN10]). In the last part of Chapter 7 we demonstrate
that the developed strategy can be applied to more advanced settings, including
layered and prestressed rods. This extends results in [Sch07] to rapidly oscillating
materials.

In Chapter 8 we show that a homogenized Cosserat theory for elastic rods
emerges as a Γ-limit from three-dimensional elasticity. This is the analogon to the
main result of Chapter 7; for brevity, we only prove the pure Γ-convergence state-
ment. Eventually, in Chapter 9 we present partial results for the derivation of a
homogenized bending theory for elastic plates from three-dimensional elastic-
ity.

The first and second part of the thesis are structured as follows: In Part I we mainly
introduce the notions of two-scale convergence and Γ-convergence and present some
known lower semicontinuity results for integral functionals. The aim of this part is to
permit easy reference throughout the thesis. Except for the content of Section 2.2 and
2.3, where we provide some new results related to two-scale convergence, the content
of this part might be considered to be standard.

Part II elaborates on the interplay between homogenization, linearization and dimen-
sion reduction in general settings. As already mentioned, in Chapter 5 we prove
that linearization and homogenization commute in the sense of Γ-convergence
for a large class of elastic potentials. Moreover, we study the asymptotic behav-
ior of elastic energies for simultaneous linearization and homogenization. As a by-

8



product we prove that homogenized, linearized elasticity can be obtained as Γ-limit
from nonlinear three-dimensional elasticity with cellular periodic materials. This com-
bines recent results from G. Dal Maso et al. [DMNP02] with homogenization meth-
ods.

In Chapter 6 we develop new two-scale methods suited for dimension reduction prob-
lems. As a main result we prove a sharp characterization of two-scale limits of
sequences of scaled gradients which naturally emerge in the context of gradient in-
tegral functionals on thin domains with a small thickness, say h. It turns out that the
general structure of such a limit is sensitive to the ratio between the fine-scale asso-
ciated to two-scale convergence and the fine-scale h associated to the scaling of the
gradient. As mentioned before, this plays a key role in the two-scale characterization
of the limiting strain of Part III.

Because of the inconvenient length of this thesis we would like to conclude this intro-
duction by suggesting a quick tour leading the hounded reader to the main results of
this thesis in Part III:

1. For readers unfamiliar with periodic unfolding we recommend to start with the
brief motivation of two-scale convergence and its link to periodic unfolding (see
page 13).

2. In Section 3.3 we consider convex integral functionals and demonstrate the gen-
eral strategy for the homogenization of variational problems with two-scale con-
vergence methods. We believe that this is also instructive for the understanding
of the more elaborated results in Part III.

3. In Section 5.2 we prove the simultaneous homogenization and linearization result
which is an important ingredient for the analysis in Part III.

4. We recommend to register Definition 6.2.3 which entails a slight variant of two-
scale convergence suited for in-plane oscillations. Section 6.3 contains the two-
scale characterization result for scaled gradients and explains the dependency of
the limiting theories derived in Part III on the ratio h

ε .

5. The main Γ-convergence results in Part III are contained in Section 7.1, 7.2, 7.4
and Chapter 8.
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2. Two-scale convergence

The notion of two-scale convergence was introduced by G. Nguetseng in [Ngu89] and
employed in the theory of homogenization by many researcher, in particular G. Allaire
e.g. in [All92]. Loosely speaking, it can be interpreted as an intermediate convergence
between weak and strong convergence in Lp and has the capability to capture fine oscil-
lation properties of sequences. Recently, a reinvestigation of this notion, motivated by
the dilation technique (see [AJDH90, BLM96]), led to the periodic unfolding method
(cf. [CDG02, Vis06, Vis07]) and revealed that two-scale convergence can be equiva-
lently defined as weak convergence in an appropriate space.

In the first part of this chapter we motivate and recall the basic notion of two-scale
convergence from the point of view of the dilation technique following [Dam05, Vis07,
MT07]. In Section 2.2 we consider piecewise constant functions that are coherent to
a fine lattice. In particular we develop some criteria when a two-scale limit of such
a sequence is equal to the weak limit — which means that the sequence “does not
carry oscillations” on the tested scale. Furthermore, we present an analog result for
the associated piecewise affine interpolations. Eventually, in Section 2.3 we study
the interplay between two-scale convergence and linearization. The analytical tools
developed in the subsequent sections are frequently used throughout this contribu-
tion.

Motivation. A basic problem in homogenization is the identification of limits that
emerge from weakly converging sequences where the loss of mass (and therefore the
loss of strong convergence) is caused by fine oscillations. As a prototypical example,
we consider the product

(2.1)

∫

Rn

uε(x)ψ(x, x/ε) dx

where (uε)ε is a weakly convergent sequence in L2(Rn) and ψ ∈ L2(Rn;Cper(Y )) with
Y := [0, 1)n. For instance, one may think of uε as the solution of a variational problem
or partial differential equation with oscillating coefficients given by ψ(x, x/ε). The
understanding of the limiting behavior of (2.1) as ε → 0 is essential in the context of
homogenization.

For small ε the function ψε(x) := ψ(x, x/ε) is rapidly oscillating. As a consequence,
the sequence (ψε)ε is not strongly convergent in general, but converges only weakly
in L2(Rn) (to the map x 7→

∫
Y ψ(x, y) dy). Thereby, (2.1) is a product of weakly
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2. Two-scale convergence

convergent sequences, and therefore we cannot pass to the limit by elementary meth-
ods. The heart of two-scale convergence is the following observation: There exist a map
u ∈ L2(Rn×Y ) and a subsequence (that we do not relabel) such that

(2.2)

∫

Rn

uε(x)ψ(x, x/ε) dx→
∫∫

Rn×Y

u(x, y)ψ(x, y) dy dx

as ε→ 0 for all ψ ∈ L2(Rn;Cper(Y )).

This result (refered to as two-scale compactness) was first proved by G. Nguetseng in
[Ngu89]. Shortly afterwards G. Allaire in [All92] followed this idea and developed the
theory of “two-scale convergence”, which revealed itself to be a powerful, but simple
method in the homogenization of periodic problems.

In the following we give a brief proof of (2.2) with methods related to periodic un-
folding. We follow ideas in [Dam05, Vis06] with the aim to motivate the main idea
behind two-scale convergence and to illustrate its relation to periodic unfolding. We
start with the observation that for each positive ε the union

R
n =

⋃

ξ∈Zn

ε(ξ + Y )

is a tessellation of R
n. Since this is particularly true for ε = 1, we can assign to

any point x ∈ R
d a unique translation point ⌊x⌋ ∈ Z

n such that x belongs to the
translated cell ⌊x⌋+ Y . Because of Y = [0, 1)n, the translation point ⌊x⌋ is obviously
the (vectorial) integer part of x, i.e.

⌊x⌋ = max{ ξ ∈ Z
n ; ξ ≤ x (componentwise) }.

For each ϕ ∈ L1(Rn) we have

(2.3)

∫

Rn

ϕ(x) dx =
∑

ξ∈Zn

∫

ε(ξ+Y )

ϕ(x) dx =
∑

ξ∈Zn

εn
∫

Y

ϕ(εξ + εy) dy

=

∫∫

Rn×Y

ϕ(ε⌊x/ε⌋+ εy) dy dx

where the second equality is derived by the change of coordinates y = x/ε. Moreover,
the last identity is valid, because ⌊x/ε⌋ = ξ for all ξ ∈ Z

d and x ∈ ε(ξ + Y ).

Although being elementary, equation (2.3) already comprises the central idea of the
periodic unfolding method. In order to carve out the implications of (2.3), let us
introduce the operator

Tε : L1(Rn) → L1(Rn×Y ), (Tεϕ)(x, y) := ϕ(ε⌊x/ε⌋+ εy).

The idea of the periodic unfolding method is to study the convergence properties of the
sequence (uε) by analyzing the “unfolded” sequence (Tεuε). To this end, we set ϕ(x) =
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uε(x)ψε(x) in equation (2.3). Because of Tε(uεψε) = (Tεuε)(Tεψε), equation (2.3)
yields

(2.4)

∫

Rn

uε(x)ψε(x) dx =

∫∫

Rn×Y

(Tεuε)(x, y)(Tεψε)(x, y) dy dx.

Using the periodicity of ψ(·, ·) in its second component, we deduce that

(Tεψε)(x, y) = ψ(ε⌊x/ε⌋+ εy, y).

Because
ε⌊x/ε⌋+ εy → x uniformly as ε→ 0

and due to the continuity of the translation-operator in Lp(Rd), p ∈ [1,∞), we observe
that

Tεψε → ψ strongly in L2(Rn×Y ).

Hence, whenever

(2.5) Tεuε ⇀ u weakly in L2(Rn×Y ),

we can pass to the limit on the right hand side of (2.4) and arrive at

lim
ε→0

∫

Rn

uε(x)ψ(x, x/ε) dx =

∫∫

Rn×Y

u(x, y)ψ(x, y) dy dx for all ψ ∈ L2(Rn;Cper(Y )).

It remains to show that (2.5) is valid at least for a subsequence. Therefore, we set
ϕ(x) := |uε(x)|2 in (2.3). We obtain

‖u‖2L2(Rn) =

∫∫

Rn×Y

Tε(|u|2) dy dx =

∫∫

Rn×Y

|Tεu|2 dy dx = ‖Tεu‖2L2(Rn×Y )

and deduce that Tε is a linear isometry from L2(Rn) to L2(Rn×Y ). Because by
assumption (uε) is bounded in L2(Rd), the unfolded sequence (Tεuε) is bounded in
L2(Rn×Y ). Because bounded sequences in L2(Rn×Y ) are relatively compact with
respect to weak convergence, (2.5) follows for a subsequence and the proof is com-
plete.

As already mentioned, the first proofs of this two-scale compactness result are due
to G. Nguetseng [Ngu89] and G. Allaire [All92]. Roughly speaking, in their proof
they gain compactness by showing that the sequence of functionals associated to (uε)
by

L2(Rn;Cper(Y )) ∋ ψ 7→
∫

Rn

uε(x)ψ(x, x/ε) dx

is compact with respect to the weak star topology in the dual space of L2(Rn;Cper(Y )).
In contrast, the proof presented above is more elementary. Here, the two-scale com-
pactness immediately follows from the relative compactness of the unfolded sequence
(Tεuε) and the observation that Tε is a linear isometry.
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2. Two-scale convergence

We would like to remark that an operator similar to Tε (called dilation operator)
was introduced in the context of homogenization of porous media by T. Arbogast,
J. Douglas and U. Hornung [AJDH90] for the first time. In [BLM96] A. Bourgeat,
S. Luckhaus and A. Mikelić showed that weak convergence of the unfolded (or di-
lated) sequence and two-scale convergence of the initial sequence are equivalent. More
recently, D. Cioranescu, A. Damlamian and G. Griso (see [CDG02, CDG08]) and
A. Visintin [Vis06, Vis07] reinvestigated two-scale convergence from the point of view
of the dilation method and established a general approach to periodic homogenization
which nowadays is often called “periodic unfolding”.

2.1. Definition and basic properties

Throughout this section E denotes a d-dimensional Euclidean space with inner product
〈·, ·〉, norm | ·| and orthonormal basis {e1, . . . , ed}. Unless stated otherwise we suppose
that p, q ∈ [1,∞] with 1/p+1/q = 1 where we use the convention 1

∞=0.

In this chapter we set Y := [0, 1)n and suppose that Ω is a (possibly unbounded)
subset of Rn. In order to avoid technical difficulties regarding the boundary of ∂Ω we
suppose that Hn(∂Ω) = 0 (which for instance is satisfied for domains with Lipschitz
boundary). We assign to each function v : Ω → E its extension to R

n by zero according
to

vExt : Rn → E, vExt(x) :=

{
v(x) if x ∈ Ω

0 else.

Unless stated otherwise, (εk)k∈N denotes an arbitrary (but fixed) sequence of positive
real numbers that converges to zero as k → ∞. For brevity, we represent this sequence
by (ε) and write ε to denote a generic element of the sequence. Moreover, we write
(uε) to refer to a sequence that is indexed by (ε).

Let us remark that the notion of two-scale convergence and the results in this chapter
can be extended in a straightforward way to the case where (uε) and (ε) are rather
families than mere sequences.

Definition of two-scale convergence. The “classical” definition of two-scale con-
vergence in L2(Ω) (see [All92, Ngu89, LNW02]) says that a sequence (uε) in L

2(Ω) is
two-scale convergent to a function u ∈ L2(Ω×Y ) if

lim
ε→0

∫

Ω
uε(x)ψ(x,

x
ε ) dx→

∫∫

Ω×Y

u(x, y)ψ(x, y) dy dx

for all ψ ∈ L2(Ω;Cper(Y )).

In the following we give a different (but in the situations considered here) equivalent
definition based on the periodic unfolding operator.

Definition 2.1.1 (Two-scale convergence).
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2.1. Definition and basic properties

(a) For all positive ε we define the operator Tε from the space of measurable functions
on Ω with values in E to the space of measurable functions on R

n×Y with values
in E by

(Tεu)(x, y) := uExt(ε⌊x/ε⌋+ εy).

(b) Let (uε) be a sequence of measurable functions from Ω to E and u a measurable
function from R

n×Y to E. We say that (uε) strongly two-scale converges to u in
Lp(Ω×Y ;E) (for ε→ 0) and write

uε
2−→ u strongly two-scale in Lp(Ω×Y ;E),

whenever

Tεuε → u strongly in Lp(Rn×Y ;E).

We similarly define weak (and for p = ∞ weak star) two-scale convergence and
denote them by

uε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E),

uε
2⋆−⇀ u weakly star two-scale in L∞(Ω×Y ;E).

Lemma 2.1.2 (e.g. see [Vis06]). Let u ∈ L1(Ω;E) and ε > 0. Then

∫

Ω

u(x) dx =

∫∫

Rn×Y

(Tεu)(x, y) dy dx.

Proposition 2.1.3 (see [AJDH90, CDG02, Vis06] ). Let p ∈ [1,∞]. The restriction
of Tε to Lp(Ω;E) is a (nonsurjective) linear isometry from Lp(Ω;E) to Lp(Rn×Y ;E).

As an immediate consequence we obtain the following two-scale compactness result:

Proposition 2.1.4 (see Proposition 3.1 in [Vis06]). Let p ∈ (1,∞) and (uε) a sequence
in Lp(Ω;E). If the sequence (uε) is bounded w.r.t. the norm in Lp(Ω;E), then (uε)
is weakly two-scale relatively compact in Lp(Ω×Y ;E), i.e. we can extract from any
subsequence a further subsequence that weakly two-scale converges in Lp(Ω×Y ;E).

Lemma 2.1.5 (see Proposition 2.7 in [Vis06]). Let p ∈ [1,∞), (uε) a sequence in
Lp(Ω;E) and u ∈ Lp(Ω×Y ;E).

(1) If (uε) weakly two-scale converges to u, then

lim inf
ε→0

‖uε‖Lp(Ω;E) ≥ ‖u‖Lp(Ω×Y ;E) .

(2) If (uε) strongly two-scale converges to u, then

lim
ε→0

‖uε‖Lp(Ω;E) = ‖u‖Lp(Ω×Y ;E) .
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2. Two-scale convergence

(3) If p ∈ (1,∞), then a sequence (uε) strongly two-scale converges to u if and only
if (uε) weakly two-scale converges to u and lim

ε→0
‖uε‖Lp(Ω;E) = ‖u‖Lp(Ω×Y ;E).

Remark 2.1.6. It is important to note that in general the support of the map Tεu with
u ∈ Lp(Ω;E) is (slightly) larger then Ω×Y , namely we have

(2.6) supp(Tεu) ⊂ { (x, y) ∈ R
n×Y : dist(x,Ω) ≤ √

nε }.

As a consequence, for bounded domains Ω the operator Tε : Lp(Ω;E) → Lp(Ω×Y ;E)
is not an isometry (as it is sometimes wrongly stated in the literature). For the same
reason weak convergence of the unfolded sequence (Tεuε) in Lp(Ω×Y ;E) is in general
not sufficient to guarantee weak two-scale convergence of (uε) in Lp(Ω×Y ;E). An
example for an unbounded sequence (uε) in L

2((0, 1)) with ‖Tεuε‖L2((0,1)×Y ) → 0 can
be found in [MT07].

Remark 2.1.7. For any sequence (uε) ⊂ Lp(Ω;E) and map u ∈ Lp(Rn×Y ;E), p ∈ [1,∞)
with

Tεuε ⇀ u weakly in Lp(Rn×Y ;E)

(2.6) implies that the support of u is contained in Ω×Y . The assumption Hn(∂Ω) = 0
implies that Lp(Ω×Y ;E) = Lp(Ω×Y ;E). For this reason we can identify u with a map
in Lp(Ω×Y ;E).

Remark 2.1.8. In Section 6.2 we present a variant of two-scale convergence which is
suited to situations where it is sufficient to capture oscillations of a sequence only in
“some” directions (as it is the case for elastic thin films featuring laterally periodic
microstructures).

In the following we gather some known properties of two-scale convergence. For an
extensive introduction and as a source for proofs that we left out, we refer to [Vis06,
LNW02, MT07].

The classical definition of two-scale convergence. The next results reveal that
Definition 2.1.1 is equivalent to the classical definition of two-scale convergence.

Lemma 2.1.9 (cf. Lemma 2.1 in [Vis06]). Let q ∈ [1,∞) and consider a function ψ
belonging to one of the following spaces

Lq(Ω;Cper(Y ;E), Lq
per(Y ;C(Ω;E)), C∞

c (Ω;C∞
per(Y ;E)).

Then the sequence (ψε) ⊂ Lq(Ω;E) given by

ψε(x) := ψ(x, x/ε)

converges strongly two-scale to ψ in Lq(Ω×Y ;E).

Proposition 2.1.10 (cf. Proposition 2.5 [Vis06] and Theorem 10 in [LNW02]). Let p ∈
[1,∞]. For a sequence (uε) ⊂ Lp(Ω;E) and u ∈ Lp(Ω×Y ;E) the following conditions
are equivalent:
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2.1. Definition and basic properties

(1) (uε) is weakly two-scale convergent to u in Lp(Ω×Y ;E)

(2) (uε) is bounded in Lp(Ω;E) and

(2.7)





lim
ε→0

∫

Ω

〈
uε(x), ψ(x,

x
ε )
〉
dx =

∫∫

Ω×Y

〈u(x, y), ψ(x, y)〉 dy dx

for all ψ ∈ C∞
c (Ω;C∞

per(Y ;E)).

Moreover, if p ∈ (1,∞) and Ω is bounded, then (1) and (2) are equivalent to

(3) (2.7) holds for all ψ ∈ Lq(Ω;Cper(Y ;E)).

Two-scale convergence as an intermediate convergence.

Lemma 2.1.11 (cf. Theorem 1.3 [Vis06]). Let p ∈ [1,∞), (uε) a sequence in Lp(Ω;E),
u ∈ Lp(Ω;E) and u0 ∈ Lp(Ω×Y ;E).

(1) If (uε) strongly converges to u, then (uε) strongly two-scale converges to u.

(2) If (uε) strongly two-scale converges to u0, then (uε) weakly two-scale converges
to u0.

(3) If (uε) weakly two-scale converges to u0, then (uε) weakly converges to
∫
Y

u0(·, y) dy.

Product rules.

Proposition 2.1.12. Let p ∈ (1,∞), q ∈ (1,∞] and 1/p+1/q = 1/r, let (uε) ⊂ Lp(Ω;E)
weakly two-scale converge to u in Lp(Ω×Y ;E) and (wε) ⊂ Lq(Ω;E) strongly two-scale
converge to w in Lq(Ω×Y ;E), then

〈uε, wε〉 2−⇀ 〈u, w〉 weakly two-scale in Lr(Ω×Y ;R).

Proof. By definition, we immediately have

Tε(〈uε, vε〉) = 〈Tεuε, Tεvε〉 .

Now the statement follows from the corresponding result in Lr(Rn×Y ;E).

Proposition 2.1.13. Let p ∈ (1,∞), let (uε) ⊂ Lp(Ω;E) weakly two-scale converge to
u in Lp(Ω×Y ;E) and let (χε) denote a bounded sequence in L∞(Ω). If (χε) converges
to χ ∈ L∞(Ω) in measure, then

χεuε
2−⇀ χu weakly two-scale in Lp(Ω×Y ;E).
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2. Two-scale convergence

Proof. Let q ∈ (1,∞) satisfy 1/p + 1/q = 1. By assumption, the sequence (χεuε) is
bounded in Lp(Ω;E), and therefore weakly two-scale relatively compact (see Proposi-
tion 2.1.4). Thus, there exist a subsequence (not relabeled) and a map w ∈ Lp(Ω×Y ;E)
such that

∫

Ω
〈χε(x)uε(x), ψ(x, x/ε)〉 dx→

∫∫

Ω×Y

〈w(x, y), ψ(x, y)〉 dy dx.

for all ψ ∈ Lq(Ω;Cper(Y ;E)). It is sufficient to prove that w(x, y) = χ(x)u(x, y) for
a.e. (x, y) ∈ Ω×Y . Let ψ be an arbitrary two-scale test function in Lq(Ω;Cper(Y ;E))
and let U be a compact subset of Ω that contains suppψ. We first show that

(2.8) χεuε
2−⇀ χu weakly two-scale in L1(U×Y ;E).

Since (χε) is bounded in L∞(Ω) and because U is compact, the map

U ∋ x 7→ sup
ε>0

ess sup
x∈U

|χε(x)|

is a function in Lq(U) that dominates each χε|U . Thus, because χε|U converges to χ|U
in measure, the dominated convergence theorem implies that

χε|U → χ|U strongly in Lq(U ;E).

Now Lemma 2.1.11 teaches that the map U×Y ∋ (x, y) 7→ χ(x) is the strong two-scale
limit of (χε|U ) in Lq(U×Y ) and by applying the product rule (see Proposition 2.1.12)
convergence (2.8) follows.

As a consequence, the uniqueness of two-scale limits implies that

w(x, y) = χ(x)u(x, y) for a.e. (x, y) ∈ U×Y.

Because the previous reasoning can be repeated for arbitrary U ⊂⊂ Ω, the proof is
complete.

Two-scale convergence of gradients. In the following we consider bounded se-
quences in W 1,p(Ω;E). Define

W 1,p
per,0(Y ;E) :=

{
ψ ∈W 1,p

loc (R
n;E) : ψ ∈ Lp

per(Y ;E),

∫

Y
ψ dy = 0

}
.

Proposition 2.1.14 (cf. Theorem 20 [LNW02], Proposition 4.2 [Vis06]). Let Ω be
an open, bounded Lipschitz domain in R

n, p ∈ (1,∞) and (uε) a bounded sequence in
W 1,p(Ω;E). If

uε
2−⇀ u(x, y) weakly two-scale in Lp(Ω×Y ;E),

then u is independent of y ∈ Y and (uε) converges to u weakly inW 1,p(Ω;E). Moreover,
there exists a subsequence (not relabeled) and u1 ∈ Lp(Ω;W 1,p

per,0(Y ;E)) such that

∇uε 2−⇀ ∇u(x) +∇y u1(x, y) weakly two-scale in Lp(Ω×Y ;En).
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2.2. Two-scale properties of piecewise constant approximations

Remark 2.1.15. In Section 6.3 we present an extension of this result comprising a
new characterization of two-scale cluster points that emerge from sequences of scaled
gradients, in particular for sequences of vector fields in the form

(
∂1uε ∂2uε

1
h(ε)∂3uε

)

where (uε) is a bounded sequence in W 1,2(Ω) with Ω ⊂ R
3 and limε→0 h(ε) = 0.

Proposition 2.1.16. Let ψ ∈ C∞
c (Rn;C∞

per(Y ;E)) and define ψε(x) := ψε(x, x/ε).
Then

ε∇ψε
2−→ ∇y ψ strongly two-scale in Lp(Rn;En)

for all p ∈ [1,∞].

Proof. By the chain rule we have

ε∇ψε(x) = ε(∇ψ)(x, x/ε) + (∇y ψ)(x, x/ε).

Now the first term on the right hand side strongly converges to 0 in Lp(Ω;En) while
the second term strongly two-scale converges to ∇y ψ(x, y).

2.2. Two-scale properties of piecewise constant

approximations

Coherent maps. Let Lδ,c := δZn + c denote the n-dimensional standard lattice
dilated by δ > 0 and translated by c ∈ δY . To any discrete map u : Lδ,c → E we can
assign a map u : Rn → E according to

u(x) :=
∑

ξ∈Lδ,c

1δY (x−ξ)u(ξ).

Then u is piecewise constant; more precisely, it is constant on each of the cells δY+ξ
with ξ ∈ Lδ,c. We say that such a map is coherent to the (δ, c)-lattice (see Defini-
tion 2.2.1 below).

In this section we study the two-scale convergence behavior of coherent piecewise
constant maps. Roughly speaking, we are going to show that whenever we have
a two-scale convergent sequence (uε) where each uε is coherent to a δε-lattice with
δε = ε or δε ≫ ε, then the sequence’s two-scale limit is independent of the fast vari-
able.

Definition 2.2.1. Let δ > 0 and Ω be an open (possibly unbounded) subset of Rn.

(a) We say that a measurable map u : Rn → E is coherent to a (δ, c)-lattice if

∫

Y
u
(
δ⌊x−c

δ ⌋+ δy + c
)
dy = u(x) for almost every x ∈ R

n.
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2. Two-scale convergence

(b) We say that a measurable map u : Ω → E is δ-coherent if there exists a measur-
able map ũ : R

n → E such that u = ũ|Ω and ũ is coherent to a (δ, c)-lattice for
a translation c ∈ δY .

(c) We say that a measurable map u : Ω → E is δ-coherent in the interior of Ω, if
there exists a translation c ∈ δY such that

∫

Y
u
(
δ⌊x−c

δ ⌋+ δy + c
)
dy = u(x)

for almost every x ∈ Ω with dist(x, ∂Ω) > 3
√
nδ.

Remark 2.2.2. Let Ω ⊂ R
n be an open set, let δ > 0 and c ∈ δY . The set

Ωδ :=
⋃{

ξ + δY : ξ ∈ Lδ,c such that ξ + δY ⊂ Ω
}

is the largest union of cells of the (δ, c)-lattice covered by Ω. Note that every x ∈ Ω
that satisfies

dist(x, ∂Ω) > 3
√
nδ.

belongs to Ωδ.

Lemma 2.2.3. Let p ∈ (1,∞) and Ω ⊂ R
n a bounded Lipschitz domain. Let (uε) ⊂

Lp(Ω;E) be a weakly two-scale convergent sequence with limit u in L2(Ω×Y ;E) and
suppose that there exists a subsequence (ε′) such that each uε′ is ε′-coherent in the
interior of Ω. Then

u(x, y) =

∫

Y
u(x, ȳ) dȳ for a.e. x ∈ Ω and y ∈ Y.

Proof. Extend each map uε to R
n by zero. Moreover, we extend the limit u(x, y) to

R
n×R

n by zero in its first variable and by Y -periodicity in its second variable. Then
we have

uε
2−⇀ u weakly two-scale in Lp(Rn×Y ;E).

We pass to a subsequence (which we do not relabel) such that uε is ε-coherent. Hence,
there exists a sequence cε ∈ R

n with |cε| ∈ εY such that

∫

Y
uε
(
ε⌊x−cε

ε ⌋+ εy + cε
)
dy = uε(x)

for almost every

x ∈ Ωε := {x ∈ Ω : dist(x, ∂Ω) > 3
√
nε }.

Step 1. We first consider the case where cε = 0 for all ε and set

ůε(x) :=

∫

Y
uε(ε⌊x/ε⌋+ εy) dy.
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2.2. Two-scale properties of piecewise constant approximations

Then ůε weakly two-scale converges in L2(Ω×Y ;E) to the map

(2.9)

∫

Y
u(·, y) dy

as it is easy to see, because (Tεůε)(x, y) = ůε(x) (cf. [Vis07]). On the other side, we
claim that

(2.10) ůε
2−⇀ u weakly two-scale in L2(Ω×Y ;E).

To this end, let ϕ ∈ C∞
c (Ω;C∞

per(Y ;E)) and set ϕε(x) := ϕ(x, x/ε). Because Ωε covers
Ω except for a thin, tubular neighborhood of the Lipschitz boundary ∂Ω with diameter
3
√
nε, the support of ϕε is contained in Ωε provided ε is sufficiently small. Moreover,

the ε-coherence implies that

ůε(x) = uε(x) for a.e. x ∈ Ωε

and consequently
∫

Ω
〈̊uε(x), ϕε(x)〉 dx =

∫

Ωε

〈uε(x), ϕε(x)〉 →
∫∫

Ω×Y
〈u(x, y), ϕ(x, y)〉 dy dx

for all smooth two-scale test functions ϕ. Since (̊uε) is bounded in L2(Ω;E), this
already implies (2.10). Because of the uniqueness of two-scale limits, we deduce that
u(x, y) is equal to the map in (2.9), and therefore independent of the fast variable y.

Step 2. We consider the general case where cε ∈ εY . We pass to a subsequence (not
relabeled) such that cε/ε → c0 and define the maps

ũε(x) := uε(x+ cε).

By construction (ũε) is a bounded sequence in L2(Rn;E). We claim that

ũε(x)
2−⇀ u(x, y + c0) weakly two-scale in L2(Ω×Y ;E).

In order to prove this, let ϕ ∈ C∞
c (Ω;C∞

per(Y ;E)) and set ϕε(x) := ϕ(x, x/ε). Because
cε → 0, the support of the test function ϕε translated by −cε is still contained in Ω, if
ε is sufficiently small. This justifies the computation
∫

Ω
〈ũε(x), ϕ(x, x/ε)〉 dx =

∫

Ω
〈uε(x+ cε), ϕ(x, x/ε)〉 dx

=

∫

Ω

〈
uε(x), ϕ(x− cε,

x−cε
ε )
〉
dx

Because of cε/ε → c0, the map x 7→ ϕ(x−cε, x−cε
ε ) strongly two-scale converges to

ϕ(x, y−c0) in Lp/p−1(Ω;E) (cf. [NS10]), and consequently

ũε
2−⇀ u(x, y + c0) weakly two-scale in L2(Ω×Y ;E).

On the other hand, each map ũε is ε-coherent in the sense of Step 1 and we deduce
that

u(x, y + c0) =

∫

Y
u(x, ȳ + c0) dȳ

for all x ∈ Ω and y ∈ Y . In view of the Y -periodicity of u(x, y) in its second variable,
the proof is complete.
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2. Two-scale convergence

Lemma 2.2.4. Let p ∈ (1,∞) and Ω ⊂ R
n be a bounded Lipschitz domain. Let

(uε) ⊂ Lp(Ω;E) be a weakly two-scale convergent sequence with limit u in L2(Ω×Y ;E)
and suppose that each uε is hε-coherent in the interior of Ω with

lim
ε→0

hε = 0 and lim inf
ε→0

ε

hε
= 0.

Then

u(x, y) =

∫

Y
u(x, ȳ) dȳ for a.e. x ∈ Ω and y ∈ Y.

Proof. We extend each map uε to R
n by zero. Moreover, we extend the limit u(x, y)

to R
n×R

n by zero in its first variable and by Y -periodicity in its second variable. By
assumption, there exist a subsequence (εk)k∈N and a sequence (ck) ⊂ R

n such that

εk
hεk

≤ 1

2k

and ∫

Y
uεk(hεk⌊x−ck

hεk
⌋+ hεky + ck) dy = uεk(x)

for all

x ∈ Ωk := {x ∈ Ω : dist(x, ∂Ω) > 3
√
nεk }.

We only consider the case ck = 0. The proof for ck 6= 0 can be reduced to the case
ck = 0 by a reasoning similar to Step 2 of Lemma 2.2.3. Define

vk(x) := uεk(x)−
∫

Y
uεk(εk⌊x/εk⌋+ εky) dy

and set hk := hεk for brevity. The sequence (vk) weakly two-scale converges in Lp(Ω;E)
to the map

u(x, y)−
∫

Y
u(x, ȳ) dȳ.

Hence, it is sufficient to prove that (vk) weakly two-scale converges to 0.

This can be seen as follows: For all k ∈ N define the sets

Zk :=
{
p ∈ hkZ

n : p+ hk(0, 1)
n ⊂ {x ∈ Ω : dist(x, ∂Ω) > 5

√
nhk }

}

Ak :=
⋃

p∈Zk

(p+ [εk, hk − εk]
n) .

The set Zk contains all lattice points in Ω that are sufficiently far away from ∂Ω. Since
Hn−1(∂Ω) is bounded and ∂Ω Lipschitz, there exists a positive constant c′ such that

#Zk ≥ Hn(Ω)

hnk
− c′hn−1

k
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2.2. Two-scale properties of piecewise constant approximations

and consequently

Hn(Ak) = #Zk Hn(p+ [εk, hk − εk]
n) = #Zk |hk − 2εk|n

≥ (1− 1
k )

n hnk#Zk ≥ (1− 1
k )

n
(
Hn(Ω)− c′hk

)
.

Thus, Hn(Ak) → Hn(Ω) and because Ak is a subset of Ω, the previous estimate implies
that 1Ω\Ak

converges to 0 boundedly in measure. In view of Proposition 2.1.13, this
implies that

(2.11) 1Ω\Ak
vk

2−⇀ 0 weakly two-scale in Lp(Ω;E).

Now let p ∈ Zk. Because uεk is hk-coherent (with ck = 0), we have

uεk(x) =

∫

Y
uεk(hk⌊x/hk⌋+ hky) dy for a.e. x ∈ p+ (0, hk)

n.

In particular, this implies that uεk restricted to the cube p+ (0, hk)
n is constant. On

the other hand, we observe that

x ∈ p+ (εk, hk − εk)
n ⇒ ∀y ∈ Y : ( εk⌊x/εk⌋+ εky ) ∈ p+ (0, hk)

n.

In combination with the constancy of uεk on the cube p+ (0, hk)
n, this implies that

∫

Y
uεk(εk⌊x/εk⌋+ εky) dy = uεk(x) for a.e. x ∈ p+ (εk, hk − εk)

n.

Since Ak is a union of cubes of the form p + (εk, hk − εk)
n with p ∈ Zk, the previous

identity implies that
1Ak

vk = 0 for a.e. x ∈ Ω

and together with (2.11) we see that (vk) indeed weakly two-scale converges to 0.

Regularization δ-coherent maps in one dimension. In this paragraph we sup-
pose that ω ⊂ R is an open interval and Y := [0, 1). For c ∈ R, we set

Lδ,c(ω) := { ξ ∈ δZn+c : [ξ, ξ + δ) ∩ ω 6= ∅ }

which is the “smallest” (δ, c)-lattice that covers ω. Obviously, if a map u : ω → E is δ-
coherent, then there exist a translation c ∈ [0, δ) and a unique discrete map

u : Lδ,c(ω) → E such that u(x) =
∑

ξ∈Lδ,c(ω)

1[0,δ)(x− ξ)u(ξ)

for almost every x ∈ ω. For brevity, we write L(u) instead of Lδ,c(ω). For p ∈ [1,∞)
we define the p-variation of a δ-coherent map u according to

Varp u :=
∑

ξ∈L(u)\maxL(u)

|u(ξ + δ)− u(ξ)|p .
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2. Two-scale convergence

Remark 2.2.5. If u : ω → E is δ-coherent, then u is a function of bounded p-variation
and Varp u coincides with the usual p-variation seminorm for functions in BVp(ω).

Lemma 2.2.6. Let p ∈ [1,∞), Suppose that u : ω → E is δ-coherent. Then there
exist a piecewise affine map v ∈W 1,∞(ω;E) with

∂1v ∈ L∞(ω;E) is δ-coherent

and ∫

ω
|u− v|p dx1 ≤

δ

p+ 1
Varp(u),

∫

ω
|∇v|p dx1 ≤ δ1−pVarp(u).

Proof. For brevity we set L⋆ := L(u) \maxL(u). Let u : L(u) → E denote the discrete
map satisfying

u(x1) =
∑

ξ∈L(u)

1[0,δ)(x1 − ξ)u(ξ) for almost every x1 ∈ ω

and define W := ∪ξ∈L(u)
[ξ, ξ + δ]. Let v : W → E be the linear interpolation of u, i.e.

v(x) :=





u(ξ) +
x− ξ

δ
(u(ξ + δ)− u(ξ)) if ∃ξ ∈ L⋆ such that x ∈ [ξ, ξ + δ)

u(maxL(u)) if x ∈ [maxL(u),maxL(u) + δ]

It is easy to show that v|ω fulfills the claimed properties. Therefore, we only show the
estimate for ‖u− v‖pLp(ω;E). Because u is δ-coherent, we have

∫

ω
|u− v|p dx1 ≤

∑

ξ∈L(u)

∫

(ξ,ξ+δ)
|u(ξ)− v(x1)|p dx1

≤
∑

ξ∈L⋆

|u(ξ + δ)− u(ξ)|p
∫

(0,δ)

x1
δ

dx1 =
δ

p+ 1
Varp(u).

Proposition 2.2.7. Let (δε) be a family of positive numbers such that limε→0 δε = 0.
Let (uε) be a bounded family in L2(ω;E). Suppose that

(a) uε is δε-coherent for each ε.

(b) lim sup
ε→0

δ−1
ε Var2(uε) < +∞.

Then there exists a sequence (vε) ⊂W 1,2(ω;E) such that

(1) (vε) is bounded in W 1,2(ω;E).

(2) The sequence (uε − vε) strongly converges to zero in L2(ω;E).
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2.2. Two-scale properties of piecewise constant approximations

(3) If (uε) weakly converges to u in L2(ω;E), then u belongs to W 1,2(ω;E) and

vε → u strongly in L2(ω;E)

uε → u strongly in L2(ω;E).

Moreover, there exists a map u0 ∈ L2(ω;W 1,2
per,0(Y ;E)) such that

∂1vε
2−⇀ ∂1u(x1) + ∂yu0(x1, y) weakly two-scale in L2(ω×Y ;E)

for a suitable subsequence (not relabeled). If additionally either

lim sup
ε→0

ε

δε
= 0 or δε = ε,

then u0 = 0.

Proof. Let vε denote the approximation constructed in Lemma 2.2.6. Then we have

3

δ2ε
‖uε − vε‖2L2(ω;E) + ‖∂1vε‖2L2(ω;En) ≤

Var2(uε)

δε

for each ε. Now assumption (b) and the boundedness of (uε) immediately imply
statement (1) and (2). We prove (3). To this end, we suppose that (uε) weakly
converges to u ∈ L2(ω;E). As a consequence of (1) and (2), also (vε) weakly converges
to u in L2(ω;E). In view of Proposition 2.1.14 we deduce that there exist a subsequence
(not relabeled) and a map u0 ∈ L2(ω;W 1,2

per,0(Y ;E)) such that

vε ⇀ u weakly in W 1,2(ω;E)

∂1vε
2−⇀ ∂1u(x) + ∂yu0(x, y) weakly two-scale in L2(ω×Y ;E).

Due to the compactness of the embedding W 1,2(ω;E) ⊂ L2(ω;E) and the uniqueness
of the limit u, the convergence vε → u also holds strongly in L2(ω;E) for the entire
sequence. Now (2) implies that also uε strongly converges to u in L2(ω;E). In order
to prove the last part of (3), suppose that

(2.12) lim sup
ε→0

ε

δε
= 0 or δε = ε.

By construction ∂1vε is δε-coherent; thus, assumption (2.12) allows us to apply either
Lemma 2.2.3 or Lemma 2.2.4 and we deduce that

∂1u(x1) + ∂1u0(x1, y) =

∫

Y
∂u(x1) + ∂yu0(x1, y) dy

for almost every (x1, y) ∈ ω×Y , and consequently u0 = 0.
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2. Two-scale convergence

2.3. Two-scale convergence and linearization

In this section we suppose that Ω ⊂ R
n is an open and bounded domain with Lipschitz

boundary and assume that (hε) is a sequence of positive real numbers that converges
to 0 as ε→ 0.

Let Φ ∈ C1(E;E) and consider a weakly two-scale convergent sequence (uε) in L
p(Ω;E).

In the sequel we present some methods to study the two-scale convergence behavior of
sequences of the form

(2.13) wh,ε(x) :=
Φ(huε(x))− Φ(0)

h

as h and ε simultaneously converge to zero. In particular, the subsequent analysis
covers the case where

wh,ε(x) :=

√
(Id+ h∇uε(x))T(Id+ h∇uε(x))− Id

h

and (uε) is a sequence of maps in W 1,2(Ω;Rn). This situation is related to elastic-
ity where uε has the meaning of a scaled displacement and wh,ε can be interpreted
as the scaled nonlinear strain. In Corollary 2.3.4 we study this situation explic-
itly.

As an introductory example, let us consider (2.13) and assume that

uε
2−⇀ u weakly two-scale in Lp(Ω×Y )

with p ∈ [1,∞). Moreover, we suppose that there exists a constantM such that

(2.14) ess sup
x∈Ω

|uε(x)| ≤M for all ε.

For Φ ∈ C1(R), it is natural to expect that

(2.15) wε :=
Φ(hεuε)− Φ(0)

hε

2−⇀ Φ′(0)u(x, y) weakly two-scale in Lp(Ω×Y ).

Indeed, this is the case: Since Φ is of class C1, we can rewrite wε by means of the funda-
mental theorem of calculus, and for almost every x ∈ Ω we obtain

wε(x) =
Φ(hεuε(x))− Φ(0)

hε
=

(∫ 1

0
Φ′(shεuε(x)) ds

)
uε(x)

where Φ′ denotes the derivative of Φ. Because of the uniform bound (2.14), we
have

ess sup
(x,y)∈Ω×Y

∣∣∣∣
∫ 1

0
Φ′(shε(Tεuε)(x, y)) ds− Φ′(0)

∣∣∣∣ ≤ sup
|a|≤hεM

∣∣Φ′(a)− Φ′(0)
∣∣ .

28



2.3. Two-scale convergence and linearization

Now the continuity of a 7→ Φ′(a) and the assumption that hε → 0 imply that

(2.16)

∫ 1

0
Φ′(shεuε(·)) ds 2−→ Φ′(0) strongly two-scale in L∞(Ω×Y )

and in virtue of the product rule (Proposition 2.1.12) convergence (2.15) follows.

The situation gets more interesting if we weaken the regularity of Φ and drop the
assumption that (uε) is uniformly bounded:

Proposition 2.3.1. Let p ∈ (1,∞) and let Φ ∈ C(E;E) satisfy the following properties:

(a) There exists a linear map Λ : E → E such that

lim sup
a→0
a 6=0

|Φ(a)− Φ(0)− Λ(a)|
|a| = 0,

(b) Φ is locally p-Lipschitz continuous, i.e. there exists a constant L such that

|Φ(a)− Φ(b)| ≤ L(1 + |a|p−1 + |b|p−1) |a− b| for all a, b ∈ E.

If (uε) is a bounded sequence in Lp(Ω;E), then the sequence

wε :=
Φ(hεuε)− Φ(0)

hε

is weakly two-scale relatively compact in L1(Ω×Y ;E) and we have

wε
2−⇀ Λ(u) weakly two-scale in L1(Ω×Y ;E)

whenever

uε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E).

The proof relies on the following observation:

Lemma 2.3.2. Let p ∈ [1,∞), α ∈ (0, 1) and (uε) a bounded sequence in Lp(Ω;E).
For each ε define

χα
ε (x) :=

{
1 if |uε(x)| ≤ hα−1

ε

0 else.

Then (χα
ε ) is a bounded sequence in L∞(Ω) and satisfies

χα
ε → 1 strongly in Lr(Ω)

for all r ∈ [1,∞). Moreover, if (uε) weakly two-scale converges to u in Lp(Ω×Y ;E)
with p ∈ (1,∞), then

(2.17) χα
ε uε

2−⇀ u weakly two-scale in Lp(Ω×Y ;E).
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2. Two-scale convergence

Proof. By definition we have

∫

Ω
|uε|p dx ≥ hp(α−1)

ε

∫

Ω
(1− χα

ε ) dx.

Because |1− χα
ε |r = (1 − χα

ε ) for all r ∈ [1,∞) and h
−p(α−1)
ε → 0, we deduce that

(1−χα
ε ) strongly converges to 0 in Lr(Ω), and consequently χα

ε = 1−(1−χα
ε ) converges

to 1. By applying Proposition 2.1.13 to the product χα
ε uε, we see that (2.17) holds,

whenever (uε) weakly two-scale converges to u.

Proof of Proposition 2.3.1. Step 1. For all a ∈ E define the remainder

rest(a) := Φ(a)− Φ(0)− Λ(a)

and set ρ(α) := sup
{
|a|−1 |rest(a)| : a ∈ E, 0 < |a| ≤ α

}
for α > 0 and ρ(0) := 0.

Then ρ : [0,∞) → [0,∞] is a monotonically increasing map with ρ(α) → 0 as α ↓ 0
and

|rest(a)| ≤ ρ(|a|) |a| for all a ∈ E.

Step 2. Because (uε) is (as a bounded sequence) relatively compact with respect to
weak two-scale convergence (see Proposition 2.1.4), it is sufficient to assume that

uε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E).

Thereby, we only have to show that

wε
2−⇀ Λ(u) weakly two-scale in L1(Ω×Y ;E).

Set

χε(x) :=

{
1 if |uε(x)| ≤ h−

1/2

0 else.

and define Uε := Tε(χεuε). In virtue of Lemma 2.3.2, we have

Uε ⇀ u weakly in Lp(Rn×Y ;E)

and by construction Uε is uniformly bounded in the following sense

(2.18) ess sup
(x,y)∈Rn×Y

|hεUε(x, y)| ≤ h
1/2
ε .

We compute

Tε(χεwε) =
Φ(hεUε)− Φ(0)

hε
= Λ(Uε) +

rest(hεUε)

hε
.

In view of Step 1 and due to (2.18), we can estimate the remainder according to

h−1
ε |rest(hεUε)| ≤ ρ(h

1/2
ε ) |Uε| .
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2.3. Two-scale convergence and linearization

Because ρ(h
1/2
ε ) → 0 as ε→ 0 and because (Uε) is a bounded sequence in Lp(Rn×Y ;E),

we find that

h−1
ε rest(hεUε) → 0 strongly in Lp(Rn×Y ;E).

On the other side, we have

Λ(Uε)⇀ Λ(U) weakly in Lp(Rn×Y ;E),

because Λ is (as a linear map) continuous with respect to weak convergence. So far,
we have shown that

(2.19) χεwε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E).

Because p > 1, convergence (2.19) also holds with respect to weak two-scale conver-
gence in L1(Ω×Y ;E). Hence, to complete the proof, it is sufficient to show that

(2.20) (1− χε)wε → 0 strongly in L1(Ω;E).

In order to justify this, we utilize the p-Lipschitz continuity of Φ which yields the
estimate

∫

Ω
|(1− χε)wε| dx ≤ L

∫

Ω
(1− χε)(1 + |hεuε|p−1) |uε| dx

≤ L

∫

Ω
(1− χε) |uε| dx+ hp−1

ε ‖uε‖pLp(Ω;E)

The sequence (uε) is bounded in Lp(Ω;E) with p > 1; thus, the first term on the right
hand side vanishes, because (1−χε) strongly converges to 0 in Lp/(p−1)(Ω) (see Lemma
2.3.2). The second term on the right hand side vanishes due to hp−1

ε → 0. Thus, (2.20)
follows and the proof is complete.

Corollary 2.3.3. Let p ∈ (1,∞) and Φ ∈ C(E,E) as in Proposition 2.3.1 and
suppose that (uε) ⊂ Lp(Ω;E) is a weakly two-scale convergent sequence with limit
u ∈ Lp(Ω×Y ;E). If Φ is globally Lipschitz continuous, i.e.

|Φ(a)− Φ(b)| ≤ L |a− b| for all a, b ∈ E,

then

wε :=
Φ(hεuε)− Φ(0)

hε

2−⇀ Λu weakly two-scale in Lp(Ω×Y ;E).

If (uε) strongly two-scale converges to u in Lp(Ω×Y ;E) and additionally satisfies

(⋆) lim sup
ε→0

ess sup
x∈Ω

|hεuε(x)| = 0

then

wε :=
Φ(hεuε)− Φ(0)

hε

2−→ Λu strongly two-scale in Lp(Ω×Y ;E).
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2. Two-scale convergence

Proof. Because of the global Lipschitz continuity, the sequence (wε) is bounded in
Lp(Ω;E). Hence, due to Proposition 2.1.4 the sequence (wε) is weakly two-scale rel-
atively compact in Lp(Ω×Y ;E). On the other side, any weak two-scale cluster point
of (wε) must be equal to Λ(u) due to the previous proposition. As a consequence, the
entire sequence weakly two-scale converges to Λ(u) in Lp(Ω×Y ;E).

Now we suppose that (uε) is strongly two-scale convergent and satisfies (⋆). From the
first part of the proof we know that wε weakly two-scale converges to Λu. In virtue of
Lemma 2.1.5 it sufficient to prove that

‖Tεwε − Λ(Tεuε)‖Lp(Rn×Y ;E) .

But this follows due to (⋆).

Eventually, we apply the previous results to an explicit situation that is related elas-
ticity.

Corollary 2.3.4. Let (Fε) be a sequence in L2(Ω;M(d)). If

Fε
2−⇀ F weakly two-scale in L2(Ω×Y ;M(d))

then

(Id+ hεFε)
T(Id+ hεFε)− Id

hε

2−⇀ 2 symF weakly two-scale in L1(Ω×Y ;M(d))

√
(Id+ hεFε)T(Id+ hεFε)− Id

hε

2−⇀ symF weakly two-scale in L2(Ω×Y ;M(d))

Proof. For A ∈ M(d) set Φ1(A) := (Id + A)T(Id + A) and Φ2(A) :=
√

Φ1(A). Then
Φ1,Φ2 satisfy the requirements from Proposition 2.3.1 for p = 2 and

Λ1(A) := 2 symA, Λ2(A) := symA.

Moreover, Φ2 is globally Lipschitz continuous. Thus, the statements follow immediately
from Proposition 2.3.1 and Corollary 2.3.3.

Example 2.3.5. In the following we illustrate how the previous corollary might be used
in the context of finite elasticity. Let (uε) ∈W 1,2(Ω;Rn) be a sequence of deformations
satisfying

det∇uε(x) ≥ 0 for almost every x ∈ Ω and uε|∂Ω(x) = x.

The Cauchy strain tensor associated to uε is defined as the map

Cε : Ω → Msym(n), Cε(x) := ∇uε(x)T∇uε(x).

Note that in physically relevant situations the elastic energy associated to a deforma-
tion can be written as a function of the Cauchy strain. We suppose that

(2.21) lim sup
ε→0

1

hε

∫

Ω
dist2(∇uε(x), SO(n))2 dx <∞.

32



2.3. Two-scale convergence and linearization

Because dist2(F, SO(n)) ≥
∣∣∣
√
FTF − Id

∣∣∣
2
for all F ∈ M(n), condition (2.21) means

that (uε) is a sequence of deformations with infinitesimal small strain (in the limit).
For this reason it is convenient to introduce the scaled nonlinear strain

Eε : Ω → Msym(n) Eε :=

√
Cε − Id

hε
.

Moreover, we are going to see in the following chapters that (2.21) and the Dirichlet
boundary condition imposed on uε imply that

gε(x) :=
uε(x)− x

hε

defines a bounded sequence in W 1,2(Ω;Rn). The map gε can be interpreted as a scaled
displacement. Now the nonlinear strain can be rewritten as follows:

Eh =

√
(Id+ hε∇gε)T(Id+ hε∇gε)− Id

hε
.

Hence, whenever (gε) converges weakly to a map g in W 1,2(Ω;Rn) and

∇gε 2−⇀ ∇g(x) +∇y g0(x, y) weakly two-scale in L2(Ω×Y ;M(n)),

then the previous corollary implies that

Eh
2−⇀ sym∇g(x) + sym∇y g0(x, y) weakly two-scale in L2(Ω×Y ;M(n)).

We see that — although the nonlinear strain Eε is related to the gradient ∇gε in a
nonlinear way, and therefore a priori a “nice” interplay with weak (two-scale) conver-
gence cannot be expected — the application of the linearization methods developed in
this section yield an explicit link between the two-scale limits of (Eε) and (∇gε).
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3. Integral functionals

In this chapter we recall some known lower semicontinuity results for integral func-
tionals and present their generalization to oscillating integral functionals where lower
bound inequalities can be stated by means of two-scale convergence. Eventually, in
Section 3.3 we briefly discuss the homogenization of periodic, convex integral function-
als with the aim to demonstrate the general homogenization scheme based on periodic
unfolding by means of a simple, but instructive example.

Throughout this chapter Ω denotes an open, bounded subset of R
n, U an open,

bounded subset of R
m and E an d-dimensional Euclidean space. Furthermore, we

denote by L(A) and B(A) the σ-algebra of Lebesgue- and Borel-measurable subsets of
A, respectively. We use the notation A1 ⊗ . . . ⊗Ak to refer to the product σ-algebra
generated by a finite set A1, . . . ,Ak of σ-algebras.

3.1. Basic properties and lower semicontinuity

Let us consider integral functionals of the type

(3.1) E 7→
∫∫

Ω×U

f(x, y, E(x, y)) dx dy

where f is a map from Ω×R
m×E to the extended reals R̄ := R∪ {+∞} and E a mea-

surable function from Ω×U to E. A necessary prerequisite for the functional in (3.1)
to be well-defined is the sup-measurability of f , which means that the superposition
map

fE : Ω×U 7→ R̄, (x, y) 7→ f(x, y, E(x, y))

is measurable for all measurable functions E : Ω×U → E. Another requirement for the
expression in (3.1) is the integrability of the superposition map fE .

For our purpose it is convenient to suppose that f satisfies the following conditions:

i. (Measurability). The map f : Ω×R
m×E → R̄ is measurable either with respect

to L(Ω)⊗B(Rm)⊗ B(E) or with respect to B(Ω)⊗ L(Rm)⊗ B(E).
ii. (Integrability). There exists a constant c0 ∈ R such that

f(x, y, E) ≥ c0 for all E ∈ E and a.e. (x, y) ∈ Ω×R
m.

Definition 3.1.1. We call a map f : Ω×R
m×E → R̄ that satisfies i. and ii. a

measurable integrand .
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3. Integral functionals

Remark 3.1.2. If f is a measurable integrand, then the superposition map fE is
L(Ω×U)-measurable for all Lebesgue-measurable maps E : Ω×U → E (see e.g.
[Vis07]) and the integral in (3.1) is well-defined (and possibly takes the value +∞).
Moreover, if

π : Ω → U is a L(Ω)−L(U)-measurable map

then also the superposition

Ω ∋ x 7→ f(x, π(x), E(x))

is Lebesgue-measurable for all Lebesgue-measurable maps E : Ω → E.

As a consequence, (in the case where m = n and Y := [0, 1)n) the functionals

Lp(Ω;E) ∋ u 7→
∫

Ω

f(x, x/ε, u(x)) dx

Lp(Ω×Y ;E) ∋ u 7→
∫∫

Ω×Y

f(x, y, u(x, y)) dy dx

are well-defined for p ∈ [1,∞] and ε > 0.

Remark 3.1.3. If a measurable integrand f : Ω×R
m×E → R̄ is additionally lower-semi-

continuous in its third component, then f is a normal integrand (see e.g. [Dac08]).
Moreover, any function of Carathéodory-type is included in our notion of measur-
able integrands. Nevertheless, Definition 3.1.1 renders not the most general class
of integrands that can be considered in this context. For more details, we refer to
[Vis07, BD98, App88].

Next, we introduce some properties of integrands which we will frequently encounter
throughout this contribution.

Definition 3.1.4. Let f : Ω×R
m×E → E be a measurable integrand. We say

(a) f is finite, if f(x, y, E) ∈ R for all (x, y, E) ∈ Ω×R
m×E.

(b) f is convex , if f(x, y, ·) is convex for a.e. (x, y) ∈ Ω×R
m.

(c) f is continuous (lower semicontinuous), if (x,E) 7→ f(x, y, E) is continuous
(lower semicontinuous) for a.e. y ∈ R

m respectively.

(d) f is Y -periodic with Y := [0, 1)m, if

f(x, y + k,E) = f(x, y, E) for all E ∈ E, k ∈ Z
m and a.e. (x, y) ∈ Ω×R

m.

(e) f satisfies the p-summability condition, if there exists a positive constant c1 such
that

|f(x, y, E)| ≤ c1(1 + |E|p) for all E ∈ E and almost every (x, y) ∈ Ω×R
m.
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3.2. Periodic integral functionals and two-scale lower semicontinuity

In the following lemma we state some known continuity results for integral functionals
(cf. e.g. [Dac08]).

Lemma 3.1.5. Let f : Ω×R
m×E → R̄ be a measurable integrand, p ∈ [1,∞) and U

an open and bounded subset of Rm. Define

G : Lp(Ω×U ;E) → R ∪ {+∞}, G(u) :=
∫∫

Ω

f(x, y, u(x, y)) dy dx.

Then the functional G is well defined and:

(1) If f is lower semicontinuous (i.e. f is a normal integrand), then G is lower
semicontinuous w.r.t. to strong convergence in Lp(Ω×U ;E).

(2) If f is lower semicontinuous and convex, then G is convex and lower semicon-
tinuous w.r.t. to weak convergence in Lp(Ω×U ;E).

(3) If f is continuous and satisfies the p-summability condition, then G is continuous
w.r.t. to strong convergence in Lp(Ω×U ;E).

We briefly sketch the proof, which can be found in [Dac08, Vis07] for instance.

Proof. Without loss of generality assume f ≥ 0. Let (uk) be a sequence in L
p(Ω×U ;E).

If uk → u strongly, then we can extract a subsequence (not relabeled) with uk(x, y) →
u(x, y) for a.e. (x, y) ∈ Ω×U . The lower semicontinuity of f implies that

lim inf
k→∞

f(x, y, uk(x, y)) ≥ f(x, y, u(x, y))

and by Fatou’s Lemma we obtain (1).

Now assume that f is convex and (uk) is weakly convergent to u. By Mazur’s Theorem
we can construct a sequence (wk) that strongly converges to u in Lp(Ω×U ;E) such
that wk is a convex combination of the functions {ui : i ≤ k }. The convexity of f
and the previous reasoning yield (2).

Statement (3) follows by applying (1) to f and −f .

3.2. Periodic integral functionals and two-scale lower

semicontinuity

Lemma 3.2.1. Let f : Ω×R
n×E → R̄ be a measurable integrand, p ∈ [1,∞). Suppose

that f is [0, 1)n =: Y -periodic in its second variable. For ε > 0 we define

(3.2)

Gε : Lp(Ω;E) → R̄, Gε(u) :=

∫

Ω

f(x, x/ε, u(x)) dx,

G0 : Lp(Ω×Y ;E) → R̄, G0(u) :=

∫∫

Ω×Y

f(x, y, u(x, y)) dy dx.

Then the functionals Gε and G0 are well-defined and:
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3. Integral functionals

(1) If f is lower semicontinuous (i.e. f is a normal integrand), then Gε and G0 are
lower semicontinuous w.r.t. to strong convergence.

(2) If f is lower semicontinuous and convex, then Gε and G0 are convex and lower
semicontinuous w.r.t. to weak convergence.

(3) If f is continuous and satisfies the p-summability condition, then Gε and G0 are
continuous w.r.t. to strong convergence.

The proof is similar to the one of Lemma 3.1.5 and omitted here. The following
proposition entails a continuity and lower-semicontinuity result with respect to strong
and weak two-scale convergence respectively.

Proposition 3.2.2 (see e.g. Proposition 1.3 in [Vis07]). In the situation of Lemma
3.2.1 we have:

(1) If f is lower semicontinuous, then

lim inf
ε→0

Gε(uε) ≥ G0(u),

provided uε
2−→ u strongly two-scale in Lp(Ω×Y ;E).

(2) If f is continuous and satisfies the p-summability condition, then

lim
ε→0

Gε(uε) = G0(u),

provided uε
2−→ u strongly two-scale in Lp(Ω×Y ;E).

(3) If f is lower semicontinuous and convex, then

lim inf
ε→0

Gε(uε) ≥ G0(u),

provided uε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E).

Proof. For convenience we extend f to R
n×R

n×E by zero. Moreover, without loss of
generality we assume that f ≥ 0. It is easy to check that for each map uε ∈ Lp(Ω;E)
and ε > 0 we have

Gε(u) =

∫∫

Rn×Y

f(ε⌊x/ε⌋+ εy, y, Tεuε(x, y)) dy dx.

If (uε) strongly converges to u, then

(ε⌊x/ε⌋+ εy, Tεuε(x, y)) → (x, u(x, y)) as ε→ 0

almost everywhere for a subsequence (not relabeled). Thus, if the integrand f is lower-
semicontinuous, we obtain

lim inf
ε→0

f(ε⌊x/ε⌋+ εy, y, Tεuε(x, y)) ≥ f(x, y, u(x, y)).
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3.3. Convex homogenization

Now (1) follows by Fatou’s lemma (first for the subsequence and then for the entire
sequence, because the choice of the subsequence was sufficiently arbitrary).

Statement (2) and (3) can be proved by a reasoning similar to the one used in the
proof of Lemma 3.1.5.

3.3. Convex homogenization

In this section we present a short proof of the classical homogenization problem of
convex, periodic integral functionals based on the two-scale (lower-semi-) continuity
result depicted in Proposition 3.2.2. This problem is already well understood and we
refer in this context to [All92] where the problem was treated with two-scale methods
for the first time. Our aim is to illustrate the general strategy of the two-scale method
for homogenization problems in a simple setting.

We suppose that Ω is an open and bounded domain in R
n with Lipschitz boundary,

Y := [0, 1)n and f : Ω×R
n×R

n → R̄ a measurable integrand. We furthermore suppose
that

(a) f is Y -periodic, continuous and convex in the sense of Definition 3.1.4, and

(b) f satisfies the standard growth- and coercivity condition of order p

1

c
|F |p − c ≤ f(x, y, F ) ≤ c(1 + |F |p)

for almost every x, y and a positive constant c.

For ε > 0 we define the functionals

Gε : W 1,p(Ω) → R Gε(u) :=

∫

Ω

f(x, x/ε,∇u(x)) dx

and

G0 : W 1,p(Ω)×Lp(Ω;W 1,p
per,0(Y )) → R

G0(u, u0) :=

∫∫

Ω×Y

f(x, y,∇u(x) +∇y u0(x, y)) dy dx.

Theorem 3.3.1. Let (ε) denote an arbitrary vanishing sequence of positive numbers
and let p ∈ (1,∞).

(1) Let (uε) be an arbitrary sequence in W 1,p(Ω) such that

(3.3) lim sup
ε→0

{∣∣∣∣
∫

Ω
uε dx

∣∣∣∣+ Gε(uε)

}
<∞.

Then there exist a subsequence (not relabeled) and a pair

(u, u0) ∈W 1,p(Ω)×Lp(Ω;W 1,p
per,0(Y ))
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3. Integral functionals

such that

(⋆)

{
uε ⇀ u weakly in W 1,p(Ω)

∇uε 2−⇀ ∇u+∇y u0 weakly two-scale in Lp(Ω×Y ;Rn).

(2) Suppose that (uε) ⊂W 1,p(Ω) converges to a pair

(u, u0) ∈W 1,p(Ω)×Lp(Ω;W 1,p
per,0(Y ))

in the sense of (⋆). Then

lim inf
ε→0

Gε(uε) ≥ G0(u, u0).

(3) For any pair (u, u0) ∈W 1,p(Ω)×Lp(Ω;W 1,p
per,0(Y )) there exists a sequence (uε) in

W 1,p(Ω) converging to (u, u0) in the sense of (⋆) such that

lim
ε→0

Gε(uε) = G0(u, u0).

Proof. Because f has standard p-growth, condition (3.3) implies that for a subsequence
(not relabeled) (∇uε) as well as (

∫
Ω uε dx) are bounded sequences in Lp(Ω;Rn) and R,

respectively. In virtue of Poincaré’s inequality we see that (uε) is bounded in W 1,p(Ω),
and therefore weakly convergent in W 1,p(Ω) up to a subsequence. Now (⋆) follows due
to Proposition 2.1.14 for a further subsequence and (1) is proved.

Statement (2) directly follows by applying the two-scale lower semicontinuity result
(see Proposition 3.2.2) in connection with (1).

It remains to prove (3). It is well known that the inclusions

C∞(Ω) ⊂W 1,p(Ω), C∞
c (Ω;C∞

per(Y )) ⊂ Lp(Ω;W 1,2
per(Y ))

are dense with respect to the strong topology. Hence, for each δ > 0 we can find maps
uδ ∈ C∞(Ω), vδ ∈ C∞

c (Ω;C∞
per(Y )) such that

‖uδ − u‖W 1,p(Ω) + ‖vδ − u0‖Lp(Ω;W 1,2
per(Y ))

≤ δ.

For each ε define

uδ,ε(x) := uδ(x) + εvδ(x, x/ε).

Then

∇uδ,ε(x) = ∇uδ(x) + (∇y vδ)(x, x/ε) + ε(∇vδ)(x, x/ε)
and it is easy to check (see Lemma 2.1.9) that

uδ,ε → uδ strongly in Lp(Ω)

∇uδ,ε 2−→ ∇uδ(x) +∇y vδ(x, y) strongly two-scale in Lp(Ω×Y ;Rn)
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3.3. Convex homogenization

as ε→ 0. Define

cδ,ε := ‖uδ,ε − u‖W 1,p(Ω) + ‖Tε∇uδ,ε − (∇u+∇y u0)‖Lp(Rn×Y ;Rn) .

The previous reasoning shows that

lim
δ→0

lim
ε→0

cδ,ε = 0.

This allows us to apply a diagonalization argument that is due to H. Attouch (see
Lemma A.2.1); thus, there exists a diagonal sequence δ(ε) such that limε→0 δ(ε)=0
and cδ(ε),ε → 0 as ε→ 0. Now define

uε := uδ(ε),ε.

By construction (uε) is a sequence in W 1,p(Ω) and fulfills

uε → u strongly in Lp(Ω)

∇uε 2−→ ∇u(x) +∇y u0(x, y) strongly two-scale in Lp(Ω×Y ;Rn).

Because the latter implies that ∇uε ⇀ ∇u weakly in Lp(Ω;Rn) (cf. Lemma 2.1.11),
we infer that (uε) weakly converges to u in W 1,p(Ω).

By assumption the integrand f is continuous and satisfies the p-summability condition
in the sense of Definition 3.1.4. Hence, we can apply Proposition 3.2.2 (2) and deduce
that

lim
ε→0

Gε(uε) = G0(u, u0).

Corollary 3.3.2. Set

Ghom : W 1,p(Ω) → R, Ghom(u) := inf
{
G0(u, u0) : u0 ∈ Lp(Ω;W 1,p

per,0(Y ))
}
.

(1) Suppose that (uε) is a weakly converging sequence in W 1,p(Ω) with limit u. Then

lim inf
ε→0

Gε(uε) ≥ Ghom(u).

(2) Let u ∈W 1,p(Ω. Then there exists a sequence (uε) in W
1,p(Ω) weakly converging

to u such that

lim
ε→0

Gε(uε) = Ghom(u).

Proof. This is an immediate consequence of the previous theorem and the fact that
the problem

minimize u0 7→ G0(u, u0) subject to u0 ∈ Lp(Ω;W 1,p
per,0(Y ))

attains its minimum.
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3. Integral functionals

Lemma 3.3.3. Set

fhom : Ω×R
n → R, fhom(x, F ) := inf

ϕ∈W 1,p
per (Y )

∫

Y
f(x, y, F +∇y ϕ(y)) dy.

Then for each u ∈W 1,p(Ω) we have

Ghom(u) =

∫

Ω
fhom(x,∇u(x)) dx.

The proof of this result (which we omit here) is non-trivial and we refer to [Dam05,
CDDA06, BF07]. A possible strategy is to show that the multifunction

Φ : Ω×R
n → PW 1,p

per,0(Y ), Φ(x, F ) ∈ argmin
ϕ∈W 1,p

per,0(Y )

∫

Y
f(x, y, F +∇y ϕ(y)) dy

admits a measurable selection. We like to remark that in the case when f(x, y, F ) is
quadratic in F , this difficulty can be avoided by studying the Euler-Lagrange equations
of the minimization problem in the definition of fhom.

Discussion of the general strategy. In the language of Γ-convergence (see Sec-
tion 4.2) the previous results prove that the sequence (Gε) Γ-converges to Ghom. To
make this precise we extend Gε and Ghom to Lp(Ω) by setting

Gε(u) := +∞ and Ghom(u) := +∞ for all u ∈ Lp(Ω) \W 1,p(Ω).

Then the previous results imply that

Gε Γ−→ Ghom in Lp(Ω)

with respect to strong convergence in Lp(Ω). Moreover, Theorem 3.3.1 (1) yields
equi-coercivity of the sequence (Gε) in Lp(Ω). (2) and (3) in combination with Corol-
lary 3.3.2 and Lemma 2.3.2 prove that the lower bound and recovery sequence condition
of the sequential characterization of Γ-convergence are satisfied.

Although being an elementary example, it is instructive — in particular for the analysis
of the more involved problems that we address in this thesis — to carve out the steps
that led to the previous Γ-convergence result:

(1) Compactness. We prove that sequences with an equibounded energy are rel-
atively compact, i.e. we can extract subsequences that converge in a certain
two-scale sense. In the example above, convergence meant strong convergence in
Lp and weak two-scale convergence of the gradient.

(2) Lower bound (also called liminf-inequality). We study the convergence behav-
ior of the energy along sequences that converge in the sense of (1). In particular,
in a first step, we establish an intermediate liminf-inequality where the limit in-
ferior of the energy is bounded from below by an intermediate functional that
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3.3. Convex homogenization

additionally depends on the two-scale limiting behavior of the sequence. In the
example above, this step is contained in Theorem 3.3.1 (2), where we proved that

lim inf
ε→0

Gε(uε) ≥ G0(u, u0)

where u is the strong limit of (uε) in Lp(Ω) while u0 captures the oscillation
properties of the sequence (∇uε) in the two-scale sense. The seeked Γ-limit
should only depend on the “one-scale limit” u and not on the two-scale auxiliary
map u0, which may depend on the choice of the subsequence. For this reason we
identify in a second step the two-scale behavior of sequences with equibounded
energy, in the sense that we characterize the auxiliary maps that are associated to
cluster points of such sequences. In the example above, this meant to characterize
the structure of u0 and has been done in Theorem 3.3.1 (1) where we showed
that

u0 ∈ Lp(Ω;W 1,p
per,0(Y )).

Based on this identification we obtain the sought-after liminf-inequality by
relaxing the intermediate functional with respect to all admissible auxiliary maps.
In the previous example, this has been done in Corollary 3.3.2 (1) and led to the
definition

Ghom(u) := inf
{
G0(u, u0) : u0 ∈ Lp(Ω;W 1,p

per,0(Y ))
}
.

(3) Recovery sequence (also called upper bound). In this step we show that the
energy of the functional derived in step (2) is optimal, in the sense that there
exists a convergent sequence such that the associated energies converge to the
energy of the limit. Such a sequence is called recovery sequence. As in the lower
bound step, we construct this sequence in two stages. In the example above,
these stages constitute as follows: First, we consider the intermediate functional
G0 and construct a recovery sequence for any pair (u, u0). In the second stage
we analyze the minimization problem associated to the intermediate functional
and prove that

Ghom(u) = G0(u, u⋆0)

for a suitable auxiliary map u⋆0. As a consequence the recovery sequence can be
constructed by applying the previous construction to the pair (u, u⋆0).

(4) Analysis of the limiting functional. So far (1) - (3) yield Γ-convergence to a
limiting functional that is defined implicitly, namely by the relaxation construc-
tion in the last part of (2). Usually, by analyzing the limiting functional one
can find a simplified and streamlined presentation of the Γ-limit. In the example
above, this step was established by means of Lemma 3.3.3 and revealed that the
Γ-limit Ghom is a integral functional with an homogenized integrand fhom. In
homogenization the minimization problem

inf
ϕ∈W 1,p

per (Y )

∫

Y
f(x, y, F +∇y ϕ(y)) dy.

appearing in the definition of the homogenized integrand is called cell-problem.
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3. Integral functionals

Remark 3.3.4. The functional G0 already appeared in the seminal work by G. Allaire
in [All92]. A. Mielke and A. Timofte call G0 the two-scale Γ-limit of the sequence (Gε)
(see [MT07]).
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4. Gamma-convergence and the direct method

of the calculus of variations

In this section we recall the basic notion of Γ-convergence introduced by De Giorgi
in the 1970’s. Γ-convergence is a variational notion of convergence that is naturally
suited to study the asymptotic behavior of families of minimization problems that are
parametrized by a small parameter.

As a classical example, such a situation emerges in the homogenization of variational
problems where the physically interesting states are minimizers of an energy functional.
There the small parameter, say ε, has the meaning of a length scale that describes the
typical size of the microstructure of an oscillating material. A natural believe is that
one can use the smallness of ε to derive a reduced model that still captures the be-
havior of the situation in a sufficiently precise manner — at least from a macroscopic
perspective. The notion of Γ-convergence establishes a rigorous mathematical lan-
guage that allows to implement this idea by studying the convergence behavior of the
family of energy functionals as ε tends to zero. This procedure leads to a reduced
functional, called the Γ-limit, that roughly speaking captures the behavior of the situ-
ation for all small, but finite ε optimally. Furthermore, the notion of Γ-convergence is
tailor-made to guarantee (under suitable compactness conditions) the convergence of
minimizers and minima — and thus, “convergence of the physically interesting infor-
mation”.

Γ-convergence is closely related to Tonelli’s direct method of the calculus of varia-
tions, which is a classical way to prove the existence of minimizers for variational
problems. In the next section we describe this method and recall the notions of lower
semicontinuity and coercivity, which are the main ingredients of the direct method.
In Section 4.2 we briefly recall the notion of Γ-convergence and gather basic proper-
ties.

Our main aim is to fix the notation and to simplify the referencing in the subsequent
chapters of this contribution. For an extensive introduction and for the proofs of
the results in this chapter, we refer to the monographs of G. Dal Maso [DM93] and
I. Fonseca and G. Leoni [FL07].

4.1. The direct method of the calculus of variations

In the following, we always suppose thatX is a topological space.

Definition 4.1.1 (compactness). We say that a subset K ⊂ X is
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4. Gamma-convergence and the direct method

(a) sequentially compact, if every sequence in K has a subsequence which converges
to a point in K,

(b) relatively compact, if the closure of K is compact,

(c) relatively sequentially compact, if the closure of K is sequentially compact.

Definition 4.1.2 (lower semicontinuity). We say that a function F : X → R̄ is

(a) lower semicontinuous, if for all α ∈ R the set {x ∈ X : F (x) < α } is open,

(b) sequentially lower semicontinuous, if

F (x) ≤ lim inf
k→∞

F (xk)

for all x ∈ X and all sequences (xk) that converge to x in X.

Definition 4.1.3 (coercivity). We say that a function F : X → R̄ is coercive (resp.
sequentially coercive), if for all α ∈ R the set {x ∈ X : F (x) ≤ α } is compact (resp.
sequentially compact).

Remark 4.1.4. It is well known that in general the sequential notions are weaker than
the topological ones: In particular, lower semicontinuity implies sequential lower semi-
continuity, compactness implies sequential compactness and coercivity implies sequen-
tial coercivity. It is important to note that the converse is true when X is a
metric space (or more generally: a topological space that satisfies the first axiom of
countability).

Theorem 4.1.5 (The direct method of the calculus of variations). Let F : X → R̄

be sequentially coercive and sequentially lower semicontinuous. Then F attains its
minimum in X. Moreover, if F is not identically +∞, then every minimizing sequence
of has a convergent subsequence.

Proof. Without loss of generality we assume that F is not identically +∞. In this case
we have infX F <∞. Let (xn)n∈N be a minimizing sequence, i.e.

lim
n→∞

F (xn) = inf
X
F.

Because F is sequentially coercive, the sequence (or at least a suitable tail of the
sequence) lies in a sequentially compact set of X and we can pass to a subsequence
(xnk

) that converges to some x in X. In virtue of the sequential lower semicontinuity
of f we see that

inf
X
F ≤ F (x) ≤ lim inf

k→∞
F (xnk

) = lim
n→∞

F (xn) = inf
X
F.
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4.1. The direct method of the calculus of variations

The property of a point x to be a minimizer of a function F : X → R̄ is completely
independent of the topological structure of X. In contrast to this, the necessary
conditions for applying the direct method in order to prove existence of a minimizer are
of topological nature. Thus, the direct method permits a certain freedom of choosing
the topology of X. In this context it is important to note that the conditions of F
being coercive and lower semicontinuous, respectively, are antagonistic: The weaker
the topology, the easier it is for a function F to be coercive, but the harder it is for F
to be lower semicontinuous.

Integral functionals. In this thesis we frequently encounter situations where F is
a functional of the type

F : A → R̄, F (u) :=

∫

Ω

g(x,∇u(x)) dx

whereA is a convex and compact subset ofW 1,p(Ω;Rn), p ∈ (1,∞) and g : Ω×M(n) →
R ∪ {+∞} is a measurable integrand.

In view of Lemma 3.1.5, we already know necessary conditions for F being sequentially
lower semicontinuous:

• If g(x, ·) is lower semicontinuous, then F is lower semicontinuous with respect to
strong convergence in W 1,p(Ω;Rn).

• If g(x, ·) is lower semicontinuous and convex, then F is lower semicontinuous
with respect to weak convergence in W 1,p(Ω;Rn).

On the other hand, if g satisfies certain growth conditions, we can ensure that F is
coercive: For instance, assume that g satisfies

(4.1) c0 |A|p − c1 ≤ g(x,A) for all A ∈ M(n) and almost every x ∈ Ω

with some positive constants c0, c1. Then for each α ∈ R the sublevel sets Uα :=
{u ∈ A : F (u) ≤ α } satisfy

‖∇u‖pLp(Ω;M(n)) ≤
α+ c1
c0

for all u ∈ Uα.

Now suppose that A has a certain structure, in the sense that

(⋆) the norm in W 1,p(Ω;Rn) and the semi-norm u 7→ ‖∇u‖Lp(Ω;M(n))

induce the same topology on A.

Then the set Uα ⊂ W 1,p(Ω;Rn) is bounded with respect to the norm of W 1,p(Ω;Rn)
and since W 1,p(Ω;Rn) is reflexive, we deduce that Uα is sequentially compact with
respect to the weak topology. Moreover, since A is convex and compact, it is also
weakly compact and we see that Uα is a sequentially compact subset of A with respect
to the weak topology of W 1,p(Ω;Rn). Consequently, F is coercive with respect to the
weak topology whenever (⋆) is satisfied.

For this reason, we can apply the direct method and obtain the following existence
result:
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4. Gamma-convergence and the direct method

Corollary 4.1.6. Let Ω be an open and bounded subset of Rn, let A be a convex and
compact subset of W 1,p(Ω;Rn), p ∈ (1,∞) that satisfies (⋆) and let g : Ω×M(n) → R̄

be a measurable, convex and lower semicontinuous integrand (in the sense of Definition
3.1.4) that satisfies the p-growth condition (4.1). Consider the functional

F : A → R ∪ {+∞}, F (u) :=

∫

Ω

g(x,∇u(x)) dx.

Then F has a minimizer in A and every minimizing sequence admits a subsequence that
converges to a minimizer of F in A with respect to weak convergence in W 1,p(Ω;Rn).

If A is additionally contained in one of the sets
{
u ∈ L2(Ω;Rn) :

∫

Ω
u dx = m

}
with m ∈ R

{
u ∈ L2(Ω;Rn) : ‖u‖L2(Ω;Rn) ≤ c

}
with c > 0

{
u ∈W 1,p(Ω;Rn) : (u− g) ∈W 1,p

Γ,0(Ω;R
n)
}

with g ∈W 1,p(Ω;Rn)

and Γ ⊂ ∂Ω with positive measure,

then A satisfies (⋆). This can be easily shown by means of the Poincaré and Poincaré-
Friedrichs inequality, respectively. In elasticity (in particular in linear elasticity) the
integrand g does not satisfy the standard p-growth condition, but rather a growth
condition of Korn-type, i.e.

c0 |symA|p − c1 ≤ g(x,A) for all A ∈ M(n) and almost every x ∈ Ω.

In this case the sequential coercivity of the associated integral functional can be shown
for a wide class of domains A in a similar way by using Korn’s inequality. Moreover, we
like to remark that for non-convex integrands the notion of quasi-convexity is (under
suitable growth-conditions) a sufficient as well as necessary condition for an integral
functional to be weakly sequentially lower semicontinuous.

4.2. Gamma-convergence

Let X be a topological space. We denote the set of all open neighborhoods of x in X
by N (x) and consider a sequence of functions (Fh) from X to the extended reals R̄,
where (h) denotes a vanishing sequence of positive numbers.

Definition 4.2.1 (Γ-convergence (see DalMaso [DM93])). The lower Γ-limit and the
upper Γ-limit of the sequence (Fh) are the functions from X to R̄ defined by

(Γ-lim inf
h→0

Fh)(x) = sup
U∈N (x)

lim inf
h→0

inf
y∈U

Fh(y)

(Γ-lim sup
h→0

Fh)(x) = sup
U∈N (x)

lim sup
h→0

inf
y∈U

Fh(y)
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If there exists a function F from X to R̄ such that

Γ-lim inf
h→0

Fh = Γ-lim sup
h→0

Fh = F,

then we write F = Γ-lim
h→0

Fh or Fh
Γ−→ F and we say that the sequence (Fh) Γ-converges

to F (in X) and call F the Γ-limit of (Fh) (in X).

Lemma 4.2.2. The lower (upper) Γ-limit of a sequence of functions from X to R̄ is
lower semicontinuous.

Definition 4.2.3 (equi-coercivity). We say (Fh) is equi-coercive (on X), if there exists
a lower semicontinuous coercive function Ψ : X → R̄ such that Fh ≥ Ψ on X for each
h.

Proposition 4.2.4 (Convergence of minima and minimizers). Let (Fh) be equi-coercive
sequence of functions from X to R̄ and suppose that (Fh) Γ-converges to F in X. Then

(1) F is coercive and

min
x∈X

F (x) = lim
h→0

inf
x∈X

Fh(x).

(2) Suppose that minx∈X F (x) ∈ R. Let (xh) be a sequence of almost minimizers,
i.e.

lim sup
h→0

(
Fh(xh)− inf

x∈X
Fh(x)

)
= 0,

then (xh) is sequentially compact and any cluster point of the sequence is a min-
imizer of F .

Proposition 4.2.5 (Stability with respect to continuous perturbations). Let (Fh) be
a sequence of functions from X to R̄ and suppose that (Fh) Γ-converges to F in X. If
G : X → R is a continuous function, then (Fh +G) Γ-converges to F +G in X.

Γ-convergence in metric spaces. The definition of Γ-convergence in a general
topological space is quite cumbersome. Nevertheless, in the case where X is a metric
space, Γ-convergence can be characterized sequentially. Moreover, we are going to see
that in most cases we can stick to this sequential characterization.

Definition 4.2.6. The sequential lower Γ-limit and the sequential upper Γ-limit of
the sequence (Fh) are the functions from X to R̄ defined by

seq - Γ-lim inf
h→0

Fh(x) = inf
{
lim inf
h→0

Fh(xh) : (xh) ⊂ X, xh → x },

seq - Γ-lim sup
h→0

Fh(x) = inf
{
lim sup
h→0

Fh(xh) : (xh) ⊂ X, xh → x }.

If there exists a function F from X to R̄ such that
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4. Gamma-convergence and the direct method

(a) for every x ∈ X and for every sequence (xh) converging to x in X we have

F (x) ≤ lim inf
h→0

Fh(xh)

(b) for every x ∈ X there exists a sequence (xh) converging to x in X such that

F (x) = lim
h→0

Fh(xh),

then we say that the sequence (Fh) sequentially Γ-converges to F (in X) and set
seq - Γ-lim

h→0
Fh := F .

Proposition 4.2.7 ([DM93]). Assume that (X, d) is a metric space (or more general:
a first countable topological space). Then the sequential Γ-lower (upper) limit is equal to

the Γ-lower (upper) limit. In particular Fh
Γ−→ F in X, if and only if (Fh) sequentially

Γ-converges to F .

In most applications in this thesis we study functionals defined on a subspace of X :=
W 1,p(Ω;Rn) endowed with the weak topology. For p ∈ (1,∞) the space X is a reflexive
Banach space, and therefore the topology of a norm bounded subsets ofX is metrizable.
As a consequence of this observation we obtain the following:

Proposition 4.2.8 (Γ-convergence w.r.t. weak convergence). Assume that X is a
reflexive Banach space endowed with its weak topology and that the sequence (Fh) is
equi-coercive in the weak topology of X. Then the lower Γ-limit and the sequential
lower Γ-limit are equal and the sequence Γ-converges if and only if it sequentially Γ-
converges.
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Part II.

Variational multiscale methods for integral

functionals
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5. Linearization and homogenization commute

in finite elasticity

5.1. Introduction and main result

In this chapter we consider integral functionals of the type

(5.1) u 7→
∫

Ω

W (x/ε,∇u(x)) dx, u ∈W 1,p(Ω;Rn)

where ε is a small positive scale parameter, Ω an open, bounded Lipschitz domain
in R

n with n ≥ 2 and W : R
n×M(n) → R ∪ {+∞} is a measurable integrand,

Y := [0, 1)n-periodic in its first variable.

Functionals of this type model various situations in physics and engineering. We are
particularly interested in applications to elasticity. In this context, the integral in (5.1)
is the elastic energy of a periodic composite material with period ε that is deformed
by the map u : Ω → R

n. The matrix

∇u(x) :=
(
∂1u(x) · · · ∂nu(x)

)
∈ M(n)

is called deformation gradient. We are interested in situations where ε is small, which
means that the scale of the composite’s microstructure and the macroscopic dimension
of the body are clearly separated.

In situations where the deformation is close to a rigid deformation, say |∇u− Id| ∼ h,
it is convenient to consider the energy

(5.2) Ih,ε(g) :=
1

h2

∫

Ω
W (x/ε, Id+ h∇g(x)) dx, g ∈W 1,p(Ω;Rn)

which is a scaled, but equivalent formulation of (5.1) by means of the (scaled) dis-
placement

g(x) :=
u(x)− x

h
.

For small parameters ε and h it is natural to hope that we can replace the functional
(5.2) by an effective model, which is simpler than the initial one, but nevertheless
catches the essential behavior of the original model from a macroscopic perspective.
In this context, the limit h → 0 corresponds to linearization, while the theory of
homogenization renders a rigorous way from (5.1) to a simplified model by analyzing
the asymptotic behavior of (5.1) as ε→ 0.
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5. Linearization and homogenization commute in finite elasticity

It is well known that in the case where W is convex and of polynomial growth with
respect to its second component, the homogenization of (5.1) is the integral func-

tional
∫
ΩW

(1)
hom(∇u(x)) dx, where the homogenized integrand is given by the one-cell

homogenization formula

W
(1)
hom(F ) := inf





∫

Y

W (y, F +∇ϕ(y)) dy : ϕ ∈W 1,p
per(Y ;Rn)



 .

This result goes back to P. Marcellini [Mar78] and was extensively studied with various
methods (cf. e.g. [Tar77], [Tar09], [DM93], [All92]).

In contrast, for non-convex potentials typically instabilities may arise in the homoge-
nization procedure — even when the one-cell homogenization formula predicts no loss
of rank-one convexity (see [AT84, TM85, GMT93]). For this reason, it turns out that
the relaxation of W over one periodicity cell Y is not sufficient for homogenization in
the non-convex setting. Nevertheless, A. Braides [Bra85] and S. Müller [Mül87] showed
in the 1980s that in the case where W satisfies a growth-, coercivity- and Lipschitz
condition of order p, i.e.

(5.3)

{
1
C |F |p − C ≤W (y, F ) ≤ C(1 + |F |p) and

|W (y, F )−W (y,G)| ≤ C(1 + |F |p−1 + |G|p−1) |F−G|

for a positive constant C, the functional (5.1) can be homogenized in the sense of Γ-
convergence and the Γ-limit is an integral functional of type (5.1) with an homogenized
integrand given by the multi-cell homogenization formula

W
(mc)
hom (F ) := inf

k∈N
inf





1

kn

∫

kY

W (y, F+∇ϕ(y)) dy : ϕ ∈W 1,p
per(kY ;Rn)



 .

With regard to linearization, G. Dal Maso, M. Negri and D. Percivale treated in
[Per99] the limit h → 0 of the functional (5.2) (for fixed ε and subject to Dirichlet
boundary data) and derived linear elasticity as a Γ-limit of finite elasticity. They
assumed, as it is common in elasticity, that the reference configuration is a natural
state, i.e.

W (y, Id) = 0 and W (y, F ) ≥ 0(W2)

and considered frame indifferent stored energy functions that are of class C2 in a neigh-
borhood of SO(n) and that satisfy the non-degeneracy condition

W (y, F ) ≥ C dist2(F, SO(n))(W3)

where C is a positive constant. In [MN10] we proved a variant of their argument (see
Theorem 5.3.10 below) which is adapted to the (slightly weaker) assumption that W
has a quadratic Taylor expansion at the identity, i.e.

(W4) ∃Q ∈ Q(Y ;n) : lim sup
G→0
G 6=0

ess sup
y∈Y

|W (y, Id+G)− 〈L(y)G, G〉|
|G|2

= 0.
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5.1. Introduction and main result

Here Q(Y ;n) denotes the set of all measurable integrands Q : Y×M(n) → R that are
Y -periodic in the first, quadratic in the second variable and bounded in the sense that
ess supy∈Rn sup|G|=1Q(y,G) <∞.

A natural approach to derive an effective model for the situation where both fine-scales
ε and h are small, is to consecutively pass to the limits corresponding to homogeniza-
tion and linearization. Obviously, there are two different orderings to do so, namely
linearization after homogenization and vice versa. It is stringent to ask whether both
ways lead to the same result. In other words:

Do linearization and homogenization commute in finite elasticity?

For W satisfying (W2), (W3), (W4) and (5.3) the author proved in joint work with
S. Müller (see [MN10]) that homogenization and linearization commute indeed. We
stated this result on the level of the integrands, as well as in the language of Γ-
convergence on the level of the corresponding functionals. A key insight in [MN10]

is the observation that the homogenized integrand W
(mc)
hom admits a quadratic Taylor

expansion at Id, the quadratic term of which is given by the homogenization of the
quadratic term in the expansion of W (x/ε, ·), i.e.

(5.4) lim sup
G→0
G 6=0

∣∣∣W (mc)
hom (Id+G)−Qhom(G)

∣∣∣
|G|2

= 0.

We like to remark that assumption (5.3) guarantees that the homogenization of (5.2)

can be expressed by means of the homogenized integrand W
(mc)
hom . However, the very

same assumption (particularly the p-growth condition) excludes stored energy func-
tions with the physical behavior

W (y, F ) = +∞ if detF ≤ 0 and W (y, F ) → +∞ as detF → 0.(5.5)

In this chapter we extend the results in [MN10] to stored energy functionsW that only
need to satisfy (W2), (W3), (W4). In particular, we can take elastic potentials fulfilling
(5.5) into account. More precisely, we consider the functionals

Ih,ε(g) :=





1

h2

∫

Ω

W (x/ε, Id+ h∇g(x)) dx if g ∈W 1,2
Γ,0(Ω;R

n)

+∞ else,

Iε
lin(g) :=





∫

Ω

Q(x/ε,∇g(x)) dx if g ∈W 1,2
Γ,0(Ω;R

n)

+∞ else,

I(g) :=





∫

Ω

Qhom(∇g(x)) dx if g ∈W 1,2
Γ,0(Ω;R

n)

+∞ else.
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Here Qhom(·) denotes the homogenization of the quadratic integrand Q from the ex-
pansion (W4), i.e.

Qhom(F ) := min





∫

Y

Q(y, F +∇ϕ) dy : ϕ ∈W 1,2
per,0(Y ;Rn)



 .(5.6)

Moreover, W 1,2
Γ,0(Ω;R

n) denotes the space of functions u ∈ W 1,2(Ω;Rn) with u = 0
on Γ ⊂ ∂Ω. We suppose that Γ is a measurable subset of ∂Ω with positive n−1-
dimensional Hausdorff measure and satisfies the (regularity) property that

W 1,∞(Ω;Rn) ∩W 1,2
Γ,0(Ω;R

n)

is strongly dense in W 1,2
Γ,0(Ω;R

n).

Remark 5.1.1. Conditions (W3) and (W4) imply that the quadratic form Q is an
integrand in L∞

per(Y ;C(M(n))) and a positive semidefinite quadratic form with respect
to its second component. Moreover, by the non-degeneracy condition (W3) we see that
Q(y, ·) restricted to the subspace of symmetric n×n matrices is positive definite and
in particular we have

Q(y, F ) ≥ C |symF |2

where C is the constant from condition (W3) (see Lemma 5.2.4 below). As a conse-
quence, it is not difficult to see that for fixed F ∈ M(n) the right hand side of (5.6) is
a minimization problem that has a unique minimizer, say ϕF ∈ W 1,2

per,0(Y ;Rn), which
is characterized by the Euler-Lagrange equation

(5.7)

∫

Y
〈L(y)(F +∇ϕF (y)), ∇ψ(y)〉 dy = 0 for all ψ ∈W 1,2

per,0(Y ;Rn)

where L ∈ L∞
per(Y ;Tsym(n)) is the fourth order tensor field defined by

〈L(y)A, B〉 = 1

2
(Q(y,A+B)−Q(y,A)−Q(y,B) )

for A,B ∈ M(n) and a.e. y ∈ R
n. This observation relies on the fact thatW 1,2

per,0(Y ;Rn)
is a Banach space and that

ϕ 7→
∫

Y
Q(y,∇ϕ(y)) dy

is a norm on W 1,2
per,0(Y ;Rn) that is equivalent to the standard norm, as can be seen

in virtue of Korn’s inequality for periodic maps (see Proposition A.1.3), the ellipticity
estimate (5.24) and the constraint

∫
Y ϕ dy = 0. If W is additionally frame indifferent,

then Q(y, F ) vanishes for skew symmetric F and we can replace ∇g by sym∇g in the
definition of Iε

lin and I; thus, both energies indeed apply to linearized elasticity.

Our main results are the following:
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Theorem 5.1.2. Suppose that W satisfies (W2), (W3), (W4) and consider the func-
tional

Ih
hom(g) := inf

{
lim inf
ε→0

Iε,h(gε) : (gε) ⊂ L2(Ω;Rn)

with gε → g strongly in L2(Ω;Rn)
}
.

Then
Γ-lim
h→0

Ih
hom = I

with respect to strong convergence in L2(Ω;Rn).

(For the proof see page 69).

Theorem 5.1.3. Suppose that W satisfies (W2), (W3), (W4). Then the following
diagram commutes

(5.8)

Iε,h (1)−−−−→ Iε
lin

(2)

y
y(3)

Ih
hom −−−−→

(4)
I0

Here (1), (4) and (3) mean Γ-convergence w.r.t. to strong convergence in L2(Ω;Rn)
as h → 0 and ε → 0, respectively; while (2) means that Ih

hom = Γ-lim infε→0 Iε,h with
respect to strong convergence in L2(Ω;Rn).

(For the proof see page 72).

The functional Ih
hom defined in Theorem 5.1.2 is exactly the lower Γ-limit of the se-

quence (Iε,h)ε with respect to strong convergence in L2(Ω;Rn) (see Definition 4.2.1).
In contrast to the Γ-limit, the lower Γ-limit of a sequence always exists. Moreover, if
a sequence is Γ-convergent, then by definition the lower Γ-limit and the Γ-limit itself
are equal. As a consequence, if in the situation of the previous two theorems W ad-
ditionally satisfies (5.3), then (as already mentioned) (Iε,h)ε is Γ-convergent and we
particularly have

Ih
hom(g) =





1

h2

∫

Ω

W
(mc)
hom (Id+ h∇g(x)) dx if g ∈W 1,2

Γ,0(Ω;R
n)

+∞ else.

Thus, Theorem 5.1.2 and Theorem 5.1.3 comprise the corresponding results in [MN10]
as a special case.

The theorems are accompanied by the following equi-coercivity results.

Proposition 5.1.4. Suppose that W satisfies (W2), (W3), (W4) and set

Ψ(g) :=

{
‖g‖2W 1,2(Ω;Rn) if g ∈W 1,2

Γ,0(Ω;R
2),

+∞ else.
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5. Linearization and homogenization commute in finite elasticity

(1) The map Ψ : L2(Ω;Rn) → [0,∞] is lower semicontinuous and coercive in the
strong topology.

(2) There exists a positive constant C such that

min
{
Iε,h(g), Ih

hom(g)
}
≥ C Ψ(g)

for all g ∈ L2(Ω;Rn) and all h, ε > 0.

(3) There exists a positive constant C such that

min { Iε
lin(g), I(g), } ≥ C Ψ(g)

for all g ∈ L2(Ω;Rn) and all ε > 0.

(For the proof see page 66).

In contrast to the situation considered in [MN10] where Ih
hom matches the Γ-limit of

Iε,h (corresponding to homogenization) and is given by the multi-cell homogenization
formula, the energy Ih

hom is a lower Γ-limit and cannot be represented by an explicit
formula in the setting considered here. As a consequence, it turns out to be imperative
to understand the behavior of (Iε,h) as ε, h simultaneously tend to zero. This is done
by means of a novel two-scale linearization result which we present in the next section.
Moreover, we prove — as a by-product — that I is also the Γ-limit of Iε,h as ε and h
simultaneously converge to zero:

Theorem 5.1.5. Suppose that W satisfy (W2), (W3), (W4) and let ε : (0,∞) →
(0,∞) be a map with limh→0 ε(h) = 0. Then

Γ-lim
h→0

Iε(h),h = I

with respect to strong convergence in L2(Ω;Rn).

(For the proof see page 74).

5.2. Simultaneous linearization and homogenization of

elastic energies

In this section we prove a two-scale linearization result with the capability to capture
the two-scale limiting behavior of functionals of the type

L2(Ω;M(n)) ∋ G 7→ 1

h2

∫

Ω
W (x, x/ε, Id+ hG(x)) dx

as h and ε simultaneously converge to 0. The result is a useful tool — not only for
the analysis in this part of the thesis, but also for the subsequent chapters. For this
reason we state the result in a setting that is more general as it is necessary for the
specific problem considered in Theorem 5.1.2.
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Theorem 5.2.1. Let W : Ω×R
n×M(n) → R be a measurable integrand satisfying

W (x, y, Id) = 0 and W ≥ 0.

Suppose that there exists

L ∈ C(Ω;L∞
per(Y ;Tsym(n)))

such that

(5.9) lim sup
G→0
G 6=0

ess sup
(x,y)∈Ω×Rn

|W (x, y, Id+G)− 〈L(x, y)G, G〉|
|G|2

= 0.

Let ε : (0,∞) → (0,∞) be a map with limh→0 ε(h) = 0.

(1) Let (Gh) ⊂ L2(Ω;M(n)) converge weakly two-scale to G in L2(Ω×Y ;M(n)).
Then

lim inf
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh) dx ≥

∫∫

Ω×Y

〈L(x, y)G, G〉 dy dx.

(2) Let (Gh) ⊂ L2(Ω;M(n)) converge strongly two-scale to G in L2(Ω×Y ;M(n)) and
suppose that

lim sup
h→0

ess sup
x∈Ω

|hGh(x)| = 0.

Then

lim
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh) dx =

∫∫

Ω×Y

〈L(x, y)G, G〉 dy dx.

Here, two-scale convergence is understood with respect to the fine-scale ε=ε(h).

Remark 5.2.2. The measurability of W has to be understood in the sense Defini-
tion 3.1.1.

Proof of Theorem 5.2.1. For convenience we set

Q(x, y, F ) := 〈L(x, y)F, F 〉 .

We like to remark that the assumptions on W straightforwardly imply that there exist
a closed ball K ⊂ M(n) with center 0 and a monotone map ρ : [0,∞) → [0,∞) with
limr→0 ρ(r) = ρ(0) = 0 such that

(5.10) |W (x, y, Id+ F )−Q(x, y, F )| ≤ ρ(|F |) |F |2

for all F ∈ K ⊂ M(n) and a.e. (x, y) ∈ Ω×R
n.

Step 1. We prove the lower bound statement (1). The proof relies on a “careful Taylor
expansion” of W used in [FJM02]. We extend their idea with regard to two-scale
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5. Linearization and homogenization commute in finite elasticity

convergence. Roughly speaking, the strategy is the following: Because of the quadratic
expansion ofW (condition (W4)), we can approximateW (x, y, Id+F ) by means of the
quadratic form Q provided |F | is small enough. This suggests to split Ω into a good
set Ωh, where |hGh(x)| is sufficiently small, and a bad set Ωc

h = Ω \ Ωh. On the good
set we approximate W by the quadratic expansion and then obtain a lower bound by
means of the lower semicontinuity of convex integral functionals. On the bad set the
non-negativity of W allows us to ignore the energy portion generated in Ωc

h without
increasing the energy. Since the measure of the bad set becomes negligible as h → 0,
it turns out that the decomposition above is sufficiently precise.

For the rigorous proof define

Ωh := {x ∈ Ω : |Gh(x)| ≥ h−1/2 }

and let 1Ωh
denote the indicator function associated to Ωh. We consider the sequence

(G̃h) defined by
G̃h := 1Ωh

Gh.

Because (Gh) weakly two-scale converges to G, we can apply Lemma 2.3.2 and deduce
that G̃h weakly two-scale converges to G in L2(Ω×Y ;M(n)) as well.

Due to the non-negativity of W we trivially have

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh(x)) dx ≥ 1

h2

∫

Ω
W (x, x/ε(h), Id+ hG̃h(x)) dx.

Because of the estimate ess supx∈Ω

∣∣∣hG̃h(x)
∣∣∣ ≤ h1/2, we deduce that for almost every

x ∈ Ω the matrix hG̃(x) belongs to the closed ball K ⊂ M(n) — provided h is small
enough. Hence, for small h we can approximate the right hand side in the previous
estimate by means of the quadratic form Q (cf. (5.10)):

1

h2

∫

Ω
W (x, x/ε(h), Id+hG̃h(x)) dx ≥

∫

Ω
Q(x, x/ε(h), G̃h(x)) dx−ρ(h1/2)

∥∥∥G̃h

∥∥∥
2

L2(Ω;M(n))
.

The quadratic functional on the right hand side is lower semicontinuous with respect
to weak two-scale convergence in L2(Ω×Y ;M(n)) (see Proposition 3.2.2), while the
remainder vanishes as h → 0 due to the boundedness of (G̃h) and limh→0 ρ(h) = 0.
Since (G̃h) two-scale converges to G, we infer that

lim inf
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh(x)) dx ≥

∫∫

Ω×Y

Q(x, y,G(x, y)) dx dy.

Step 2. We prove statement (2). By assumption the matrix hGh(x) belongs to K for
a.e. x ∈ Ω provided h is sufficiently small. Hence, (5.10) implies that

lim sup
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh(x)) dx

≤ lim sup
h→0

1

h2

∫

Ω
Q(x, x/ε(h), Id+ hGh(x)) dx+ lim sup

h→0

∫

Ω
ρ(|hGh(x)| |Gh(x)|2 dx.
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The second integral vanishes since ρ(h |Gh(x)|) → 0 uniformly. The first integral is a
quadratic functional that is continuous with respect to strong two-scale convergence

(see Proposition 3.2.2). Since Gh
2−→ G strongly two-scale, we can pass to the limit

and obtain

lim sup
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh(x)) dx ≤

∫∫

Ω×Y

Q(x, y,G(x, y)) dx dy.

On the other side we can apply statement (1) of the current theorem and deduce that

∫∫

Ω×Y

Q(x, y,G(x, y)) dx dy ≤ lim inf
h→0

1

h2

∫

Ω
W (x, x/ε(h), Id+ hGh(x)) dx.

Now the combination of both estimates imply the claimed convergence and the proof
is complete.

Below we give a sufficient condition for the requirements in Theorem 5.2.1 by means
of the regularity of W in a neighborhood of Id.

Lemma 5.2.3. Let W : Ω×R
n×M(n) → R be a measurable integrand. Assume that

W is Y -periodic in its second variable and satisfies

W (x, y, Id) = 0 and W ≥ 0.

If there exists a closed set U ⊂ M(n) containing Id such that W restricted to Ω×Y×U
belongs to the space

C(Ω;L∞
per(Y ;C2,1(U))),

then W satisfies the assumptions of the previous theorem and L is the unique map in
C(Ω;L∞

per(Y ;Tsym(n))) satisfying

(5.11) 〈L(x, y)G, G〉 = 1

2

∂2W

∂F 2
(x, y, Id)[G,G]

for all G ∈ M(n), x ∈ Ω and a.e. y ∈ Y .

Proof. Set

Q(x, y,G) :=
1

2

∂2W

∂F 2
(x, y, Id)[G,G]

and let L(x, y) ∈ Tsym(n) denote the unique symmetric tensor with

〈L(x, y)G, G〉 = Q(x, y,G) for all G ∈ M(n).

Since W ∈ C(Ω;L∞
per(Y ;C2,1(U))) with Id ∈ U and due to the periodicity of W , the

map (x, y) 7→ L(x, y) belongs to C(Ω;L∞
per(Y ;Tsym(n)).
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We prove (5.9). To this end let K denote a closed ball in M(n) with center 0 and
K + Id ⊂ U . Let G ∈ K. Then the line segment { Id+ sG : s ∈ [0, 1] } belongs to K
and a quadratic Taylor expansion of W with center Id yields

(5.12) W (x, y, Id+G) =W (x, y, Id) +
∂W

∂F
(x, y, Id)[G]

+

∫ 1

0
(1− s)

∂2W

∂F 2
(x, y, Id+ sG)[G,G] ds.

for a.e. (x, y). Now the first two terms on the right hand side are zero, sinceW (x, y, Id)

is the minimum of W . By assumption, the map G 7→ ∂2W
∂F 2 (x, y, Id + G) is Lipschitz

continuous with a constant L > 0 uniform in (x, y). This implies
∣∣∣∣
∂2W

∂F 2
(x, y, Id+ F )[H,H]−Q(x, y,H)

∣∣∣∣ ≤ L |F | |H|2

for all F ∈ K, H ∈ M(n) and a.e. (x, y). We apply this estimate to (5.12) end deduce
that

|W (x, y, Id+G)−Q(x, y,G)| =
∣∣∣∣
∫ 1

0
(1− s)

∂2W

∂F 2
(x, y, Id+ sG)[G,G] ds−Q(x, y,G)

∣∣∣∣

≤L |G|
∫ 1

0
(1−s)s ds |G|2

for all G ∈ K and a.e. (x, y). Thus,

lim sup
G→0
G 6=0

ess sup
(x,y)∈Ω×Rn

|W (x, y, Id+G)− 〈L(x, y)G, G〉|
|G|2

= 0.

In the next lemma we gather some properties of L(x, y) for the situation where W is
related to finite elasticity.

Lemma 5.2.4. Let W : Ω×R
n×M(n) → R be a measurable integrand. Suppose that

Id is a natural state, i.e. W (x, y, Id)=0 for a.e. (x, y) ∈ Ω×R
n, and that W satisfies

the non-degeneracy condition

∃C > 0 : ess inf
(x,y)∈Ω×Rn

W (x, y, F ) ≥ C dist2(F, SO(n)) for all F ∈ M(n).

Suppose that there exists a symmetric second order tensor field

L ∈ L∞(Ω×R
n;Tsym(n))

such that

(5.13) lim sup
G→0
G 6=0

ess sup
(x,y)∈Ω×Rn

|W (x, y, Id+G)− 〈L(x, y)G, G〉|
|G|2

= 0.

Then:
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(1) There exists a constant C > 0 such that

ess inf
(x,y)∈Ω×Rn

〈L(x, y)G, G〉 ≥ c |symG|2

for all G ∈ M(n).

(2) If W is additionally frame indifferent, i.e.

W (x, y, F ) =W (x, y,RF ) for all F ∈ M(n), R ∈ SO(n)

and a.e. (x, y) ∈ Ω×R
n, then

〈L(x, y) skewG, skewG〉 = 0

〈L(x, y)F, G〉 = 〈L(x, y)G, F 〉 = 〈L(x, y) symG, F 〉 = 〈L(x, y) symG, symF 〉 .

for a.e. (x, y) and all matrices G,F ∈ M(n).

Proof. Set
Q(x, y,G) := 〈L(x, y)G, G〉 .

Step 1. Let G ∈ M(n). By assumption we have for all sufficiently small h > 0

(5.14)

∣∣∣∣
1

h2
W (x, y, Id+ hG)−Q(x, y,G)

∣∣∣∣ ≤ ρ(h |G|) |G|2

with ρ(r) → 0 as r tends to zero. This implies

(5.15) lim
h→0

1

h2
W (x, y, Id+ hG) = Q(x, y,G).

Moreover, in view of the non-degeneracy condition we compute

Q(x, y,G) ≥ C lim inf
h→0

{
1

h2
dist2(Id+ hG, SO(n))− ρ(h |G|) |G|2

}

for some uniform constant C. If h is small enough, the matrix Id + hG has positive
determinant. Hence, we can factorize it by means of the polar factorization as

Id+ hG = Rh

√
(Id+ hG)T(Id+ hG)

where Rh is a suitable rotation. We can rewrite the distance to SO(n) in terms of this
factorization and obtain

dist2(Id+ hG, SO(n)) =

∣∣∣∣
√
(Id+ hG)T(Id+ hG)− Id

∣∣∣∣
2

.

Since

lim
h→0

√
(Id+ hG)T(Id+ hG)− Id

h
= symG,

(5.14) yields statement (1).
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Step 2. Let G ∈ M(n) and h > 0 sufficiently small, so that det(Id+ hG) > 0. Then

W (x, y, Id+ hG) =W

(
x, y, Id+ h

√
(Id+ hG)T(Id+ hG)− Id

h

)

as can be seen by a polar factorization and frame indifference. Since

√
(Id+ hG)T(Id+ hG)− Id

h
→ symG,

we deduce from (5.14) that 1
h2W (x, y, Id + hG) → Q(x, y, symG) and a comparison

with (5.15) yields the identity

Q(x, y,G) = Q(x, y, symG).

Now the claimed identities follow from the previous identity and the formula

2 〈L(x, y)G, F 〉 = Q(x, y, F +G)−Q(x, y, F )−Q(x, y,G).

5.3. Proof of the main results

5.3.1. Equi-coercivity

In this section, we prove that the non-degeneracy condition (W3) and the Dirichlet
boundary condition yield equi-coercivity of the functionals Iε,h, Ih

hom, Iε
lin and I with

respect to strong convergence in W 1,2(Ω;Rn) — as it is stated in Proposition 5.1.4.
The proof for Iε,h, Ih

hom relies on the following estimate:

Proposition 5.3.1. There exists a positive constant C such that

(5.16)

∫

Ω
dist2(Id+ h∇g(x), SO(n)) dx ≥ C h2 ‖g‖2W 1,2(Ω;Rn)

for all g ∈W 1,2
Γ,0(Ω;R

n).

A variant of the previous proposition can be found along the lines in [Per99]. For
the sake of completeness we briefly sketch the proof, which roughly speaking relies on
two observations. The first one is a consequence of the geometric rigidity estimate (see
Theorem 5.3.2 below) and says that we can approximate the map x 7→ Id+h∇g(x) by
a constant rotation, say Rh ∈ SO(n), in such a way that the L2-distance is controlled
by the left hand side of inequality (5.16).
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Theorem 5.3.2 (Geometric rigidity [FJM02]). Let U be a bounded Lipschitz domain
in R

n, n ≥ 2. There exists a constant C(U) with the following property: For each
v ∈W 1,2(U ;Rn) there is an associated rotation R ∈ SO(n) such that

∫

U

|∇v(x)−R|2 dx ≤ C(U)

∫

U

dist2(∇v(x), SO(n)) dx.

Moreover, the constant C(U) is invariant under uniform scaling of U .

The second insight is that the Dirichlet boundary condition imposed on Γ ⊂ ∂Ω implies
that the rotation Rh is close to Id; namely, we are going to show that

∣∣h−1(Rh − Id)
∣∣2

can be controlled by the left hand side of (5.16) as well. In this regard we need the
following result:

Lemma 5.3.3. Let Γ ⊂ ∂Ω be a bounded Hn−1-measurable set with 0 < Hn−1(Γ) <
+∞. Define for F ∈ M(n)

|F |2Γ := min
c∈Rn

∫

Γ
|Fx− c|2 dHn−1(x).

Then there exists a positive constant C such that

|F |2 ≤ C |F |2Γ for all F ∈ MC(n)

where MC(n) denotes the union of the cone generated by Id − SO(n) and the set of
skew symmetric matrices in M(n).

(For the proof see Lemma 3.3 in [Per99].)

Proof of Proposition 5.3.1. Let h > 0 and g ∈ W 1,2
Γ,0(Ω;R

n). Due to Theorem 5.3.2
there exists a rotation R ∈ SO(n) with

(5.17)

∫

Ω
|Id+ h∇g(x)−R|2 dx ≤ c′

∫

Ω
dist2(Id+ h∇g(x), SO(n)) dx.

Here and below, c′ denotes a positive constant that may change from line to line, but
can be chosen independent of h and g. Since g vanishes on Γ ⊂ ∂Ω, we have

‖g‖2W 1,2(Ω;Rn) ≤ c′
∫

Ω
|∇g(x)|2 dx

due to the Poincaré-Friedrichs inequality (see Proposition A.1.1). By means of the
decomposition

h∇g(x) = (Id+ h∇g(x)−R)− (Id−R)

inequality (5.17) implies

h2 ‖g‖2W 1,2(Ω;Rn) ≤ c′
(∫

Ω
dist2(Id+ h∇g(x), SO(n)) dx+ |Id−R|2

)
.
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Hence, it remains to prove that the distance |Id−R|2 can be controlled by the right
hand side of (5.17) as well. To this end, we define

u(x) := (Id−R)x+ hg(x)− uΩ with uΩ :=
1

Hn(Ω)

∫

Ω
(Id−R)x+ hg(x) dx.

The map u belongs to W 1,2(Ω;Rn) and has vanishing mean value; thus, the Poincaré
inequality and the continuity of the trace operator imply

∫

Γ
|u(x)|2 dHn−1(x) ≤ c′

∫

Ω
|∇u(x)|2 dx.

Since g(x) = 0 for x ∈ Γ, we have u(x) = (Id − R)x + uΩ for all x ∈ Γ and Lemma
5.3.3 yields

|Id−R|2 ≤ C |Id−R|2Γ ≤ c′
∫

Γ
|u(x)|2 dHn−1(x)

≤ c′
∫

Ω
|∇u(x)|2 dx.

On the other hand, we have ∇u(x) = Id+h∇g(x)−R and in view of (5.17) we obtain
the estimate

(5.18) |Id−R|2 ≤ c′
∫

Ω
dist2(Id+ h∇g(x), SO(n)) dx,

which completes the proof.

Remark 5.3.4. The presence of a boundary condition is crucial in Proposition 5.3.1.
For instance, let R denote an arbitrary rotation that is different from Id. Consider the
displacement

gh(x) :=
R− Id

h
x.

Then the gradient of the deformation x 7→ x+ hgh(x) belongs to SO(n) for all x and
the left hand side in (5.16) vanishes. But we have

lim inf
h→0

h2
∫

Ω
|∇gh|2 dx > 0.

Remark 5.3.5. The estimate in Proposition 5.3.1 is also valid for periodic functions.
In particular we showed in [MN10] the following: There exists a positive constant C
such that

1

h2

∫

kY
dist2(Id+ h∇ψ(x), SO(n)) dx ≥ C

∫

kY
|∇ψ(x)|2 dx

for all h > 0, k ∈ N and maps ψ ∈W 1,2
per(kY ;Rn).

Proof of Proposition 5.1.4, statement (1) and (2). Step 1. We prove (1). Let (gj) be
a strongly convergent sequence in L2(Ω;Rn) with limit g. We have to show that

(5.19) lim inf
j→∞

Ψ(gj) ≥ Ψ(g).
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For the proof we only have to consider the situation where the left hand side is finite. In
this case we can pass to a subsequence (not relabeled) with supj Ψ(gj) <∞ such that
limj→∞Ψ(gj) exists and equals the left hand side of (5.19). Obviously, this implies
that (gj) is a bounded sequence in W 1,2(Ω;Rn) and satisfies the vanishing Dirichlet
boundary condition on Γ. We conclude that (gj) weakly converges to g in W 1,2(Ω;Rn)
and that g satisfies the boundary condition as well. Now (5.19) directly follows from
the lower semicontinuity of the norm with respect to weak convergence.

Step 2. Due to the non-degeneracy condition and the fact that Iε,h can only be finite

for maps in W 1,2
Γ,0(Ω;R

n), Proposition 5.3.1 implies that

(5.20) Iε,h(g) ≥ c0Ψ(g) for all g ∈ L2(Ω;Rn)

for a positive constant c0. Let g ∈ L2(Ω;Rn). We claim that

(5.21) Ih
hom(g) ≥ c0Ψ(g).

This can be seen as follows: Since Ih
hom is the lower Γ-limit of (Iε,h)ε, there exists a

sequence (gε) converging to g in L2(Ω;Rn) such that

Ih
hom(g) = lim inf

ε→0
Iε,h(gε).

Now the lower bound (5.20) and the lower semicontinuity of the map Ψ proves (5.21).

The equi-coercivity of the linearized functionals Iε
lin and I relies on the following Korn

inequality of Friedrichs type:

Proposition 5.3.6. There exists a positive constant C such that
∫

Ω
|sym∇g(x)|2 dx ≥ C ‖g‖2W 1,2(Ω;Rn) for all g ∈W 1,2

Γ,0(Ω;R
n).

Proof. We recall the Korn inequality (see Proposition A.1.2): For every g ∈W 1,2(Ω;Rn)
there exists a skew symmetric matrix A ∈ M(n) such that

(5.22)

∫

Ω
|∇g(x) +A|2 dx ≤ CΩ

∫

Ω
|sym∇g(x)|2 dx

where CΩ is a positive constant that only depends on Ω.

Let g ∈W 1,2
Γ,0(Ω;R

n) and choose A as above. Then

u(x) := g(x) +Ax− uΩ with uΩ :=
1

Hn(Ω)

∫

Ω
g(x) +Ax dx

defines a map in W 1,2(Ω;Rn) with vanishing mean value. We estimate the modulus of
the skew symmetric matrix A by means of Lemma 5.3.3:

|A|2 ≤ C |A|2Γ ≤ c′
∫

Γ
|Ax− uΩ|2 dHn−1(x).
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Here and below, c′ denotes a constant that may change from line to line, but only
depends on Ω and Γ. Since u(x) = Ax− uΩ on Γ, the right hand side is controlled by
‖u‖2L2(∂Ω;Rn). Now the continuity of the trace operator and Poincaré’s inequality yield

|A|2 ≤ c′
∫

Ω
|∇u(x)|2 dx

and because of ∇u = ∇g +A, Korn’s inequality (5.22) implies that

(5.23) |A|2 ≤ c′
∫

Ω
|sym∇g(x)|2 dx.

On the other hand, we have

‖g‖W 1,2(Ω;Rn) ≤ c′ ‖∇g‖L2(Ω;M(n) ≤ c′
(
‖∇u‖L2(Ω;M(n) + |A|Hn(Ω)

)

by the Poincaré-Friedrichs inequality and because of ∇g(x) = ∇u(x) − A; thus, the
right hand side can be estimated by means of (5.22) and (5.23) and the proof is
complete.

Proof of Proposition 5.1.4, statement (3). In virtue of Lemma 5.2.4, the non-dege-
neracy condition (W3) and assumption (W4), we have

(5.24) ess inf
y∈Y

Q(y, F ) ≥ C |symF |2 for all F ∈ M(n)

and a positive constant C. We claim that the same estimate holds for Qhom as well.
Since the map F 7→ Qhom(F ) is continuous and quadratic, we only have to prove that
there exists a constant C > 0 such that

(5.25) Qhom(symF ) ≥ C

for all symmetric F ∈ M(n) with |F | = 1. Let F be such a matrix. In view of
Remark 5.1.1 there exists a map ϕF ∈W 1,2

per,0(Y ;Rn) such that

Qhom(F ) =

∫

Y
Q(y, F +∇ϕF ) dy.

We apply estimate (5.24) and compute

1

C
Qhom(F ) ≥

∫

Y
|sym(F +∇ϕF (y))|2 dy

= |symF |2 + 2

∫

Y
〈symF, sym∇ϕF (y)〉 dy +

∫

Y
|sym∇ϕF (y)|2 dy.

Now the first term on the right hand side equals 1 and the third term is positive. The
second term vanishes, because of

∫

Y
〈symF, sym∇ϕF (y)〉 dy =

∫

Y
〈symF, ∇ϕF (y)〉 dy = 0
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where we used the fact that gradients of periodic functions and constant matrices are
orthogonal in L2(Y ;M(n)). We conclude that Qhom(F ) is strictly positive and because
the set of all symmetric matrices with modulus equal to 1 is compact, (5.25) follows.

Now the validity of statement (3) is a direct consequence of the periodic Korn inequality
(see Proposition A.1.3).

5.3.2. Proof of Theorem 5.1.2

We have to show the following:

(1) (Lower bound). For each sequence (gh) ⊂ L2(Ω;Rn) with limit g there holds

(5.26) lim inf
h→0

Ih
hom(gh) ≥ I(g).

(2) (Upper bound). For each map g ∈ L2(Ω;Rn) there exists a sequence (gh) ⊂
L2(Ω;Rn) converging to g such that

(5.27) lim
h→0

Ih
hom(g) = I(g).

Lower bound

In contrast to the situation discussed in [MN10], the lower Γ-limit Ih
hom (which is as-

sociated to homogenization) cannot be expressed by an explicit formula in general.
Nevertheless, we can approximate Ih

hom(g) by appropriately evaluating the initial en-
ergy Iε,h (see Lemma 5.3.7 below). Moreover, the equi-coercivity of Iε,h enables us
to establish a lim inf-inequality in the situation where ε and h simultaneously tend to
zero (see Proposition 5.3.8). The combination of both observations eventually leads to
the lower bound estimate.

Lemma 5.3.7. Let h > 0, η > 0 and g ∈ W 1,2
Γ,0(Ω;R

n). Then there exists ε̃ ∈ (0, h)

and a map g̃ ∈W 1,2
Γ,0(Ω;R

n) such that
{
Ih
hom(g) + η ≥ I ε̃,h(g̃)

‖g̃ − g‖2L2(Ω;Rn) ≤ h

Proof. We only have to consider the case where Ih
hom(g) is finite. By definition, there

exists a sequence (gε) ⊂ L2(Ω;Rn) converging to g such that

(5.28) Ih
hom(g) + η/2 ≥ lim inf

ε→0
Iε,h(gε).

We pass to a subsequence (not relabeled) such that limε→0 Iε,h(gε) exists and equals
the right hand side of (5.28). Consequently, for all ε sufficiently small we have

ε < h, Ih
hom(g) + η ≥ Iε,h(gε) and ‖g − gε‖L2(Ω;Rn) < h.

Let ε̃ denote such a sufficiently small positive number and set g̃ := gε̃. Since I ε̃,h(g̃) is
finite, we deduce that g̃ ∈W 1,2

Γ,0(Ω;R
n) and the proof is complete.
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Proposition 5.3.8. Suppose that W satisfies the conditions (W2), (W3) and (W4),
and let ε : (0,∞) → (0,∞) be a map with limh→0 ε(h) = 0. Then for any sequence
(gh) in L

2(Ω;Rn) with limit g ∈ L2(Ω;R2) we have

(5.29) lim inf
h→0

Iε(h),h(gh) ≥ I(g).

Proof. Step 1. We only have to consider the case where the left hand side of (5.29) is
finite. In this case we can pass to a subsequence of (h) — that we do not relabel —
such that limh→0 Iε(h),h(gh) exists and equals the left hand side of (5.29). Moreover, we
assume without loss of generality that Iε(h),h(gh) ≤ C for all h and a uniform positive
constant C. Due to the equi-coercivity (see Proposition 5.1.4), we find that (gh) is
a bounded sequence in W 1,2(Ω;Rn) and satisfies the Dirichlet boundary condition.
This implies that (gh) weakly converges to g in W 1,2(Ω;Rn), because, by assumption,
gh → g in L2(Ω;Rn). Thus, g ∈W 1,2

Γ,0(Ω;R
n).

Step 2. In view of Proposition 2.1.14, we can pass to a further subsequence (not rela-
beled) such that

∇gh 2−⇀ ∇g +∇y ϕ weakly two-scale in L2(Ω×Y ;M(n))

for a suitable map ϕ ∈ L2(Ω;W 1,2
per,0(Y ;Rn)). Note that in the limit, only the periodic

profile ϕ depends on the chosen subsequence. Now assumption (W4) allows us to pass
to the limit by means of Theorem 5.2.1; thus,

lim inf
h→0

Iε(h),h(gh) = lim inf
h→0

1

h2

∫

Ω
W (x/ε(h), Id+ h∇gh(x)) dx

≥
∫∫

Ω×Y
Q(y,∇g(x) +∇y ϕ(x, y)) dy dx

Since ϕ(x, ·) ∈W 1,2
per,0(Y ;Rn) for a.e. x ∈ Ω, the right hand side is bounded from below

by ∫

Ω
Qhom(∇g(x)) dx = I(g).

This expression is independent of the subsequence, and therefore (5.29) follows.

Proof of Theorem 5.1.2, lower bound. Let (gh) be an arbitrary sequence in L2(Ω;Rn)
with limit g. We only have to consider the case where

(5.30) lim inf
h→0

Ih
hom(gh)

is finite. Since (Ih
hom)h is equi-coercive (see Proposition 5.1.4), we can assume without

loss of generality (similarly to Step 1 in the proof of Proposition 5.3.8) that (gh) is
a weakly convergent sequence in W 1,2

Γ,0(Ω;R
n) with limit g such that limh→0 Ih

hom(gh)
exists and equals (5.30).
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Due to Lemma 5.3.7 we can assign to each η > 0 and h > 0 a map g̃h ∈ W 1,2
Γ,0(Ω;R

n)
and a number ε(h) ∈ (0, h) such that

(5.31) Ih
hom(gh) + η ≥ Iε(h),h(g̃h) and ‖gh − g̃h‖L2(Ω;Rn) ≤ h.

The latter property implies that (g̃h) converges to g strongly in L2(Ω;Rn) and in view
of Proposition 5.3.8 we obtain

lim inf
h→0

Ih
hom(gh) ≥ lim inf

h→0
(Iε(h),h(g̃h)− η) ≥ I(g)− η.

Because this is valid for all η > 0, the proof is complete.

Upper bound

Lemma 5.3.9. Let W satisfy (W4). Then there exist a closed ball K ⊂ M(n) with
center 0 and a monotone map ρ : [0,∞) → [0,∞) with limr→0 ρ(r) = ρ(0) = 0 such
that

|W (y, Id+ F )−Q(y, F )| ≤ ρ(|F |) |F |2

for all F ∈ K and a.e. y ∈ Y .

The proof is obvious and omitted here.

For the sequel it is convenient to introduce the two-scale limiting functional

I0 : W 1,2(Ω;Rn)×L2(Ω;W 1,2
per,0(Y ;Rn)) → [0,∞)

I0(g, ϕ) :=

∫∫

Ω×Y

Q(y,∇g(x) +∇y ϕ(x, y)) dy dx.

Proof of Theorem 5.1.2, upper bound. Let g ∈ L2(Ω;Rn). We only have to consider
the case where I(g) is finite. In this case g belongs to W 1,2

Γ,0(Ω;R
n) and we have

I(g) = I0(g, ϕ)

for a suitable map ϕ ∈ L2(Ω;W 1,2
per,0(Y ;Rn)). Because I0 is continuous with respect to

strong convergence and due to density arguments, there exist maps

gη ∈W 1,∞(Ω;Rn) ∩W 1,2
Γ,0(Ω;R

n) and ϕη ∈ C∞
c (Ω;C∞

per(Y ;Rn))

such that

(5.32)
∣∣I0(gη, ϕη)− I(g)

∣∣+ ‖gη − g‖W 1,2(Ω;Rn) + ‖ϕη − ϕ‖L2(Ω;W 1,2(Y ;Rn)) < η.

Set gη,ε(x) := gη(x) + εϕη(x, x/ε). Then gη,ε belongs to W 1,2
Γ,0(Ω;R

n) and satisfies

∇gη,ε 2−→ ∇gη +∇y ϕη strongly two-scale in L2(Ω×Y ;M(n)).
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Note that this implies

lim
ε→0

∫

Ω
Q (x/ε,∇gη,ε(x)) dx→ I0(gη, ϕη)

for all η. Moreover, the sequence (gη,ε)ε uniformly converges to g. For this reason we
have

Ih
hom(gη) ≤ lim sup

ε→0
Iε,h(gη,ε) = lim sup

ε→0

1

h2

∫

Ω
W (x/ε, Id+ h∇gη,ε(x)) dx.

Since gη,ε and its gradient is uniformly bounded in ε, we have

sup
x∈Ω

|h∇gη,ε(x)| ≤ hCη

for some constant Cη independent of ε and h. This means that for h sufficiently small,
∇gη,ε(x) belongs to the closed ball K from Lemma 5.3.9 for all x ∈ Ω and all ε. Thus,
we can utilize the quadratic expansion of W and deduce with Lemma 5.3.9 that

Ih
hom(gη) ≤ lim sup

ε→0

1

h2

∫

Ω
W (x/ε, Id+ h∇gη,ε(x)) dx

≤ lim sup
ε→0

∫

Ω
Q (x/ε,∇gη,ε) dx+ ρ(hCη)Cη ≤ I0(gη, ϕη) + ρ(hCη)C

2
η

≤ I(g) + ρ(hCη)C
2
η + η.

Consequently, we arrive at

lim sup
η→0

lim sup
h→0

Ih
hom(gη) ≤ I(g).

In view of Attouch’s diagonalization argument (see Lemma A.2.1), there exists a di-
agonal sequence η(h) with limh→0 η(h) = 0 and

lim sup
h→0

Ih
hom(gη(h)) ≤ I(g).

Set gh := gη(h). Then gh converges to g strongly in W 1,2(Ω;Rn) due to (5.32) and we
have

I(g) ≥ lim sup
h→0

Ih
hom(gh) ≥ lim inf

h→0
Ih
hom(gh) ≥ I(g)

where the last inequality holds, because of the lower bound estimate in statement
(1).

5.3.3. Proof of Theorem 5.1.3

In this section we prove that the diagram (5.8) in Theorem 7.1.1 commutes. Therefore,
it remains to show that

(1) Γ-lim
h→0

Iε,h= Iε
lin (3) Γ-lim

ε→0
Iε
lin= I
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hold w.r.t. strong convergence in L2(Ω;Rn).

Convergence (3) follows by standard results from convex homogenization (see e.g. Sec-
tion 3.3, [FM86], [OSI84]), while convergence (1), which corresponds to linearization,
follows by the theorem below.

Theorem 5.3.10. Suppose that W satisfies (W2) and

(W4Ω) ∃L ∈ L∞(Ω;Tsym(n)) : lim sup
G→0
G 6=0

ess sup
x∈Ω

|W (y, Id+G)− 〈L(x)G, G〉|
|G|2

= 0,

and set Q(x, F ) := 〈L(x)F, F 〉. Consider the functional

Ih(g) :=





1

h2

∫

Ω

W (x, Id+ h∇g(x)) dx if g ∈W 1,2
Γ,0(Ω;R

n)

+∞ else.

Then the family (Ih) Γ-converges w.r.t. strong convergence in L2(Ω;Rn) to the func-
tional

Ilin(g) :=





1

h2

∫

Ω

Q(x,∇g(x)) if g ∈W 1,2
Γ,0(Ω;R

n)

+∞ else.

This result can be found in our paper [MN10] and is a slight variant of an argument
used in [Per99] where linearized elasticity is derived as a Γ-limit of finite elasticity. For
the sake of completeness we briefly recall the proof from [MN10]:

Proof. Step 1. (Upper bound). We have to prove that for any g ∈ L2(Ω;Rn) there
exists a sequence (gh) strongly converging to g in L2(Ω;Rn) such that

lim
h→0

Ih(gh) = Ilin(g).

In view of Proposition 5.1.4, we only have to consider the case g ∈ W 1,2
Γ,0(Ω;R

n). The

continuity of Ilin
∣∣
W 1,2

Γ,0(Ω;Rn)
with respect to strong convergence in W 1,2(Ω;Rn) and the

definition of the space W 1,2
Γ,0(Ω;R

n) allows us to restrict the subsequent analysis to the

case where g ∈ W 1,∞(Ω;Rn) ∩W 1,2
Γ,0(Ω;R

n). In this situation we utilize the quadratic
expansion in assumption (W4) by applying Lemma 5.3.9 and obtain the estimate

∣∣∣∣∣∣
1

h2

∫

Ω

W (x, Id+ h∇g(x)) dx−
∫

Ω

Q(x,∇g(x)) dx

∣∣∣∣∣∣
≤ ess sup

x∈Ω
ρ(h |∇g(x)|)

∫

Ω
|∇g|2 dx

which holds whenever h is small enough. Consequently, we deduce that

lim
h→0

1

h2

∫

Ω

W (x, Id+ h∇g(x)) dx =

∫

Ω

Q(x,∇g(x)) dx.
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5. Linearization and homogenization commute in finite elasticity

Step 2. (Lower bound). Let (gh) be a sequence in L2(Ω;Rn) with (strong) limit
g ∈ L2(Ω;Rn). We show that

lim inf
h→0

Ih(gh) ≥ Ilin(g).

As usual, we only have to consider the case where the left hand side is finite. In
this case the equi-coercivity (cf. Proposition 5.1.4) implies that g ∈ W 1,2

Γ,0(Ω;R
n) and

enables us to pass to a subsequence (not relabeled) such that

gh ⇀ g weakly in W 1,2(Ω;Rn) and lim sup
h→0

Ih(gh) = lim inf
h→0

Ih(gh).

We define the set

Ωh := {x ∈ Ω : |∇gh(x)| ≥ h−1/2 }
and can see that the sequence (Hh) with Hh := 1Ωh

∇gh weakly converges to ∇g (see
Proposition 2.3.1). As in the proof of the lower bound part of Theorem 5.2.1, we obtain

lim inf
h→0

1

h2

∫

Ω

W (x, Id+ h∇gh(x)) dx ≥ lim inf
h→0

1

h2

∫

Ω

W (x, Id+ hHh(x)) dx

≥
∫

Ω

Q(x,∇g(x)) dx = Ilin(g).

5.4. Proof of Theorem 5.1.5

We have to prove the following:

(1) (Lower bound). For each sequence (gh) ⊂ L2(Ω;Rn) with limit g there holds

(5.33) lim inf
h→0

Iε(h),h(gh) ≥ I(g).

(2) (Upper bound). For each map g ∈ L2(Ω;Rn) there exists a sequence (gh) ⊂
L2(Ω;Rn) converging to g such that

(5.34) lim
h→0

Iε(h),h(g) = I(g).

The lower bound part is covered by Proposition 5.3.8. For the upper bound part we
proceed as we did in the proof of the upper bound part of Theorem 5.1.2. As usual it
is sufficient to assume that g ∈W 1,2

Γ,0(Ω;R
n). Recalling the definition of the functional

I0 we choose maps gη ∈W 1,∞(Ω;Rn)∩W 1,2
Γ,0(Ω;R

n) and ϕ ∈ C∞
c (Ω;C∞

per(Y ;Rn)) such
that

I0(gη, ϕη) ≤ I(g) + η
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and define
gη,h(x) := gη(x) + ε(h)ϕη(x, x/ε(h)).

Obviously, (∇gη,h) strongly two-scale converges to∇gη+∇y ϕη and satisfies

lim sup
h→0

sup
x∈Ω

|h∇gη,h(x)| = 0.

Hence, we can apply Theorem 5.2.1 and deduce that

lim sup
h→0

Iε(h),h(gη,h) = I0(gη, ϕη) ≤ I(g) + η.

As in the proof of Theorem 5.1.2, we obtain the recovery sequence by choosing a
suitable diagonal sequence.
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6. Two-scale convergence methods for slender

domains

6.1. Introduction and motivation

In this chapter we introduce some two-scale convergence methods that are suited for
homogenization problems in the context of thin films. In particular, we present a
new characterization of two-scale cluster points that emerge from sequences of scaled
gradients, i.e. sequences of vector fields in the form

(6.1)
(
∂1uh ∂2uh

1
h∂3uh

)

where (uh) is a bounded sequence in W 1,2(Ω) with Ω ⊂ R
3. The characterization

has the capability to capture lateral oscillations with respect to a given fine-scale ε
and is sensitive to the limiting behavior of the ratio h/ε as both fine-scales tend to
zero.

Scaled gradients naturally appear in the context of thin films — as we illustrate in
the following introductory example: Let Ωh := ω×(hS) be a thin, cylindrical do-
main in R

3 where ω ⊂ R
2 is open and bounded, S a bounded, one-dimensional in-

terval and h a small positive number. We decompose each point x ∈ R
3 according

to
x = (x̂, x̄) with x̂ ∈ R

2, x̄ ∈ R

and consider the functional

(6.2) Eε,h(v) :=
1

h

∫

Ωh

g(x̂/ε,∇v(x)) dx, v ∈W 1,2(Ωh;R
3)

where g : R
2×M(3) → R is a measurable integrand, [0, 1)2 =: Y -periodic in its first

variable and ε is a small positive number. Functionals of this type are related to elastic
thin-films with laterally periodic inhomogeneities. In this context Eε,h is the elastic en-
ergy “per thickness” of a film with thickness h and a material microstructure on length
scale ε. It is convenient to change coordinates according to

x = (x̂, x̄) 7→
(
x̂,

1

h
x̄

)
, Ωh → Ω := ω×S.

This allows us to work on the fixed domain Ω and to consider the scaled, but equivalent
energy

Iε,h(u) :=

∫

Ω
g(x̂/ε,∇2,h u(x)) dx, u ∈W 1,2(Ω;R3)
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6. Two-scale convergence methods for slender domains

where ∇2,h u denotes the scaled gradient of u and is defined according to (6.1). The
scaled energy is related to the initial one as follows:

Eε,h(v) = Iε,h(u) and (∇2,h u)(x) = (∇v)(x̂, hx̄) for u(x) = v(x̂, hx̄).

The goal of this section is to provide two-scale convergence methods that allow to
analyze the limiting behavior of Iε,h (and related functionals) as both fine-scales si-
multaneously tend to zero. As we have seen in the discussion in Section 3.3, a key
step in homogenization is a decent understanding of the two-scale behavior of the in-
volved quantities. In the setting addressed here, this means to analyze the two-scale
convergence behavior of sequences of the form (∇2,h uh).

A simplified version of our main result (see Theorem 6.3.3 below) is the following:
Suppose that h/ε → γ with γ ∈ (0,∞). We are going to show that if (uh) is a weakly
convergent sequence in W 1,2(Ω;R3) with limit u and the sequence of scaled gradients
(∇2,h uh) is bounded in L2(Ω;M(3)), then u can be identified with a map inW 1,2(ω;R3)
and any weak two-scale cluster point of (∇2,h uh) can be written as a sum of the gradient
of u and a scaled gradient in the form

(6.3)
(
∂y1u0(x, y) ∂y2u0(x, y)

1
γ∂3u0(x, y)

)

where u0 denotes an additional auxiliary function that is Y -periodic with respect to
its y-components. Additionally, we prove that the characterization is “sharp” in the
following sense: Whenever we have a scaled gradient in the form (6.3) and a map
u ∈ W 1,2(ω;R3), then we can construct a weakly convergent sequence with limit u
such that the associated sequence of scaled gradients strongly two-scale converges to
the sum of ∇u and the scaled gradient. We also obtain similar results for the cases
γ = 0 and γ = ∞ where the fine-scales separate.

In the result above we use a slight variant of the notion of two-scale convergence
that only captures oscillations in the x̂-components. In the next section we introduce
this variant and briefly elaborate on its relation to the standard notion of two-scale
convergence. In Section 6.3 we prove the two-scale characterization result for scaled
gradients in a more general setting, including the degenerated cases where γ ∈ {0,∞}.
In last section of this chapter we study the asymptotic behavior of the energy Iε,h in
the situation where g is convex and compute the Γ-limit as h and ε simultaneously
tend to zero.

Some notation. Throughout this chapter E denotes a finite dimensional Euclidean
space with norm |·| and inner product 〈·, ·〉.

Let n,m ∈ N with m ≤ n, set Y := [0, 1)m and let Ω be an open subset of Rn. We
decompose each point x ∈ R

n according to x = (x̂, x̄) with x̂ ∈ R
m and x̄ ∈ R

n−m,
and call x̂ the in-plane and x̄ out-of-plane component of x ∈ R

n.
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6.2. Two-scale convergence suited for in-plane oscillations

6.2. Two-scale convergence suited for in-plane oscillations

In the following we present a slight variant of two-scale convergence that is suited
for sequences in Lp(Ω), Ω ⊂ R

n which feature oscillations only in the first m ≤ n
components.

Definition 6.2.1. For each measurable map u : Ω → E and ε > 0 we define

T m
ε u : Rn×Y → E, (T m

ε u)(x, y) =

{
u(ε⌊x̂/ε⌋+ εy, x̄) if (ε⌊x̂/ε⌋+ εy, x̄) ∈ Ω

0 else.

Lemma 6.2.2. Let p ∈ [1,∞]. The operator T m
ε : Lp(Ω;E) → Lp(Rn×Y ;E) is a

linear (nonsurjective) isometry.

Proof. Let v : Rn → E denote the extension of u to R
n by zero and define

V (x̂) :=

∫

Rn−m

|v(x̂, x̄)|p dx̄.

Then

‖u‖pLp(Ω;E) =

∫

Rn

|v(x)|p dx =

∫

Rm

V (x̂) dx̂ =

∫∫

Rm×Y
V (ε⌊x̂/ε⌋+ εy) dy dx̂.

The last identity holds due to Lemma 9.1.3. The right hand side is equal to

‖T m
ε u‖pLp(Ω×Y ;E) .

Definition 6.2.3. Let p ∈ [1,∞) and let (ε) denote an arbitrary vanishing sequence
of positive numbers. For any sequence of measurable functions uε : Ω → E and any
measurable function u : Ω×Y → E we say that

(uε) strongly (weakly) two-scale converges to u in Lp(Ω×Y ;E)
(with respect to (ε)-oscillations in the first m-components)

whenever (T m
ε uε) strongly (weakly) converges to u in Lp(Rn×Y ;E). We use the fol-

lowing notation

uε
2−→ u strongly two-scale in Lp(Ω×Y ;E),

uε
2−⇀ u weakly two-scale in Lp(Ω×Y ;E).

Remark 6.2.4. Despite the potential danger of confusion, we use the same notation
for the new variant and the standard notion of two-scale convergence introduced in
Section 2. The fact that the line

uε
2−→ u strongly two-scale in Lp(Ω×Y ;E)
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6. Two-scale convergence methods for slender domains

means two-scale convergence with respect to oscillations in the first m-components is
encoded in the dimension m of the periodicity cell Y . The notation is also justified by
the trivial observation that both notions coincide if Y is the usual n-dimensional unit
cube.

The following result establishes a link between both notions of two-scale convergence.
In particular, it shows that the variant discussed here, is included in the standard
notion of two-scale convergence:

Proposition 6.2.5. Let p ∈ (1,∞). Set

Z := [0, 1)n = { (y, z) : y ∈ Y, z ∈ [0, 1)n−m }

and consider a sequence (uh) ⊂ Lp(Ω;E).

(1) If (uh) weakly (strongly) two-scale converges to a function uZ in Lp(Ω×Z;E),
then (uh) weakly (strongly) two-scale converges to the function

u(x, y) :=

∫

(0,1)n−m

uZ(x, y, z) dz

in Lp(Ω×Y ;E) in the sense of Definition 6.2.3.

(2) If (uh) weakly (strongly) two-scale converges to a function u in Lp(Ω×Y ;E) in
the sense of Definition 6.2.3, then from any subsequence of (uh) we can extract
a subsequence that weakly (strongly) two-scale converges to a function uZ in
Lp(Ω×Z;E) in the sense of Definition 4.1.2 with

u(x, y) =

∫

(0,1)n−m

uZ(x, y, z) dz.

Proof. (1) is trivial. In order to prove (2), first note that a weakly (strongly) two-scale
convergent sequence in Lp(Ω×Y ;E) is bounded. In view of the two-scale compactness
(see Proposition 2.1.4) we can pass to a subsequence (not relabeled) such that

uh
2−⇀ uZ weakly two-scale in Lp(Ω×Z;E)

for a suitable map uZ ∈ Lp(Ω×Z;E); thus, (1) implies that
∫
(0,1)n−m uZ dz = u.

Now suppose that (uε) is even strongly two-scale convergent in L2(Ω×Y ;E), i.e. we
additionally have (see Lemma 2.1.5)

‖uε‖Lp(Ω;E) → ‖u‖Lp(Ω×Y ;E) .

Then

‖u‖pLp(Ω×Y ;E) =

∫∫

Ω×Y

∣∣∣∣∣

∫

(0,1)n−m

uZ dz

∣∣∣∣∣

p

dy dx ≤ ‖uZ‖pLp(Ω×Z;E)

≤ lim inf
ε→0

‖uε‖pLp(Ω;E) = ‖u‖pLp(Ω×Y ;E) .
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Since Lp(Ω×Z;E) is a uniformly convex Banach space, weak convergence combined
with convergence of the norm yields strong convergence and we can infer that T n

ε uε
strongly converges to uZ .

In view of the previous proposition it is clear that all the results for two-scale conver-
gence in the sense of Definition 4.1.2 generalize in an obvious way to the variant of
two-scale convergence introduced here.

6.3. Two-scale limits of scaled gradients.

In this section we consider cylindrical domains of the form

Ω = ω×S with ω ⊂ R
m and S ⊂ R

n−m

and assume that ω and S are open and bounded sets with Lipschitz boundary. As
before we set Y := [0, 1)m.

Definition 6.3.1 (Scaled gradients). Let h, γ > 0 and m ∈ N with m ≤ n.

(a) For u ∈W 1,2(Ω;E) we define the scaled gradient

∇m,h u(x) :=
(
∇x̂ u(x)

1
h ∇x̄ u(x)

)

where ∇x̂ u(x) :=
(
∂1u(x) · · · ∂mu(x)

)
,

∇x̄ u(x) :=
(
∂m+1u(x) · · · ∂nu(x)

)
.

(b) For ψ ∈ L2(ω;W 1,2(S×Y ;E) we define

∇̃m,γψ(x, y) :=
(

∇y ψ(x, y)
1
γ ∇x̄ ψ(x, y)

)

where ∇y ψ(x, y) :=
(
∂y1ψ(x) · · · ∂ymψ(x)

)

∇x̄ ψ(x, y) :=
(
∂m+1ψ(x, y) · · · ∂nψ(x, y)

)
.

(c) We define the function space

W 1,2
Y -per(S×Y ;E) :=

{
w ∈W 1,2(S×Y ;E) :

w(x, y) is Y -periodic in its second variable.
}

We call ∇̃m,γw with w ∈W 1,2
Y -per(S×Y ;E) an auxiliary gradient.

Remark 6.3.2. The gradients ∇m,h u(x) as well as ∇̃m,γu(x) are “row-vectors” in E
n.

In applications we typically have E = R
d. In this case we identify the gradients above

with matrices in R
n×d as it is usual.
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6. Two-scale convergence methods for slender domains

Theorem 6.3.3. Let ε : (0,∞) → (0,∞) satisfy

lim
h→0

ε(h) = 0 and lim
h→0

h

ε(h)
= γ with γ ∈ [0,∞].

Let (uh) be a weakly convergent sequence in W 1,2(Ω;E) with limit u and suppose that

lim sup
h→0

∫

Ω
|∇m,h uh|2 dx <∞.

Then u is independent of x̄ and can be identified with a map in W 1,2(ω;E). Moreover:

(1) Let γ ∈ {0,∞}. Then there exist maps

{
u0 ∈ L2(ω;W 1,2

per,0(Y ;E)) and ū ∈ L2(ω×Y ;W 1,2(S;E)) if γ = 0

u0 ∈ L2(Ω;W 1,2
per,0(Y ;E)) and ū ∈ L2(ω;W 1,2(S;E)) if γ = ∞

and a subsequence (not relabeled) such that

∇m,h uh
2−⇀
(
∇x̂ u+∇y u0 ∇x̄ ū

)

weakly two-scale in L2(Ω×Y ;En) with respect to (ε(h))-oscillations in the first
m-components (see Definition 6.2.3).

(2) Let γ ∈ (0,∞). Then there exist a map

w0 ∈ L2(ω;W 1,2
Y -per(S×Y ;E))

and a subsequence (not relabeled) such that

∇m,h uh
2−⇀
(
∇x̂ u(x̂) 0

)
+ ∇̃m,γw0(x, y)

weakly two-scale in L2(Ω×Y ;En) with respect to (ε(h))-oscillations in the first
m-components (see Definition 6.2.3).

Proof. For brevity we always write ε instead of ε(h). For x ∈ R
n and y ∈ Y we use

the notation

x = (x1, · · · , xn) and y = (y1, · · · , ym).

Moreover, ∂k and ∂yk refer to the derivative with respect to the coordinate xk and yk,
respectively. We denote the standard inner product in R

k, k ∈ N, by 〈a, b〉. We only
consider the case E = R. The case for a general d-dimensional Euclidean space is then
recovered by applying the subsequent analysis to each of the d components separately.
Additionally, we assume without loss of generality that Hn−m(S) = 1.

Step 1. We define the maps

ûh(x̂) :=

∫

S
uh(x̂, x̄) dx̄ and ůh(x) := uh(x)− ûh(x̂).
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6.3. Two-scale limits of scaled gradients.

Each map ůh has vanishing mean value (w.r.t. x̄). Thus, we can apply Poincaré’s
inequality and deduce that

∫

S
|̊uh|2 dx̄ ≤ c′

∫

S
|∇x̄ ůh|2 dx̄ = c′h2

∫

S

∣∣ 1
h ∇x̄ uh

∣∣2 dx̄

where c′ > 0 only depends on the geometry of S. Integration over ω on both sides
leads to the estimate

(6.4) lim sup
h→0

1

h2

∫

Ω
|̊uh|2 dx ≤ c′ lim sup

h→0

∫

Ω
|∇m,h uh|2 dx.

By assumption, the right hand side is finite, and therefore ůh strongly converges to 0
in L2(Ω). On the other side, the sequence (ûh) weakly converges to

∫
S u dx̄ inW 1,2(ω).

Because uh = ůh+ ûh and since (̊uh) vanishes in the limit, we deduce that u =
∫
S u dx̄

and the first statement follows.

Step 2. We claim that there exist maps

û0 ∈ L2(ω;W 1,2
per,0(Y )), ů0 ∈ L2(Ω;W 1,2

per,0(Y )) with

∫

S
ů0(x, y) dx̄ = 0

and ū ∈ L2(ω×Y ;W 1,2(S))

such that

∇x̂ ûh
2−⇀ ∇x̂ u(x̂) +∇y û0(x̂, y) weakly two-scale in L2(ω×Y ;Rm)(6.5)

∇x̂ ůh
2−⇀ ∇y ů0(x, y) weakly two-scale in L2(Ω×Y ;Rm)(6.6)

1

h
∇x̄ uh

2−⇀ ∇x̄ ū(x, y) weakly two-scale in L2(Ω×Y ;Rn−m)(6.7)

for a subsequence. (6.5) and (6.6) follow from Proposition 2.1.14.

In order to prove (6.7) consider a test function Ψ ∈ C∞
c (Ω;C∞

per(Y ;Rn−m) with

divx̄ Ψ(x, y) :=
n−m∑

k=1

∂m+kΨk(x, y) = 0.

Since ( 1h ∇x̄ uh)h is bounded in L2(Ω;Rn−m) (at least for a subsequence), we have

1

h
∇x̄ uh

2−⇀ U weakly two-scale in L2(Ω×Y ;Rn−m)

for a suitable map U ∈ L2(Ω×Y ;Rn−m) and a subsequence (not relabeled). With
partial integration we find that

1

h

∫

Ω
〈∇x̄ uh(x), Ψ(x, x̂/ε)〉 dx = −1

h

∫

Ω
uh(x) (divx̄Ψ)(x, x̂/ε) dx = 0.

83



6. Two-scale convergence methods for slender domains

On the left we can pass to the limit h → 0 by means of two-scale convergence and
obtain
∫∫

Ω×Y

〈U(x, y), Ψ(x, y)〉 dy dx = 0

for all Ψ ∈ C∞
c (Ω;C∞

per(Y ;Rn−m) with divx̄Ψ = 0.

In particular, we have for almost every x̂ ∈ ω and y ∈ Y
∫

S
〈U(x̂, x̄, y), Ψ(x̄)〉 dx̄ = 0 for all Ψ ∈ V(S) := {Ψ ∈ C∞

c (S;Rn) : div Ψ = 0 }.

Hence, Lemma 6.3.4 implies that U is a gradient of a map in L2(ω×Y ;W 1,2(S)).

Step 3. We consider the case γ = 0, i.e. h/ε → 0. It remains to prove that

(6.8) ∇y ů0 = 0.

Let Ψ ∈ C∞
c (Ω;C∞

per(Y ;Rm)). Then partial integration yields

(6.9)

∫

Ω
〈∇x̂ ůh(x), Ψ(x, x̂/ε)〉 dx

= −
∫

Ω

〈
ůh(x),

(
(divx̂Ψ)(x, x̂/ε) +

1

ε
(divy Ψ)(x, x̂/ε)

)〉
dx

The modulus of the right hand side is bounded by

CΨ
1

ε
‖ůh‖L2(Ω;Rn)

where CΨ is a positive constant that only depends on the test function Ψ. Hence, in
view of estimate (6.4) and due to the assumption that h/ε(h) → 0, we find that

∫

Ω
〈∇x̂ ůh(x), Ψ(x, x̂/ε)〉 dx→ 0.

On the other hand, the integral on the left hand side in (6.9) converges to
∫∫

Ω×Y

〈∇y ů0(x, y), Ψ(x, y)〉 dx dy

which must be equal to zero. Hence, identity (6.8) follows, because Ψ is an arbitrary
function in the space C∞

c (Ω;C∞
per(Y ;Rm)) which is dense in L2(Ω×Y ;Rm).

Step 4. We consider the case γ = ∞, i.e. ε/h → 0. We only have to prove that we
can choose the map ū independent of y ∈ Y . To this end, let k and l be indices
with m < k ≤ n and 1 ≤ l ≤ m. For clarity we set πh(x) := (x, x̂/ε(h)). Let
ψ ∈ C∞

c (Ω;C∞
per(Y )) and consider the integral

(6.10)

∫

Ω

〈
1

h
∂kuh, ε∂l(ψ ◦ πh)

〉
dx.
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6.3. Two-scale limits of scaled gradients.

The sequence ( 1h∂kuh) is weakly two-scale convergent to ∂kū, while (ε∂l(ψ◦πh)) strongly
two-scale converges to ∂ylψ(x, y) (see Proposition 2.1.16). Hence, we can pass to the
limit in (6.10) by means of Proposition 2.1.12 and deduce

(6.11)

∫

Ω

〈
1

h
∂kuh, ε∂l(ψ ◦ πh)

〉
dx→

∫∫

Ω×Y

〈∂kū(x, y), ∂ylψ(x, y)〉 dy dx.

On the other hand, we can interchange the derivatives in (6.10) by partial integration
and get ∫

Ω

〈
1

h
∂kuh, ε∂l(ψ ◦ πh)

〉
dx =

ε

h

∫

Ω
〈∂luh, ∂k(ψ ◦ πh)〉 dx.

In contrast to ∂l, ∂k is a derivative with respect to an “out-of-plane” direction. Hence,
the modulus of the integral on the right hand side is bounded by

ε

h
CΨ ‖∇m,h uh‖L2(Ω;Rn) ,

where CΨ is a constant that is independent of h. Because of ε
h → 0, the previous

estimate and (6.11) yield

∫∫

Ω×Y

〈∂kū(x, y), ∂ylψ(x, y)〉 dy dx = 0 for all ψ ∈ C∞
c (Ω;C∞

per(Y )).

This implies that the map ∂kū(x, y) is independent of yl (the lth component of y ∈ Y ).
The previous reasoning holds for all m < k ≤ n and 1 ≤ l ≤ m; thus, we see that ∇x̄ ū
is independent of y ∈ Y , and in particular we have

∇x̄ ū = ∇x̄

(∫

Y
ū(·, y) dy

)
,

which completes the proof in the case ε/h → 0.

Step 5. We prove the statement in the case h/ε → γ ∈ (0,∞). To this end we consider
test functions

(6.12) Ψ =
(
Ψ1 · · · Ψn

)
∈ C∞

c (Ω;C∞
per(Y ;Rn)) with d̃ivγΨ = 0

where

d̃ivγΨ(x, y) =
m∑

k=1

∂ykΨk(x, y) +
1

γ

n∑

k=m+1

∂kΨk(x, y).

Note that d̃ivγ is the sum of the divergence with respect to the fast variable y and
the divergence with respect to x̄ (the out-of-plane component of x) scaled by γ−1.
Moreover, we use the convention to decompose Ψ according to

Ψ =
(

Ψ̂ Ψ̄
)

with
Ψ̂ =

(
Ψ1 · · · Ψm

)
and Ψ̄ =

(
Ψm+1 · · · Ψn

)
.
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6. Two-scale convergence methods for slender domains

Step 5a. We pass to a subsequence (not relabeled) with

∇m,h ůh
2−⇀ U weakly two-scale in L2(Ω×Y ;Rn)

where U ∈ L2(Ω×Y ;Rn) and claim that

(6.13)

∫∫

Ω×Y

〈U(x, y), Ψ(x, y)〉 dy dx = 0 for all Ψ as in (6.12).

This can be seen as follows. Set πh(x) := (x, x̂/ε(h)). Then (by partial integration) we
obtain

(6.14)

∫

Ω
〈∇m,h ůh, Ψ ◦ πh〉 dx

= −
∫

Ω

〈
ůh, (divx̂ Ψ̂) ◦ πh

〉
dx− 1

ε

∫

Ω

〈
ůh,

(
divy Ψ̂ +

ε

h
divx̄ Ψ̄

)
◦ πh

〉
dx

The first integral on the right hand side converges to zero because of estimate (6.4).

Due to d̃ivγΨ = 0, we can rewrite the second integral on the right hand side according
to

1

ε

∫

Ω

〈
ůh,

(
divy Ψ̂ +

ε

h
divx̄ Ψ̄

)
◦ πh

〉
dx = h

ε

(
ε
h−γ−1

) ∫

Ω

〈
1

h
ůh, (divx̄ Ψ̄) ◦ πh

〉
dx.

Now estimate (6.4) implies that the lim sup of the integral on the right is bounded.
Moreover, its prefactor converges to zero because of h/ε → γ. Hence, the integral on
the left hand side of (6.14) converges to zero. On the other hand, it converges to∫∫

Ω×Y U(x, y)Ψ(x, y) dy dx by means of two-scale convergence and (6.13) is proved.

Step 5b. Equation (6.13) and the change of coordinates

V (x, y) := U(x̂, 1γ x̄, y)

lead to the formula

(6.15)

∫∫

(γS)×Y

〈V (x̂, x̄, y), Ψ(x̄, y)〉 dy dx̄ = 0

which is valid for almost every x̂ ∈ ω and for all (scaled) test functions

Ψ ∈ C∞
c (γS;C∞

per(Y ;Rn)) with divy Ψ̂ + divx̄ Ψ̄ = 0.

In particular, test functions in the space V(γS×Y ) (defined in Lemma 6.3.4) are ad-
missible and we deduce with Lemma 6.3.4 that there exists a map w in the space
L2(ω;W 1,2((γS)×Y )) with

V (x, y) = ∇̃w(x, y) :=
(
∇y w(x, y) ∇x̄w(x, y)

)
.

Hence, the retransformation to Ω×Y

w0(x, y) := w(x̂, γx̄, y)
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6.3. Two-scale limits of scaled gradients.

is a map in L2(ω;W 1,2(S×Y )) that satisfies ∇̃m,γ w0 = U . It remains to prove that
w0(x, y) is Y -periodic in its y-component. To this end, we consider the test function

Ψ(x, y) :=
(
ψ(x, y) 0 · · · 0

)

where ψ(x, y) ∈ C∞
c (Ω;C∞

per(Y )) is independent of y1 (i.e. ∂y1ψ = 0). Due to (6.13)

and U = ∇̃m,γ w0, we have

0 =

∫∫

Ω×Y

∂y1w0(x, y)ψ(x, y) dx dy

and partial integration yields the equation

0 =

∫

Ω

∫

(0,1)m−1

(
w0(x, 1, ỹ)− w0(x, 0, ỹ)

)
ψ(x, ỹ) dỹ dx with ỹ := (y2, ..., ym).

This implies that w(x, y) is (0, 1)-periodic with respect to the component y1. The same
reasoning yields periodicity of w with respect to yk for all k ∈ {1, ...,m} and the proof
is complete.

Lemma 6.3.4 (See Theorem 3.4 in Girault and Raviart [GR79]). Let A be an open
bounded subset of Rn with Lipschitz boundary. Define

V(A) := {Ψ ∈ C∞
c (A;Rn) : div Ψ = 0 }.

Let H(A) denote the closure of V(A) in L2(A;Rn) and H⊥(A) the orthogonal comple-
ment of H(A) in L2(A;Rn). Then

L2(A;Rn) = H(A)⊕H⊥(A) and H⊥(A) = {∇u : u ∈W 1,2(A) }.

In particular, if U ∈ L2(A;Rn) satisfies

∫

A
〈U(x), Ψ(x)〉 dx = 0 for all Ψ ∈ V(A),

then U = ∇u for a suitable map in W 1,2(A).

6.3.1. Recovery sequences for auxiliary gradients

Proposition 6.3.5. Let ε : (0,∞) → (0,∞) satisfy

lim
h→0

ε(h) = 0 and lim
h→0

h

ε(h)
= γ with γ ∈ [0,∞].

(1) Let γ ∈ {0,∞}, u ∈W 1,2(ω;E) and consider maps

{
u0 ∈ L2(ω;W 1,2

per,0(Y ;E)) and ū ∈ L2(ω×Y ;W 1,2(S;E)) if γ = 0

u0 ∈ L2(Ω;W 1,2
per,0(Y ;E)) and ū ∈ L2(ω;W 1,2(S;E)) if γ = ∞
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6. Two-scale convergence methods for slender domains

Then there exists a weakly convergent sequence (uh) in W 1,2(Ω;E) with limit u
such that

∇m,h uh
2−→
(
∇x̂ u+∇y u0 ∇x̄ ū

)

strongly two-scale in L2(Ω×Y ;En) with respect to (ε(h))-oscillations in the first
m-components.

(2) Let γ ∈ (0,∞), u ∈W 1,2(ω;E) and

w0 ∈ L2(ω;W 1,2
Y -per(S×Y ;E)).

Then there exists a weakly convergent sequence (uh) in W 1,2(Ω;E) with limit u
such that

∇m,h uh
2−→
(
∇x̂ u(x̂) 0

)
+ ∇̃m,γw0(x, y)

strongly two-scale in L2(Ω×Y ;En) with respect to (ε(h))-oscillations in the first
m-components.

Proof. For brevity we always write ε instead of ε(h) and only consider the case E = R.

Step 1. We consider the case γ ∈ {0,∞}. Let u, u0 and ū be given according to the
proposition. By density arguments, we can find for each δ > 0 maps

{
u
(δ)
0 ∈ C∞

c (ω;C∞
per(Y )) and ū(δ) ∈ C∞

c (ω×Y ;C∞(S)) if γ = 0

u
(δ)
0 ∈ C∞

c (Ω;C∞
per(Y )) and ū(δ) ∈ C∞

c (ω;C∞(S)) if γ = ∞

such that

(6.16)
∥∥∥∇y u

(δ)
0 −∇y u0

∥∥∥
L2(Ω×Y ;Rm)

+
∥∥∥∇x̄ ū

(δ) −∇x̄ ū
∥∥∥
L2(Ω×Y ;Rn−m)

≤ δ.

Define the doubly indexed sequence

uδ,h(x) := u(x̂) + εu
(δ)
0 (x, x̂/ε) + hū(δ)(x, x̂/ε).

desired Then for each δ > 0, the sequence (uδ,h) belongs to W 1,2(Ω) and strongly
converges to u in L2(Ω) as h→ 0. Moreover, it is easy to check that

∇m,h uδ,h
2−→
(

∇x̂ u+∇y u
(δ)
0 ∇x̄ ū

(δ)
)

strongly two-scale in L2(Ω×Y ;Rn) as h→ 0 (see Lemma 2.1.9 and Proposition 2.1.16).
Our aim is to construct the desired sequence by selecting a suitable diagonal sequence.
To this end, let

U :=
(
∇x̂ u+∇y u0 ∇x̄ ū

)
, U (δ) :=

(
∇x̂ u+∇y u

(δ)
0 ∇x̄ ū

(δ)
)

and extend both maps to the domain R
n×Y by zero. Set

cδ,h := ‖u− uδ,h‖L2(Ω) + ‖T m
ε (∇m,h uδ,h)− U‖L2(Rn×Y ;Rn) .
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6.3. Two-scale limits of scaled gradients.

Then we have

0 ≤ lim sup
h→0

cδ,h ≤
∥∥∥U (δ) − U

∥∥∥
L2(Ω×Y ;Rn)

and in view of (6.16) we deduce that

lim sup
δ→0

lim sup
h→0

cδ,h = 0.

This allows us to apply Attouch’s diagonalization argument (see Lemma A.2.1) and
we see that there exists a diagonal sequence δ(h) with δ(h) → 0 and cδ(h),h → 0 as h
tends to zero. This implies that the sequence

uh := uδ(h),h

converges to u strongly in L2(Ω) and that the corresponding sequence of scaled gra-
dients strongly two-scale converges to the desired limit. Because the boundedness of
(∇m,h uh) implies also boundedness of (∇uh) as a sequence in L2(Ω;Rn), we eventually
find that (uh) is also weakly convergent to u in W 1,2(Ω).

Step 2. The proof for γ ∈ (0,∞) is quite similar to the previous one. Let u and w0 be
given according to the proposition. For each δ > 0 choose a map

w
(δ)
0 ∈ C∞

c (ω;C∞(S;C∞
per(Y )))

with ∥∥∥∇̃m,γ w
(δ)
0 − ∇̃m,γ w0

∥∥∥
L2(Ω×Y ;Rn)

< δ

and define

uδ,h(x) := u(x̂) + εw
(δ)
0 (x, x̂/ε).

By a reasoning similar to Step 1, one can show that the claimed sequence can be
recovered by selecting a suitable diagonal sequence (uδ(h),h).

Remark 6.3.6. A close look to the proof of the previous proposition reveals that the
constructed sequences (uh) ⊂ W 1,2(Ω) with uh ⇀ u weakly in W 1,2(Ω) satisfy the
boundary condition

uh − u ∈ { v ∈W 1,2(Ω) : v
∣∣
(∂ω)×S

= 0 }.

6.3.2. A Korn inequality for the space of auxiliary gradients

Define

V :=



u ∈W 1,2

Y -per(S×Y ;Rn) :

∫∫

S×Y

u dy dx̄ = 0



 .

Let γ ∈ (0,∞) and consider a weakly converging sequence (uh) in W 1,2(Ω;Rn) with
limit u. Theorem 6.3.3 revealed that whenever the sequence of scaled gradients
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6. Two-scale convergence methods for slender domains

(∇m,h uh) weakly two-scale converges in L2(Ω×Y ;M(n)), then the two-scale limit of
the scaled gradient can be written in the form

(
∇x̂ u(x̂) 0

)
+ ∇̃m,γu0(x, y)

where the auxiliary map u0 belongs to the space L2(ω;V). In the following we prove
that an inequality of Korn-type holds in the space V . To this end, we utilize the stan-
dard Korn inequality in the following version (e.g. see [CC05])

Theorem 6.3.7. Let U ⊂ R
n be an open, bounded domain with Lipschitz boundary.

Set

R :=

{
r ∈W 1,2(U ;Rn) : r(x) = Ax+ b with A ∈ Mskew(n), b ∈ R

n

}
.

Then there exists a constant CU that only depends on the domain U such that

inf
r∈R

‖u− r‖W 1,2(U ;Rn) ≤ CU ‖sym∇u‖L2(U ;Rn)

for all u ∈W 1,2(U ;Rn).

In other words, the previous result states that the seminorm u 7→ ‖sym∇u‖L2(U ;Rn) is

a norm on the quotient space W 1,2(U ;Rn) modulus R. The following theorem adapts
the Korn inequality to functions in V in situations where the gradient is replaced by a
scaled gradient:

Theorem 6.3.8. There exists a constant cγ such that for all

u ∈ V :=



u ∈W 1,2

Y -per(S×Y ;Rn) :

∫∫

S×Y

u dy dx̄ = 0





the estimate

inf
r∈R(m)

‖u+ r‖W 1,2(S×Y ;Rn) ≤ cγ

∥∥∥sym ∇̃m,γu
∥∥∥
L2(S×Y ;Rn)

≤ c2γ ‖u‖W 1,2(S×Y ;Rn)

is valid, where

R(m) :=

{
r̄ ∈ V : r̄(ȳ, x) =

(
0m

Ā(x̄− cS)

)
with Ā ∈ Mskew(n−m)

}
.

Above 0m denotes the zero vector in R
m and cS := 1

Hn−m(S)

∫
S x̄ dx̄.

Proof. Without loss of generality we assume that Hn−m(S) = 1. We only have to
prove the estimate

inf
r∈R(m)

‖u+ r‖W 1,2(S×Y ;Rn) ≤ cγ

∥∥∥sym ∇̃m,γu
∥∥∥
L2(S×Y ;Rn)

.
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6.3. Two-scale limits of scaled gradients.

For convenience we set Z := Y×S, z := (y, x̄) and cZ :=
∫
Z z dz.

Step 1. The set

R :=

{
r ∈W 1,2(Z;Rn) : r(z) = A(z − cZ) + b with A ∈ Mskew(n), b ∈ R

n

}
.

is a finite dimensional (and therefore closed) subspace of the Hilbert spaceW 1,2(Z;Rn).
Note that the linear space R(m) is contained in R. We decompose each matrix A in
Mskew(n) according to

Ā :=
n∑

i,j=m+1

A{i,j}(ei⊗ej) and Â := A− Ā.

Thus, Ā is the “lower-right” (n−m)×(n−m)-sub matrix of A and can be identified
with a matrix in Mskew(n−m). Note that

Az = Âz +

(
0m
Āx̄

)
where z = (y, x̄).

Now it is easy to check that

R⋆(m) :=

{
r ∈ R : r̂(y, x̄) = Â(z − cZ) + b with A ∈ Mskew(n), b ∈ R

n

}
.

is the orthogonal complement of R(m) in R with respect to the inner product in
W 1,2(Z;Rn), i.e. R = R(m)⊕R⋆(m).

Step 2. We prove the case γ = 1. The standard Korn inequality says that there
exists a constant CZ that only depends on the geometry of S and Y so that for every
u ∈W 1,2(Z;Rn) we have

(6.17) inf
r∈R

‖u− r‖W 1,2(Z;Rn) ≤ CZ ‖sym∇u‖L2(Z;Rn) = CZ

∫∫

S×Y

∣∣∣sym ∇̃m,γu
∣∣∣
2
dy dx̄.

Let u ∈ V , and let r ∈ R denote the orthogonal projection of u on R in W 1,2(Z;Rn).
Then

(6.18) ‖u‖2W 1,2(Z;Rn) = ‖u− r‖2W 1,2(Z;Rn) + ‖r‖2W 1,2(Z;Rn)

and ‖u− r‖W 1,2(Z;Rn) = inf
p∈R

‖u− p‖W 1,2(Z;Rn) .

Set v := u− r and decompose r according to

r = r̂ + r̄ with r̂ ∈ R⋆(m) and r̄ ∈ R(m).

We claim that
‖r̂‖W 1,2(Z;Rn) ≤ c′ ‖v‖W 1,2(Z;Rn) .
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6. Two-scale convergence methods for slender domains

Here and below, c′ and c′′ denote positive constants that may change from line to line,
but can be chosen only depending on the geometry of S and Y . The assertion above
can be justified as follows: Because r̂ ∈ R⋆(m), there exist A ∈ Mskew(n) and b ∈ R

n

such that

r̂(z) = Âz + b.

The maps u and r̄ have vanishing mean value, and therefore we infer that

−b =
∫

Z
−r̂ dz =

∫

Z
v dz ⇒ |b| ≤ c′ ‖v‖W 1,2(Z;Rn)

On the other hand, the Y -periodicity of u implies that

m∑

k=1

|v(x̄, y + ek)− v(x̄, y)| =
m∑

k=1

|r(x̄, y + ek)− r(x̄, y)| =
m∑

k=1

∣∣∣Â{: ,k}

∣∣∣

where Â{: ,k} denotes the kth column of the matrix Â. The left hand side can be con-

trolled by the norm of v, while the right hand side controls the modulus of Â, because A
is skew-symmetric and Â is constructed by deleting the “lower-right” (n−m)×(n−m)-
submatrix Ā. As a consequence, we obtain the estimate

‖r̂‖W 1,2(Z;Rn) ≤ c′(|b|+
∣∣∣Â
∣∣∣) ≤ c′′ ‖v‖W 1,2(Z;Rn) .

Now the orthogonality r̂ ⊥ r̄, (6.18), (6.17) and the previous estimate imply that

‖u‖W 1,2(Z;Rn) = ‖u− r‖2W 1,2(Z;Rn) + ‖r̂‖2W 1,2(Z;Rn) + ‖r̄‖2W 1,2(Z;Rn)

≤ c′
∫∫

S×Y

∣∣∣sym ∇̃m,γu
∣∣∣
2
dy dx̄+ ‖r̄‖2W 1,2(Z;Rn) .

Because R(m) ⊕ R⋆(m) is an orthogonal decomposition of R, we infer that r̄ is the
orthogonal projection of u on R(m). As a consequence, we have

inf
p̄∈R(m)

‖u− p̄‖2W 1,2(Z;Rn) = ‖u− r̄‖2W 1,2(Z;Rn)

= ‖u‖2W 1,2(Z;Rn) − ‖r̄‖2W 1,2(Z;Rn) ≤ c′
∫∫

S×Y

∣∣∣sym ∇̃m,γu
∣∣∣
2
dy dx̄

and the proof for γ = 1 is complete.

Step 3. Let γ ∈ (0,∞). Define

w(x̄, y) := u( 1γ x̄, y).

Then w ∈W 1,2((γS)×Y ;Rn) and we have

∇̃m,1w(x̄, y) = (∇̃m,γu)(
1
γ x̄, y).
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6.4. Homogenization and dimension reduction of a convex energy

Moreover, we can apply the Korn inequality derived in the previous step to the scaled
map w and obtain

inf
r∈Rγ(m)

‖w − r‖2W 1,2((γS)×Y ;Rn) ≤ c′
∫

(γS)×Y

∣∣∣sym(∇̃m,γu)(
1
γ x̄, y)

∣∣∣
2
dy dx̄.

where

Rγ(m) :=

{
rγ(x̄) :=

(
0m

Ā(x̄− cγS)

)
: Ā ∈ Mskew(n−m)

}
.

Now the change of coordinates (γx̄, y) 7→ (x̄, y) and the observation that

x̄ 7→ rγ(γx̄) ∈ R(m) for all rγ ∈ Rγ(m)

lead to

inf
r∈R(m)

‖u‖2W 1,2(S×Y ;Rn) ≤ Cγ

∫

S×Y

∣∣∣sym(∇̃m,γu)(x̄, y)
∣∣∣
2
dy dx̄

for a constant Cγ that only depends on γ and the geometry of S and Y .

Corollary 6.3.9. For each u ∈ W 1,2
Y -per(S×Y ;Rn) there exists w ∈ W 1,2

Y -per(S×Y ;Rn)
such that

sym ∇̃m,γu(x̄, y) = sym ∇̃m,γw(x̄, y) almost everywhere

and

‖w‖W 1,2(S×Y ;Rn) ≤ cγ

∥∥∥sym ∇̃m,γu
∥∥∥
L2(S×Y ;Rn)

where cγ is the constant from Theorem 6.3.8.

Proof. This directly follows from the previous theorem and the fact that

{ r̄(x̄) + b : r̄ ∈ R(m), b ∈ R
n } ⊂W 1,2

Y -per(S×Y ;Rn).

6.4. Homogenization and dimension reduction of a

convex energy

In this section we demonstrate how the developed two-scale convergence methods can
be used to analyze the asymptotic behavior of the functional Eε,h defined in the
introduction (see equation (6.2)) when both fine-scales ε, h simultaneously tend to
zero.

As in the introduction, let Ω := ω×S and Ωh := ω×hS with ω ⊂ R
2 and S :=

(−1
2 ,

1
2) and suppose that ω is an open and bounded domain with Lipschitz boundary.

Moreover, we set Y := [0, 1)2.
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6. Two-scale convergence methods for slender domains

We consider a measurable integrand g : R2×M(3) → [0,∞) and suppose that g is Y -
periodic, convex and lower semicontinuous in the sense of Definition 3.1.4. Moreover,
we suppose that g satisfies the growth condition

(6.19) 1
c |F |

2 − c ≤ g(y, F ) ≤ c(|F |2 + 1) for all F ∈ M(3) and a.e. y ∈ Y.

We have seen in the introduction that (instead of Eε,h) we can equivalently study the
functional

Iε,h(u) :=





∫

Ω

g(x̂/ε,∇2,h u(x)) dx if u ∈W 1,2(Ω;R3)

+∞ if u ∈ L2(Ω;R3) \W 1,2(Ω;R3).

In order to describe the limiting behavior of (Iε,h) we define for γ ∈ (0,∞) and
pairs

(u, u0) ∈ W :=
{
u ∈W 1,2(Ω;R3) : u is independent of x3

}
×L2(ω;V)

where V :=

{
u ∈W 1,2

Y -per(S×Y ;R3) :

∫∫

S×Y

u dy dx̄ = 0

}

the two-scale functional

Iγ(u, u0) :=

∫∫

Ω×S

g(y,∇u(x) + ∇̃2,γu0(x, y)) dy dx.

Theorem 6.4.1. Let (h) denote an arbitrary vanishing sequence of positive numbers
and let ε : (0,∞) → (0,∞) satisfy

lim
h→0

ε(h) = 0 and lim
h→0

h

ε(h)
= γ with γ ∈ (0,∞).

(1) Let (uh) be an arbitrary sequence in W 1,2(Ω;R3) such that

(6.20) lim sup
h→0

{∣∣∣∣
∫

Ω
uh dx

∣∣∣∣+ Iε(h),h(uh)

}
<∞.

Then there exist a subsequence (not relabeled) and a pair

(u, u0) ∈ W

such that

(⋆)

{
uh → u strongly in L2(Ω;R3)

∇uh 2−⇀ ∇u+ ∇̃2,γu0 weakly two-scale in L2(Ω×Y ;M(3)).

94



6.4. Homogenization and dimension reduction of a convex energy

(2) Suppose that (uh) ⊂W 1,2(Ω;R3) converges to a pair

(u, u0) ∈ W

in the sense of (⋆). Then

lim inf
h→0

Iε(h),h(uh) ≥ Iγ(u, u0).

(3) For any pair (u, u0) ∈ W there exists a sequence (uh) in W
1,2(Ω;R3) converging

to (u, u0) in the sense of (⋆) such that

lim
h→0

Iε(h),h(uh) = Iγ(u, u0).

Proof. We prove statement (1). In view of the growth condition (6.19) and Poincaré-
Wirtinger inequality, it is easy to check that assumption (6.20) allows us to extract
a subsequence that weakly converges in W 1,2(Ω;R3) and satisfies the assumptions of
Theorem 6.3.3. Thus, statement (1) is an immediate consequence of Theorem 6.3.3.

In virtue of Theorem 6.3.3 and Proposition 6.3.5, the lower bound statement (2) and
the recovery sequence statement (3) can be proved with the approach similar to the
one used in the proof of Theorem 3.3.1. For this reason we omit the proof and refer
to Section 3.3.

Remark 6.4.2. Analogously to the convex homogenization example in Section 3.3 we
define for u ∈ L2(Ω;R3) the functional

Iγ
hom(u) :=





inf
u0∈L2(ω;V)

Iγ(u, u0) if u ∈W 1,2(Ω;R3) and independent of x3

+∞ else.

In the same way as in Section 3.3, one can show that Iγ
hom is the Γ-limit of the sequence

(Iε(h),h) as h→ 0 with respect to strong convergence in L2(Ω;R3). We like to remark
that Iγ

hom still depends on γ which captures the asymptotic behavior of the ratio
between thickness h and size of the material microstructure ε.

Moreover, one can show that for all u ∈ W 1,2(Ω;R3) with u(x̂, x3) independent of x3,
we have

Iγ
hom(u) =

∫

ω
gγhom(∇u(x̂)) dx̂

where gγhom denotes the homogenized integrand and is defined according to

gγhom(F ) := inf
ϕ∈V

∫∫

S×Y

g(y, F + ∇̃2,γϕ(x3, y)) dy dx3.
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6. Two-scale convergence methods for slender domains

Remark 6.4.3. The previous theorem and the previous remark remain valid if the
integrand g only satisfies the growth- and coercivity condition of Korn-type

1

c
|symF |2 − c ≤ g(y, F ) ≤ c(|F |2 + 1) for all F ∈ M(3) and a.e. y ∈ Y

and the condition
g(y, F ) = g(y, symF )

as it is the case in linear elasticity. In this setting, the developed Korn inequality (see
Theorem 6.3.8) and Corollary 6.3.9 guarantee that the minimization problems in the
definition of Iγ

hom and gγhom admit minimizers in L2(ω;V) and V , respectively.

96



Part III.

Dimension reduction and homogenization of

slender elastic bodies in the bending regime
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7. Rigorous derivation of a homogenized theory

for planar rods from nonlinear 2d elasticity

7.1. Introduction and main result

In this chapter we derive a homogenized, planar rod theory from two-dimensional
elasticity in a scaling regime which is associated to bending deformations. Our starting
point is an elastic body that occupies in its undeformed configuration the slender, two-
dimensional domain

Ωh := ω×Sh with ω := (0, L) and Sh := (−h/2, h/2).

We suppose that the elastic body consists of a composite material featuring a laterally,
periodic microstructure with period ε. We are interested in the limiting behavior of
the elastic body opposed to forces and subject to boundary conditions as h and ε
simultaneously converge to zero

To this end, we introduce the energy

Eε,h(v; f) :=
1

h

∫

Ωh

W (x1/ε,∇v(x))− 〈f(x), v(x)〉 dx,

where the deformation v is a map from Ωh to R
2 and f : Ωh → R

2 is a given vec-
tor field representing the applied force. The elastic potential W :R×M(2) → [0,∞]
is supposed to be a measurable integrand that is [0, 1)-periodic in its first compo-
nent and vanishes for rotations. The precise assumptions on W are presented be-
low.

We are going to prove that, as h and ε simultaneously tend to zero, the scaled energy
1
h2Eε,h Γ-converges to a limiting energy that only depends on one-dimensional defor-

mations and that is finite only for bending deformations, i.e. maps in W 2,2
iso (ω;R

2). In
this case the limiting energy is quadratic in the curvature of the bending deformation
and its stiffness coefficient emerges from a subtle relaxation and homogenization mech-
anism depending on the elastic material parameters, but also on the limiting behavior
of the fine-scale ratio h/ε. More precisely, we distinguish the three fine-scale coupling
regimes

h/ε → γ with γ = 0, γ = ∞ and γ ∈ (0,∞).

We are going to see that each fine-scale coupling regime leads to a different cell
problem, which determines the effective coefficient appearing in the limiting prob-
lem.
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7. Derivation of a homogenized theory for planar rods

As a corollary of the Γ-convergence result, we see that (almost) minimizers of Eε,h

converge to minimizers of the limiting energy. This observation turns out to be com-
patible with one-sided boundary conditions and justifies to call the limiting energy an
effective theory that — despite being much simpler than the initial one — captures
the essential behavior of the problem for small h and ε.

We now give a precise formulation of the main result. Let us start with some remarks
on the fine-scales. Since we are interested in a limiting process where both fine-scales
ε and h simultaneously tend to zero, we assume that the fine-scales are coupled in the
following sense:

(7.1)





(h) := (hj)j∈N is a vanishing sequence of positive numbers

ε : h 7→ ε(h) is a map from (0,∞) to (0,∞) with lim
h→0

ε(h) = 0.

lim
j→∞

hj
ε(hj)

= γ with γ ∈ [0,∞].

Unless indicated otherwise, we just write h and ε to refer to elements of the sequences
(h) and (ε(h)), respectively. In particular, if both parameters appear simultaneously
in a formula, then we use the convention ε = ε(h). For instance we may write Eε,h

instead of Eε(h),h. In the case γ = 0 or γ = ∞, we say that the fine-scales separate in
the limit.

For γ ∈ [0,∞] we define the limiting energy:

Eγ(u, f̂) :=




qγ

∫

ω
κ
2
(u) dx1 −

∫

ω

〈
f̂ , u

〉
dx1 if u ∈W 2,2

iso (ω;R
2)

+∞ else.

Here, κ(u) denotes the curvature of the bending deformation u and qγ denotes the
effective bending stiffness, which we will specify below.

In our main result we consider sequences of deformations (vh) with vh ∈W 1,2(Ωh;R
2).

In order to equip those sequences with a common topology, we associate to each vh
the cross-sectional average

v̂h(x1) :=
1

h

∫

Sh

vh(x1, x2) dx2, x1 ∈ ω.

Thereby, all functions v̂h belong to the same Sobolev space W 1,2(ω;R2) and we can
state the subsequent Γ-convergence result in the topology ofW 1,2(ω;R2).

We say that the sequence (vh) satisfies the one-sided boundary condition associated to
(u0, n0) with u0, n0 ∈ R

2, |n0| = 1 if for each h

(7.2) vh(0, x2) = u0 + x2n0 for almost every x2 ∈ Sh.

The resulting limiting boundary condition for a bending deformation u ∈W 2,2
iso (ω;R

2)
reads

(7.3) u(0) = u0 and n(u)(0) = n0.
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7.1. Introduction and main result

Here, n(u)(0) denotes the unit normal vector of the curve parametrized by u at the
point u(0) (see below for the precise definition).

Regarding the forces, we consider vector fields fh ∈ L2(Ωh;R
2) that converge in the

following sense

(7.4)
1

h2
gh ⇀ f weakly in L2(Ω;R2), Ω := ω×S

where gh(x1, x2) := fh(x1, hx2) and f is a map in L2(Ω;R2). For instance, whenever
fh is independent of the cross-sectional direction x2 and ( 1

h2 fh) is weakly convergent
in L2(ω;R2) this condition is satisfied.

At last, we present the precise conditions on the elastic potential. Let Y := [0, 1)
denote the reference cell of periodicity. We assume that W :R×M(2) → [0,∞] is a
measurable integrand that is Y -periodic in its first variable and satisfies the following
conditions:

W is frame indifferent, i.e.(W1)

W (y,RF ) =W (y, F ) for all R ∈ SO(2), F ∈ M(2) and a.e. y ∈ R

The identity is a natural state, i.e.(W2)

W (y, Id) = 0 for a.e. y ∈ R

W is non-degenerate, i.e. there exists C > 0 such that(W3)

W (y, F ) ≥ C dist2(F, SO(2)) for all F ∈ M(2) and a.e. y ∈ R

W admits a quadratic Taylor expansion at the identity, i.e.(W4)

∃Q ∈ Q(Y ; 2) : lim sup
F→0
F 6=0

ess sup
y∈Y

|W (y, F )−Q(y, F )|
|F |2

= 0.

In the latter condition,Q(Y ;m) denotes the set of all measurable integrands

Q : Y×M(m) → [0,∞)

that are Y -periodic in the first, quadratic in the second variable and bounded in the
sense that

ess sup
y∈Rn

sup
|F |=1

Q(y, F ) < +∞.

Finally, we define the effective limiting coefficients according to

qγ :=





1

12
min

α∈W 1,2
per,0(Y )

∫

Y

min
d∈R2

Q (y, (1 + ∂yα)(e1⊗e1) + d⊗e2 ) dy if γ = 0,

1

12
min

ϕ∈W
1,2
per,0(Y ;R2),

d∈R2

∫

Y

Q (y, (e1 + ∂yϕ)⊗e1 + d⊗e2 ) dy if γ = ∞,

min
w∈W 1,2

Y -per(S×Y ;R2)

∫∫

S×Y

Q(y, x2(e1⊗e1) + ∇̃1,γw) dy dx2 if γ ∈ (0,∞).

(7.5)
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The scaled gradient ∇̃1,γ and the function space W 1,2
Y -per(S×Y ;R2) are defined in Sec-

tion 6.3. In Section 7.4.5 we analyze the minimization problems related to the definition
above.

We state our main result:

Theorem 7.1.1. Let (u0, n0) denote admissible boundary data according to (7.2).
Consider forces fh ∈ L2(Ωh;R

2) converging to f ∈ L2(Ω;R2) in the sense of (7.4) and
set f̂ :=

∫
S f dx2.

(1) For every sequence (vh), vh ∈ W 1,2(Ωh;R
2), satisfying the one-sided boundary

condition associated to (u0, n0) and having equibounded energy, i.e.

lim sup
h→0

1

h2
Eε,h(vh; fh) <∞,

there exists a map u ∈ W 2,2
iso (ω;R

2) satisfying the limiting boundary condition
(7.3) and

v̂h → u strongly in W 1,2(ω;R2)

for a subsequence (not relabeled).

(2) For any sequence (vh), vh ∈ W 1,2(Ωh;R
2), satisfying the one-sided boundary

condition associated to (u0, n0) and any map u ∈W 2,2
iso (ω;R

2) with

v̂h → u strongly in W 1,2(ω;R2)

we have

lim inf
h→0

1

h2
Eε,h(vh; fh) ≥ Eγ(u; f̂).

(3) For each u ∈ W 2,2
iso (ω;R

2) satisfying the limiting boundary condition associated
to (u0, n0) there is a sequence (vh), vh ∈ W 1,2(Ωh;R

2), satisfying the one-sided
boundary condition associated to (u0, n0),

v̂h → u strongly in W 1,2(ω;R2) and lim
h→0

1

h2
Eε,h(vh; fh) = Eγ(u, f̂).

As a consequence, we immediately obtain convergence of (almost) minimizers:

Corollary 7.1.2. Consider forces (fh) that converge to f in the sense of (7.4). Sup-
pose that (vh) satisfies the one-sided boundary condition (7.2) and is a sequence of
almost minimizers, i.e.

lim sup
h→0

1

h2

∣∣∣Eε,h(vh; fh)− inf
{
Eε,h(v; fh) : v ∈W 1,2(Ωh;R

2) satisfies (7.2)
}∣∣∣ = 0.

Then up to a subsequence (v̂h) strongly converges in W 1,2(ω;R2) to u ∈ W 2,2
iso (ω;R

2)

where u is a minimizer of the energy Eγ(v; f̂) among all deformations v ∈W 2,2
iso (ω;R

2)
satisfying the boundary condition (7.2).
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Theorem 7.1.1 yields Γ-convergence of the functionals (Eε,h) to the limiting energy Eγ .
Indeed, statement (2) establishes the lower bound inequality, while (3) proves existence
of recovery sequences. The first statement proves equi-coercivity of the functionals and
justifies the sequential characterization of Γ-convergence.

It is well-known that Γ-convergence is robust with respect to continuous perturba-
tions. This suggests that the results above remain valid for more general applied
forces.

A close look at the cell problems determining the effective coefficients q0 and q∞ reveals
that we trivially have the relation q0 ≤ q∞. Hence, elastic rods with a microstructure
that is small — even compared to the thickness of the rod — tend to be stiffer than
such rods with a relatively large microstructure.

The effective stiffness coefficient qγ is determined by the linear cell problem (7.5). In the
case where the fine-scales separate in the limit, i.e. γ = 0 or γ = ∞, the cell problem
lives on the one-dimensional domain Y . In contrast, in the intermediate cases, where
h/ε converges to a finite ratio γ ∈ (0,∞), the cell problem lives on the two-dimensional
domain S×Y . This is in accordance with the observation that for γ ∈ (0,∞) the thick-
ness and the material fine-scale remain “comparable” and lateral oscillations on scale
ε couple with the cross-sectional behavior. We would like to remark that for special
(but still inhomogeneous) materials (for instance isotropic materials with vanishing
Poisson’s ratio) the limiting energies E0, Eγ and E∞ are equal.

What is the “right” topology for the Γ-convergence statement? In fact, there are several
answers to this question. First, we observe that the domains of the deformations
entering the functionals Eε,h depend on the parameter h, and therefore a common
topology for all deformations is not given a priori. A possible and — from the point of
view of applications — natural choice is the topology induced by strong convergence
of the cross-sectional averages in W 1,2(ω;R2). Similar topologies have been used in
the field of dimension reduction by Acerbi et al. [ABP91] or Conti [CDD+03] for
instance. Nevertheless, from the mathematical point of view it is more convenient
to consider a scaled formulation of the problem that allows us to work on the fixed
domain Ω := ω×S with S := (−1/2, 1/2). In the next section we are going to develop
this scaled formulation, state the scaled analogon to Theorem 7.1.1 and argue that
both procedures lead to the same result. In the proof of the main result we solely work
with the scaled formulation.

A brief outline of this chapter

In the next section we develop and discuss the scaled formulation of the problem and
prove the equivalence to the original formulation presented above.

The proof of the main result is contained in Section 7.4. The results derived in this
section are presented in a quite general manner and can be applied to settings more
general than the one considered in Theorem 7.1.1. In particular, in Section 7.4.2 we
derive a powerful two-scale characterization of nonlinear limiting strains that emerge
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from sequences with finite bending energy. In Section 7.4.4 we demonstrate a general
scheme to approximate bending deformations with simultaneous consideration of the
two-scale behavior of the associated nonlinear strain (which turns out to be essential
for the limiting behavior of the energy). At the beginning of Section 7.4 we give a
more detailed summary about our approach.

We complete our analysis with the results derived in Section 7.5 and Section 7.6. In
particular, in Section 7.5 we prove strong two-scale convergence of the nonlinear strain
for low energy sequences. In Section 7.6 we analyze the effective limiting coefficients
qγ in the case where the fine-scales separate, i.e. for γ ∈ {0,∞}. We prove that q0
and q∞ can equivalently be computed by consecutively modifying the elastic potential
W by operations that are related to dimension reduction and homogenization. In this
sense, we justify the interpretation that the cases γ = 0 and γ = ∞ correspond to
the homogenization of the model with reduced dimension and the dimension reduction
of the homogenized model, respectively. This insight is not trivial but involves the
fact that linearization and homogenization commute in elasticity — as we proved in a
previous chapter.

As a complement, in Section 7.7 we elaborate again on the two-scale characterization of
the limiting strain and prove that the characterization is sharp. Based on this insight
we present an analysis that derives a homogenized rod theory under quite general
assumptions covering layered and prestressed materials. The derivation is rigorous
and stated in the spirit of two-scale Γ-convergence (see [MT07]). The findings in
this section rely on the results derived in Section 7.4 and Section 5.2 and the proof is
remarkably short. In some sense, in this section (although not explicitly) we summarize
the detailed analysis of the previous sections from a larger perspective and emphasize
the general strategy.

Eventually, we would like to remark that Section 7.3 is devoted to a qualitative dis-
cussion of the problem. There, we perform an ansatz based analysis of the situation
with the aim to offer an intuitive and easily accessible understanding of the emerging
relaxation phenomena.
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7.1. Introduction and main result

We conclude this introduction by fixing some notation that is specific to this chap-
ter:

e1

e2

R(α)a

a

α

Figure 7.1.: Rotation.

Rotations. For α ∈ R we define the rotation

R(α) :=

(
cosα sinα
− sinα cosα

)
,

which is exactly the clockwise rotation in R
2 by an-

gle α.

Note that

R(α)R(β) = R(α+β) = R(β)R(α)

for all α, β ∈ R. (Thus, the map R is a continuous homeomorphism from the addi-
tive group R/(2πZ) to the multiplicative group SO(2), which is commutative in contrast
to SO(n) for n > 2). It is easy to check that R :R → SO(2) is smooth and satis-
fies

∂αR(α) = R(α+π/2) = R(π/2)R(α).

In the sequel we frequently encounter the elementary identity

R(α)T∂1R(α) = ∂1α

(
0 1
−1 0

)

which is valid for all sufficiently smooth maps α : ω → R.

Bending deformations, planar curves and curvature. In this chapter, we
refer to maps

u ∈W 2,2
iso (ω;R

2) :=
{
u ∈W 2,2(ω;R2) : |∂1u(x1)| = 1 for a.e. x1 ∈ ω

}

as bending deformations. We associate to each u ∈ W 2,2
iso (ω;R

2) a signed curvature,

e1

e2
u

∂2
11u t(u)

n(u)

κ(u) < 0
e1

e2

u

∂2
11u t(u)

n(u)

κ(u) > 0

Figure 7.2.: Bending deformation.

a tangent- and a normal field in the fol-
lowing unique way

t(u) := ∂1u, n(u) := −R(π/2)t(u) and

κ(u) :=
〈
t(u), ∂1n(u)

〉
= −

〈
n(u), ∂

2
11u(u)

〉
.

Furthermore, we set R(u) :=
(
t(u) n(u)

)

and call R(u) the frame associated to u.
Note that the sign of κ(u) is chosen in such
a way that a curve with negative curvature
bends in the direction of its normal (see
Figure 7.2).

Two-scale convergence. Throughout this chapter, two-scale convergence is under-
stood in the sense of Definition 6.2.3 withm = 1, i.e. with respect to (ε(h))-oscillations
in direction x1.
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7. Derivation of a homogenized theory for planar rods

7.2. The scaled formulation

In this section we discuss the scaling procedure leading to the scaled version of Theo-
rem 7.1.1. To this end we introduce the fixed domain with unit thickness

Ω := Ω1 = ω×(−1/2, 1/2)

and the scaling transformation

πh : Ω → Ωh, (x1, x2) 7→ (x1, h x2).

To each deformation vh : Ωh → R
2 we associate the map uh := vh ◦ πh and call uh

the scaled deformation associated to vh. We refer to vh as the rescaled deformation
associated to uh. Obviously, if vh ∈ W 1,2(Ωh;R

2), then uh ∈ W 1,2(Ω;R2) and we
have

∇vh = ∇(uh ◦ π−1
h ) = ∇huh where ∇h uh :=

(
∂1uh

1
h∂2uh

)
.

This procedure allows us to rewrite the total energy Eε,h in terms of the new coordinates
as

Eε,h(vh; fh) =

∫

Ω
W (x1/ε, ∇huh(x))− 〈gh(x), uh(x)〉 dx

where gh := fh ◦ πh. This suggests to define the functional

Iε,h(uh) :=





1

h2

∫

Ω
W (x1/ε, ∇hu(x)) dx if u ∈W 1,2(Ω;R2),

+∞ else,

which is the elastic part of the total energy in the scaled setting. Note that whenever we
have a sequence (uh) ⊂W 1,2(Ω;R2) with equibounded energy, i.e.

lim sup
h→0

Iε,h(uh) <∞,

then due to the non-degeneracy condition (W3) this sequence satisfies

(FBE) lim sup
h→0

1

h2

∫

Ω
dist2(∇huh(x), SO(2)) dx <∞.

Following [FJM02] we call a sequence that fulfills (FBE) a sequence with finite bending
energy. As we will see, this property is the key assumption in the subsequent compact-
ness result, which roughly speaking states that a sequence with finite bending energy
converges to a bending deformation. It is important to note that this property is also
compatible with the total energy in the unscaled formulation:

Lemma 7.2.1. Let (u0, n0) and (fh) be defined according to Theorem 7.1.1. Consider
a sequence (vh) such that vh ∈W 1,2(Ωh;R

2) satisfies the one-sided boundary condition
associated to (u0, n0) and has equibounded energy, i.e.

lim sup
h→0

1

h2
Eε,h(vh; fh) <∞.

Then uh := vh ◦ πh has finite bending energy.
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7.2. The scaled formulation

Proof. In a first step we prove that

(7.6) ‖uh‖L2(Ω;R2) ≤ c′ ‖∇huh‖L2(Ωh;M(2)) + c′′ for all 0 < h.

Here and below, c′, c′′ denote generic positive constants that may change from line to
line, but can be chosen independent of h. For the proof of this estimate we define the
map

wh(x) := u0 + hx2n0.

Since (vh) satisfies the one-sided boundary condition, the difference uh−wh belongs
(for all h>0) to the subspace of maps in W 1,2(Ω;R2) that vanish on the set {0}×S.
Consequently, the Poincaré-Friedrichs inequality implies that

‖uh‖L2(Ω;R2) ≤ ‖uh−wh‖L2(Ω;R2) + ‖wh‖L2(Ω;R2)

≤ c′ ‖∇huh−∇hwh‖L2(Ω;M(2)) + ‖wh‖L2(Ω;R2) .

Because of lim suph→0( ‖wh‖L2(Ω;R2)+ ‖∇hwh‖L2(Ω;M(2)) ) < ∞, this already implies
(7.6).

The remaining proof is a slight variant of arguments used in [Con03]. We introduce
the scaled force gh:=fh ◦ πh. Since

Eε,h(vh; fh) ≥ h2Iε,h(uh)−
∫

Ω
〈gh(x), uh(x)〉 dx

and h2Iε,h(uh) ≥ C
∫
Ω dist2(∇huh(x), SO(2)) dx due to (W3), it is sufficient to analyze

the force term. By assumption the sequence (h−2gh) is bounded in L2(Ω;R2), and
therefore we have

∣∣∣∣
∫

Ω
〈gh, uh〉 dx

∣∣∣∣ ≤ h2c′ ‖uh‖L2(Ω;R2)

≤ h2( c′ ‖∇huh‖L2(Ω;M(2)) + c′′ )

for all h > 0. We apply the inequality 1/2 |F |2 ≤ dist2(F, SO(2)) + 2 and deduce that

‖∇huh‖L2(Ω;M(2)) ≤ c′
(∫

Ω
dist2(∇huh(x), SO(2)) dx+ 1

)
.

Consequently

Eε,h(vh; fh) ≥ (C − h2c′)

∫

Ω
dist2(∇huh(x), SO(2)) dx− h2c′′.

Thus, we obtain

lim sup
h→0

1

h2

∫

Ω
dist2(∇huh(x), SO(2)) dx ≤ 1

C
lim sup
h→0

1

h2
Eε,h(vh; fh) + c′′ <∞.
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7. Derivation of a homogenized theory for planar rods

Remark 7.2.2. If we drop the requirement that (vh) satisfies the one-sided bound-
ary condition, then the statement does not remain valid in general. Nevertheless, in
the case without boundary condition, we obtain a similar result for forces fh with∫
Ωh
fh dx = 0. Alternatively, we could also consider the assumption that the averages

1
h

∫
Ωh
vh dx are uniformly bounded.

In order to present the analogon to Theorem 7.1.1 for the scaled setting, we define for
u ∈W 2,2

iso (ω,R
2) and γ ∈ {0,∞} the functionals

Iγ(u) := inf

{
1

12

∫∫

ω×Y

Q

(
y,κ(u)(e1⊗e1) +

(
∂yα g
g c

))
dy dx1 : (α, g, c) ∈ Xγ

}

where

X0 := { (α, g, c) : α ∈ L2(ω;W 1,2
per(Y )), g, c ∈ L2(ω×Y ) }

X∞ := { (α, g, c) : α ∈ L2(ω;W 1,2
per(Y )), g ∈ L2(ω×Y ), c ∈ L2(ω) }.

For γ ∈ (0,∞) and u ∈W 2,2
iso (ω;R

2) we define

Iγ(u) := inf

{ ∫∫

Ω×Y

Q
(
y,
(
a(x1) + x2κ(u)

)
(e1⊗e1) + ∇̃1,γw0(x, y)

)
dy dx :

a ∈ L2(ω), w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2))

}
.

We extend the functionals Iγ to L2(Ω;R2) by setting Iγ(u) = +∞ if u 6∈W 2,2
iso (ω;R

2).

Remark 7.2.3. The scaled gradient ∇̃1,γw = (∂yw | 1γ∂2w) as well as the function space

W 1,2
Y -per(S×Y ;R2) are defined in Section 6.3.

Remark 7.2.4. In Section 7.4.5 we are going to show that

Iγ(u) = Eγ(u; 0)

for all u ∈W 2,2
iso (ω;R

2).

We now state the main result in the scaled setting:

Theorem 7.2.5.

(1) (Compactness). For every sequence (uh) in W 1,2(Ω;R2) with finite bending en-
ergy there exists a map u ∈W 2,2

iso (ω;R
2) such that

uh − uΩ,h → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2))

for a suitable subsequence (not relabeled). Here, uΩ,h := 1
Hn(Ω)

∫
Ω uh dx denotes

the integral average of uh.
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7.2. The scaled formulation

(2) (Lower bound). For every sequence (uh) in W 1,2(Ω;R2) with uh ⇀ u weakly in
L2(Ω;R2) we have

lim inf
h→0

Iε,h(uh) ≥ Iγ(u).

(3) (Upper bound). For each map u ∈ W 2,2
iso (ω;R

2) there is a sequence (uh) in
W 1,2(Ω;R2) with

uh → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2))

such that
lim
h→0

Iε,h(uh) = Iγ(u).

Additionally, we can choose the sequence (uh) in such a way that the boundary
condition

uh(0, x2) = u(0) + hx2n(u)(0)

is satisfied by each uh.

(For the proof see page 119).

Remark 7.2.6. In the previous theorem the limiting deformation u is a map from ω
to R

2, while the sequence (uh) consists of maps from Ω to R
2. Therefore, to be

absolutely precise we have to identify in the convergence statements above the map
u ∈W 2,2

iso (ω;R
2) with the trivial extension to Ω, i.e. with the map

ũ : Ω → R
2, ũ(x1, x2) := u(x1).

If necessary, in the sequel we are going to use this identification without further indi-
cation.

The compactness part of the theorem above can be improved: The following propo-
sition shows that the one-sided boundary condition is stable for sequences with finite
bending energy.

Proposition 7.2.7. Let (uh) be a sequence in W 1,2(Ω;R2) satisfying the scaled one-
sided boundary condition

uh(0, x2) = u0 + hx2n0

with u0, n0 ∈ R
2, |n0| = 1. Suppose that (uh) has finite bending energy. Then there is

a map u ∈W 2,2
iso (ω;R

2) that satisfies the limiting boundary condition

u(0) = u0, n(u)(0) = n0

and (uh) converges to u up to a subsequence in the following sense

uh → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2)).
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7. Derivation of a homogenized theory for planar rods

(For the proof see page 131).

The previous results can be stated in the language of Γ-convergence:

Corollary 7.2.8. For u ∈ L2(Ω;R2) define the functionals

Iε,h
bc (u) :=

{
Iε,h(u) if u ∈W 1,2(Ω;R2) satisfies u(0, x2)=u0+hx2n0,

+∞ else,

Iγ,bc(u) :=
{

Iγ(u) if u ∈W 2,2
iso (ω;R

2) satisfies u(0)=u0, n(u)(0)=n0,

+∞ else.

The family (Iε,h
bc ) is equi-coercive and Γ-converges to Iγ,bc with respect to the strong

topology in L2(Ω;R2).

Proof. The equi-coercivity is a direct consequence of Proposition 7.2.7. Consequently,
the sequential characterization of Γ-convergence is valid (see Proposition 4.2.7) and
the convergence statement directly follows from (2) and (3) in Theorem 7.2.5.

The proof of the previous theorem and proposition is the main subject of Section 7.4.
Here, we only argue that both imply the validity of Theorem 7.1.1. The key observation
in this context is the following:

Lemma 7.2.9. Let (u0, n0) and (fh) be defined as in Theorem 7.1.1. Let (vh), vh ∈
W 1,2(Ωh;R

2), be a sequence that satisfies the one-sided boundary condition associated
to (u0, n0) and has finite energy, i.e.

lim sup
h→0

1

h2
Eε,h(vh; fh) <∞.

Then the following statements are equivalent:

(1) (v̂h) converges to u weakly in L2(ω;R2)

(2) (v̂h) converges to u strongly in W 1,2(ω;R2)

(3) (uh := vh ◦ πh) converges to u strongly in L2(Ω;R2).

Proof. From Lemma 7.2.1 we deduce that (uh) has finite bending energy. Now the
statement directly follows from the compactness result, Proposition 7.2.7 and the
uniqueness of the limit u.

In virtue of this observation, it is clear that Theorem 7.1.1 immediately follows from
the theorems in this section.
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7.3. A qualitative picture

7.3. A qualitative picture

In this section we study the asymptotic behavior of the energy Iε,h based on certain
classes of ansatzes. The aim of the discussion is to offer an intuitive and easily acces-
sible understanding of the emerging relaxation effects related to dimension reduction
and homogenization. As already remarked in the introduction, the classical, ansatz
based approaches to the derivation of elastic rod and plate theories can be viewed
as the attempt to regard the lower-dimensional theories as constrained versions of
three-dimensional elasticity in the situation where the three-dimensional body is slen-
der and subjected to additional constitutive restrictions. Although, the framework of
Γ-convergence is ansatz free, we follow in the sequel the philosophy of the classical
approach to gain a qualitative picture and understanding of the problem. In the fol-
lowing we are content with formal results. Nevertheless, we would like to remark that
the results presented below can be made rigorous by the methods that we are going to
introduce in Section 7.4.4.

Our analysis consists of the following steps:

(1) For a given (one-dimensional) bending deformation u ∈W 2,2
iso (ω;R

2) we construct
a sequence of two-dimensional deformations (uh) ⊂ W 1,2(Ω;R2) in such a way
that

i. (uh) is an extension of u obeying a certain ansatz ; and

ii. (uh) approximates u in the sense that

uh → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2)).

(2) We evaluate the associated limiting energy

(7.7) lim
h→0

Iε,h(uh).

It turns out that (7.7) can be written as a function of κ(u) (the curvature of u)
and certain free parameters which are specific to the ansatz that we use in the
construction of (uh).

For the computation of (7.7) we employ the following strategy: Because W is
frame indifferent and admits a quadratic Taylor expansion at Id, we see that

1

h2
W (x1/ε, F ) =

1

h2
W

(
x1/ε, Id+ h

RTF − Id

h

)

=Q

(
x1/ε,

RTF − Id

h

)
+ higher order terms

for all F ∈ M(2) and rotations R ∈ SO(2). This suggests to consider the quantity

Eap
h =

RT
h ∇huh − Id

h
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7. Derivation of a homogenized theory for planar rods

where Rh : ω → SO(2) is a rotation field. We choose Rh in such a way that it is
close to R(u), the frame associated to u. In this case Eap

h can be regarded as an
approximation of the nonlinear strain

Eh :=

√
∇hu

T
h ∇huh − Id

h
,

which plays a crucial role in finite elasticity. We expect that

1

h2

∫

Ω
W (x1/ε, ∇huh(x)) dx =

∫

Ω
Q(x1/ε, Eap

h (x)) dx + higher order terms.

Indeed, one can show (see Theorem 5.2.1) that a sufficient condition for the
validity of this expansion is the boundedness of the sequence (Eap

h ) in the sense
that

(7.8) lim sup
h→0

ess sup
x∈Ω

∣∣Eap
h (x)

∣∣ <∞.

All ansatzes that we discuss below satisfy this condition, and therefore we are
going to compute the limiting energy in (7.7) by passing to the limit in the
quadratic functional

(7.9) Eap
h 7→

∫

Ω
Q(x1/ε, Eap

h (x)) dx.

(3) The limiting energy (7.7) depends not only on κ(u), but also on free parameters
specific to the ansatz. By minimizing (7.7) with respect to these free parameters
we gain an effective limiting energy which is optimal within the ansatz class.
This procedure leads to a relaxed limiting energy of the form

q̃

12

∫

ω
κ
2
(u) dx1,

where κ(u) is the curvature of the bending deformation u and q̃ is a stiffness
coefficient depending on the ansatz and the elastic properties of the material.

We would like to remark that in virtue of the sequential characterization of Γ-conver-
gence each of the relaxed energies, that we derive by the procedure described above,
naturally yields an upper bound to the rigorous Γ-limit of (Iε,h).

For simplicity, we restrict our analysis to the case whereW corresponds to an isotropic
material and satisfies (W1)-(W4). In this case, the quadratic form in the expansion
(W4) takes the form

Q(y, F ) = λ(y)(trF )2 + 2µ(y) |symF |2 .

We suppose that λ and µ are smooth, Y -periodic functions with infy∈Y {µ, λ+µ }>0.
This condition implies that Q restricted to symmetric matrices is strictly convex. In
analogy to three-dimensional elasticity we define

ν :=
λ

λ+ 2µ
and E := 4

µ(λ+ µ)

λ+ 2µ
,
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7.3. A qualitative picture

which are the two-dimensional versions of Poisson’s ratio and Young’s modulus. More-
over, we follow the convention to write λ to denote the mean value

∫
Y λ(y) dy and use

the same notation for any map in L1(Y ).

7.3.1. Ansatzes ignoring oscillations

Ansatz 1 (Standard Cosserat ansatz). Let us consider the sequence

u
(1)
h (x) := u(x1) + hx2 n(u)(x1), x ∈ Ω

corresponding to the situation where the mid line is purely bended and each fiber or-
thogonal to the mid line remains perpendicular to the mid line and unstretched. In
the literature this ansatz is called the standard nonlinear Cosserat ansatz. (The pref-
actor h originates from the upscaling of the slender domain Ωh to Ω). An elementary
calculation shows that

(7.10) E
(1)
h :=

RT
(u)∇hu

(1)
h − Id

h
= x2κ(u)(x1)(e1⊗e1).

We plug this expression into the quadratic functional (7.9) and obtain

1

12

∫

ω
(λ(x1/ε) + 2µ(x1/ε))κ2

(u)(x1) dx1.

Since the Lamé constants are periodic, we can pass to the limit h → 0 and formally
obtain the limiting energy

q̃(1)

12

∫

ω
κ
2(x1) dx1 with q̃(1) := λ+ 2µ.

Figure 7.3 is a visualization of Ansatz 1. The plot shows a rod that is deformed by
the map

v(1)(x) = u(x1) + x2n(u)(x1)

where u is a bending deformation with linearly growing curvature. The deforma-

tion v(1) is exactly the rescaled deformation corresponding to u
(1)
h from Ansatz 1.

The deformed mid line of the rod, i.e. the curve associated to u, is represented by
the bold red line. The local strain is indicated by the deformed grid. Moreover,
the coloring represents the locally stored energy. We see that the stored energy in-
creases towards the longitudinal boundaries with a rate proportional to the curvature
of the mid line. This is not surprising, since (7.10) reveals that at each material point
(x1, x2) ∈ Ω the rod is stretched (resp. compressed) in the lateral direction by an
amount proportional to hx2κ(u)(x1). This can also be observed in the enlarged plot in
Figure 7.3.
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7. Derivation of a homogenized theory for planar rods

Figure 7.3.: Ansatz 1

The fibers orthogonal to the mid line of the
rod are not stretched as (7.10) shows. As
a consequence, we have a certain symme-
try in Figure 7.3: The deformed mid line
{u(x1) : x1 ∈ ω } remains in the “middle”
of the deformed rod.

We claim that allowing stretch in the
cross-sectional direction (and breaking the
symmetry) leads to lower energies. This
can be seen as follows: Consider a sam-
ple of an isotropic elastic material that is
uniformly extended in direction e1, for in-
stance by the map x 7→ x+ (αx1, x2) with
α > 0. We observe that such a deforma-
tion not only induces stress in direction e1
but also “transverse stress” in the perpen-
dicular direction. If we allow the mate-
rial to relax by considering deformations
x 7→ x + (αx1, βx2) where β ∈ R is a free parameter, then we observe that the sam-
ple “contracts” in the perpendicular direction in order to minimize the amount of
“transversal stress” (and thus, the elastic energy). This effect is called Poisson’s effect
and the ratio −α/β for optimal β is given by Poisson’s ratio ν. A similar analysis of
the stress tensor corresponding to Ansatz 1 reveals that the Cauchy stress vector in
the cross-sectional direction does not vanish (for x2 6= 0 and κ(u)(x1) 6= 0). In order
to incorporate Poisson’s effect, we are going to extend Ansatz 1 by allowing stretching
of the fibers orthogonal to the mid line.

Ansatz 2 (Director correction). We consider the sequence

u
(2)
h (x) := u(1)(x) + hw

(2)
h (x), w

(2)
h (x) := hR(u)(x1)d(x)

where d : Ω → R
2 is a smooth map. Therefore, the deformation of fibers orthogonal to

the mid line is determined by the director field

n(u)(x1) + w
(2)
h (x) = R(u)(e2 + hd(x)).

In contrast to Ansatz 1, we see that the fibers are possibly inhomogeneously stretched
and do not need to remain perpendicular to the mid line after deformation. In view

of this, the map w
(2)
h can be called a corrector term that renders the deviation of the

director to the normal field. We would like to remark that Ansatz 2 is an adaption of
the recovery sequence used in [FJM02] to the rod setting.

As before, we compute

E
(2)
h :=

RT
(u)∇hu

(2)
h − Id

h
= x2κ(u)(e1⊗e1) + ∂2d⊗e2 +O(h)
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and formally obtain the limiting energy
∫

Ω
(λ̄+ 2µ̄)

(
x22κ

2
(u) + (∂2d2)

2
)
+ 2λ̄x2κ(u)∂2d2 + µ̄(∂2d1)

2 dx

where d = (d1, d2)
T. A simple calculation shows that the right hand side is minimized

for d = d⋆ with

d⋆1 = 0, d⋆2 = −κ(u)ν̃
x22
2

where ν̃ :=
λ̄

λ̄+ 2µ̄
.

This corresponds to the relaxed limiting energy

q̃(2)

12

∫

ω
κ
2
(u)(x1) dx1 with q̃(2) := 4

µ̄(λ̄+ µ̄)

λ̄+ 2µ̄

which is recovered by the “optimal” sequence

u
(2⋆)
h (x) = u(1)(x)− h2x22

2
κ(u)ν̃ n(u).

Figure 7.4 visualizes the situation from Figure 7.3 adapted to Ansatz 2. The rod is
deformed by the map

v(2)(x) = u(x1) + x2n(u)(x1)− 1
2x

2
2ν̃κ(u)(x1)n(u)(x1)

which is exactly the rescaled deformation corresponding to u
(2⋆)
h .

Figure 7.4.: Ansatz 2

Compared with Ansatz 1, we see that
the strain energy is drastically reduced.
The enlarged section shows that the
segments above the mid line are con-
tracted in the lateral direction, while the
segments below the mid line are elon-
gated.

In the isotropic case (as discussed here)
the optimal corrector contracts the rod
in a direction perpendicular to the mid
line. Analytically, this corresponds to the
equation d⋆1 = 0. We would like to em-
phasize that this is a specific property of
isotropic materials and does not hold in
general.

In the case where λ and µ are constant,
and therefore effects due to homogeniza-
tion are absent, it turns out that Ansatz
2 is already optimal in the sense that it
recovers the energy given by the rigor Γ-limit. In this case q̃(2) and ν̃ are equal to
Young’s modulus and Poisson’s ratio respectively.
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7. Derivation of a homogenized theory for planar rods

7.3.2. Ansatzes featuring oscillations

The ansatzes discussed so far ignore effects due to rapid oscillations of the material.
Clearly, for a composite material consisting of a strong and a very weak component
it is energetically preferable if most of the stress emerges in the weak component.
Consequently, if the composite has a microstructure on scale ε, it is natural to expect
a deformation with low energy also to oscillate on scale ε. In the following, we study
two different types of ansatzes that feature oscillations.

Ansatz 3 (Oscillating curvature). The idea of the first oscillating ansatz is the
following: First, we construct a bending deformation that on the one hand, allows for
small oscillations in its curvature on scale and magnitude ε, and on the other hand has
a macroscopic shape that equals u. In a second step, we extend this oscillating bend-
ing deformation to a two-dimensional deformation by applying the standard Cosserat
ansatz introduced above. This procedure leads to the sequence

u
(3)
h (x) := u(0) +

∫ x1

0
Rε(s)t(u)(s) ds+ hx2Rε(x1)n(u)(x1)

where Rε : ω → SO(2) is a smooth rotation field which is close to Id and periodic on
scale ε. One can check that (uh) approximates u in the sense of (1) ii. if Rε → Id
strongly in L2(ω;M(2)). A straightforward computation shows that

∇hu
(3)
h = RεR(u) + hx2( ∂1Rεn(u) +Rε∂1n(u))⊗ e1

and

E
(3)
h :=

(RεRh)
T∇hu

(2)
h − Id

h
= x2

(
κ(u)(x1)e1 +RT

(u)(R
T
ε ∂1Rε)n

)
⊗ e1.

We specify the rotation field Rε by setting

Rε(x1) := R(ε(α◦πε)(x1)) where α ∈ C∞(ω;C∞
per(Y )) and πε(x1) := (x1, x1/ε).

Recall that R(β) denotes the unique clockwise rotation by angle β; thus, we see
that

RT
ε ∂1Rε =

(
ε(∂1α) ◦ πε + (∂yα) ◦ πε

)
R(π/2),

and since R(π/2)n(u) = −t(u), we arrive at

E
(3)
h = x2

(
κ(u)(x1)−

(
ε(∂1α) ◦ πε + (∂yα) ◦ πε )

)
e1 ⊗ e1.

As a consequence, in virtue of Lemma 2.1.9 the sequence (E
(3)
h ) strongly two-scale

converges to the map x2(κ(u)(x1)− ∂yα(x1, y))(e1⊗e1) and by applying Lemma 3.2.1
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7.3. A qualitative picture

we (formally) obtain the limiting energy

1

12

∫∫

ω×Y

Q(y, (κ(u)(x1)− ∂yα(x1, y))(e1⊗e1)) dy dx1

=
1

12

∫∫

ω×Y

(λ+ 2µ)(κ(u) − ∂yα )2 dy dx1.

The right hand side is minimized for the function

α⋆(x1, y) := κ(u)(x1)

∫ y

0
1−ρ(τ) dτ with ρ(y) := 1

λ(y)+2µ(y)

(∫

Y

1
λ(y)+2µ(y) dy

)−1

.

This corresponds to the relaxed limiting energy

q̃(3)

12

∫

ω
κ
2
(u)(x1) dx1 with q̃(3) :=

(∫

Y

1

λ+ 2µ
dy

)−1

.

Figure 7.5.: Ansatz 3

The harmonic mean in the definition
of q̃(3) is a typical average which
emerges in the context of homogeniza-
tion.

Figure 7.5 is a visualization of Ansatz 3.
It shows a laterally periodic rod consist-
ing of stiff and soft components. The rod
is deformed by a two-dimensional defor-
mation that is associated to a bending
deformation with constant positive cur-
vature. The deformation is constructed
according to Ansatz 3 by the proce-
dure described above in a situation where
h ∼ ε.

In the larger plot in Figure 7.5 the color-
ing indicates the strength of the material,
where blue means soft and green means
stiff. The smaller plot in Figure 7.5 shows
an enlarged section of the deformed rod.
Here, the coloring indicates the locally stored energy.

As before, the bold red line represents the deformed mid line of the rod. As expected,
the curvature of the deformed mid line is not constant, but is larger in the weak (blue)
parts of the rod and close to zero in the stiff (green) parts of the rod. Because of this
inhomogeneous bending, the lateral oscillation of the local stress is quite mild (as it is
illustrated in the enlarged section in Figure 7.5).

Because Ansatz 1 is a special case of Ansatz 3 (corresponding to α = 0), we have
q̃(3) ≤ q̃(1). Qualitatively speaking, the higher the contrast of the elastic components,
the larger is the difference between Ansatz 1 and Ansatz 3.
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7. Derivation of a homogenized theory for planar rods

We can easily extend Ansatz 3 by adding the corrector w
(2)
h from Ansatz 2. It turns out

that for isotropic materials this extended ansatz is already rich enough to recover the Γ-
limit of (Iε,h) corresponding to the fine-scale coupling h/ε → ∞.

Ansatz 4 (Oscillating director correction). For periodic materials it is reason-
able that the relaxation related to Poisson’s effect is resolved on the level of the material
fine-scale. For this reason, we extend Ansatz 3 and allow oscillations of the director
field. In the sequel we have to suppose that

(7.11) lim
h→0

h

ε
= 0.

Let Rε : ω → SO(2) denote the rotation field introduced in the previous ansatz and
define

w
(4)
h (x) :=

hx22
2
RεR(u) (φ ◦ πε) where φ ∈ C∞

0 (ω;C∞
per(Y ;R2)).

We compute

(RεR(u))
T∇hw

(4)
h =x2((φ ◦ πε)⊗e2) +

h

ε

x22
2

(
(∂yφ ◦ πε)⊗e1

)
+O(h).

In view of (7.11), we see that the second term on the right hand side is of higher

order and vanishes uniformly in the limit. Now we consider the deformation u
(4)
h :=

u(3) + hw
(4)
h and compute

E
(4)
h :=

(RεR(u))
T∇hu

(4)
h − Id

h
= x2 (κ(u)−(∂yα ◦ πε) )(e1⊗e1) + x2((φ ◦ πε)⊗e2) +O(h).

The sequence (E
(4)
h ) strongly two-scale converges and (formally) we obtain the limiting

energy

lim
h→0

Iε,h(E
(4)
h ) =

1

12

∫∫

ω×Y
Q

(
y,

[
κ(u)−∂yα φ1

0 φ2

])
dy dx1

where φ = (φ1, φ2)
T. Minimization over all admissible φ and α yields the relaxed

limiting energy

q̃(4)

12

∫

ω
κ
2
(u) dx1 with q̃(4) =

(∫

Y

1

E(y)
dy

)−1

which is recovered by the optimal parameters

α⋆(x1, y) := κ(u)(x1)

∫ y

0
1− q̃(4)

E(τ)
dτ and φ⋆1 = 0, φ⋆2(x1, y) = −q̃(4) ν

E(y)
κ(u)(x1).
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7.4. Proof of the main result

Figure 7.6.: Ansatz 4

Figure 7.6 is the equivalent to Figure 7.5
for Ansatz 4. Additional to the inhomoge-
neous lateral bending, we see that also the
fibers orthogonal to the mid line are in-
homogeneously stretched in order to com-
pensate for Poisson’s effect. The enlarged
plot in Figure 7.6 shows that this effect is
coupled to the curvature of the mid line
as well as to the stiffness of the material.
Moreover, the enlarged plot shows that in
comparison to Figure 7.5, the energy has
drastically reduced.

Ansatz 4 entails the previous ansatzes
as special cases. Consequently, we have
min{q̃(1), q̃(2), q̃(3)} ≥ q̃(4). It turns out
that Ansatz 4 is rich enough to recover
the Γ-limit of (Iε,h) corresponding to the
fine-scale coupling h/ε → ∞. In this case
(and for isotropic materials) q̃(4) is exactly the harmonic mean of Young’s modu-
lus.

7.4. Proof of the main result

This section is devoted to the proof of Theorem 7.2.5. We briefly outline our strat-
egy:

(1) (Compactness). In the first part of Section 7.4.1 we show that a sequence (uh)
of deformations with finite bending energy is relatively compact. More precisely,
we show that up to subsequence (uh′) and (∇h′uh′) strongly converge and the
sequence of associated nonlinear strain

Eh :=

√
∇hu

T
h ∇huh − Id

h

weakly two-scale converges. Moreover, the compactness result (summarized in
Theorem 7.4.2 below) reveals that the limiting deformation can be identified with
a bending deformation, i.e. a map in W 2,2

iso (ω;R
2).

This insight relies on an approximation scheme that allows to approximate the
scaled gradient ∇huh by a map Rh from ω to SO(2) with an error controlled by
the L2-distance of ∇huh to SO(2).

In [FJM02] (for elastic plates) and in [MM03] (for elastic rods) an approximation
of this type with a piecewise constant map Rh has been derived by applying the
geometric rigidity estimate (see Theorem 7.4.6). In our setting, it is necessary
(in particular for the analysis in the next step) to develop an approximation
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7. Derivation of a homogenized theory for planar rods

scheme that allows to choose the map Rh in W 1,2(ω;SO(2)) and to control the
two-scale convergence behavior of ∂1Rh as h→ 0. More precisely, we show that
in the cases h ∼ ε and h≫ ε the sequence Rh can be constructed in such a way
that ∂1Rh does “not carry oscillations” in the two-scale sense. This is done in
Proposition 7.4.4 and Proposition 7.4.12.

(2) (Two-scale characterization of the limiting strain). Theorem 7.4.10 es-
tablishes a link between the limiting deformation u and the two-scale limit E of
the sequence (Eh). It turns out that E admits a presentation in the form

E(x, y) = x2κ(u)(x1)(e1⊗e1) +G(x, y)

where κ(u) is the curvature of the limiting deformation and G a “relaxation
profile” that captures the oscillation properties of the sequence (Eh). We are
going to see that the general structure of the map G depends in a subtle way on
the limiting behavior of the ratio between h and ε.

Generally speaking, the key insight in the proof of this result is a decomposition
of the form

uh =
(
vh(x1) + hx2n(vh)(x1)

)
+ hwh

where vh is a one-dimensional map, close to a bending deformation that is con-
structed on the basis of the approximation Rh, and wh is a corrector term.
The map in the braces can be interpreted as the extension of vh by a standard
Cosserat Ansatz (cf. Section 7.3). Since the construction of vh is quite explicit,
we can easily characterize the contribution of the term in the braces to the lim-
iting strain E. On the other side, we can characterize the contribution of the
corrector term wh by means of the two-scale characterization of scaled gradients
(see Theorem 6.3.3).

(3) (Lower bound). The proof of the lower bound part of Theorem 7.2.5 consists
of two stages: First, we derive a lower bound by means of the nonlinear limiting
strain E (see Lemma 7.4.13). The derivation is mainly based on the simultane-
ous homogenization and linearization result (Theorem 5.2.1) combined with the
compactness part of the main Theorem 7.2.5. Secondly, we combine the derived
lower bound with the two-scale characterization of the limiting strain. Eventu-
ally, some minor modifications of the resulting lower bound complete the proof
of Theorem 7.2.5 (2).

(4) (Upper bound). In Section 7.4.4 we construct recovery sequences in three
steps. First, we present a construction for smooth data (see Proposition 7.4.14).
Secondly, we prove in Lemma 7.4.17 that C∞

iso(ω;R
2) is dense in W 2,2

iso (ω;R
2) and

eventually, we lift the smooth construction to the general case by a diagonal
sequence construction that is due to H. Attouch.

(5) (Cell problem). The program (1) - (4) proves Γ-convergence of (Iε,h) to the
functional Iγ , which is implicitly defined by means of an relaxation procedure. In
Section 7.4.5 we show that Iγ can be identified with the energy Eγ(·; 0). There-
fore, we analyze the linear cell problem that determines the effective coefficient
qγ and that establishes the link between Iγ and Eγ(·; 0).
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7.4. Proof of the main result

7.4.1. Compactness

In this section we prove Proposition 7.2.7 and the compactness part of Theorem 7.2.5.
The section is outlined as follows. We start with a short discussion pointing out the
challenge in the proof of the compactness result. In the main part of this section
(see page 123 et seq.) we present a careful approximation of the scaled gradient by
piecewise affine maps in W 1,2(ω;M(2)) ∩ L∞(ω;SO(2)). Eventually, we elaborate
on the one-sided boundary condition and prove Proposition 7.2.7 (see page 131 et
seq.).

Below, c0, c1, c2 denote generic positive constants which may change from line to line,
but can be chosen independent of h. Furthermore, we assume without loss of generality
that h ≤ 1. Let us consider a sequence (uh) of deformations in W 1,2(Ω;R2) with finite
bending energy. We denote the integral average of uh by uΩ,h. Thus, the Poincaré-
Wirtinger inequality implies that

‖uh − uΩ,h‖2W 1,2(Ω;R2) ≤ c0

∫

Ω
|∇uh|2 dx.

Because of the non-degeneracy condition (W3) and the inequality

∀F ∈ M(2) : dist2(F, SO(2)) ≥ 1

2
|F |2 −

√
2,

we see that

(7.12) ‖uh − uΩ,h‖2W 1,2(Ω;R2) ≤ c0

∫

Ω
|∇huh|2 dx ≤ c1 h

2Iε(h),h(uh) + c2.

Hence, the sequence (uh−uΩ,h) is bounded inW 1,2(Ω;R2) and we obtain

uh − uΩ,h ⇀ u weakly in W 1,2(Ω;R2)

∇huh ⇀ (∂1u | d) weakly in L2(Ω;M(2)).

for a subsequence (not relabel) and suitable maps u ∈W 1,2(Ω;R2) and d ∈ L2(Ω;R2).
The boundedness of ( 1h∂2uh) in L2(Ω;M(2)) implies that ∂2uh strongly converges to
zero; thus, u only depends on x1 and can be identified with a map in W 1,2(ω;R2).
Furthermore, the compactness of the embeddingW 1,2(Ω;R2) ⊂ L2(Ω;R2) yields strong
convergence of uh − uΩ,h to u in L2.

We recall that the scaled nonlinear strain associated to uh is defined by

Eh :=

√
∇hu

T
h ∇huh − Id

h
.

Because of the estimate dist2(F, SO(2)) ≥
∣∣∣
√
FTF − Id

∣∣∣
2
, we immediately deduce

that (Eh) is bounded in L2(Ω;Msym(2)), and therefore is weakly two-scale relatively
compact. So far we have proved the following statement:
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7. Derivation of a homogenized theory for planar rods

Lemma 7.4.1. Let (uh) ⊂W 1,2(Ω;R2) be a sequence with finite bending energy. There
are maps

u ∈W 1,2(ω;R2), U ∈ L2(Ω,M(2)) with Ue1 = ∂1u

and E ∈ L2(Ω×Y ;M(2))

such that

uh−uΩ,h → u weakly in W 1,2(Ω;R2)

∇huh ⇀ U weakly in L2(Ω;M(2))

Eh
2−⇀ E weakly two-scale in L2(Ω×Y ;M(2))

for a subsequence (not relabeled). Here, uΩ,h := 1
Hn(Ω)

∫
Ω uh dx denotes the integral

average of uh.

In order to complete the proof of the compactness result, it remains to show that
u ∈W 2,2

iso (ω;R
2) or equivalently that U ∈W 1,2(ω;M(2)) and U(x1) ∈ SO(2) for almost

every x1 ∈ ω. It turns out that this is a hard problem and cannot be verified by
elementary methods like those used in the discussion so far. The difficulty is caused by
the non-convexity of the set SO(2). We elaborate on this statement in the following
lines using some arguments borrowed from [Con03].

Because the sequence (uh) has finite bending energy, we can assume without loss of
generality that

(7.13)

∫

Ω
dist2(∇huh(x), SO(2)) dx ≤ h2c0.

Let us assume for a moment that ∇huh strongly converges to U in L2(Ω;M(2)). Then
(7.13) implies that U(x) ∈ SO(2) for almost every x ∈ Ω and we deduce that u is an
isometric immersion. However, if the sequence (∇huh) converges to U only in the weak
topology, then in general only the weaker estimate

∫

Ω
θ(U) dx ≤ lim inf

h→0

∫

Ω
dist2(∇huh(x), SO(2)) dx = 0

holds, where θ(·) is the convex hull of the map M(2) ∋ F 7→ dist2(F, SO(2)). A direct
calculation (see [Con03]) shows that the null set of θ is not SO(2), but the set of 2×2
matrices F satisfying FTF ≤ Id.

In the next paragraph we overcome this failure by introducing an approximation scheme
that enables us to approximate ∇huh by a map

Rh ∈W 1,2(ω;SO(2)) :=W 1,2(ω;M(2)) ∩ L∞(ω;SO(2))

in such way that ∥∥∥∥
∇huh −Rh

h

∥∥∥∥
2

L2(Ω;M(2))

+ ‖∂1Rh‖2L2(ω;M(2))

is bounded by a constant independent of h, provided (uh) has finite bending energy.
As a consequence, we obtain the following result:
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Theorem 7.4.2. Let (uh) ⊂ W 1,2(Ω;R2) be a sequence with finite bending energy.
There is a bending deformation u ∈ W 2,2

iso (ω;R
2) and a map E ∈ L2(Ω×Y ;Msym(2))

such that

uh−uΩ,h → u weakly in W 1,2(Ω;R2)(7.14)

∇huh → R(u) strongly in L2(Ω;M(2))(7.15)

Eh
2−⇀ E weakly two-scale in L2(Ω×Y ;M(2))(7.16)

for a subsequence (not relabeled). Here, uΩ,h := 1
Hn(Ω)

∫
Ω uh dx denotes the integral

average of uh.

(For the proof see page 130).

Remark 7.4.3. In view of the non-degeneracy condition (W3) it is clear that any se-
quence (uh) with equibounded energy has finite bending energy; thus, the previous
theorem immediately implies the validity of the compactness part (statement (1)) of
Theorem 7.2.5.

Approximation of the scaled gradient based on geometric rigidity

In the first part of this paragraph we present a careful approximation for scaled defor-
mation gradients of maps in

W 1,2((0, L)×S;Rn) with S ⊂ R
n−1

by piecewise constant maps from (0, L) to SO(n). We prove this statement for dimen-
sions n ≥ 2. In particular, in the current and the subsequent chapter we apply the
result with n = 2, 3.

In the second part (see Proposition 7.4.7) we consider two-dimensional deformations
u ∈ W 1,2(Ω;R2). We carefully regularize the piecewise constant approximation of
the corresponding scaled gradient ∇hu. In this way we obtain a scheme that allows
to approximate the scaled gradient ∇hu by a map in W 1,2(ω;SO(2)), the derivative
of which is coherent to an ǫ-lattice for a given small parameter ǫ. We would like
to remark that the approximation scheme is tailor-made for sequences of deforma-
tions with finite bending energy and plays an important role, not only in the proof
of the compactness result, but also for the two-scale characterization of the limiting
strain.

Proposition 7.4.4. Let S denote an open and bounded Lipschitz domain in R
n−1.

Set ω := (0, L) and Ω := ω×S. Suppose that 0 < h, ǫ < L satisfy

γ0 ≤
h

ǫ
≤ 1

γ0
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7. Derivation of a homogenized theory for planar rods

for a positive number γ0. To any u ∈ W 1,2(Ω;Rn) we can assign a ǫ-coherent map
R : ω → SO(n) such that

‖R−∇1,h u‖2L2(Ω;M(n)) + ǫVar2R ≤ C

∫

Ω
dist2(∇1,h u(x), SO(n)) dx.

The constant C only depends on γ0 and the geometry of S.

Remark 7.4.5. In the proposition above ∇1,h u is the scaled gradient introduced in
Definition 6.3.1. In the two-dimensional case (as considered in this chapter) we have
∇1,h u = ∇hu. Moreover, we like to remind that the notion of a coherent map is defined
in Section 2.2.

The result is a refinement of a similar statement in [FJM02] and is based on the geomet-
ric rigidity estimate by G. Friesecke, R.D. James and S. Müller:

Theorem 7.4.6 (Geometric rigidity [FJM02]). Let A be a bounded Lipschitz domain
in R

n, n ≥ 2. There exists a constant C(A) with the following property: For each
v ∈W 1,2(A;Rn) there is an associated rotation R ∈ SO(n) such that

∫

A

|∇v(x)−R|2 dx ≤ C(A)

∫

A

dist2(∇v(x), SO(n)) dx.

The constant C(A) can be chosen uniformly for a family of domains which are bilip-
schitz equivalent with controlled Lipschitz constants. The constant C(A) is invariant
under dilations.

The rough idea is the following: In a first step, we cover Ω by a union of cylindrical
sets of the form

U(ξ) = [ξ, ξ + ǫ)×S with ξ ∈ ǫZ.

Because in general the smallest union of such sets covering Ω is larger than Ω, we
carefully extend u to this slightly larger domain. Next, we approximate ∇hu on
each cylinder by a constant rotation minimizing the L2-distance to the gradient. In
this way we obtain the piecewise constant, ǫ-coherent approximation R. By apply-
ing the geometric rigidity theorem to each cylindrical segment separately, we find
that ∫

Ω
|R−∇1,h u|2 dx ≤ C

∫

Ω
dist2(∇1,h u, SO(n)) dx,

where the constant C only depends on the geometry of S and the ratio ǫ/h. Fur-
thermore, it turns out that the difference |R(ξ + ǫ)−R(ξ)| (i.e. the variation between
neighboring segments) can also be estimated by means of the geometric rigidity theo-
rem. This allows us to estimate the quadratic variation of R.

Proof. In the following we use the convention to decompose any point x ∈ R
n according

to
x = (x1, x̄) with x1 ∈ R and x̄ ∈ R

n−1.
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Step 1. Set ω̂ := {x1 ∈ R : dist(x1, ω) < 2γ0h } and Ω̂ := ω̂×S. We claim that there

exists an extension uex ∈W 1,2(Ω̂;Rn) of u such that

(7.17)

∫

Ω̂
dist2(∇1,h u

ex(x), SO(n)) dx ≤ (1 + γ0CS)

∫

Ω
dist2(∇1,h u(x), SO(n)) dx

where the constant CS only depends on the geometry of S. We postpone the proof to
Step 5.

Step 2. For convenience we set

U(ξ) := [ξ, ξ + ǫ)×S and Û(ξ) := [ξ − ǫ, ξ + ǫ)×S for all ξ ∈ ǫZ.

Let L denote the smallest subset of ǫZ such that Ω ⊂ ⋃
ξ∈L U(ξ). Note that by

construction, for all ξ ∈ L the cylindrical sets U(ξ) and Û(ξ) are contained in Ω̂.

We choose discrete maps

r : L → SO(n) and r̂ : L → SO(n)

such that

r(ξ) ∈ argmin
R∈SO(n)

∫

U(ξ)

|∇1,h u
ex(x)−R|2 dx

r̂(ξ) ∈ argmin
R∈SO(n)

∫

Û(ξ)

|∇1,h u
ex(x)−R|2 dx

for all ξ ∈ L and define the ǫ-coherent map

R : ω → SO(n), R(x) :=
∑

ξ∈L

1U(ξ)(x) r(ξ).

Step 3. We claim that

(7.18)

∫

Ω
|R−∇1,h u|2 dx ≤ C

∫

Ω
dist2(∇1,h u, SO(n)) dx.

Here and hereafter, C denotes a constant that may change from line to line, but can
be chosen only depending on γ0 and the geometry of S.

To this end, first note that

(7.19)

∫

Ω
|R−∇1,h u|2 dx ≤

∑

ξ∈L

∫

U(ξ)
|r(ξ)−∇1,h u

ex(x)|2 dx

because uex is an extension of u and Ω is contained in the union of the sets U(ξ), ξ ∈ L.
For the sequel, it is convenient to introduce the rescaled map

v : ω̂×hS → R
n, v := uex ◦ πh where πh(x1, x̄) := (x1,

1
h x̄).
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7. Derivation of a homogenized theory for planar rods

It is easy to check that ∇v = ∇1,h u
ex ◦ πh, and therefore

∫

U(ξ)
|r(ξ)−∇1,h u

ex|2 dx =
1

h

∫

(ξ,ξ+ǫ)×hS
|r(ξ)−∇v|2 dx for all ξ ∈ L.

We apply the geometric rigidity estimate (Theorem 7.4.6) to the integral on the right
and obtain

(7.20)

∫

U(ξ)
|r(ξ)−∇1,h u

ex|2 dx ≤ c′

h

∫

(ξ,ξ+ǫ)×hS
dist2(∇v, SO(n)) dx

= c′
∫

U(ξ)
dist2(∇1,h u

ex, SO(n)) dx

where c′ only depends on the geometry of the cylindrical integration domain. In a
similar manner we obtain the estimate

(7.21)

∫

Û(ξ)
|̂r(ξ)−∇1,h u

ex|2 dx ≤ c′
∫

Û(ξ)
dist2(∇1,h u

ex, SO(n)) dx.

Since {
(ξ, ξ + ǫ)×hS, (ξ, ξ + 2ǫ)×hS : ξ ∈ R, h, ǫ > 0with γ0 ≤ h

ǫ ≤ 1
γ0

}

is a family of cylindrical domains which are Bilipschitz equivalent with controlled
Lipschitz constant, we can choose the constant c′ in (7.20) and (7.21) in such a way
that it only depends on the geometry of S and on γ0.

By combining (7.19) and (7.20), we see that
∫

Ω
|R−∇1,h u|2 dx ≤ c′

∫

Ω̂
dist2(∇1,h u

ex(x), SO(n)) dx.

In virtue of (7.17), estimate (7.18) follows.

Step 4. We estimate the variation of R. Since ω is a one-dimensional interval and R a
ǫ-coherent map, we can rewrite the variation of R as follows:

Var2R =
∑

ξ∈L\minL

|r(ξ)− r(ξ − ǫ)|2 .

We estimate each term of the sum on the right hand side separately. To this end, let
ξ ∈ L \minL. By construction U(ξ) as well as U(ξ − ǫ) are contained in Û(ξ). This
motivates the following calculation:

|r(ξ)− r(ξ − ǫ)|2 ≤ 2
(
|r(ξ)− r̂(ξ)|2 + |̂r(ξ)− r(ξ − ǫ)|2

)

≤ 2

ǫ |S|

( ∫

U(ξ)
|r(ξ)− r̂(ξ)|2 dx+

∫

U(ξ−ǫ)
|̂r(ξ)− r(ξ − ǫ)|2 dx

)

≤ 4

ǫ |S|

( ∫

U(ξ)
|r(ξ)−∇1,h u

ex(x)|2 dx+

∫

Û(ξ)
|̂r(ξ)−∇1,h u

ex(x)|2 dx+

∫

Û(ξ)
|̂r(ξ)−∇1,h u

ex(x)|2 dx+

∫

U(ξ−ǫ)
|r(ξ − ǫ)−∇1,h u

ex(x)|2 dx

)
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where |S| denotes the n−1-dimensional Hausdorff measure of S.

By applying estimates (7.20) and (7.21) to the integrals on the right hand side, we
obtain

|r(ξ)− r(ξ − ǫ)|2 ≤ 16 c′

ǫ |S|

∫

Û(ξ)
dist2(∇1,h u

ex(x), SO(n)) dx.

By summing over all ξ ∈ L \minL we arrive at

Var2(R) ≤
32 c′

ǫ |S|

∫

Ω̂
dist2(∇1,h u

ex(x), SO(n)) dx,

because each x ∈ Ω̂ is contained in at most two of the sets { Û(ξ) : ξ ∈ L}. In view
of Step 1, we deduce that

ǫVar2(R) ≤ C

∫

Ω
dist2(∇1,h u(x), SO(n)) dx.

Step 5. It remains to prove the claim in Step 1. First, we extend u to the “left”, more
precisely to the domain

Ω̂− := (−2hK,L)×S
where K ∈ N is the smallest number larger then γ0. To this end, let v denote the
rescaled deformation from Step 3 and choose a rotation R0 satisfying

R0 ∈ argmin
R∈SO(n)

∫

(0,h)×hS
|∇v −R|2 dx.

For x ∈ (0, h)×hS we set w(x) := v(x) − R0x and extend w to the domain R×hS by
reflection and periodicity:

wex(x1, x̄) :=

{
w(x1 + 2hk, x̄) if ∃k ∈ Z such that x1 + 2hk ∈ (0, h)

w(−x1 + 2hk, x̄) if ∃k ∈ Z such that − x1 + 2hk ∈ (0, h).

By construction the map wex(x1, x̄) is 2h-periodic in x1 and belongs toW 1,2(I×hS;Rn)
for all bounded intervals I ⊂ R. Moreover, we have wex(x) = v(x) − R0x for all
x ∈ (0, h)×hS and
∫

(−2Kh,0)×hS
|∇wex|2 dx = 2K

∫

(0,h)×hS
|∇w|2 dx = 2K

∫

(0,h)×hS
|∇v −R0|2 dx.

Note that we can control the right hand side by means of the geometric rigidity esti-
mate, i.e.

(7.22)

∫

(−2Kh,0)×hS
|∇wex|2 dx ≤ c′ 2K

∫

(0,h)×hS
dist2(∇v(x), SO(n)) dx,

where c′ only depends on the geometry of S. We extend u to the domain Ω̂− according
to

uex(x) :=

{
u(x) if x ∈ Ω

wex(x1, hx̄) +R0(x1, hx̄) if x ∈ Ω̂− \ Ω.
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By construction uex belongs to W 1,2(Ω̂−;Rn) and

∫

Ω̂−\Ω
dist2(∇1,h u

ex(x), SO(n)) dx ≤
∫

Ω̂−\Ω
|∇1,h u

ex(x)−R0|2 dx

=

∫

(−2Kh,0)×S
|(∇wex)(x1, hx̄)|2 dx =

1

h

∫

(−2Kh,0)×hS
|∇wex|2 dx.

We can estimate the right hand side by (7.22) and deduce that

∫

Ω̂−\Ω
dist2(∇1,h u

ex(x), SO(n)) dx ≤ 2K
c′

h

∫

(0,h)×S
dist2(∇v(x), SO(n)) dx

= 2K c′
∫

(0,h)×S
dist2(∇1,h u(x), SO(n)) dx.

In summary, we have

∫

Ω̂−

dist2(∇1,h u
ex(x), SO(n)) dx ≤ (1 + 2Kc′)

∫

Ω
dist2(∇1,h u(x), SO(n)) dx.

Eventually, we extend uex in the very same way to the “right”, i.e. to the domain
(−2Kh,L+2Kh)×S. Since Ω̂ is contained in (−2Kh,L+2Kh)×S, the claim follows.

Proposition 7.4.7. Consider the situation in Proposition 7.4.4 for dimension n = 2.
Then there exists a piecewise affine map α ∈ W 1,2(ω) such that ∂1α is a piecewise
constant, ǫ-coherent map and

‖R(α)−∇hu‖2L2(Ω;M(n)) + ǫ2 ‖∂1α‖2L2(ω) ≤ C

∫

Ω
dist2(∇hu, SO(n)) dx.

The constant C only depends on Ω and γ0.

Proof. Let R : ω → SO(2) denote the approximation from Proposition 7.4.4. The
idea of the proof is the following: First, we represent the rotation field R by means of
the corresponding rotation angles. In this way we obtain a piecewise constant map α̃
satisfying R(α̃(x1)) = R(x1) for all x1 ∈ ω.

Secondly, we carefully regularize α̃ by applying Proposition 2.2.7 where we utilize the
fact that α̃ is coherent to a ǫ-lattice.

To this end, we set Lǫ,c := ǫZ + c. Because R is ǫ-coherent due to Proposition 7.4.4,
we can find a translation c ∈ [0, ǫ) and a discrete map r : Lǫ,c → SO(2) satisfying

R(x1) =
∑

ξ∈Lǫ,c

1[ξ,ξ+ǫ)∩ω(x1)r(ξ)

for almost every x1 ∈ ω. Now we choose a map a : Lǫ,c → R with the properties

(7.23) R(a(ξ)) = r(ξ), |a(ξ)− a(ξ + ǫ)| ≤ π and a(c) ∈ [0, 2π)
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for all ξ ∈ Lǫ,c. This is possible, because the map R : R → SO(2) is surjective and
2π-periodic. The corresponding map α̃ : ω → R defined by

α̃(x1) :=
∑

ξ∈Lǫ,c

1[ξ,ξ+ǫ)∩ω(x1)a(ξ)

is ǫ-coherent and satisfies R(α̃(x1)) = R(x1) for almost every x1 ∈ ω. In view of
Lemma 7.4.8 below, (7.23) immediately implies that

(7.24) c(1)Var2(R) ≤ Var2(α̃) ≤ c(2)Var2(R).

By applying Proposition 7.4.4 (with h = ǫ) we obtain a map α ∈ W 1,2(ω) where ∂1α
is ǫ-coherent. Moreover, α satisfies the estimate

(7.25)

∫

ω
|α̃− α|2 + ǫ2 |∂1α|2 dx1 ≤ CǫVar2(α̃).

Now for one thing, the right hand side is controlled by the variation of R due to (7.24)
and in view of Proposition 7.4.4 eventually by

∫
Ω dist2(∇hu, SO(2)) dx. For another

thing, the first integral on the left hand side controls the L2-distance between R(α)
and R(α̃). In summary, we obtain the estimate
∫

ω
|R(α̃)−R(α)|2 + ǫ2 |∂1α|2 dx ≤ c′

∫

ω
|α̃− α|2 + ǫ2 |∂1α|2 dx1

≤ c′
∫

Ω
dist2(∇hu, SO(2)) dx.

Here and below, c′ denotes a generic constant, which may change from line to line, is
independent of ǫ, h and u, but may depend on the geometry of Ω and γ0. Eventually,
we compute

∫

ω
|R(α)−∇hu|2 dx ≤ 2

∫

ω
|R(α)−R(α̃)|2 + |R(α̃)−∇hu|2 dx

≤ c′
(
ǫVar2(α̃) +

∫

Ω
dist2(∇hu, SO(2)) dx

)

≤ c′
∫

Ω
dist2(∇hu, SO(2)) dx

and the proof is complete.

Lemma 7.4.8. There exist constants c(1), c(2) > 0 such that

c(1) |R(α)−R(β)|2 ≤ |α− β|2 ≤ c(2) |R(α)−R(β)|2

for all α, β ∈ R with |α− β| ≤ π.

Proof. Set ξ := α−β. A straightforward calculation shows that

|R(α)−R(β)|2 = |R(ξ)− Id|2 = 4(1− cos ξ).

Set fλ(ξ) := 1− cos ξ − λξ2. Since 1− cos ξ behaves as 1/2ξ2 for ξ close to 0, one can
show that fλ(ξ) ≥ 0 for all ξ ∈ [π, π], provided λ > 0 is small enough. On the other
side, we have fλ(ξ) ≤ 0 for all ξ ∈ R, provided λ > 0 is large enough.
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Proof of Theorem 7.4.2

In view of Lemma 7.4.1 we already now that

uh−ph → u strongly in L2(Ω;R2) and weakly in W 1,2(Ω;R2)(7.26)

for a map u ∈W 1,2(ω;R2) and a suitable subsequence (not relabeled). It only remains
to prove that u is a bending deformation, i.e. u ∈W 2,2

iso (ω;R
2) and that (after possibly

passing to a further subsequence) we have

∇huh → R(u) strongly in L2(Ω;R2)(7.27)

whereR(u) ∈W 1,2(ω;M(2))∩L∞(ω;SO(2)) denotes the frame associated to u.

For convenience we set

eh :=
1

h2

∫

Ω
dist2(∇huh(x), SO(2)) dx.

According to Proposition 7.4.7, we associate to each deformation uh a map αh ∈
W 1,2(ω) satisfying

(7.28)

∥∥∥∥
R(αh)−∇huh

h

∥∥∥∥
2

L2(Ω;M(2))

+ ‖∂1αh‖2L2(ω) ≤ c′eh.

Here and below, c′ denotes a generic constant which may change from line to line, but
is independent of h. Let αω,h denote the integral average of αh over ω. Poincaré’s
inequality and the previous estimate imply that

∫

ω
|αh|2 + |∂1αh|2 dx1 ≤ 2

∫

ω
α2
ω,h + |αh − αω,h|2 dx1 +

∫

ω
|∂1αh|2 dx1

≤ c′
(
α2
ω,h +

∫

ω
|∂1αh|2 dx1

)
≤ c′

(
α2
ω,h + eh

)
.

Since the map R : R → SO(2) is 2π-periodic, we can assume without loss of generality
that αω,h ∈ [0, 2π); thereby, the previous estimate implies

lim sup
h→0

‖αh‖2W 1,2(ω) ≤ c′(1 + lim sup
h→0

eh).

Because (uh) is a sequence with finite bending energy, the right hand side is bounded.
Hence, there exists a subsequence of (αh) (not relabeled) that converges to a map
α ∈ W 1,2(ω) weakly in W 1,2(ω) and strongly in L2(ω) due to compact embedding.
But this implies that αh → α pointwise almost everywhere, and consequently we also
have R(αh) → R(α) — initially pointwise, but then also strongly in L2(ω;M(2)) for
a subsequence by dominated convergence. In view of estimate (7.28) we obtain the
claimed convergence (7.27). Moreover, (7.26) and (7.27) imply that ∂1u = R(α)e1 and
since the map x1 7→ R(α(x1)) belongs to W 1,2(ω;M(2)) ∩ L∞(ω;SO(2)), we deduce
that u ∈W 2,2

iso (ω;R
2).
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Compatibility with the boundary condition

Below, we prove Proposition 7.2.7 which says that the one-sided boundary condition is
stable for sequences with finite bending energy. To this end, we prove that the estimate
in Proposition 7.4.7 is strong enough to pass to the limit of ∇huh in traces. The proof
is adapted from [FJM02]. In particular, the subsequent trace estimate can be found
in [FJM02]:

Lemma 7.4.9. There exists a positive constant c0 such that for all w ∈ W 1,2(Ω;R2)
and all 0 < h ≤ 1 there exists c ∈ R

2 with

∫

S
|w(0, x2)− c|2 dx2 ≤ c0h

∫

(0,h)×S
|∇hw(x)|2 dx.

Proof. Due to the Poincaré inequality there exists a positive constant c0 such that

∫

S
|f(0, x2)− c|2 dx2 ≤ c0

∫

(0,1)×S
|∇f(x)|2 dx

for all f ∈W 1,2((0, 1)×S;R2) and c =
∫
(0,1)×S f dx. By specifying

f(x1, x2) := w(hx1, x2)

we obtain
∫

S
|w(0, x2)− c|2 dx2 ≤ c0

∫

(0,1)×S
|h(∇hw)(hx1, x2)|2 dx = c0h

∫

(0,h)×S
|∇hw|2 dx.

Proof of Proposition 7.2.7. We associate to each uh a piecewise affine map αh accord-
ing to Proposition 7.4.7 with ǫ = h. Since (uh) has finite bending energy, we can apply
Theorem 7.4.2 and pass to a subsequence (not relabeled) such that

(7.29)

{
uh − uΩ,h → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2))

and (due to Proposition 7.4.7)

(7.30) sup
h

(∥∥∥∥
R(αh)−∇huh

h

∥∥∥∥
2

L2(Ω;M(2))

+ ‖∂1αh‖2L2(ω)

)
<∞.

The map R:R → SO(2) is invariant under translations by 2kπ, k ∈ Z. Therefore, we
can choose the sequence (αh) in such a way that it is bounded in W 1,2(ω). Now (7.29)
and (7.30) immediately imply that (αh) weakly converges to a map α in W 1,2(ω) with
R(α) = R(u).
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We prove that the limit u satisfies the boundary condition by comparing (uh) with a
suitable ansatz (ũh). Let us define

ũh(x) := u0 +

∫ x1

0
R(αh(s))e1 ds+ hx2R(α(x1))e2,

wh := uh − ũh and w̄h(x1) :=

∫

S
wh(x1, x2) dx2.

Note that (ũh) converges to u0 +
∫ x1

0 R(u)(s)e1 ds, while (ūh) converges to u. Since
w̄h(0) = 0 for all h, the Poincaré-Friedrichs inequality implies that

‖w̄h‖2W 1,2(ω;R2) ≤ c′
∫

ω
|∂1w̄h|2 dx1.

Here and below, c′ denotes a generic positive constant that may change from line to
line, but can be chosen independent of h. On the other hand, we have ∂1

∫
S ũh dx2 =

R(αh)e1 which leads to the estimate

∫

ω
|∂1w̄h|2 dx1 ≤

∫

Ω
|∂1uh −R(αh)e1|2 dx ≤ c′h2,

and we deduce that w̄h → 0 strongly in W 1,2(ω;R2). As a consequence, we infer that
the limits of (ūh) and (

∫
S ũh dx2) are equal, which means that

u(x1) = u0 +

∫ x1

0
R(u)(s)e1 ds.

Hence, it remains to prove that R(u)(0)e2 = n0: We apply the previous lemma to the

map 1
hwh and get

∫

S

∣∣ 1
hwh(0, x2)− ch

∣∣2 ≤ c0h
−1

∫

(0,h)×S
|∇hwh(x)|2 dx.

Because of

∇hwh = ∇huh −R(αh)− hx2∂1αhR(αh+π/2)e2⊗e1,
estimate (7.30) implies that the right hand side of the previous inequality is bounded
by c′h for a suitable constant c′. On the other hand, we observe that 1

hwh(0, x2) =
x2(n0 −R(αh(0))e2) and thus,

1

12
|n0 −R(αh(0))e2|2 ≤

∫

S
|x2(n0 −R(αh(0))e2)− ch|2 dx2 ≤ c′h

where we used that
∫
S x2ch dx2 = 0. Because ofR(αh)⇀ R(u) weakly inW

1,2(ω;M(2)),
we obtain

R(u)(0)e2 = lim
h→0

R(αh(0))e2 = n0.
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7.4.2. Two-scale characterization of the limiting strain

Let us consider a sequence of scaled deformations (uh) in W 1,2(Ω;R2). We associate
to each uh the scaled nonlinear strain Eh ∈ L2(Ω;Msym(2)) by

(7.31) Eh :=

√
∇hu

T
h ∇huh − Id

h
.

Furthermore, we associate to the sequence (uh) the set of limiting strains

(7.32)

E :=
{
E ∈ L2(Ω×Y ;M(2)) : Eh

2−⇀ E weakly two-scale in L2(Ω×Y ;M(2))

for a subsequence (not relabeled)
}
.

If the sequence (uh) has finite bending energy and converges to a map u in L2(Ω;R2),
then Theorem 7.4.2 reveals that u is a bending deformation, i.e. u ∈W 2,2

iso (ω;R
2), and

additionally we infer that E is non-empty. In this section we establish a link between
the limiting deformation u and a limiting strain E in E. Generally speaking, we are
going to see that E admits a presentation of the form

E(x, y) = x2κ(u)(x1)(e1⊗e1) +G(x, y)

where κ(u) is the curvature of the limiting deformation and G a “relaxation profile”
that captures the oscillation properties of the sequence (Eh). We are going to see that
the general structure of the profile G depends in a subtle way on the ratio γ; recall
that by assumption (7.1) we have limh→0

h
ε = γ with γ ∈ [0,+∞]. The main result in

this section is the following:

Theorem 7.4.10. Let (uh) be a sequence in W 1,2(Ω;R2) with finite bending energy,
let E be defined as in (7.32) and suppose that (uh) converges to u in the sense of (7.14).
Then u ∈W 2,2

iso (ω;R
2) and each E in E can be represented in the form

E(x, y) =
(
a(x1) + x2(κ(u)(x1) + ∂yα0(x1, y))

)
(e1⊗e1) + symG(x, y)

where

a ∈ L2(ω) and

{
α ∈ L2(ω;W 1,2

per,0(Y )) if γ = 0

α = 0 else,

and G is a map in L2(Ω×Y ;M(2)) that satisfies

G =





(
∂yw0 ∂2w̄

)
if γ ∈ {0,∞}

∇̃1,γw0 :=
(
∂yw0

1
γ∂2w0

)
else

where 



w0 ∈ L2(ω;W 1,2
per,0(Y ;R2)) and w̄ ∈ L2(ω×Y ;W 1,2(S;R2)) if γ = 0,

w0 ∈ L2(Ω;W 1,2
per,0(Y ;R2)) and w̄ ∈ L2(ω;W 1,2(S;R2)) if γ = ∞,

w0 ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)) else.

(For the proof see page 137).
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Remarks

1. In virtue of the two-scale characterization of scaled gradients (see Theorem 6.3.3),
we see that the map G : Ω×Y → M(2) can be obtained as the weak two-scale
limit of a sequence (∇hwh), where (wh) ⊂W 1,2(Ω;R2) weakly converges to 0 and
has the property that (∇hwh) is bounded as a sequence in L2(Ω;M(2)).

2. If γ ∈ (0,∞), then the map G is a scaled gradient consisting of a derivative
with respect to the fast variable y and a scaled derivative in the cross-sectional
direction x2. We would like to remark that the definition of the scaled gradient
∇̃1,γ and the space W 1,2

Y -per(S×Y ;R2) are introduced in Section 6.3.

3. If we average E ∈ E over Y , then we obtain a decomposition in the form

(7.33) A(x1) + x2κ(u)(x1)(e1⊗e1) + sym g(x)⊗e2

with A ∈ L2(ω;Msym(2)) and g ∈ L2(Ω;R2),
∫
S g dx2 = 0 for a.e. x1. This

is in accordance with [FJM02], where a similar decomposition was derived in
the case of two-dimensional plates with homogeneous materials, i.e. W (x, F ) is
independent of x. In virtue of Lemma 2.1.9 it is clear that

∫
Y E(x, y) dy is the

weak limit of a suitable subsequence of (Eh); thus, the goal of Theorem 7.4.10
is a precise understanding of the oscillations emerging in the nonlinear strain,
taking into account the coupling of the fine-scales.

In the cases where the fine-scales separate in the limit, i.e. γ = 0 or γ = ∞, it is
convenient to consider the projection of the limiting strain to the subspace of maps
linear in x2. Therefore, we define

ΠE(x1, y) =

∫

S
E(x, y)2

√
3x2 dx2.

Since the function x2 7→ 2
√
3x2 is a unit vector in L2(S) and linear in x2, the

map
(x, y) 7→ 2

√
3x2ΠE(x1, y)

is exactly the projection of E to the space of functions in L2(Ω×Y ;M(2)) that are
linear in x2.

Corollary 7.4.11. Consider the situation in Theorem 7.4.10. Let E ∈ E and suppose
that γ ∈ {0,∞}. Then

ΠE =
1√
12

κ(u)(e1⊗e1) +
(
∂yα g
g c

)

with

α ∈ L2(ω;W 1,2
per,0(Y )), g ∈ L2(ω×Y ) and c ∈

{
L2(ω×Y ) if γ = 0

L2(ω) if γ = ∞.

Proof. The statement can be checked by a straightforward calculation.
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In the remaining part of this section we prove Theorem 7.4.10. The strategy is the
following: We associate to each deformation uh a function αh ∈ W 1,2(ω) such that
the map R(αh(·)) is an approximation of ∇huh in the sense of Proposition 7.4.7. In
Proposition 7.4.12 (see below), we observe that (∂1αh) weakly converges to the cur-
vature of the limiting deformation u, and therefore the quantity κ

ap
h := ∂1αh can be

interpreted as an approximating curvature field. Moreover, the approximation is tai-
lored in such a way that the sequence (κap

h ) “does not carry oscillations” on scale ε if
γ > 0.

In a second step, we consider the decomposition

uh(x1, x2) =
(
ūh(x1) + hx2R(αh(x1))

)
+ hwh(x1, x2)

where ūh denotes the cross-sectional average of uh. The term in the braces can be
regarded as an extension of the one-dimensional deformation ūh to a two-dimensional
deformation by a Cosserat-like ansatz. Because the construction of this term is quite
explicit, we can characterize its contribution to the limiting strain E. In this context
it turns out that the major component of the nonlinear strain associated to the defor-
mation in the braces is related to the approximating curvature field, and therefore to
the curvature of the limiting deformation. On the other hand, the map wh can be in-
terpreted as a corrector of higher order and its contribution to E can be characterized
by means of the two-scale characterization of scaled gradients (see Theorem 6.3.3). It
is important to note that both characterizations are sensitive to the limiting behavior
of the fine scale ratio h/ε. We would like to remark that in Section 7.7.1, we prove that
the derived characterization is sharp.

Proposition 7.4.12. Let (uh) be a sequence in W 1,2(Ω;R2) with finite bending energy.

(1) There exists a sequence (αh) ⊂W 1,2(ω) such that

lim sup
h→0

(
‖αh‖W 1,2(ω) +

∥∥Eap
h

∥∥
L2(Ω;M(2))

)
<∞

where Eap
h := h−1

(
R(αh)

T∇huh − Id
)
.

(2) There holds Eh − symEap
h

2−⇀ 0 weakly two-scale in L2(Ω×Y ;M(2)).

(3) If u ∈W 2,2
iso (ω;R

2) is the limit of (uh) in the sense of (7.14), then

∂1αh ⇀ κ(u) weakly in L2(ω).

Moreover, if γ > 0, then we can choose (αh) such that

∂1αh
2−⇀ κ(u) weakly two-scale in L2(ω×Y )

is additionally satisfied.
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Proof of Proposition 7.4.12. To each deformation uh we associate a map αh inW 1,2(ω)
by applying Proposition 7.4.7 where we specify the free scale parameter ǫ = ǫ(h)
according to

ǫ(h) :=

{
h if γ ∈ {0,∞}
ε(h) else.

We are going to see that this choice guarantees that the sequence (∂1αh) is constant
on scale ε if γ > 0. We define maps Rh : ω → SO(2) and Eap

h : Ω → M(2) according
to

(7.34) Rh(x1) := R(αh(x1)) and Eap
h (x) := h−1(Rh(x1)

T∇huh(x)− Id)

where R(·) denotes the clockwise rotation in R
2 (see page 105). Because Rh is “close”

to ∇huh, the map Eap
h can be interpreted as an approximation of the nonlinear strain.

By definition R(·) is invariant under translations by 2kπ with k ∈ Z; thus, we can
assume without loss of generality that αh(0) ∈ [0, 2π), and consequently there exists a
constant c′ independent of h such that

‖αh‖W 1,2(ω) ≤ c′(‖∂1αh‖L2(ω) + 1).

Because (uh) has finite bending energy, the estimate in Proposition 7.4.7 immediately
implies that

(7.35) lim sup
h→0

(
ǫ(h)

h
‖∂1αh‖L2(ω) +

∥∥Eap
h

∥∥
L2(Ω;M(2))

)
<∞.

By construction, the ratio ǫ(h)/h is bounded (either by γ < ∞ or by 1); consequently,
the previous estimate implies statement (1).

We prove statement (2). Because (Eap
h ) and (Eh) are bounded in L2(Ω;M(2)), we can

pass to a subsequence (not relabeled) such that

Eap
h

2−⇀ Eap weakly two-scale in L2(Ω×Y ;M(2)),

Eh − symEap
h

2−⇀ D weakly two-scale in L2(Ω×Y ;M(2))

with Eap, D ∈ L2(Ω×Y ;M(2)). It is sufficient to prove that D = 0.

We have ∇huh = Rh(Id+ Eap
h ), and therefore

Eh =

√
∇hu

T
h ∇huh − Id

h
=

√
(Id+ hEap

h )T(Id+ hEap
h )− Id

h
.

Now Corollary 2.3.4 implies that

Eh
2−⇀ symEap weakly two-scale in L2(Ω×Y ;M(2))

and since the linear map M(2) ∋ A 7→ symA ∈ M(2) is continuous with respect to
weak two-scale convergence, we deduce that D = 0.
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We prove statement (3). Suppose that uh − uΩ,h → u strongly in L2(Ω;R2). In
view of the compactness result (see Theorem 7.4.2), we infer that ∂1uh → ∂1u and
Rhe1 − ∂1uh → 0 strongly in L2(Ω;R2), and consequently we have

(7.36) Rh → R(u) strongly in L2(ω;M(2)).

On the other side, the sequence (αh) is bounded in W 1,2(ω); thus, we can pass to a
subsequence (not relabeled) such that

αh ⇀ α weakly in W 1,2(ω).

But this implies that Rh ⇀ R(α) weakly in W 1,2(ω;M(2)) and in view of (7.36) we
obtain R(α) = R(u). Moreover, we have

∂1αh e1 = ∂1αhR(π/2)e2 = R(αh)
T∂1R(αh)e2.

Now the right hand side equals RT
h ∂1Rhe2 and converges (as a product of a strongly

and weakly convergent sequence) to RT
u ∂1Rue2 = κ(u) e1. Because this reasoning is

valid for arbitrary subsequences, we obtain

∂1αh ⇀ κ(u) weakly in L2(ω)

for the entire sequence.

In the following, we suppose that γ > 0. In view of Proposition 2.1.14 we already know
that

∂1αh
2−⇀ κ(u) + ∂yα0 weakly two-scale in L2(ω×Y )

for a subsequence (not relabeled) and a suitable map α0 ∈ L2(ω;W 1,2
per,0(Y )). We show

that ∂yα0 = 0. The condition γ > 0 corresponds to the scalings h ∼ ε and h ≫ ε.
Since αh is constructed by an approximation scheme involving piecewise constant maps
that are coherent to a lattice with a scale comparable or larger than ε, it is natural
to expect that the approximation is too rough to capture oscillations on the finer
scale ε. Indeed, by construction each map ∂1αh is ǫ(h)-coherent with ǫ(h) = ε(h) or
ǫ(h) ≫ ε(h); hence, Lemma 2.2.4 and Lemma 2.2.3 imply that ∂yα0 = 0.

Proof of Theorem 7.4.10. We choose sequences (αh) and (Eap
h ) according to Proposi-

tion 7.4.12 and define

ūh(x1) :=

∫

S
uh(x) dx2 and wh :=

uh − ūh
h

− x2R(αh)e2.

Obviously, the map wh belongs to W 1,2(Ω;R2) and has vanishing mean value. There-
fore, we can apply the Poincaré-Wirtinger inequality and obtain the estimate

∫

S
|wh|2 dx2 ≤ c′

∫

S
|∂2wh|2 dx2 = c′h2

∫

S

∣∣∣∣∣
1
h∂2uh −R(αh)e2

h

∣∣∣∣∣

2

dx2

≤ c′h2
∫

S

∣∣∣R(αh)
TEap

h e2

∣∣∣
2
dx2.
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Here and below, c′ and c′′ are positive constants which may change from line to line,
but can be chosen independent of h. By construction (see Proposition 7.4.12) the
sequence (Eap

h ) is bounded; thus, integrating the previous estimate over ω leads to

(7.37)

∫

Ω
|wh|2 dx ≤ c′

∫

Ω
|∂2wh|2 dx ≤ c′′h2.

Furthermore, (∂1wh) is bounded as can be seen by the following reasoning:

∂1wh =
∂1uh − ∂1ūh

h
− x2∂1αhR(αh+π/2)e2.

Because the second term on the right hand side is bounded due to Proposition 7.4.12,
we only have to estimate the first term:

vh : =
∂1uh − ∂1ūh

h
=
∂1uh −R(αh)e1

h
−
∫

S

∂1uh(x)−R(αh(x1))e1
h

dx2

= R(αh)

(
Eap

h e1 −
∫

S
Eap

h e1 dx2

)

and again the boundedness of Eap
h implies that (vh) is a bounded sequence in L2(Ω,R2).

So far, we have shown that

(7.38)

{
wh ⇀ 0 weakly in W 1,2(Ω;R2),

(∇hwh) is bounded in L2(Ω;M(2)).

Now let E ∈ E. Since (∂1αh) and (∇hwh) are bounded, we can pass to a subsequence
(not relabeled) such that

Eh
2−⇀ E weakly two-scale in L2(Ω×Y ;M(2))

Eap
h

2−⇀ Eap weakly two-scale in L2(Ω×Y ;M(2))

∇hwh
2−⇀ G weakly two-scale in L2(Ω×Y ;M(2))

∂1αh
2−⇀ κ(u) + ∂yα0 weakly two-scale in L2(ω×Y )

R(αh) → R(u) strongly in L2(ω;M(2)),

where Eap, G ∈ L2(Ω×Y ;M(2)) and α0 ∈ L2(ω;W 1,2
per,0(Y )) depend on the choice of

the specific subsequence. Note that the convergence properties of (∂1αh) and R(αh)
are justified due to the compactness result of Theorem 7.4.2 and statement (3) of
Proposition 7.4.12.

By rewriting the definition of wh we see that uh = ūh + h
(
wh + x2R(αh)e2

)
, and

consequently

∇huh =
(
∂1ūh R(αh)e2

)
+ h∇hwh + hx2∂1R(αh)e2⊗e1.

Multiplication by R(αh)
T yields

(7.39)

R(αh)
T∇huh = Id+ hR(αh)

T∇hwh + hx2∂1αh(e1 ⊗ e1) + h

(∫

S
Eap

h e1 dx2

)
⊗e1.
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Here, we used the identity

R(αh)
T∂1ūh = R(αh)

T
∫

S
R(αh)e1 + (∂1uh −R(αh)e1) dx2 = e1 + h

∫

S
Eap

h e1 dx2.

Now we subtract Id on both sides of (7.39), divide the equation by h and pass to the
limit. In this way we obtain the equation

(7.40) Eap = RT
(u)G+ x2(κ(u) + ∂yα0)(e1⊗e1) +A⊗e1

where A :=
∫
S E

ape1 dx2.

Our next goal is to identify RT
(u)G+A⊗e1 by means of the two-scale characterization

result for scaled gradients. As a first step, we consider the sequence

w⋆
h := R(αh)

Twh.

Because of (7.37) and (7.38), we have

∇hw
⋆
h

2−⇀ RT
(u)G weakly two-scale

and the sequence (w⋆
h) satisfies the properties in (7.38) as well. For this reason, we can

apply Theorem 6.3.3 (with n = 2 and m = 1) and conclude that

RT
(u)G =

{ (
∂yw

⋆
0 ∂2w̄

⋆
)

if γ ∈ {0,∞}
∇̃1,γw

⋆
0 else

where

(7.41)





w⋆
0 ∈ L2(ω;W 1,2

per,0(Y ;R2)) and w̄⋆ ∈ L2(ω×Y ;W 1,2(S;R2)) if γ = 0

w⋆
0 ∈ L2(Ω;W 1,2

per,0(Y ;R2)) and w̄⋆ ∈ L2(ω;W 1,2(S;R2)) if γ = ∞
w⋆
0 ∈ L2(ω;W 1,2

Y -per(S×Y ;R2)) else.

Next, we are going to show that parts of the matrix A⊗e1 can be represented as an
auxiliary gradient in the form (7.41) as well. In order to do so, we set

Ā(x1) :=

∫

Y
A dy, Å(x1, y) := A− Ā

and denote the first and second entry of Ā by Ā1 and Ā2, respectively. Define the map

g(x1, y) :=

∫ y

0
Å(x1, s) ds−

∫

Y

∫ y

0
Å(x1, s) ds dy.

Then g ∈ L2(ω;W 1,2
per,0(Y ;R2)) and satisfies ∂yg = Å. As a consequence, also the

modified maps

{
w0(x, y) := w⋆

0(x, y) + g(x1, y), w̄(x, y) := w̄⋆(x, y) + (x2Ā2(x1))e1 if γ ∈ {0,∞}
w0(x, y) := w⋆

0(x, y) + g(x1, y) + (x2Ā2(x1))e1 else
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belong to the appropriate function spaces as described in (7.41) and it is easy to check
that

G̃ :=

{ (
∂yw0 ∂2w̄

)
if γ ∈ {0,∞}

∇̃1,γw0 else

satisfies
sym G̃+ Ā1(e1⊗e1) = sym

[
RT

(u)W +A⊗e1
]
.

Because of E = symEap (see Proposition 7.4.12), we can rewrite equation (7.40) and
obtain

E = x2(κ(u) + ∂yα0 + Ā1)(e1⊗e1) + sym G̃.

This completes the proof in the case γ = 0. For γ > 0 it remains to check that
∂yα0 = 0. But this is exactly the statement of Proposition 7.4.12 (3).

7.4.3. Lower bound

In this section we prove the lower bound part of Theorem 7.2.5 (see page 142 et seq.).
As a preliminary result, we derive a lower bound for the limit inferior of (Iε,h) by
means of the limiting strain.

Lemma 7.4.13. Let (uh) be a sequence in W 1,2(Ω;R2). Then

lim inf
h→0

Iε,h(uh) ≥ inf
E∈E

∫∫

Ω×Y
Q(y,E(x, y)) dy dx

where E is defined according to (7.32).

Proof. For convenience we set

eh := Iε,h(uh) =
1

h2

∫

Ω

W (x1/ε(h),∇huh(x)) dx.

We only have to consider the case

lim inf
h→0

eh <∞.

Furthermore, we can pass to a subsequence (not relabeled) in such a way that limh→0 eh
is well defined and equal to the left hand side of the previous equation. Due to the
non-degeneracy condition (W3) the sequence (uh) has finite bending energy and The-
orem 7.4.2 implies that

Eh
2−⇀ E weakly two-scale in L2(Ω×Y ;M(2))

for a suitable subsequence (not relabeled) and E ∈ E.

We define the set

Ωh := {x ∈ Ω : dist2(∇huh(x), SO(2)) ≥ δ },
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where we choose δ > 0 in such a way that det∇huh(x) > 0 for all x ∈ Ωh. This is
possible, because det(·) is continuous and equal to 1 on SO(2). Note that

|Ω \ Ωh| ≤
∫

Ω

dist2(∇huh(x), SO(2)) dx

δ
dx.

Because (uh) has finite bending energy, the non-degeneracy condition (W3) leads to
the estimate

|Ω \ Ωh| ≤ c′h2

for some positive constant c′ and we deduce that (1Ωh
) converges to 1 boundedly in

measure.

In virtue of the polar decomposition for matrices in M(2), we can factorize ∇huh(x)
for all x ∈ Ωh according to

∇huh(x) = R̃h(x)

√
∇huh(x)T∇huh(x) = R̃h(x)

(
Id+ hEh(x)

)

where R̃h is a suitable map from Ωh to SO(2). Because W is frame indifferent, the
previous factorization implies that

W (x1/ε,∇huh(x)) =W (x1/ε, Id+ hEh(x)) for all x ∈ Ωh.

By utilizing assumption (W2) and the previous observation, we find that

(7.42) eh ≥ 1

h2

∫

Ω
W (x1/ε, Id+ h 1Ωh

(x)Eh(x)) dx.

The convergence of (1Ωh
) to 1 allows us to apply Proposition 2.3.1 and we deduce that

1Ωh
Eh

2−⇀ E weakly two-scale in L2(Ω×Y ;M(2)).

Now we can apply the simultaneous homogenization and linearization result (see The-
orem 5.2.1) to equation (7.42) and obtain

lim inf
h→0

eh ≥
∫∫

Ω×Y

Q(y,E(x, y)) dy dx.

The proof is complete, because the right hand side is bounded from below by

inf
E∈E

∫∫

Ω×Y

Q(y,E(x, y)) dy dx.

We continue with the proof of the lower bound part of Theorem 7.2.5. Essentially,
we combine the previous lemma with the two-scale characterization of the limiting
strain.
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Proof of Theorem 7.2.5 (2). We only have to consider the case where

(7.43) lim inf
h→0

Iε,h(uh) <∞.

We pass to a subsequence (not relabeled) such that limh→0 Iε,h(uh) is well defined and
equal to the left hand side of (7.43). Because the elastic potentialW is non-degenerate,
the sequence (uh) has finite bending energy and we can apply Lemma 7.4.13, which
yields the lower bound estimate

(7.44) lim
h→0

Iε,h(uh) ≥ inf
E∈E

∫∫

Ω×Y

Q (y,E(x, y)) dy dx

where E denotes the set of weak two-scale cluster points of the sequence (Eh). In view
of the compactness result of Theorem 7.4.2, the set E is non-empty.

Step 1. We consider the cases γ ∈ {0,∞}. Choose an arbitrary limiting strain E ∈ E

and consider the decomposition

E(x, y) = E(x, y) + 2
√
3x2ΠE(x1, y).

This motivates to study the expansion

(7.45)

∫

S
Q (y,E(x1, x2, y)) dx2

=

∫

S
Q
(
y,E(x1, x2, y)

)
dx2 + 2

∫

S

〈
L(y)E(x1, x2, y), 2

√
3x2ΠE(x1, y)

〉
dx2

+Q (y,ΠE(x1, y))

∫

S
(2
√
3x2)

2 dx2.

The first integral on the right hand side is non-negative and the coupling term in the
middle vanishes, because of

∫

S
E(x1, x2, y) 2

√
3x2 dx2 = 0 almost everywhere.

As a consequence, we obtain the estimate

(7.46)

∫∫

Ω×Y

Q (y,E(x, y)) dy dx ≥
∫∫

ω×Y

Q (y,ΠE(x1, y)) dy dx1.

By Proposition 6.2.5 we can characterize ΠE : There exist maps

α ∈ L2(ω;W 1,2
per,0(Y )), g ∈ L2(ω×Y ) and c ∈

{
L2(ω×Y ) if γ = 0

L2(ω) if γ = ∞

such that

ΠE =
1

12

(
κ(u)(e1⊗e1) +

(
∂yα g
g c

))
with (α, g, c) ∈ Xγ
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(see page 108 for the definition of Xγ). Hence, we deduce that (7.46) is bounded from
below by Iγ(u). Because the limiting strain E ∈ E was arbitrarily chosen, we finally
obtain the lower bound

lim
h→0

Iε,h(uh) ≥ Iγ(u).

Step 2. For γ ∈ (0,∞) Theorem 7.4.10 implies that

E ⊂
{(

a(x1) + x2κ(u)(x1)
)
(e1⊗e1) + sym ∇̃1,γw(x, y) :

w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)), a ∈ L2(ω)

}

and the lim inf-inequality directly follows from (7.44).

7.4.4. Upper bound

In this section we prove the upper bound part of Theorem 7.2.5. We construct recovery
sequences (uh) that converge to a given bending deformation u ∈ W 2,2

iso (ω;R
2) in the

following sense

(7.47)
uh → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2)).

Additionally, we take one-sided boundary conditions into account; namely, we are going
to construct recovery sequences (uh) that satisfy

(7.48) uh(0, x2) = u(0) + hx2∂1u(0) for a.e. x2 ∈ S.

The outline of this section is the following: First, we present the construction for a
smooth bending deformation and a smooth prescribed limiting strain. Secondly, we
prove that arbitrary limiting deformations can be approximated in the strong topology
of W 2,2(ω;R2) by smooth bending deformations with regard to one-sided boundary
conditions. Finally, we lift the smooth construction to the general case by choosing
suitable diagonal sequences.

Smooth construction

Proposition 7.4.14. Let u ∈ C∞
iso(ω;R

2) and





α, g, c ∈ C∞
c (ω;C∞

per(Y )) if γ = 0,

α, g ∈ C∞
c (ω;C∞

per(Y )), c ∈ C∞
c (ω) if γ = ∞,

a ∈ C∞
c (ω), w0 ∈ C∞

c (ω;C∞(S;C∞
per(Y ;R2)) if γ ∈ (0,∞).

Then there exists a sequence (uh) ⊂W 1,2(Ω;R2) such that:
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(1) The deformation uh converges to u in the sense of (7.47) and satisfies the one-
sided boundary condition (7.48).

(2) The nonlinear strain Eh strongly two-scale converges to

E(x, y) :=




x2

(
κ(u)(e1⊗e1) +

(
∂yα g
g c

))
if γ ∈ {0,∞},

(
a+ x2 κ(u)

)
(e1⊗e1) + sym ∇̃1,γw(x, y) if γ ∈ (0,∞).

(3) The energy Iε,h(uh) converges to
∫∫

Ω×Y

Q (y,E(x, y)) dy dx.

In the proof of the proposition we distinguish the scaling regimes γ ∈ {0,∞} and
γ ∈ (0,∞). We start with the smooth construction for γ ∈ {0,∞}:

Lemma 7.4.15. Suppose γ ∈ {0,∞}. Let u ∈ C∞
iso(ω;R

2) and

{
α, g, c ∈ C∞

c (ω;C∞
per(Y )) if γ = 0,

α, g ∈ C∞
c (ω;C∞

per(Y )), c ∈ C∞
c (ω) if γ = ∞.

Set πh(x1) := (x1, x1/ε(h)) and define

Rh(x1) := R
(
ε(α ◦ πh)(x1)

)
R(u)(x1),

ḡ(x1) :=

∫

Y
g(x1, ξ) dξ, ϕ(x1, y) :=

∫ y

0
g(x1, ξ)− ḡ(x1) dξ

and dh(x) :=





x22
2

[ (g ◦ πh)(x1) e1 + (c ◦ πh)(x1) e2 ] if γ = 0

x22
2

[ ḡ(x1)e1 + c(x1)e2 ] +
ε x2
h

(ϕ ◦ πh)(x1)e2 if γ = ∞.

Then the map

uh(x) := u(0) +

∫ x1

0
Rh(s)e1 ds+ hx2Rh(x1)e2 + h2Rh(x1)dh(x)

satisfies the one-sided boundary condition

uh(0, x2) = u(0) + hx2n(u)(0)

and the sequence (uh) converges to u in the sense of (7.47). Moreover, we have

Eap
h :=

RT
h ∇huh − Id

h

2−→ x2
(
κ(u)(e1⊗e1) +G

)
with symG = sym

(
∂yα g
0 c

)

strongly two-scale in L2(Ω×Y ;M(2)) and the sequence (Eap
h ) is uniformly bounded in

L∞(Ω;M(3)).

144



7.4. Proof of the main result

Proof. Step 1. We start with some useful observations simplifying the subsequent cal-
culation. By the chain rule we have

∂1(α ◦ πh) = (∂1α) ◦ πh +
1

ε
(∂yα) ◦ πh.

The same holds also for the functions g ◦ πh and c ◦ πh. Moreover, we compute

RT
h (∂1Rh) = RT

(u)

(
R(εα ◦ πh)T∂1R(εα ◦ πh)

)
R(u) +RT

(u)∂1R(u)

=
(
κ(u) + ε∂1(α ◦ πh)

)
R(π/2)

and in view of Lemma 2.1.9 we deduce that
(7.49)

ε∂1(α ◦ πh) 2−→ ∂yα strongly two-scale in L2(ω×Y ),

RT
h (∂1Rh)

2−→ (κ(u) + ∂yα)R(π/2) strongly two-scale in L2(ω×Y ;M(2)).

Furthermore, we compute

h∇hdh =





x2

(
0 g ◦ πh
0 c ◦ πh

)
+
x22
2

(
h
ε (∂yg) ◦ πh + h(∂1g) ◦ πh 0

h
ε (∂yc) ◦ πh + h(∂1c) ◦ πh 0

)
if γ = 0,

x2

(
0 ḡ

(∂yϕ) ◦ πh c

)
+




hx2
2

2 ∂1ḡ 0

hx2
2

2 ∂1c+
ε x2
h (∂1ϕ) ◦ πh ε

hϕ ◦ πh


 if γ = ∞.

In the previous equation we collected the terms of higher order in the second matrix in
each line. Note that ϕ(x,y) is periodic in its second component and fulfills ∂yϕ = g− ḡ
by construction. Because all quantities involved in the definition of dh are sufficiently
smooth, the previous computation leads to the convergence

(7.50) h∇hdh
2−→





x2

(
0 g

0 c

)
if γ = 0,

x2

(
0 ḡ

g − ḡ c

)
if γ = ∞

strongly two-scale in L2(Ω×Y ;M(2)).

Step 2. It is easy to check that

∇huh = Rh + hx2 (∂1Rhe2)⊗e1 + hRh(h∇hdh) + h2 (∂1Rhdh)⊗e1

and

Eap
h = x2(R

T
h ∂1Rh)e2⊗e1 + h∇hdh + {h(RT

h ∂1R)dh⊗e1 }.

The term in the curly brackets is of higher order; thus, (7.49) and (7.50) imply that
(Eap

h ) strongly two-scale converges as it is claimed in the lemma.
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7. Derivation of a homogenized theory for planar rods

Moreover, the quantities involved in the construction above are sufficiently smooth to
guarantee that
∣∣∣∣
(
u(0) +

∫ x1

0
Rh(s)e1 ds

)
− uh(x1)

∣∣∣∣+|∇huh(x)−Rh(x)| ≤ c′h and
∣∣Eap

h (x)
∣∣ ≤ c′

for a suitable constant c′ and all x ∈ Ω.

Because εα ◦ πh converges to 0 uniformly, the sequences (Rh) and (∇huh) strongly
converge to R(u) and we deduce that uh converges (in the sense of (7.47)) to the map

u(0) +

∫ x1

0
R(u)(s)e1 ds = u(0) +

∫ x1

0
∂1u(s) ds = u(x1).

Because the functions α, c and g vanish near the boundary {0}×S, the constructed
sequences trivially satisfy the boundary condition.

For γ ∈ (0,∞) the recovery sequence is constructed as follows:

Lemma 7.4.16. Suppose that γ ∈ (0,∞). Let

u ∈ C∞
iso(ω;R

2), w ∈ C∞
c (ω;C∞(S;C∞

per(Y ;R2))), a ∈ C∞
c (ω)

and define

uh(x) := u(x1) + hx2R(u)(x1)e2 + h

∫ x1

0
R(u)(s)e1a(s) ds+ hεw(x, x1/ε).

Then the map uh satisfies the one-sided boundary condition

uh(0, x2) = u(0) + hx2n(u)(0)

and the sequence (uh) converges to u in the sense of (7.47). Moreover, the sequence

Eap
h :=

RT

(u)∇huh − Id

h

is uniformly bounded in L∞(Ω;M(2)) and

Eap
h

2−→
(
a(x1) + x2κ(u)

)
(e1⊗e1) + ∇̃1,γw(x, y)

strongly two-scale in L2(Ω×Y ;M(2)).

Proof. We only prove the convergence of (Eap
h ), since the other statements are obvious.

Set wε(x) := w(x, x1/ε). A simple computation shows that

(7.51) Eap
h =

(
a+ x2κ(u)

)
(e1⊗e1) + ε∇hw

ε + ε(RT
(u)∂1R(u))w

ε.

Note that

ε∇hw
ε = (∂yw)(x, x1/ε)⊗e1 +

ε

h
(∂2w)(x, x1/ε)⊗e2 + higher order terms.
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Since w(x, y) is periodic in y, the previous calculation implies that

ε∇hw
ε 2−→ ∇̃1,γw(x, y)

strongly two-scale (cf. Proposition 6.3.5). Combined with (7.51), we obtain the claimed
convergence statement for the sequence (Eap

h ).

Proof of Proposition 7.4.14. Let (uh) ⊂ W 1,2(Ω;R2) and (Eap
h ) be defined according

to Lemma 7.4.15 (if γ ∈ {0,∞}) and Lemma 7.4.16 (if γ ∈ (0,∞)) respectively. Then
statement (1) is fulfilled and we have

Eap
h

2−→ Eap strongly two-scale in L2(Ω×Y ;M(2))

for a map Eap ∈ L2(Ω×Y ;M(2)) that satisfies

symEap = E.

By construction the sequence (Eap
h ) is uniformly bounded. This allows us to apply

the simultaneous homogenization and linearization result (see Theorem 5.2.1), which
yields

lim
h→0

Iε,h(uh) =

∫∫

Ω×Y

Q(y,Eap) dy dx.

Because the quadratic formQ vanishes for skew-symmetric matrices (see Lemma 5.2.4),
we have

Q(y,Eap) = Q(y, symEap) = Q(y,E)

and statement (3) follows.

Approximation by smooth data

Lemma 7.4.17. For all u ∈W 2,2
iso (ω;R

2) there exists a sequence (uk)k∈N ⊂ C∞
iso(ω;R

2)
satisfying the one-sided boundary condition

uk(0) = u(0) and ∂1uk(0) = ∂1u(0)

such that

uk → u strongly in W 2,2(ω;R2),

κ(uk) → κ(u) strongly in L2(ω).

Proof. First, note that we can represent any u ∈W 2,2
iso (ω;R

2) in the form

u(x1) = u(0) +

∫ x1

0
R(α(s))e1 ds

where α(x1) := α0+
∫ x1

0 κ(u)(s) ds and α0 ∈ [0, 2π) satisfies R(α0)e1 = ∂1u(0).
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7. Derivation of a homogenized theory for planar rods

This suggests to approximate u by mollifying κ(u): Let (κk) denote a sequence in
C∞
0 (ω) converging to κ(u) in L

2(ω). We define

αk(x1) := α0+

∫ x1

0
κk(s) ds and uk(x1) := u(0) +

∫ x1

0
R(αk(s))e1 ds.

By construction (uk) is a sequence in C∞
iso(ω;R

2) satisfying the one-sided boundary
condition. Moreover, it is easy to check that

αk → α strongly in W 1,2(ω) and pointwise.

Hence, we immediately deduce that

R(αk) → R(α) pointwise and strongly in L2(ω;SO(2)),

where the latter follows due to dominated convergence. Since

∂1uk = R(αk)e1

this already implies that (uk) converges to u in W 1,2(ω;R2).

It remains to prove that ∂211uk → ∂211u. Equivalently, we can show that

(7.52) ∂1R(αk) → ∂1R(α) strongly in L2(ω;M(2)).

A simple calculation leads to the characterization

∂1R(αk) = κk R(αk+π/2).

Since (κk) as well as R(αk) converge in L2, we deduce that ∂1R(αk) converges to
∂1R(α) in L1(ω,M(2)). Because of

|∂1R(αk(x1))|2 ≤ 2 |κk(x1)|2 ,

(7.52) follows by Vitali convergence theorem.

Proof of the upper bound

Let γ ∈ (0,∞). In view of Proposition 7.4.18 there exist maps

a ∈ L2(ω) and w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2))

such that

(7.53) Iγ(u) =
∫∫

Ω×Y

Q
(
y,
(
a(x1) + x2κ(u)

)
(e1⊗e1) + ∇̃1,γw(x, y)

)
dy dx.

Because the inclusions

C∞
c (ω) ⊂ L2(ω) and C∞

c (ω;C∞(S̄;C∞
per(Y ;R2)) ⊂ L2(ω;W 1,2

Y -per(S×Y ;R2))
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are dense and due to Lemma 7.4.17, we can find for any δ > 0 approximations

u(δ) ∈ C∞
iso(ω;R

2) with u(δ)(0) = u(0) and ∂1u
(δ)(0) = ∂1u(0),

a(δ) ∈ C∞
c (ω) and w(δ) ∈ C∞

c (ω;C∞(S̄;C∞
per(Y ;R2))

such that∥∥∥u(δ) − u
∥∥∥
W 2,2(ω;R2)

+
∥∥∥a(δ) − a

∥∥∥
L2(ω)

+
∥∥∥w(δ) − w

∥∥∥
L2(ω;W 1,2(S×Y ;R2))

< δ.

The integral functional on the right hand side in (7.53) is continuous (with respect to
strong convergence in the appropriate function spaces). For this reason, we can choose
the approximation above in such a way that

∣∣∣∣∣∣
Iγ(u)−

∫∫

Ω×Y

Q
(
y,
(
a(δ) + x2κ(u(δ))

)
(e1⊗e1) + ∇̃1,γw

(δ)
)
dy dx

∣∣∣∣∣∣
≤ δ

is additionally satisfied.

Now we associate to each triplet (u(δ), a(δ), w(δ)) a sequence (u
(δ)
h ) ⊂ W 1,2(Ω;R2) ac-

cording to Lemma 7.4.16. Then for each δ > 0 the sequence (u
(δ)
h )h converges to uδ in

the sense of (7.47) and fulfills the boundary condition (7.48); and

lim
h→0

Iε,h(u
(δ)
h ) =

∫∫

Ω×Y

Q
(
y,
(
a(δ) + x2κ(u(δ))

)
(e1⊗e1) + ∇̃1,γw

(δ)
)
dy dx.

Set

cδ,h :=
∥∥∥u− u

(δ)
h

∥∥∥
L2(Ω;R2)

+
∥∥∥R(u) −∇hu

(δ)
h

∥∥∥
L2(ω;M(2))

+
∣∣∣Iγ(u)− Iε,h(u

(δ)
h )
∣∣∣ .

Then we have
lim
k→∞

lim
h→0

ck,h = 0.

This allows us to extract a diagonal sequence δ(h) with limh→0 cδ(h),h = 0 due to

an argument by H. Attouch (see Lemma A.2.1). Hence, the sequence uh := u
(δ(h))
h

converges to u in the sense of (7.47) and recovers the energy. Moreover, since each

deformation u
(δ)
h satisfies the appropriate one-sided boundary condition, the same holds

for the diagonal sequence (uh) and the proof is complete.

The proof in the case γ ∈ {0,∞} is similar and omitted here.

7.4.5. Cell formulas

In this section we prove that Iγ can be identified with Eγ(·; 0). Moreover, we analyze
the cell problems that determine the effective stiffness coefficients qγ . Recall that Xγ

is defined for γ ∈ {0,∞} according to

X0 := { (α, g, c) : α ∈ L2(ω;W 1,2
per(Y )), g, c ∈ L2(ω×Y ) }

X∞ := { (α, g, c) : α ∈ L2(ω;W 1,2
per(Y )), g ∈ L2(ω×Y ), c ∈ L2(ω) }

(see page 108).
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7. Derivation of a homogenized theory for planar rods

Proposition 7.4.18.

(1) Let γ ∈ {0,∞}. For all u ∈W 2,2
iso (ω;R

2) we have

Iγ(u) = Eγ(u; 0)

and there exists a triplet
(α, g, c) ∈ Xγ

such that

Iγ(u) =
1

12

∫∫

ω×Y

Q

(
y,κ(u)(e1⊗e1) +

(
∂yα g
g c

))
dy dx1.

(2) Let γ ∈ (0,∞). For all u ∈W 2,2
iso (ω;R

2) we have

Iγ(u) = Eγ(u; 0)

and there exist unique maps

a ∈ L2(ω) and w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)) with

∫∫

S×Y

w(·, x2, y) dy dx2 = 0

such that

Iγ(u) =
∫∫

Ω×Y

Q
(
y,
(
a(x1) + x2κ(u)

)
(e1⊗e1) + ∇̃1,γw0(x, y)

)
dy dx.

Proof. We only present the proof for γ ∈ (0,∞). The case γ ∈ {0,∞} can be justified
in a similar manner. The strategy is the following:

(A) Fix a map in κ ∈ L2(ω). Show that the minimization problem

(7.54) (a, w) 7→
∫∫

Ω×Y

Q
(
y,
(
a(x1) + x2κ

)
(e1⊗e1) + ∇̃1,γw(x, y)

)
dy dx

with a ∈ L2(ω), w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2))

admits a solution (aκ, wκ).

Because ακ(x1) ∈ R and wκ(x1) ∈ W 1,2
Y -per(S×Y ;R2) for almost every x1 ∈ ω,

this already implies that Iγ(u) ≥ Eγ(u, 0).
(B) Fix κ ∈ R. Show that the minimization problem

(7.55) (a, w) 7→
∫∫

S×Y

Q
(
y,
(
a+ x2κ

)
(e1⊗e1) + ∇̃1,γw(x2, y)

)
dy dx2

with a ∈ R, w ∈W 1,2
Y -per(S×Y ;R2))
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admits a solution (a⋆
κ
, w⋆

κ
) and prove that there exists a linear and continuous

map
Φ : R 7→ R×W 1,2

Y -per(S×Y ;R2), Φ(κ) := (a⋆
κ
, w⋆

κ
)

such that (a⋆
κ
, w⋆

κ
) := Φ(κ) is a minimizer of (7.55).

Because the map Φ is measurable and linear, for any κ ∈ L2(ω) the map

x1 7→ Φ(κ(x1))

is measurable and can be identified with a pair in L2(ω)×L2(ω;W 1,2
Y -per(S×Y ;R2)).

This implies that Iγ(u) ≤ Eγ(u; 0).
Statement (A) can be proved by standard arguments from the direct method of the
calculus of variations. Since Q is quadratic and has uniformly bounded coefficients,
the functional in (7.54) is lower semicontinuous with respect to weak convergence in
L2(ω) and L2(ω;W 1,2(S×Y ;R2)). The crucial point is to prove the coercivity of the
functional. To this end, we start with the observation that the integral in (7.54) is
bounded from below by

(7.56) c′
(
‖κ‖2L2(ω) + ‖a‖2L2(ω) +

∥∥∥sym ∇̃1,γw
∥∥∥
2

L2(Ω×Y ;M(2))

)
.

Here and below, c′ > 0 denotes a constant that may change from line to line, but can
be chosen independent of κ, a and w. For the estimate above we used two facts: First,
the maps

a(x1)(e1⊗e1), x2κ(x1)(e1⊗e1) and sym ∇̃1,γw(x1, x2, y)

are orthogonal (for a.e. x1 ∈ ω) with respect to the scalar product in the Hilbert space
L2(S×Y ;M(3)). And secondly, we used that the non-degeneracy condition implies
that

Q(y, F ) ≥ c′ |symF |2 for all F ∈ M(2) and a.e. y ∈ Y.

Moreover, it is obvious that the minimum of (7.54) can equivalently be computed on
the class of functions

a ∈ L2(ω) and w ∈ L2(ω;W)

with W :=

{
w ∈W 1,2

Y -per(S×Y ;R2)) :

∫∫

S×Y
w(x2, y) dy dx2 = 0

}
.

Theorem 6.3.8 shows that a Korn inequality holds on W (note that in Theorem 6.3.8
we have R(1) = {0}). Consequently, estimate (7.56) implies the coercivity of the
minimization problem and indeed the direct method yields existence of a minimizer.
The uniqueness is a consequence of the strict convexity of Q for symmetric matrices.

For the very same reason also the minimization problem in (B) admits a minimizer.
As before, we can equivalently compute the minimum on the class of functions

a ∈ R and w ∈ W.
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7. Derivation of a homogenized theory for planar rods

Now the strict convexity of Q(y, ·) on the subspace of symmetric matrices implies that
(B) admits even a unique minimizer (a⋆

κ
, w⋆

κ
) with a⋆

κ
∈ R and w⋆

κ
∈ W. Moreover, one

can characterize this minimizer by a linear Euler-Lagrange equation. Consequently, the
map Φ(κ) := (a⋆

κ
, w⋆

κ
) is indeed linear and because of Φ(0) = (0, 0) also continuous.

7.5. Strong two-scale convergence of the nonlinear strain

for low energy sequences

In this section we consider low energy sequences and prove that the associated sequence
of nonlinear strain strongly two-scale converges. The following theorem is an exten-
sion of a result in [FJM02] (originally for homogeneous plates) to the homogenization
setting considered in this chapter.

Theorem 7.5.1. Let γ ∈ (0,∞) and u ∈ W 2,2
iso (ω;R

2). Let (uh) be a sequence in
W 1,2(Ω;R2) converging to u strongly in L2(Ω;R2). Suppose that

(7.57) lim
h→0

Iε,h(uh) = Iγ(u).

Then

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−→
(
a⋆(x1) + x2κ(u)(x1)

)
(e1⊗e1) + sym ∇̃1,γw

⋆(x, y)

strongly two-scale in L2(Ω×Y ;M(2)), where the a pair (a⋆, w⋆) with

a⋆ ∈ L2(ω) and w⋆ ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)),

∫∫

S×Y

w⋆(·, x2, y) dy dx2 = 0

is the unique minimizer of the minimization problem in Proposition 7.4.18 (2).

Proof. Step 1. Set

Emin(x, y) :=
(
a⋆(x1) + x2κ(u)(x1)

)
(e1⊗e1) + sym ∇̃1,γw

⋆(x, y)

and let E (see (7.32)) denote the set of all weak two-cluster points of the sequence (Eh).
The sequence (uh) has finite bending energy, and therefore (Eh) is weakly two-scale
relatively compact (see Theorem 7.4.2) and E is non-empty. In view of the compactness
part of Theorem 7.2.5 and due to the two-scale characterization of the limiting strain
(see Theorem 7.4.10), we find that

E − Emin = a(x1)(e1⊗e1) + sym ∇̃1,γw(x, y)

for suitable maps a ∈ L2(ω) and w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)). A close look at the

definition of qγ (see also Remark 7.2.4) reveals that

(7.58) inf
E∈E

∫∫

Ω×Y

Q(y,E(x, y)) dy dx ≥ Iγ(u).

152



7.5. Strong two-scale convergence of the nonlinear strain for low energy sequences

On the other side, Lemma 7.4.13 and assumption (7.57) yield

Iγ(u) = lim
h→0

Iε,h(uh) ≥ inf
E∈E

∫∫

Ω×Y

Q(y,E(x, y)) dy dx,

and consequently (7.58) actually holds with equality. Thereby, the uniqueness of the
minimizing pair in Proposition 7.4.18 (2) implies that E = Emin for all E ∈ E, and
thus,

Eh
2−⇀ Emin weakly in L2(Ω×Y ;R2).

Step 2. Let δ be a small positive paramter with the property that

∀F ∈ M(2) : dist(F, SO(2)) < δ ⇒ detF > 0.

We consider the set

Ωh :=
{
x ∈ Ω : dist(∇huh(x), SO(2)) < δ and |Eh(x)| < h−

1/2
}
.

and aim to show that the measure of Ω \Ωh vanishes as h→ 0. To this end, first note
that the inequality

(7.59) ∀F ∈ M(2) :
∣∣∣
√
FTF − Id

∣∣∣
2
≤ dist2(F, SO(2)),

implies that

h |Eh|2 + h2
dist2(∇huh, SO(2))

δ2h2
dx ≤ c′h

dist2(∇huh(x), SO(2))

h2

for all h < 1. Here and below, c′ denotes a positive constant that may change from
line to line, but can be chosen independent of h. By definition, for a.e. x ∈ Ω \Ωh the
left hand side is bigger than 1. Thus, the non-degeneracy of W leads to

Hn(Ω \ Ωh) ≤ h c′
1

h2

∫

Ω
W (x1/ε,∇huh(x)) dx

and because the integral on the right hand side is finite, we obtain

(7.60) Hn(Ω \ Ωh) ≤ c′ h.

Step 3. Recall the definition of the unfolding operator

T 1
ε : L2(Ω;M(2)) → L2(R2×Y ;M(2))

defined in Definition 6.2.1. We consider the maps

Ah := T 1
ε (1Ωh

Eh), Bh := T 1
ε Eh −Ah = T 1

ε (1Ω\Ωh
Eh)

and the sets

Zh := { (x, y) ∈ R
2×Y : (ε⌊x1/ε⌋+ y, x2) ∈ Ωh },

ZC
h := { (x, y) ∈ R

2×Y : (ε⌊x1/ε⌋+ y, x2) ∈ Ω \ Ωh }.
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By construction, the support of T h
ε uh is contained in Zh ∪ZC

h . With Lemma 9.1.3 we
can rewrite the elastic energy of uh by means of the unfolding operator T 1

ε :

Iε,h(uh) =
1

h2

∫∫

R2×Y

W (y, (T 1
ε ∇huh)(x, y)) dy dx

=
1

h2

∫∫

Zh

W (y, (T 1
ε ∇huh)(x, y)) dy dx+

1

h2

∫∫

ZC
h

W (y, (T 1
ε ∇huh)(x, y)) dy dx.

Now for a.e. (x, y) ∈ Zh the matrix (T 1
ε ∇huh)(x, y) has a positive determinant and

there exists a rotation field R : Zh → SO(2) such that

(T 1
ε ∇huh)(x, y) = R(x, y) (T 1

ε

√
∇hu

T
h ∇huh)(x, y) for a.e. (x, y) ∈ Zh.

Because W is frame indifferent, this implies that

W (y, (T 1
ε ∇huh)(x, y)) =W (y, Id+ hAh(x, y)) for a.e. (x, y) ∈ Zh.

By construction, we have |hAh|2 ≤ h, and therefore the quadratic expansion in as-
sumption (W4) implies that

1

h2

∫∫

Zh

W (y, Id+ hAh(x, y)) dy dx =

∫∫

Zh

Q(y,Ah(x, y)) dy dx+ rest
(1)
h

with
∣∣∣rest(1)h

∣∣∣ ≤ c′h. Set

rest
(2)
h :=

1

h2

∫∫

ZC
h

W (y, (T 1
ε ∇huh)(x, y)) dy dx.

Then

(7.61) Iε,h(uh) =

∫∫

Zh

Q(y,Ah(x, y)) dy dx+ rest
(1)
h +rest

(2)
h .

Step 4. We claim that

(7.62) lim
h→0

rest
(2)
h = 0.

This can be seen as follows: First, we have

Ah ⇀ Emin weakly in L2(R2×Y ;M(2))

where we set Emin(x, y) = 0 for (x, y) ∈ (R2 \Ω)× Y . This follows from the definition
of two-scale convergence (see Definition 6.2.3), Proposition 2.1.13 and the fact that
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(7.60) implies that (1Ωh
) converges to 1Ω boundedly in measure. By applying the

lower-semicontinuity of convex functionals, we deduce that

Iγ(u) = lim sup
h→0

Iε,h(uh)

≥ lim inf
h→0

∫∫

Zh

Q(y,Ah(x, y)) dy dx+ lim sup
h→0

rest
(1)
h + lim sup

h→0
rest

(2)
h

≥
∫∫

Ω×Y

Q(y,Emin(x, y)) dy dx+ lim sup
h→0

rest
(2)
h .

Now the integral on the right hand side is equal to Iγ(u) (see Proposition 7.4.18 (2))

and because rest
(2)
h ≥ 0 for all h, this already implies (7.62). In particular, we obtain

(7.63) lim
h→0

∫∫

R2×Y

Q(y,Ah(x, y)) dy dx =

∫∫

R2×Y

Q(y,Emin(x, y)) dy dx = Iγ(u).

Next, we prove that

(7.64) Bh → 0 strongly in L2(R2×Y ;M(2)).

We have |Bh|2 ≤ 1
h2 dist

2(T 1
ε ∇huh, SO(2)) due to (7.59). BecauseW is non-degenerate

and the support of Bh is contained in ZC
h , we arrive at

∫∫

R2×Y

|Bh|2 dy dx =

∫∫

ZC
h

|Bh|2 dy dx ≤ rest
(2)
h .

The right hand side converges to zero; thus, (7.64) follows.

Step 5. In virtue of the decomposition T 1
ε ∇huh = Ah +Bh, it remains to show that

Ah → Emin strongly in L2(R2×Y ;M(2)).(7.65)

The quadratic form Msym(2) ∋ F 7→ Q(y, F ) is positive definite (see Lemma 5.2.4). In
particular, there exists a positive constant c′ such that

Q(y,A)−Q(y,E)− 2 〈L(y)E, A− E〉 ≥ c′ |A− E| for all A,E ∈ Msym(2)

and a.e. y ∈ Y . We apply this inequality to the quadratic functional in (7.61):

c′
∫∫

R2×Y

|Ah − Emin|2 dy dx ≤
∫∫

R2×Y

Q(y,Ah(x, y))−Q(y,Emin(x, y)) dy dx

− 2

∫∫

R2×Y

〈L(y)Emin(x, y), Ah(x, y)− Emin(x, y)〉 dy dx.

Now the first integral and second integral on the right hand side converge to zero
because of (7.63) and the weak convergence of Ah to Emin, respectively.
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7. Derivation of a homogenized theory for planar rods

7.6. Interpretation of the limiting models

In this part we consider the fine-scale coupling regimes

h≫ ε and h≪ ε,

which corresponds to the situation where the fine-scales separate in the limit. It is
natural to expect that in these cases the limiting theories are related to the effective
theories obtained by consecutively passing to the limits ε→ 0 and h→ 0, i.e. by first
homogenizing the initial energy and then reducing the dimension and vice versa. In
the following we justify this hypothesis. For simplicity we state this insight on the
level of the integrands and additionally suppose that W is a Carathéodory function
satisfying the quadratic growth and coercivity condition

(7.66) 1
c |symF |2 − c ≤W (y, F ) ≤ c(1 + |F |2)

for a positive constant c that is independent of y and F .

Let m ∈ {1, 2}. For convenience we introduce the class I(Y ;m) consisting of all
Carathéodory functions from Y×M(m) to R that are Y -periodic in the first variable
and that satisfy the growth condition (7.66) for a suitable constant c > 0. Furthermore,
we define the subclass I2(Y ;m) as the set of integrands W ∈ I(Y ;m) that admit a
quadratic Taylor expansion in the sense that

lim sup
G→0
G 6=0

ess sup
y∈Y

|W (y, Id+G)−Q(y,G)|
|G|2

= 0

for a suitable quadratic integrand Q ∈ Q(Y ;m).

We like to remark that every integrand W ∈ I(Y, 2) that satisfies assumption (W1) –
(W4) belongs to I2(Y, 2).

We define the following maps:

hom : I(Y,m) → I(Y,m), (homW )(F ) :=W
(mc)
hom (F )

lin : I2(Y,m) → I(Y,m), (linW )(y, F ) := Q(y, F )

rel : I(Y, 2) → I(Y, 1), (relW )(y, a) := min
d∈R2

W (y, a(e1⊗e1) + d⊗e2)

dred : I2(Y, 2) → I(Y, 1), dredW := rel ◦ linW.

In the definition above,W
(mc)
hom denotes the multi-cell homogenization formula

W
(mc)
hom (F ) := inf

k∈N
inf
{ 1

km

∫

(0,k)m

W (z1, F+∇ϕ(z)) dz : ϕ ∈W 1,p
per((0, k)

m;Rm)
}
.

The operation hom is related to homogenization. More precisely, the Γ-limit of the
integral functional

W 1,2(U ;Rm) ∋ u 7→
∫

U
W (x1/ε,∇u(x)) dx (with U ⊂ R

m open)
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for ε→ 0 is given by the functional

W 1,2(U ;Rm) ∋ u 7→
∫

U
(homW )(∇u(x)) dx.

Furthermore, we have seen in Theorem 5.3.10 that the operation lin is related to
linearization. In the following result we show that the operation dred is related to
variational dimension reduction. Moreover, the following theorem reveals that the
effective limiting coefficient that appears in the limiting functional Eγ can be computed
by consecutively applying hom and dred to the energy densityW .

Theorem 7.6.1. Let W : Y×M(2) → R be an integrand of class I2(Y, 2) and let qγ
denote the effective limiting coefficients associated to W and defined in (7.5).

(1) If W (y, F ) is independent of y, then

qγ =
1

12
(dredW )(1) for all γ ∈ [0,∞].

(2) For γ ∈ {0,∞} we have

q0 =
1

12
( hom ◦ dred W ) (1) and q∞ =

1

12
( dred ◦ hom W ) (1).

Proof. Statement (1) directly follows by the definition of qγ (see equation (7.5)). For
the case γ = 0 in statement (2) we use the fact that

(hom ◦ dredW )(1) = inf
α∈W 1,2

per,0(Y )

∫

Y
(dredW )

(
1 + ∂yα(y)

)
dy,

because dredW is a convex (even quadratic) integrand, and therefore the multi-cell
homogenization formula is equal to the one-cell homogenization formula. Now a close
look at the definition of q0 proves the claimed identity.

For γ = ∞ we first observe that by definition

dred ◦ homW = rel ◦ lin ◦ homW.

Now the analysis in Section 5.1 (cf. (5.4) and [NS10]) revealed that homogenization
and linearization commute, and therefore

dred ◦ homW = rel ◦ hom ◦ linW.

By assumption (W4), we have linW = Q; thus, the previous equation implies

(7.67) (hom ◦ linW )(e1⊗e1 + d⊗e2)

= inf
ϕ∈W 1,2

per,0((0,1)
2;R2)

∫

(0,1)2
Q(z1, e1⊗e1 + d⊗e2 +∇y ϕ(z)) dz

for all d ∈ R
2. In the previous equation we used again the fact that the multi-cell

homogenization formula reduces to a one-cell formula for convex integrands. In the
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7. Derivation of a homogenized theory for planar rods

next step we follow an idea of S. Müller [Mül]. By assumption the quadratic form
F 7→ Q(y, F ) is positive definite on Msym(2). As a consequence one can show that
for each d ∈ R

2 the minimization problem on the right hand side in (7.67) admits a
unique minimizer ϕd ∈W 1,2

per,0((0, 1)
2;R2), i.e.

(hom ◦ linW )(e1⊗e1 + d⊗e2) =
∫

(0,1)2
QW (z1, e1⊗e1 + d⊗e2 +∇y ϕd(z)) dz.

Because ϕd is periodic and W only depends on the first component z1, we see that the
map z 7→ ϕd(z1, z2 + λ) with λ ∈ R is also a minimizer and due to the uniqueness of
the minimizer it follows that

ϕd(z1, z2) = ϕd(z1, z2 + λ) for all λ ∈ R.

Thus, ϕd is independent of z2 and can be identified with a map in W 1,2
per,0(Y ;R2). In

summary, so far we have shown that

(dred ◦ homW )(1) = min
d∈R2

inf
ϕ∈W 1,2

per,0(Y ;R2)

∫

Y
Q (y, e1⊗e1 + d⊗e2 + ∂yϕ(y)⊗e1) dy.

A comparison with equation (7.5) reveals that the right hand side is equal to q∞.

7.7. Advanced applications: Layered and prestressed

materials

In this section, we demonstrate that the methods derived in the previous sections can
be easily applied to more general settings. It is important to note that the compactness
result (see Theorem 7.4.2) and the two-scale characterization of the nonlinear limiting
strain (see Theorem 7.4.10) can be applied to arbitrary sequences with finite bending
energy. In this sense, both results are independent of the specific form of the elastic
potential W .

In the first part of this section, we show that the two-scale characterization of the
nonlinear limiting strain is sharp in the sense that any admissible limiting strain
can be recovered by a sequence of deformations in the strong two-scale sense. In
the second part, we apply this insight to periodically layered and prestressed planar
rods.

For simplicity, we only consider the case where h and ε are comparable, i.e. γ ∈ (0,∞).

7.7.1. Sharpness of the two-scale characterization of the limiting

strain

Define

Gγ :=
{
sym

[
a(x1)(e1⊗e1) + ∇̃1,γw(x, y)

]
:

a ∈ L2(ω), w ∈ L2(ω;W 1,2
Y -per(S×Y ;R2)

}
.
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7.7. Advanced applications: Layered and prestressed materials

Theorem 7.7.1. Let γ ∈ (0,∞) and (uh) be a sequence in W 1,2(Ω;R2) with finite
bending energy.

(1) There exist a subsequence (not relabeled) and maps

u ∈W 2,2
iso (ω;R

2) and G ∈ Gγ

such that

(⋆)





uh−uΩ,h → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2))

Eh
2−⇀ E := x2κ(u)(e1⊗e1) +G weakly two-scale in L2(Ω×Y ;M(2)).

Here uΩ,h := 1
Hn(Ω)

∫
Ω uh dx denotes the integral average of uh.

(2) If (⋆) holds for the entire sequence, then there exists a sequence (vh) ⊂W 1,2(Ω;R2)
such that

vh − uh → 0 strongly in L2(Ω;R2)

∇h(vh − uh) → 0 strongly in L2(Ω;M(2))

Êh :=

√
∇hv

T
h ∇hvh − Id

h

2−→ E strongly two-scale in L2(Ω×Y ;M(2))

and

(7.68) lim sup
h→0

ess sup
x∈Ω

(
dist2(∇hvh(x), SO(2))

h
+
∣∣∣
√
hÊh(x)

∣∣∣
2
)

= 0.

(3) For each pair (u,G) ∈W 2,2
iso (ω;R

2)×Gγ there exists a sequence (uh) ⊂W 1,2(Ω;R2)
with finite bending energy such that (⋆) holds.

Remark 7.7.2. Condition (7.68) guarantees on the one hand, that for sufficiently small
h the deformation vh satisfies det∇hvh > 0, and therefore

W (·,∇hvh) =W (·, Id+ hÊh)

for all frame indifferent integrandsW . On the other hand, the condition is tailor-made
for the simultaneous homogenization and linearization statement (see Theorem 5.2.1).

Proof. The first statement directly follows by combining the compactness part of The-
orem 7.4.2 and the two-scale characterization of the limiting strain in Theorem 7.4.10.
We prove statement (2). We choose maps a ∈ L2(ω) and w ∈ L2(ω;W 1,2

Y -per(S×Y ;R2))
such that

E = x2κ(u)(x1)(e1⊗e1) + sym
[
a(x1)(e1⊗e1) + ∇̃1,γw(x, y)

]
.
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7. Derivation of a homogenized theory for planar rods

The construction of (vh) is a slight extension of the one used for the recovery sequence
in Theorem 7.2.5. As in the proof of the upper bound (see page 148), we assign to
each positive δ maps

u(δ) ∈ C2,2
iso (ω;R

2), a(δ) ∈ C∞
c (ω) and w(δ) ∈ C∞

c (ω;C∞(S;C∞
per(Y ;R2)))

such that

∥∥∥u(δ) − u
∥∥∥
W 2,2(ω;R2)

+
∥∥∥κ(u(δ)) − κ(u)

∥∥∥
L2(ω)

+
∥∥∥a(δ) − a

∥∥∥
L2(ω)

+
∥∥∥w(δ) − w

∥∥∥
L2(ω;W 1,2(S×Y ;R2))

≤ δ

and define a sequence (v
(δ)
h ) ⊂ W 1,2(Ω;R2) according to Lemma 7.4.16. By construc-

tion we have

v
(δ)
h → u(δ) strongly in L2(Ω;R2)

∇hv
(δ)
h → R(u(δ)) strongly in L2(Ω;M(2)).

We set

E
(δ)
h

ap
(x) :=

RT
(u(δ))

∇hv
(δ)
h − Id

h
and Ê

(δ)
h :=

√
(∇hv

(δ)
h )T∇hv

(δ)
h − Id

h
.

As in Lemma 7.4.16, we deduce that

E
(δ)
h

ap 2−→ x2κ(u(δ))(e1⊗e1) + a(δ)(e1⊗e1) + ∇̃1,γw
(δ)

strongly two-scale in L2(Ω×Y ;M(2)). Furthermore, by construction we have

lim sup
h→0

ess sup
x∈Ω

∣∣∣E(δ)
h

ap
(x)
∣∣∣ <∞.

Note that √
(∇hv

(δ)
h )T∇hv

(δ)
h =

√
(Id+ hE

(δ)
h

ap
)T(Id+ hE

(δ)
h

ap
).

Thus, in view of Corollary 2.3.3 and Corollary 2.3.4 we infer that

Ê
(δ)
h :=

√
(∇hv

(δ)
h )T∇hv

(δ)
h − Id

h

2−→ x2κ(u(δ))(e1⊗e1) + a(δ)(e1⊗e1) + ∇̃1,γw
(δ)

strongly two-scale in L2(Ω×Y ;M(2)).

Now we define the doubly indexed sequence

cδ,h :=
∥∥∥v(δ)h − u

∥∥∥
L2(ω;R2)

+
∥∥∥∇hv

(δ)
h − u

∥∥∥
L2(Ω;M(2))

+
∥∥∥Tε(h)Ê(δ)

h − E
∥∥∥
L2(R2×Y ;M(2))

+ ess sup
x∈Ω

(
dist2(∇hv

(δ)
h (x), SO(2))

h
+
∣∣∣
√
hÊ

(δ)
h (x)

∣∣∣
2
)
.
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In view of the previous discussion, it is easy to check that

0 ≤ lim sup
δ→0

lim sup
h→0

cδ,h = 0.

Hence, by applying Lemma A.2.1 we can pass to a diagonal sequence δ(h) such that

lim
h→0

δ(h) = 0 and lim
h→0

cδ(h),h = 0.

We define the diagonal sequence

vh := v
(δ(h))
h +

∫

Ω
uh(x)− v

(δ(h))
h (x) dx.

It is straightforward to check that (vh) fulfills the claimed properties and statement
(2) follows. The same construction yields the existence of the sequence in statement
(3).

7.7.2. Application to layered, prestressed materials

LetW0 : Ω×R×M(2) → [0,∞] be a measurable integrand and suppose that

W is frame indifferent, i.e.(W01)

W (x, y,RF ) =W (x, y, F ) for all R ∈ SO(2), F ∈ M(2)

The identity is a natural state, i.e.(W02)

W (x, y, Id) = 0

W is non-degenerate, i.e. there exists C > 0 such that(W03)

W (x, y, F ) ≥ C dist2(F, SO(2)) for all F ∈ M(2)

W admits a quadratic Taylor expansion at the identity, i.e.(W04) 



there exists L0 ∈ C(Ω;L∞
per(Y ;Tsym(2))) such that

lim sup
F→0

ess sup
y∈Y

|W (x, y, F )− 〈L0(x, y)F, F 〉|
|F |2

= 0.

We associate to L0 the quadratic integrand

Q0 : Ω×Y×M(2) → [0,∞), Q0(x, y, F ) := 〈L0(x, y)F, F 〉 .

Moreover, let (Bh) be a sequence in L
∞(Ω;Msym(2)) and suppose that

(B)





lim sup
h→0

ess sup
x∈Ω

|Bh(x)| <∞

Bh
2−→ B0 strongly two-scale in L∞(Ω×Y ;Msym(2)).

For each h and u ∈W 1,2(Ω;R2) we consider the energy

Gh(u) :=
1

h2

∫

Ω

Wh(x,∇hu(x)) dx
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7. Derivation of a homogenized theory for planar rods

where the integrand WhΩ×M(2) → [0,∞] is given as

Wh(x, F ) :=W (x, x1/ε(h), F (Id+ hBh(x))).

The energy Gh is an adaption and extension of the model considered by B. Schmidt in
[Sch07] to the planar rods setting with laterally periodic materials. In contrast to the
setting considered in the previous sections, the stored energy function Wh is allowed
to vary in the “out-of-plane” direction x2 (at least on the macroscopic scale). Thus,
the model is capable to describe layered materials. The energy potential W (y, F )
considered in the previous sections is minimized for F ∈ SO(2). In contrast, the
position of the energy wells of Wh are mismatched due to the presence of the matrix
field Bh. In particular, it is no longer obligatory that Wh(x, F ) is minimized for
matrices in SO(2). As a consequence, the case of slightly prestressed materials is
covered by the setting above.

We define the two-scale limiting functional

Gγ : W 2,2
iso (ω;R

2)×G
γ → [0,∞),

Gγ(u,G) :=

∫∫

Ω×Y

Q0(x, y, x2κ(u)(x1)(e1⊗e1) +G(x, y) +B0(x, y)) dy dx.

The primary insight of this section is he following convergence result:

Theorem 7.7.3. Let the fine-scales ε and h be coupled according to (7.1) and suppose
that

lim
h→0

h

ε(h)
= γ with γ ∈ (0,∞).

(1) (Compactness). Let (uh) be a sequence in W 1,2(Ω;R2) with equibounded energy,
i.e.

lim sup
h→0

Gh(uh) <∞.

Then there exist a pair (u,G) ∈ W 2,2
iso (ω;R

2)×Gγ and a subsequence (not rela-
beled) such that

(⋆)





uh−uΩ,h → u strongly in L2(Ω;R2)

∇huh → R(u) strongly in L2(Ω;M(2))

Eh
2−⇀ x2κ(u)(e1⊗e1) +G weakly two-scale in L2(Ω×Y ;M(2)).

where Eh :=

√
(∇huh)T∇huh−Id

h . (Here, uΩ,h := 1
Hn(Ω)

∫
Ω uh dx denotes the inte-

gral average of uh).

(2) (Lower bound). Let (uh) be a sequence in W 1,2(Ω;R2). Suppose that (uh) con-
verges to a pair (u,G) ∈W 2,2

iso (ω;R
2)×Gγ in the sense of (⋆). Then

lim inf
h→0

Gh(uh) ≥ Gγ(u,G).
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(3) (Upper bound). Let (u,G) be an arbitrary pair in W 2,2
iso (ω;R

2)×Gγ. Then there
exists a sequence (uh) in W

1,2(Ω;R2) converging to (u,G) in the sense of (⋆) and

lim
h→0

Gh(uh) = Gγ(u,G).

Additionally, we can even realize convergence of (Eh) with respect to strong two-
scale convergence in L2(Ω×Y ;M(2)).

Proof. Step 1. (Compactness). In view of Theorem 7.7.1, it is sufficient to show that
the equiboundedness of the energy implies that (uh) has finite bending energy. In order
to show this, we proceed as in [Sch07]. First, note that condition (B) implies that

dist2(F (Id+ hBh(x)), SO(2)) ≥ 2
(
dist2(F, SO(2))− h2 |FBh(x)|2

)

≥ c′
(
dist2(F, SO(2))− h2 |F )|2

)
.

Here and below, c′ denotes a positive constant that may change from line to line,
but can be chosen independent of x and h. Because of the inequality 1

2 |F |
2 ≤

dist2(F, SO(2)) + 2, a rearrangement of the previous estimate implies that

dist2(F, SO(2)) ≤ c′

1− 2h2
(
dist2(F (Id+ hBh(x), SO(2)) + h2

)

for all h < 1. We substitute F = ∇huh(x) and integrate both sides over Ω. Since the
first term on the right hand side is controlled by Wh(x, F ) due to the non-degeneracy
condition (W03), we find that

lim sup
h→0

1

h2

∫

Ω
dist2(∇huh(x), SO(2)) dx ≤ c′

(
lim sup
h→0

Gh(uh) +Hn(Ω)

)
.

The right hand side is finite, and consequently the sequence (uh) has finite bending
energy.

Step 2. (Lower bound). For convenience, we set

E(x, y) := x2κ(u)(x1)(e1⊗e1) +G(x, y).

We only have to consider the case where

lim sup
h→0

Gh(uh) <∞.

Thereby, (uh) has finite bending energy as we have seen in Step 1. Thus, there exists
a sequence (Rh) of measurable maps from ω to SO(2) such that

Eap
h (x) :=

Rh(x)
T∇huh(x)− Id

h
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is bounded in L2(Ω;M(2)) (for instance apply Proposition 7.4.4 with ǫ = h.) As a
bounded sequence, (Eap

h ) is weakly two-scale relatively compact and we can pass to a
subsequence (that we do not relabel) such that

Eap
h

2−⇀ Eap weakly two-scale in L2(Ω×Y ;M(2)).

By construction, we have
√

∇hu
T
h ∇huh =

√
(Id+ hEap

h )T(Id+ hEap
h ).

Now the assumption that Eh weakly two-scale converges to E, and Corollary 2.3.4
imply that symEap = E.

A close look at the definition of Wh reveals that

Gh(uh) =
1

h2

∫

Ω
W0(x, x1/ε(h),∇huh(x)(Id+ hBh(x)) dx.

The frame indifference of W0 and application of the identity

∇huh = Rh(Id+ hEap
h )

lead to

Gh(uh) =
1

h2

∫

Ω
W0

(
x, x1/ε(h), Id+ h

(
Eap

h +Bh + hEap
h Bh

) )
dx.

By assumption (Bh) is weakly two-scale convergent to B0. As a consequence, we obtain

Eap
h +Bh + hEap

h Bh
2−⇀ Eap +B0 weakly two-scale in L2(Ω×Y ;M(2)).

This allows us to apply the simultaneous homogenization and linearization result (see
Theorem 5.2.1) and we arrive at

(7.69) lim inf
h→0

Gh(uh) ≥
∫∫

Ω×Y
Q0(x, y, E

ap(x, y) +B0(x, y)) dy dx.

In virtue of Lemma 5.2.4 and conditions (W01),(W03) and (W04), we have

Q0(x, y, F ) = Q0(x, y, symF ) for all F ∈ M(2).

Hence, the integral on the right of (7.69) is equal to Gγ(u,G). Because the previous
reasoning is independent of the choice of the subsequence, the proof of the lower bound
is complete.

Step 3. (Upper bound). First, recall that the polar factorization says that every F ∈
M(2) with detF > 0 can be factorized as F = R

√
FTF for a suitable rotation R ∈

SO(2). Thus, we see that the frame indifference of W0 allows us to rewrite Wh(y, F )
according to

(7.70) Wh(x, F ) =W0

(
x, x1/ε(h),

(
Id+ h

√
FTF−Id

h

)
(Id+ hBh(x))

)
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for all x ∈ Ω and F ∈ M(2) with detF > 0. Now let (vh) denote the sequence
associated to the pair (u,G) according to Theorem 7.7.1 (2). In view of property
(7.68), we deduce that

det∇hvh(x) > 0 for a.e. x ∈ Ω

provided h is sufficiently small. Hence, for small h the energy of vh can be rewritten
by means of (7.70) and we obtain

Gh(vh) =
1

h2

∫

Ω
W0

(
x, x1/ε(h), Id+ h

(
Êh +Bh + hEhBh

) )
dx

where Êh is the nonlinear strain associated to vh and is defined in Theorem 7.7.1 (2).
The same theorem and assumption (B) imply that

Êh +Bh + hEhBh
2−→ E +B0 strongly two-scale in L2(Ω×Y ;M(2)).

Because this sequence satisfies the assumption of Theorem 5.2.1 (2), we can applying
this theorem and find that

lim
h→0

Gh(vh) = Gγ(u,G).

Remark 7.7.4. 1. Using the notion introduced in [MT07] by A. Mielke et al. we
can restate the previous result and say that Gγ is the two-scale Γ-limit of (Gh)
with respect to the two-scale cross-convergence (⋆).

2. A natural next step is to analyze the reduced functional

Gγ
hom(u) := inf

G∈Gγ
Gγ(u,G)

and to prove that Gγ
hom is the Γ-limit of (Gh) in L2(Ω;R2) with respect to strong

convergence. The picture could be completed by deriving a cell formula that
characterizes the homogenized integrand associated to Gγ

hom.

3. We like to emphasize that the implication

(uh) has equibounded energy ⇒ (uh) has finite bending en-
ergy

is crucial for the analysis. Generally speaking, we can say that our approach can
be adapted to any situation that guarantees this implication.
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8. Rigorous derivation of a homogenized

Cosserat theory for inextensible rods from

nonlinear 3d elasticity

8.1. Introduction and main result

In this chapter we derive a homogenized Cosserat theory for inextensible rods as Γ-
limit of nonlinear, three-dimensional elasticity following the strategy introduced in the
previous chapter. Our starting point is an elastic body that occupies a thin cylindrical
domain of the form

Ωh := ω×(hS) ω := (0, L) and S ⊂ R
2

with thickness h > 0. We suppose that the body consists of an hyperelastic mate-
rial that features a laterally periodic microstructure with period ε. This situation is
described by the elastic energy

Eε,h(v) :=

∫

Ωh

W (x1/ε(h), ∇v(x)) dx

where the deformation v is a map in W 1,2(Ωh;R
3) and the elastic potential W (y, F )

is assumed to be [0, 1) =: Y -periodic in its first variable.

We are interested in the asymptotic behavior of the energy as the fine-scale param-
eters h and ε simultaneously tend to zero. We are going to see that (under suitable
conditions on W ) the scaled energy h−4Eε,h Γ-converges to a functional Iγ that can
be interpreted as a homogenized Cosserat theory for inextensible rods; in particular,
this means that Iγ is a functional which is finite only for rod configuration, i.e. pairs
(u,R) with

(8.1) u ∈W 2,2
iso (ω;R

3), R ∈W 1,2(ω;SO(3)) and ∂1u = Re1.

The rigorous derivation of such a theory in the setting where the material is homo-
geneous has been done by M.G. Mora and S. Müller in [MM03]. In the situation
considered here, effects due to homogenization additionally come into play. As a con-
sequence, the precise form of the limiting energy depends on the additional parameter
γ which captures the limiting behavior of the fine-scale ratio h/ε.

As in the previous chapter, for the precise formulation of our main result, it is conve-
nient to consider a scaled formulation of the problem. To this end, set

Ω := ω×S
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8. Derivation of a homogenized Cosserat theory for inextensible rods

and assume that S ⊂ R
2 is an open, bounded and connected domain with Lipschitz

boundary. We decompose any point x ∈ R
3 according to x = (x1, x̄) where x1 ∈ R

and x̄ ∈ R
2 and introduce the shape-vector

(8.2) dS(x̄) := x2e2 + x3e3 −
1

H2(S)

∫

S
x2e2 + x3e3 dx̄.

Similarly to the previous chapter, we assume that the fine-scale parameters h, ε are
coupled according to (7.1). In particular, we assume that ε = ε(h) and h/ε → γ as
h→ 0 with γ ∈ [0,∞].

The scaled version of Eε,h is the following functional from L2(Ω;R3) to R̄:

Iε,h(u) :=





1

h2

∫

Ω
W (x1/ε(h), ∇huh(x)) dx if u ∈W 1,2(Ω,R3)

+∞ else.

Above, ∇h denotes the scaled deformation gradient and is defined in Definition 8.1.4,
i.e.

∇hu(x) := ∇1,h u(x) =
(
∂1u(x)

1
h ∇x̄ u(x)

)
.

We suppose that the elastic potential W : R×M(3) → [0,∞] is a non-negative in-
tegrand that is Y -periodic in its first variable and that satisfies the following condi-
tions:

W is frame indifferent, i.e.(W1)

W (y,RF ) =W (y, F ) for all R ∈ SO(3), F ∈ M(3) and a.e. y ∈ Y

The identity is a natural state, i.e.(W2)

W (y, Id) = 0 for a.e. y ∈ Y

W is non-degenerate, i.e. there exists a positive constant C such that(W3)

W (y, F ) ≥ C dist2(F, SO(3)) for all F ∈ M(3) and a.e. y ∈ Y

W admits a quadratic Taylor expansion at the identity, i.e.(W4)

∃Q ∈ Q(Y ; 3) : lim sup
F→0

ess sup
y∈Y

|W (y, F )−Q(y, F )|
|F |2

= 0.

Above, Q(Y ; 3) denotes the set of all Y -periodic, quadratic integrands from Y×M(3)
to R with uniformly bounded coefficients (see page 101).

In order to present the limiting energy, we introduce the relaxed quadratic form

Qγ : Mskew(3) → [0,∞)

which is determined by the linear cell problem

(8.3) Qγ(K) := min





∫∫

S×Y

Q
(
y, (K dS(x̄))⊗e1 +G(x̄, y)

)
dy dx̄ : G ∈ Gγ





168



8.1. Introduction and main result

with

G0 :=

{[
(∂yΨdS)⊗e1 +

(
∂yw0 | ∇x̄ w̄

)
+ a(e1⊗e1)

]
: Ψ ∈W 1,2

per,0(Y ;Mskew(3)),

a ∈ R, w0 ∈W 1,2
per,0(Y ;R3), w̄ ∈ L2(Y ;W 1,2(S;R3))

}

G∞ :=

{[ (
∂yw0 | ∇x̄ w̄

)
+ a(e1⊗e1)

]
: a ∈ R, w0 ∈ L2(S;W 1,2

per,0(Y ;R3)),

w̄ ∈W 1,2(S;R3)

}
.

For γ ∈ (0,∞) we define

Gγ :=

{[
∇̃1,γw + a(e1⊗e1)

]
: a ∈ R, w ∈W 1,2

Y -per(S×Y ;R3)

}
.

Above, ∇̃1,γw =
(
∂yw

1
γ ∇x̄w

)
is the auxiliary gradient defined in Section 6.3 (see

page 81).

For (u,R) ∈ L2(Ω;R3)×L2(Ω;M(3)) we define the limiting energy

Iγ(u,R) :=





∫

ω
Qγ(KR(x1)) dx1 if (u,R) is a rod-configuration

(in the sense of Definition 8.1.4 below),

+∞ else.

In the definition above the quantity KR is related to the torsion and bending of the
rod and precisely defined in the sequel.
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8. Derivation of a homogenized Cosserat theory for inextensible rods

We are now in position to state the main result:

Theorem 8.1.1.

(1) Let (uh) be a sequence in W 1,2(Ω;R3) with finite bending energy, i.e.

(FBE) lim sup
h→0

1

h2

∫

Ω
dist2(∇hu(x), SO(3)) dx <∞.

Then there exist a subsequence, a map E ∈ L2(Ω×Y ;M(3)) and a rod configura-
tion (u,R), such that

uh − uΩ,h → u strongly in L2(Ω;R3)

∇huh → R strongly in L2(Ω;M(3))

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−⇀ E weakly two-scale in L2(Ω×Y ;M(3))

(Here, uΩ,h denotes the integral average of uh over Ω.)

(2) Let (uh) be a sequence in W 1,2(Ω;R3) that converges to the rod configuration
(u,R) in the following sense:

uh → u strongly in L2(Ω;R3)

∇huh → R strongly in L2(Ω;R3).

Then
lim inf
h→0

Iε,h(uh) ≥ Iγ(u,R).

(3) Let (u,R) be a rod configuration. Then there exists a sequence (uh) ⊂W 1,2(Ω;R3)
that converges to the rod configuration (u,R) in the following sense:

uh → u strongly in L2(Ω;R3)

∇huh → R strongly in L2(Ω;R3)

and
lim
h→0

Iε,h(uh) = Iγ(u,R).

Remark 8.1.2. The previous theorem is the analogon to Theorem 7.2.5 which is the
core of the derivation of the planar rod theory from 2d elasticity. As in the previous
chapter, one could also restate the previous result as a convergence statement for
the initial energy Eε,h and could take boundary conditions and forces into account.
Moreover, it is possible to prove statements resembling Theorem 7.6.1, Theorem 7.7.1
and to consider more general settings, e.g. layered and prestressed rods. For the sake
of brevity, we restrict our effort to the proof of Theorem 8.1.1 and refrain from lengthy
explanations in the sequel.

The general strategy of the proof of Theorem 8.1.1 is related to the proof of the
analogous statement (i.e. Theorem 7.2.5). One of the major changes originates from
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the observation that in contrast to the 2d case, the types of oscillations emerging from
the bending of the mid line are more rich in the 3d situation considered here. In
particular, not only oscillations related to curvature, but also oscillations related to
torsion appear. Mathematically, in the 2d case, we repeatedly used the possibility
to parametrize the manifold SO(2) by a single parameter (the rotation angle), while
in the 3d setting a more elaborated and less handy presentation of SO(3) has to
be utilized. As a consequence, in several parts of the proof we have to spend some
additional effort. In particular, this becomes visible in the approximation of the scaled
gradient by maps in W 1,2(ω;SO(3)). In this context, we utilize the observation (see
Lemma 8.2.3 and Lemma 2.2.3 below) that we can connect two matrices by a smooth
path R ∈ C∞([s1, s2];SO(3)) in such a way that the modulus of the derivative is
pointwise controlled by (s2 − s1)

−2 |A−B|2 and R
T∂1R is constant.

Remark 8.1.3. In view of Lemma 5.2.4, the quadratic form Q(y, ·) is positive definite
on the subspace of symmetric matrices and satisfies Q(y, F ) = Q(y, symF ) for all F ∈
M(3). For this reason it is not difficult to show (e.g. by means of the direct methods
of the calculus of variations) that the minimization problem (8.3) has a solution in Gγ .

Moreover, we can find a subspace of Gγ with the property that the minimum in (8.3) is
obtained by a unique element in that subspace and can be determined by a linear Euler-
Lagrange equation. Now similarly to the reasoning in Section 7.4.5, we eventually can
show that for rod configurations (u,R) the limiting energy can be written in the form

(8.4) Iγ(u,R) = inf

{ ∫∫

Ω×Y

Q
(
y,
(
KR(x1)dS(x̄)

)
⊗e1 +G(x, y)

)
dy dx : G ∈ Gγ

}

where

G0 :=

{[
(∂yΨdS)⊗e1 +

(
∂yw0 | ∇x̄ w̄

)
+ a(e1⊗e1)

]
:

a ∈ L2(ω), w0 ∈ L2(ω;W 1,2
per,0(Y ;R3)), w̄ ∈ L2(ω×Y ;W 1,2(S;R3)),

Ψ ∈ L2(ω;W 1,2
per,0(Y ;Mskew(3)))

}

G∞ :=

{[ (
∂yw0 | ∇x̄ w̄

)
+ a(e1⊗e1)

]
:

a ∈ L2(ω), w0 ∈ L2(Ω;W 1,2
per,0(Y ;R3)), w̄ ∈ L2(ω;W 1,2(S;R3))

}

and for γ ∈ (0,∞)

Gγ :=

{[
∇̃1,γw + a(e1⊗e1)

]
: a ∈ L2(ω), w ∈ L2(ω;W 1,2

Y -per(S×Y ;R3))

}
.
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8. Derivation of a homogenized Cosserat theory for inextensible rods

We conclude this introduction with commenting on the nonlinear Cosserat theory
for rods that we present in the spirit of [Ant05].

In the nonlinear Cosserat rod theory, a rod configuration is a pair (u;R), where u and
R are (at least) weakly differentiable maps from ω to R

3 and SO(3), respectively. The
point u(x1) ∈ R

3 denotes the deformed position of the material point x1 lying in a
reference configuration on the mid line ω. Therefore, we call u the (rod) deformation.
The columns of the matrix R(x1) are unit vectors and characterize the orientation of
the (infinitely small) cross-section of the rod through u(x1). We call R Cosserat frame
and use the convention to denote its columns, which we refer to as directors, by t, d2
and d3. Usually, the first column t is related to ∂1u.

The central quantity in elastic rod theory is the product KR(x1) := R(x1)
T∂1R(x1)

which by construction is always a skew symmetric matrix. We define coefficients
k2, k3, τ according to

(8.5) KR =




0 k2 k3
−k2 0 τ
−k3 −τ 0


 .

The components k2(x1), k3(x1) and the component τ(x1) are related to the flexure and
the torsion of the rod configuration at the material point x1, respectively. This suggests
to callKR the rod strain associated to the rod configuration (u,R).

In the case of inextensible, unshearable rods, which is the situation that emerges in our
asymptotic analysis, we have the constraint

∂1u = Re1.

In this case the rod deformation is a curve parametrized by arc length and k2(x1) and
k3(x1) are related to curvature, as we will see in the sequel.

Definition 8.1.4. A rod configuration is a pair (u; R) consisting of a bending de-
formation u ∈ W 2,2

iso (ω;R
3) and a Cosserat frame R ∈ W 1,2(ω;M(3)) adapted to u,

i.e.
R(x1) ∈ SO(3) and ∂1u(x1) := t(u)(x1) = R(x1)e1

for almost every x1 ∈ ω.

If necessary, we identify (without indication) the bending deformation u ∈W 2,2
iso (ω;R

3)
with its constant extension to the domain Ω, i.e with the map û inW 1,2(Ω;R3) defined
by û(x1, x̄) = u(x1).

For hyperelastic rods the total elastic energy associated to a rod configuration (u,R)
is given by the integral ∫

ω
W (x1;KR(x1)) dx1

where W : ω×Mskew(3) → [0,∞) is called the stored energy function of the mate-
rial.
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A classical example of a stored energy function for an hyperelastic, isotropic rod with
quadratic growth is

W (x1;K) = λ2(x1)k
2
2 + λ3(x1)k

2
3 + µ(x1)τ

2

where the material parameters λi and µ are non-negative and the strain coefficients
(k2, k3, τ) are related to K according to (8.5). Note that in this case the reference
configuration is stress free, and therefore a natural state.

8.2. Compactness and two-scale characterization of the

nonlinear limiting strain

In this section we prove the compactness part of Theorem 8.1.1 and present a char-
acterization of two-scale cluster points of the nonlinear strain associated to sequences
with finite bending energy (see Theorem 8.2.1 below). Although we do not state it
explicitly, it becomes clear in the proof of Theorem 8.1.1 (3) that the two-scale charac-
terization is sharp and may be applied to more general situations as the one considered
in Theorem 8.1.1.

As in the previous chapter, the compactness and characterization results rely on an
approximation scheme that allows to approximate scaled gradients ∇hu by a rotation
field R ∈ W 1,2(ω;SO(3)) in such a way that the L2 -distance between R and ∇hu, as
well as the norm of ∂1R are bounded by

∫

Ω
dist2(∇hu(x), SO(3)) dx

up to a constant prefactor. Additionally, if ε ∼ h or ε ≫ h, we can construct the ap-
proximation in such a way that RT∂1R is ε-coherent or h-coherent, respectively. Later,
when the approximation scheme is applied to sequences with finite bending energy, this
property will guarantee that RT∂1R) is constant on scale ε.

The two-scale characterization of emerging limiting strains is summarized in the fol-
lowing theorem:

Theorem 8.2.1. Let (uh) be a sequence in W 1,2(Ω;R3) with finite bending energy and
suppose that (uh) converges to a rod configuration (u,R) in the sense of Theorem 8.1.1
(1). Consider the set

E :=
{
E ∈ L2(Ω×Y ;M(3)) : Eh

2−⇀ E weakly two-scale in L2(Ω×Y ;M(3))

for a subsequence (not relabeled)
}

where (Eh) denotes the sequence of nonlinear strains associated to (uh). Then each
limiting strain E ∈ E can be represented as follows:

E(x, y) = sym
[ ( (

KR(x1) + ∂yΨ(x1, y)
)
dS(x̄)

)
⊗e1 +W (x, y)

]
+ a(x1)(e1⊗e1)
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where

a ∈ L2(ω) and

{
Ψ ∈ L2(ω;W 1,2

per,0(Y ;Mskew(3))) if γ = 0

Ψ = 0 else.

and W is a map in L2(Ω×Y ;M(3)) that satisfies

W (x, y) =

{ (
∂yw0 ∇x̄ w̄

)
if γ ∈ {0,∞}

∇̃1,γw0 else
(8.6)

where




w0 ∈ L2(ω;W 1,2
per,0(Y ;R3)) and w̄ ∈ L2(ω×Y ;W 1,2(S;R3)) if γ = 0

w0 ∈ L2(Ω;W 1,2
per,0(Y ;R3)) and w̄ ∈ L2(ω;W 1,2(S;R3)) if γ = ∞

w0 ∈ L2(ω;W 1,2
Y -per(S×Y ;R3)) else.

(8.7)

(For the proof see page 178).

For the proof (which we postpone to Section 8.2.3) we use the following approximation
scheme:

Proposition 8.2.2. Let h, ǫ and γ0 be positive parameters and suppose that

γ0 ≤ h
ǫ ≤ 1

γ0
.

To any u ∈W 1,2(Ω;R3) we can assign a map

R ∈W 1,2(ω;M(3)) ∩ L∞(ω;SO(3))

such that KR = R
T∂1R is ǫ-coherent and

‖R−∇hu‖2L2(Ω;M(3)) + ǫ2 ‖∂1R‖2L2(ω;M(3)) ≤ C

∫

Ω
dist2(∇hu, SO(3)) dx.

The constant C only depends on Ω and γ0.

(For the proof see page 175).

The proof is based on the geometric rigidity result in [FJM02] and utilizes the piecewise
constant approximation scheme that we presented in Proposition 7.4.4. We postpone
the proof to Section 8.2.2.

8.2.1. Proof of the Theorem 8.1.1: Compactness

Step 1. Without loss of generality assume that h < 1 and that

sup
h∈(0,1)

1

h2

∫

Ω
dist2(∇huh(x), SO(3)) dx ≤ C.
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8.2. Compactness and two-scale characterization of the nonlinear limiting strain

This implies that (∇huh) and (∇uh) are bounded sequences in L2(Ω;M(3)). Thus, the
sequence (uh − uΩ,h) (consisting of mean value free maps) is bounded in W 1,2(Ω;R3)
due to Poincaré’s inequality and we can pass to a subsequence (not relabeled) such
that

uh − uΩ,h ⇀ u weakly in W 1,2(Ω;R3)

for a suitable map u ∈ W 1,2(Ω;R3). Because of the compactness of the embedding
W 1,2(Ω;R3) ⊂ L2(Ω;R3), the convergence also holds strongly in L2(Ω;R3).

Step 2. To each uh we assign a rotation field Rh ∈W 1,2(ω;SO(3)) according to Proposi-
tion 8.2.2 where we specify the free parameter as ǫ = h. We have

(8.8)

∥∥∥∥
Rh −∇huh

h

∥∥∥∥
2

L2(Ω;M(3))

+ ‖∂1Rh‖2L2(ω;M(3)) ≤ C.

Set R̄h := 1
|ω|

∫
ω Rh dx1. Now (8.8) and Poincaré’s inequality imply that (Rh − R̄h)

is bounded in W 1,2(ω;M(3)). Moreover, the sequence of matrices (R̄h) is bounded,
therefore, we can pass to a subsequence (not relabeled) such that

Rh ⇀ R weakly in W 1,2(ω;M(3))

for a suitable map R ∈ W 1,2(ω;M(3)). Again, by compact embedding, we deduce
that the latter convergence also holds strongly in L2(ω;M(3)). This implies that
R only takes values in SO(3) and belongs to W 1,2(ω;SO(3)) := W 1,2(ω;M(3)) ∩
L∞(ω;SO(3)).

Furthermore, (8.8) implies that ∇huh − Rh strongly converges to zero in L2(Ω;M(3))
and we see that

∇huh → R strongly in L2(ω;M(3)).

In particular, we deduce that (∂1uh) converges to Re1, and consequently ∂1u = Re1,
which means that u ∈ W 2,2

iso (ω;R
3). Thus, the pair (u,R) is indeed a rod configura-

tion.

Step 3. The weak two-scale relative compactness of (Eh) follows from the inequal-
ity

dist2(∇huh(x), SO(3)) ≥ c′
∣∣∣∣
√
∇hu

T
h ∇huh − Id

∣∣∣∣
2

and Proposition 2.1.4.

8.2.2. Approximation of the scaled gradient

Proof of Proposition 8.2.2. Let R : ω → SO(3) denote the piecewise constant, ǫ-
coherent approximation from Proposition 7.4.4 satisfying

(8.9) ‖R−∇hu‖2L2(Ω;M(3)) + ǫVar2R ≤ c′
∫

Ω
dist2(∇hu, SO(3)) dx.
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Here and below, c′ and c′′ denote generic constants that may change from line to line,
but can be chosen only depending on γ0 and the geometry of Ω.

Set Lǫ,c := ǫZ + c. Because R is ǫ-coherent, we can find a translation c ∈ [0, ǫ) and a
discrete map r : Lǫ,c → SO(3) with

R(x1) =
∑

ξ∈Lǫ,c

1[ξ,ξ+ǫ)∩ω(x1)r(ξ)

for almost every x1 ∈ ω. For convenience, let L(ω) denote the smallest subset of Lǫ,c

such that

ω ⊆
⋃

ξ∈L(ω)

[ξ, ξ + ǫ)

and set ξmax := maxL(ω) and L⋆(ω) := L(ω) \ ξmax.

For each ξ ∈ L⋆(ω) let Rξ ∈ C∞([ξ, ξ + ǫ];M(3)) denote the map constructed in
Lemma 8.2.3 with

Rξ(ξ) = r(ξ) and Rξ(ξ + ǫ) = r(ξ + ǫ).

Define

R(x1) :=
∑

ξ∈L⋆(ω)

1[ξ,ξ+ǫ)(x1)Rξ(x1) + 1[ξmax, ξmax+ǫ)(x1)r(ξmax) for x1 ∈ ω.

Then R is a map in W 1,2(ω;M(3)) ∩ L∞(ω;SO(3)) and by construction R
T∂1R is

ǫ-coherent. The estimate in Lemma 8.2.3 justifies the following computation:

∫

ω
|∂1R(x1)|2 dx1 ≤

∑

ξ∈L⋆(ω)

∫

[ξ,ξ+ǫ)
|∂1Rξ(x1)|2 dx1

≤ c′ǫ−1
∑

ξ∈L⋆(ω)

|r(ξ + ǫ)− r(ξ)|2 ≤ c′

ǫ
Var2(R),

and in view of (8.9), we obtain

ǫ2
∫

ω
|∂1R(x1)|2 dx1 ≤ c′ ǫVar2R ≤ c′′

∫

Ω
dist2(∇hu(x), SO(3)) dx.

It remains to show that
∫

Ω
|R(x1)−∇hu(x)|2 dx ≤ c′′

∫

Ω
dist2(∇hu(x), SO(3)) dx.

In view of (8.9) the previous inequality is valid if we replace R by the piecewise constant
approximation R. Hence, due to the triangle inequality, it is sufficient to show that

∫

ω
|R−R|2 dx1 ≤ c′′

∫

Ω
dist2(∇hu(x), SO(3)) dx.
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In order to prove this, first note that for each ξ ∈ L⋆(ω) we have (cf. Lemma 8.2.3)

sup
x1∈[ξ,ξ+ǫ)

|R(x1)−R(x1)| ≤
∫ ǫ

0
|∂1Rξ(ξ + τ)| dτ ≤ c′ |r(ξ + ǫ)− r(ξ)|

and consequently

∫

(ξ,ξ+ǫ)

|R(x1)−R(x1)|2 dx1 ≤ c′ ǫ |r(ξ + ǫ)− r(ξ)|2 .

But this means that
∫

ω
|R−R|2 dx1 ≤

∑

ξ∈L⋆(ω)

∫

(ξ,ξ+ǫ)

|R−R|2 dx1 ≤ c′ ǫVar2R,

and again (8.9) implies that the right hand side is bounded by c′
∫
Ω

dist2(∇hu, SO(3)) dx.

In the proof above we utilize the subsequent construction, which allows to connect two
rotations by a smooth path in SO(3). Recall that the rotation in SO(3) about an axis
a ∈ R

3, |a| = 1 by an angle α can be written by means of Rodrigues’ rotation formula:

Rot(a, α) := Id+ sinαNa + (1− cosα)N2
a ,

where Na denotes the skew-symmetric matrix in M(3) determined by Nae = a ∧ e for
all e ∈ R

3.

Lemma 8.2.3. Let A,B ∈ SO(3) and s1, s2 ∈ R with s1 < s2. There exist a map
R ∈ C∞([s1, s2];SO(3)) and a matrix K ∈ Mskew(3) such that

R(s1) = A, R(s2) = B and R(x1)
T∂1R(x1) = K for all x1 ∈ [s1, s2].

Furthermore,

sup
x1∈[s1,s2]

|∂1R(x1)|2 ≤ c′
|A−B|2
(s2 − s1)2

where c′ is a positive constant independent of s1, s2 and A,B.

Proof. Due to Lemma 8.2.4 below, there exist an rotation axis a ∈ R
3 with |a| = 1 and

a rotation angle α ∈ [0, π] such that B = Rot(a, α)A. Set π(x1) :=
x1−s1
s2−s1

and define
the rotation field

R(x1) := Rot(a, π(x1)α)A.

By construction, the map R belongs to C∞([s1, s2];SO(3)), and satisfies R(s1) = A
and R(s2) = B. Moreover, Rodrigues’ formula reveals that

∂1R(x1) =
α

s2 − s1

(
cos(π(x1)α)Na + sin(π(x1)α)N

2
a

)
,
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and consequently

|∂1R(x1)|2 ≤ 2
α2

(s2 − s1)2
≤ c′

|A−B|2
(s2 − s1)2

.

For the latter inequality we used the estimate from Lemma 8.2.4 below. Furthermore,
a short computation shows that

R(x1)
T∂1R(x1) =

α

s2 − s1
Na for all x1 ∈ [s1, s2].

Because α
s2−s1

Na is a constant skew-symmetric matrix, the proof is complete.

Lemma 8.2.4. Let A,B ∈ SO(3). There exist a ∈ R
3 with |a| = 1 and α ∈ [0, π] such

that

B = Rot(a, α)A and 1
c |A−B|2 ≤ α2 ≤ c |A−B|2

where c is a positive constant that is independent of A and B.

Proof. Without loss of generality we suppose that A = Id. By Euler’s Rotation The-
orem there exist a unit vector a with Ba = a. Thus, we can represent the rotation B
by means of Rodrigues’ rotation formula, i.e B = Rot(a, α). By probably replacing a
with −a, we can guarantee that α ∈ [0, π].

Let R denote a rotation in SO(3) of the form (a | r2 | r3). In view of Rodrigues’ formula,
a straightforward computation shows that

(B − Id)R =
(
sinα r3 − (1− cosα) r2

)
⊗e2 −

(
sinα r2 + (1− cosα) r3

)
⊗e3.

Because r2 and r3 are orthogonal unit vectors, it is easy to check that

|B − Id|2 = |(B − Id)R|2 = 2(sinα2 + (1− cosα)2) = 4(1− cosα).

As in Lemma 7.4.8 we see that there exists a positive constant c such that

1
c (1− cosα) ≤ α2 ≤ c(1− cosα) for all α ∈ [0, π],

which completes the proof.

8.2.3. Two-scale characterization of the limiting strain

Proof of Theorem 8.2.1. Without loss of generality we assume that H2(S) = 1. Let
E ∈ E. We pass to a subsequence (not relabeled) such that

(8.10)
1

h2

∫

Ω
dist2(∇huh(x), SO(3)) dx ≤ c′ for each uh

and

(8.11) Eh
2−⇀ E weakly two-scale in L2(Ω×Y ;M(3)).
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Here and below, c′ denotes a positive constant that may change from line to line, but
can be chosen independent of h.

Step 1. We start with the approximation scheme introduced in Section 8.2.2 applied in
the following form: Let Rh ∈ W 1,2(ω;SO(3)) be the approximation of uh constructed
in Proposition 8.2.2 where we specify the free parameter ǫ according to

ǫ =

{
h if γ ∈ {0,∞}
ε(h) else.

The particular choice of the free parameter ǫ guarantees that
(8.12)∥∥∥∥

Rh −∇huh
h

∥∥∥∥
2

L2(Ω;M(3))

+ ‖∂1Rh‖2L2(ω;M(3)) ≤ c′
1

h2

∫

Ω
dist2(∇huh(x), SO(3)) dx.

Based on this approximation, we define the maps

Kh(x1) := Rh(x1)
T∂1Rh(x1), Eap

h (x) :=
Rh(x1)

T∇huh(x)− Id

h
.

In view of (8.10) and (8.12), the sequence (Kh) and (Eap
h ) are bounded in L2(Ω;M(3))

and (Rh) is relatively compact with respect to strong convergence in L2(ω;R3). Hence,
we can pass to a further subsequence (not relabeled) such that

Rh → R strongly in L2(ω;M(3))

Kh
2−⇀ K weakly two-scale in L2(ω×Y ;M(3))

Eap
h

2−⇀ Eap weakly two-scale in L2(Ω×Y ;M(3))

where the limit Eap ∈ L2(Ω×Y ;M(3)) satisfies

symEap = E

due to Corollary 2.3.3, and K ∈ L2(ω×Y ;M(3)) satisfies

K =

{
KR + ∂yΨ if γ = 0 with Ψ ∈ L2(ω;W 1,2

per,0(Y ;M(3)skew))

KR if γ > 0.

due to Lemma 8.2.5 (see below).

Step 2. Consider the following maps

ûh(x1) :=

∫

S
uh(x1, x̄) dx̄, and wh(x) :=

uh − ûh
h

− Rh(x1)dS(x̄).

(For the definition of dS see page 168). We claim that

‖wh‖L2(Ω;R3) ≤ c′h and

∫

Ω
|∇hwh|2 dx ≤ c′.(8.13)
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This can be seen as follows: Because each map wh has vanishing mean value with
respect to x̄, Poincaré’s inequality yields

∫

S
|wh(x1, x̄)|2 dx̄ ≤ c′

∫

S
|∇x̄wh(x1, x̄)|2 dx̄

≤ c′
∫

S

∣∣∣∣
1

h
∇x̄ uh(x)− Rh(x1)(e2⊗e2 + e3⊗e3)

∣∣∣∣
2

dx̄

and integration over ω leads to

∫

Ω
|wh|2 dx ≤ c′h2

∫

Ω

∣∣∣∣∣
1
h ∇x̄ uh(x)− Rh(x1)(e2⊗e2 + e3⊗e3)

h

∣∣∣∣∣

2

dx.

Now the right hand side is bounded by c′h2
∥∥Eap

h

∥∥2
L2(Ω;M(3))

. In view of (8.12) and

(8.10), this proves the first statement in (8.13). The previous estimates also reveal
that ( 1h ∇x̄wh) is a bounded sequence in L2(Ω;R3×2). Hence, in order to establish the
second statement in (8.13), it remains to argue that (∂1wh) is a bounded sequence as
well. To this end, we observe that

‖∂1wh‖L2(Ω;R3) ≤
∥∥∥∥
∂1uh − ∂1ûh

h

∥∥∥∥
L2(Ω;R3)

+ ‖∂1RhdS‖L2(Ω;R3)

Note that the second term on the right is uniformly bounded in h due to (8.12), while

∥∥∥∥
∂1uh − ∂1ûh

h

∥∥∥∥
2

L2(Ω;R3)

≤
∫

Ω

∣∣∣∣
∂1uh − Rhe1

h

∣∣∣∣
2

dx+

∫

ω

∣∣∣∣
∫

S

∂1uh − Rhe1
h

dx̄

∣∣∣∣
2

dx1.

Obviously, the right hand side can be bounded by a constant uniform in h due (8.12),
and (8.13) follows.

Step 3. We have

uh = ûh + hRhdS + hwh

and a straightforward computation yields

∇huh = Rh + (∂1ûh − Rhe1 + h∂1RhdS)⊗e1 + h∇hwh

Eap
h =

R
T
h ∇huh − Id

h
=

(∫

S
Eap

h e1 dx̄+KhdS

)
⊗e1 + R

T
h ∇hwh.

This allows us to identify the two-scale limit of (Eap
h ) term by term. The only non-

obvious limit is the one of the sequence (RT
h ∇hwh).

We claim that (RT
h ∇hwh) weakly two-scale converges to a map W ∈ L2(Ω×Y ;M(3))

that has the structure described in (8.6) and (8.7). This can be seen as follows: Set
w̃h(x) := Rh(x1)

Twh(x). Then

R
T
h ∇hwh = ∇hw̃h − ∂1R

T
hwh
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and

w̃h ⇀ 0 weakly in W 1,2(Ω;R3) and ‖∇hw̃h‖L2(Ω;M(3)) ≤ c′.

Hence, we can apply the two-scale characterization result for scaled gradients (see
Theorem 8.2.1) and deduce that (∇hw̃h) weakly two-scale converges to a map W in
the form described above. Because of (8.13), we have

∥∥∥RT
hwh

∥∥∥
L2(Ω;R3)

≤ c′ h

and we deduce that W is also the weak two-scale limit of (RT
h ∇hwh), which proves the

claim.

So far we have show that

Eap(x, y) =
(
K(x1, y)dS(x̄) +A(x1, y)

)
⊗e1 +W (x, y).

where A(x1, y) :=
∫
S E

ap(x1, ξ̄, y)e1 dξ̄. We set

Ā(x1) :=

∫

Y
A(x1, y) dy, Å := A− Ā.

Because
∫
Y Å dy = 0, we can write Å as the y-derivative of a periodic map, i.e

∂yψ = Å with ψ ∈ L2(ω;W 1,2
per,0(Y ;R3)).

Furthermore, define
v̄(x) :=

(
a2(x1))x2 + a3(x1))x3

)
e1,

where ak(x1) denotes the kth component of the vector Ā(x1). Then v is a map in
L2(ω;W 1,2(S;R3)) with ∇x̄ v = a2(e1⊗e2) + a3(e1⊗e3). By combining both functions
we observe that

sym
(
∇y ψ ∇x̄ v

)
= sym ∇̃1,γ (ψ + γv) = sym


 ∂yψ⊗e1 + e1⊗




0
a2
a3






= sym


 Å⊗e1 + e1⊗




0
a2
a3




 = sym(A⊗e1)− a1(x1)(e1⊗e1).

Now a close look to (8.7) reveals that the map

W̃ :=W + Å⊗e1 + e1⊗




0
a2
a3




is in accordance with the structure described in (8.6) and (8.7). This allows us to
represent E according to

E(x, y) = symEap(x, y) = sym
[ (

K(x1, y)dS(x̄)
)
⊗e1 + sym W̃ (x, y)

]
+ a1(x1)(e1⊗e1)

as it is claimed in the theorem.
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Lemma 8.2.5. Let (uh) ⊂ W 1,2(Ω;R3) be a sequence with finite bending energy and
let (Rh) be defined as in the proof of Theorem 8.2.1. Then the sequence (Kh) ⊂
L2(ω;Mskew(3)) defined by

Kh := R
T
h ∂1Rh

is weakly two-scale relatively compact in L2(ω×Y ;Mskew(3)) and any weak two-scale
cluster point K satisfies

K(x1, y)− R(x1)
T∂1R(x1) ∈

{
L2(ω;W 1,2

per,0(Y ;Mskew(3))) if γ = 0

{0} else

where R denotes the strong limit of Rh.

Proof. In view of Proposition 8.2.2 and due to the choice of the free parameter ǫ whilst
applying the proposition, we have

‖∂1Rh‖2L2(ω;M(3)) ≤ c′
1

h2

∫

Ω
dist2(∇huh(x), SO(3)) dx.

Since (uh) has finite bending energy, the limes superior of the right hand side is
bounded. Moreover, the norm of Kh is controlled by the left hand side and conse-
quently

lim sup
h→0

‖Kh‖2L2(ω;M(3)) <∞.

Due to Proposition 2.1.4 the sequence (Kh) is weakly two-scale relatively compact.

Because Rh(x1) ∈ SO(3) almost everywhere, we have

∂1

(
R
T
hRh

)
= ∂1Id = 0

and in view of the product rule, we deduce that

0 = ∂1R
T
hRh + R

T
h ∂1Rh = K

T
h +Kh.

Hence, Kh ∈ Mskew(3) almost everywhere. As a direct consequence, the same holds
for each weak two-scale cluster point.

Let K ∈ L2(ω×Y ;Mskew(3)) be an arbitrary two-scale cluster point of (Kh). Set

K0(x1, y) := K(x1, y)−
∫

Y
K(x1, s) ds

and define

Ψ(x, y) :=

∫ y

0
K0(x, s) ds−

∫

Y

∫ ȳ

0
K0(x, s) ds dȳ.

Then Ψ ∈ L2(ω;W 1,2
per,0(Y ;Mskew(3))) and ∂yΨ = K0(x, y). By construction, in the

case γ > 0 the map Kh is ǫ-coherent, where ǫ is either equal to ε or ǫ ≫ h. Thus,
Lemma 2.2.3 and Lemma 2.2.4, respectively, imply that K is independent of y; and
thus, Ψ = 0.

Because (Rh) converges to R weakly in W 1,2(ω;M(3)) and strongly in L2(ω;M(3)), we
immediately deduce that Kh weakly converges to R

T∂1R, and therefore Lemma 2.1.11
implies that

∫
Y K(x1, s) ds = R

T∂1R.
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8.3. Γ-convergence

8.3.1. Proof of Theorem 8.1.1: Lower bound

In order to prove the inequality

(8.14) lim inf
h→0

Iε,h(uh) ≥ Iγ(u,R)

it is sufficient to consider the case where the left hand side is finite. We can pass to
a subsequence (not relabeled) such that limh→0 Iε,h(uh) exists and is equal to the left
hand side of (8.14). This implies that (uh) is a sequence with finite bending energy and
we can pass to a further subsequence (not relabeled) such that

Eh
2−⇀ E weakly two-scale in L2(Ω;M(3))

by means of the compactness part of Theorem 8.1.1.

In exactly the same way as in the proof of Lemma 7.4.13, we observe that

lim inf
h→0

Iε,h(uh) ≥
∫∫

Ω×Y

Q(y,E(x, y)) dy dx.

Now Theorem 8.2.1 allows us to characterize the limiting strain E and we infer that
the left hand side in (8.14) is bounded from below by
∫∫

Ω×Y

Q
(
y,
((

KR(x1) + ∂yΨ(x1, y)
)
dS(x̄)

)
⊗e1 +W (x, y) + a(x1)(e1⊗e1)

)
dy dx

where a, Ψ and W belong to the sets defined in Theorem 8.2.1. Minimization over all
admissible a, Ψ and W yields (8.14) (cf. Remark 8.1.3).

8.3.2. Proof of Theorem 8.1.1: Recovery sequence

The case γ ∈ (0,∞).

Step 1. Choose maps a ∈ L2(ω) and w ∈ L2(ω;W 1,2
Y -per(S×Y ;R3)) such that

Iγ(u,R) =
∫∫

Ω×Y

Q
(
y, (KRdS )⊗e1 + ∇̃1,γw + a(e1⊗e1)

)
dy dx

(cf. Remark 8.1.3). Because the inclusions

C∞
c (ω) ⊂ L2(ω) and C∞

c (ω;C1(S;C∞
per(Y ;R3))) ⊂ L2(ω;W 1,2

Y -per(S×Y ;R3))

are dense and in virtue of Lemma 8.3.1 (below), we can find for any δ > 0 approxima-
tions

u(δ) ∈ C2
iso(ω;R

3) and R
(δ) ∈ C1(ω;SO(3)) with ∂1u

(δ) = R
(δ)e1
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and maps
g(δ) ∈ C∞

c (ω) and w(δ) ∈ C∞
c (ω;C1(S;C∞

per(Y ;R3))

such that

(8.15)
∥∥∥g(δ) − g

∥∥∥
L2(ω)

+
∥∥∥w(δ) − w

∥∥∥
L2(ω;W 1,2(S×Y ;R3))

+
∥∥∥u(δ) − u

∥∥∥
L2(ω;R3)

+
∥∥∥R(δ) − R

∥∥∥
L2(ω;M(3))

+ ‖K
R(δ) −KR‖L2(ω;M(3)) < δ

and

(8.16)

∣∣∣∣∣∣
Iγ(u,R)−

∫∫

Ω×Y

Q
(
y, (K

R(δ)dS )⊗e1 + ∇̃1,γw
(δ) + a(δ)(e1⊗e1)

)
dy dx

∣∣∣∣∣∣
≤ δ.

For the latter, we used the continuity of the quadratic integral functional above.

Step 2. Set πh(x) := (x, x1/ε(h)) and define

uδ,h(x) := u(δ)(x1) + hR(δ)(x1)dS(x̄) + h

∫ x1

0
R
(δ)(s)e1a

(δ)(s) ds

+ hε(h)R(δ)(x1)(w
(δ) ◦ πh)(x).

A straightforward calculation shows that

∇huδ,h = R
(δ) + h

(
∂1R

(δ)dS + R
(δ)e1a

(δ) 0 0
)

+ hR(δ)
(

(∂yw
(δ)) ◦ πh ε(h)

h (∇x̄ w
(δ)) ◦ πh

)
+ hε(h)R(δ)

(
(∂1w

(δ)) ◦ πh 0 0
)
.

Now it is easy to check that for h→ 0

(8.17)

{
uδ,h → uδ strongly in L2(Ω;R3)

∇huδ,h → R
(δ) strongly in L2(Ω;M(3))

and

Eap
δ,h :=

(R(δ))T∇huδ,h − Id

h

2−→
(
K

R(δ)dS + a(δ)e1

)
⊗e1 + ∇̃1,γw

(δ)

strongly two-scale in L2(Ω×Y ;M(3)). Because all involved quantities are smooth, the
sequence (Eap

h ) additionally satisfies

lim sup
h→0

ess sup
x∈Ω

∣∣hEap
h (x)

∣∣ = 0.

This allows us to apply Theorem 5.2.1 and we see that

(8.18) lim
h→0

1

h2

∫

Ω
W (x1/ε(h), Id+ hEap

δ,h(x)) dx

=

∫∫

Ω×Y

Q
(
y, (K

R(δ)dS )⊗e1 + ∇̃1,γw
(δ) + a(δ)(e1⊗e1)

)
dy dx.
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Because∇huδ,h = R
(δ)(Id+hEap

δ,h), the frame indifference ofW implies that

Iε(h),h(uδ,h) =
1

h2

∫

Ω
W (x1/ε(h), ∇huδ,h(x)) dx =

1

h2

∫

Ω
W (x1/ε(h), Id+ hEap

h (x)) dx.

Set

cδ,h :=
∣∣∣Iε(h),h(uδ,h)− Eγ(u,R)

∣∣∣ +
∥∥∥u(δ)−u

∥∥∥
L2(ω;R3)

+ ‖∇huδ,h−R‖L2(ω;M(3)) .

Then (8.15), (8.16), (8.17) and (8.18) imply that

lim
δ→0

lim sup
h→0

cδ,h = 0

and in view of Lemma A.2.1 we can extract a diagonal sequence δ(h) with δ(h) → 0 and
cδ(h),h → 0 as h → 0. Thus, uh := uδ(h),h recovers the limiting energy and converges
to the rod configuration (u,R).

The case γ = ∞.

Because the proof is quite similar to the one in the case γ ∈ (0,∞), we only ex-
plain the construction of the sequence for smooth data. To this end, we suppose
that

u ∈ C2
iso(ω;R

3) and R ∈ C1(ω;SO(3)) with ∂1u = R
(δ)e1

and consider maps

a ∈ C∞
c (ω), w0 ∈ C∞

c (Ω;C∞
per(Y ;R3)) and w̄ ∈ C∞

c (ω;C1(S̄;R3)).

Set πh(x) := (x, x1/ε(h)) and define

u
(1)
h (x) := u(x1) + hR(x1)dS(x̄) + h

∫ x1

0
R(s)e1a(s) ds

w
(1)
h (x) := ε(h)R(x1)(w0 ◦ πh)(x) + hR(x1)(w̄ ◦ πh)(x),

and the sequence

uh := u
(1)
h + hw

(1)
h .

The convergence behavior of the sequence (u
(1)
h ) and the corresponding contribution

to the limiting strain has already been studied along the lines of the proof for the case

γ ∈ (0,∞). We briefly analyze the corrector sequence (w
(1)
h ). First, it is clear that

hw
(1)
h converges to 0 uniformly. Moreover, a simple calculation (and the application of

Lemma 2.1.9) reveals that

R
T∇hwh

2−→
(
∂yw0(x, y) | ∇x̄ w̄(x1, y)

)

strongly two-scale in L2(Ω×Y ;M(3)). In summary, we have

R
T∇huh − Id

h

2−→ (KRdS)⊗e1 + a(e1⊗e1) +
(
∂yw0 | ∇x̄ w̄

)

strongly two-scale in L2(Ω×Y ;M(3)). To complete the proof, we proceed as in the
proof for the case γ ∈ (0,∞).
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The case γ = 0.

The proof is similar to the previous one. Therefore, we only explain the construction
of the sequence for smooth data. Let

u ∈ C2
iso(ω;R

3) and R ∈ C1(ω;SO(3)) with ∂1u = R
(δ)e1

and consider maps

a ∈ C∞
c (ω), w0 ∈ C∞

c (ω;C∞
per(Y ;R3)) and w̄ ∈ C1(Ω̄;C∞

per(Y ;R3)).

Moreover, let

Ψ ∈ C∞
c (ω;C∞

per(Y ;Mskew(3))).

Since Ψ is skew symmetric, there exist function τ, κ2, κ3 ∈ C∞
c (ω;C∞

per(Y )) such
that

Ψ(x1, y) =




0 κ2(x1, y) κ3(x1, y)
−κ2(x1, y) 0 τ(x1, y)
−κ3(x1, y) −τ(x1, y) 0


 .

For brevity we set τ (h)(x1) := ε(h)τ(x1, x1/ε(h)) and define κ
(h)
2 and κ

(h)
3 similarly. We

define the map R
(h) : ω → SO(3) by

R
(h)(x1) := R(x1) Rot(e1, τ

(h)(x1))Rot(e2, κ
(h)
2 (x1))Rot(e3, κ

(h)
3 (x1)).

Then an elementary, but tedious calculation shows that

(8.19)

{
R
(h) → R uniformly

R
(h)T∂1R

(h) 2−→ KR + ∂yΨ strongly two-scale in L2(ω×Y ;Mskew(3)).

Now set

u
(2)
h (x) := u(0) + h

∫ x1

0
R
(h)(s)e1(1 + a(s)) ds+ hR(h)(x1)dS(x̄)

w
(1)
h (x) := ε(h)R(x1)(w0 ◦ πh)(x) + hR(x1)(w̄ ◦ πh)(x),

and consider the sequence

uh := u
(2)
h + hw

(1)
h .

As before, hw
(1)
h uniformly converges to zero and we have

R
T∇hw

(1)
h

2−→
(
∂yw0(x1, y) | ∇x̄ w̄(x, y)

)

strongly two-scale in L2(Ω×Y ;M(3)). Moreover, (8.19) implies that

R
(h)T∇hu

(2)
h − Id

h

2−→
( (

KR(x1) + ∂yΨ(x1, y)
)
dS

)
⊗e1 + a(x1)(e1⊗e1)
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strongly two-scale in L2(Ω×Y ;M(3)). Since R
(h) − R → 0, we can combine the last

two convergence statements and arrive at

R
(h)T∇huh − Id

h

2−→
( (

KR(x1)+∂yΨ(x1, y)
)
dS

)
⊗e1+a(x1)(e1⊗e1)+

(
∂yw0 | ∇x̄ w̄

)

strongly two-scale in L2(Ω×Y ;M(3)). To complete the proof, we proceed as in the
case γ ∈ (0,∞).

It remains to prove that arbitrary rod configurations can be approximated by smooth
maps:

Lemma 8.3.1. Let ω = (0, L). Let (u,R) be a rod configuration. Then for all δ > 0
there exists a smooth rod configuration (u(δ),R(δ)) with

u(δ) ∈ C2
iso(ω;R

3), R
(δ) ∈ C1(ω;SO(3)) and ∂1u

(δ) = R(δ)e1,

such that u(δ)(0) = u(0), R(δ)(0) = R(0) and

∥∥∥u(δ) − u
∥∥∥
L2(ω;R3)

+
∥∥∥R(δ) − R

∥∥∥
L2(ω;M(3))

+ ‖K
R(δ) −KR‖L2(ω;M(3)) < δ.

Proof. Without loss of generality let R(0) = Id and u(0) = 0. Set K := R
T∂1R. For

all k ∈ N choose a map K
(k) ∈ C∞

c (ω;Mskew(3)) such that

∥∥∥K−K
(k)
∥∥∥
L2(ω;M(3))

≤ 1

k
.

Step 1. By the Picard-Lindelöf theorem one can show that (for all k ∈ N) there exists

a unique map R
(k) ∈ C1(ω;M(3)) that solves the system

∂1R
(k)(x1) = R

(k)(x1)K
(k)(x1) for all x1 ∈ ω and R

(k)(0) = Id.

Because K(x1) is skew symmetric for all x1 ∈ ω, one can show that the matrix R
(k)(x1)

is orthogonal for all x1 ∈ ω. Now the continuity of the map R
(k), the initial value

R
(k)(0) = Id ∈ SO(3) and the fact that SO(3) is a maximally connected component

of the set of orthogonal 3× 3-matrices implies that R(k) ∈ C1(ω;SO(3)).

Step 2. We claim that

R
(k) ⇀ R weakly in W 1,2(ω;M(3)).

The sequence (R(k)) is obviously bounded in W 1,2(ω;M(3)). Hence, we can pass to
a subsequence that weakly converges to a map R̃ ∈ W 1,2(ω;M(3)). Due to the com-
pactness of the embedding W 1,2(ω;M(3)) ⊂ L2(ω;M(3)), the latter convergence holds
strongly in L2(ω;M(3)) as well. Moreover, we have

R
(k)(x1) = Id+

∫ x1

0
R
(k)(ξ)K(k)(ξ) dξ.
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8. Derivation of a homogenized Cosserat theory for inextensible rods

The strong convergence of Rk and K
k allows us to pass to the limit in the equation

above and we deduce that

R̃(x1) = Id+

∫ x1

0
R̃(ξ)K(ξ) dξ.

Note that the equation above is the integral version of an initial value problem which
exhibits a unique continuous solution. Because of the embedding W 1,2(ω;M(3)) ⊂
C(ω;M(3)), both R and R̃ are solutions and the uniqueness implies R = R̃.

Step 3. Set

u(k)(x1) := u(0) +

∫ x1

0
R
(k)(ξ)e1 dξ.

Then u(k)(0) = u(0) and

∥∥∥u(k) − u
∥∥∥
L2(ω;R3)

≤ c′
∥∥∥∂1u(k) − ∂1u

∥∥∥
L2(ω;R3)

≤ c′
∥∥∥R(k) − R

∥∥∥
L2(ω;M(3))

for a suitable constant c′. Because R
(k) → R and K

(k) → K strongly in L2(ω;M(3)),
we deduce that

∥∥∥u(k) − u
∥∥∥
L2(ω;R3)

+
∥∥∥R(k) − R

∥∥∥
L2(ω;M(3))

+
∥∥∥K(k) −K

∥∥∥
L2(ω;M(3))

≤ δ

if k is sufficiently large.
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9. Bounds for homogenized plate theories

9.1. Introduction and main result

In this section we present partial results concerning the derivation of homogenized non-
linear plate theories from three-dimensional elasticity for materials featuring periodic
microstructures. The derivation relies on the one side, on the work in [FJM02] where
elastic plates for materials without x-dependency have been considered. On the other
side, our approach is based on the homogenization methods developed in the previous
chapters. The main result is a (non-sharp) two-scale characterization of nonlinear lim-
iting strains that emerge from sequences of deformations with finite bending energy.
Furthermore, we prove a lower bound and an upper bound estimate for the limiting
energy that — although in general being not optimal — already capture fine-scale
properties of the limiting behavior and indicate the dependency of the limiting theory
on the limiting ratio between the thickness of the plate and the size of the material
microstructure.

In the following we describe the precise setting. Set Y := [0, 1)2 and let Ω := ω×S be
a cylindrical domain in R

3 where the mid plane ω is a bounded, regular, convex subset
of R2 with Lipschitz boundary and S := (−1/2, 1/2). In the sequel we decompose points
x ∈ R

3 according to

x = (x̂, x3) with x̂ ∈ R
2 and x2 ∈ R

and call x̂ and x3 the in-plane and out-of-plane components of x, respectively.

We suppose thatW : R2×M(3) → [0,∞) is a non-negative integrand that is Y -periodic
in its first variable and satisfies conditions (W1) – (W4) from the previous chapter (see
page 168). For positive parameters ε, h and u ∈ L2(Ω;R3) we define the scaled elastic
energy

Iε,h(u) :=





1

h2

∫

Ω
W (x̂/ε, ∇huh(x)) dx if u ∈W 1,2(Ω,R3)

+∞ else.

Above, the scaled deformation gradient is defined in Definition 8.1.4, i.e.

∇hu := ∇2,h u = (∇x̂ u | 1
h∂3u), ∇x̄ u = (∂1u |∂2u).

As in the previous chapters, we suppose that (h) and (ε) are coupled fine-scale se-
quences in the sense of (7.1). In particular, we suppose that ε = ε(h) and

lim
h→0

h

ε(h)
= γ with γ ∈ [0,∞].
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9. Partial results for homogenized plate theory

In order to describe the limiting energy, we introduce the space of bending deformations
over ω by

A :=

{
u ∈W 2,2(ω;R3) : |∂1u(x̂)| = |∂2u(x̂)| = 1,

〈∂1u(x̂), ∂2u(x̂)〉 = 0 for a.e. x̂ ∈ ω

}
.

To each bending deformation u ∈ A we associate a normal field, an associated frame
and the second fundamental form according to

n(u) := ∂1u∧∂2u, R(u) := ( ∂1u |∂2u |n(u) ), II(u) :=
2∑

i,j=1

〈
∂iu, ∂jn(u)

〉
(ei⊗ej).

In the definition above, we understand II(u)(x̂) as a matrix in M(2) (i.e. {e1, e2}
denotes the canonical basis of R2).

Along the derivation of the homogenized rod theory in the previous chapter, we have
seen that in the limiting process oscillations of quantities that are related to curvature
occur. In the context of rods, these oscillations could be described by “periodic profiles”
in the space W 1,2

per,0((0, 1);Mskew(3)) (see Lemma 8.2.5). In the situation of plates, the
structure of bending deformations, and thereby, also the structure of the admissible
oscillations, is more complex. Roughly speaking, if u ∈ A is a bending deformation,
then locally ∇x̂ u is either constant or constant along a line segment, the end points
of which touching the boundary of the mid plane ∂ω (for details we refer to [Kir01,
Pak04, FJM06]). This suggests that an appropriate class of periodic profiles should
reflect these constraints as well.

In this thesis we do not address this question. Instead, we introduce a space of oscilla-
tion profiles in a rather implicit way: To each bending deformation u ∈ A we associate
the class

Φ(u) :=

{
φ ∈ L2(ω×Y ;M(2)) : ∃(Rh) ⊂W 1,2(ω;SO(3)) such that

Rh ⇀ R(u) weakly in W 1,2(ω;M(3)) and

2∑

i,j=1

(
〈Rhei, ∂jRhe3〉

)
(ei⊗ej) 2−⇀ φ+ II(u)

weakly two-scale in L2(ω×Y ;M(2))

}
.
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Our main result in this chapter is the following:

Theorem 9.1.1 (Compactness and (non-sharp) two-scale characterization of the lim-
iting strain). There exists a positive constant δ0 depending only on ω such that the
following holds. Let (uh) be a sequence in W 1,2(Ω;R3) satisfying

lim sup
h→0

1

h2

∫

Ω
dist2(∇hu(x), SO(3)) dx ≤ δ0.

Then there exist a subsequence (not relabeled) and maps

u ∈ A, φ ∈ Φ(u), A ∈ L2(ω×Y ;R3×2)

and

W (x, y) =

{ (
∇y w0 ∂3w̄

)
if γ ∈ {0,∞}

∇̃2,γw0 else

where




w0 ∈ L2(ω;W 1,2
per,0(Y ;R3)) and w̄ ∈ L2(ω×Y ;W 1,2(S;R3)) if γ = 0

w0 ∈ L2(Ω;W 1,2
per,0(Y ;R3)) and w̄ ∈ L2(ω;W 1,2(S;R3)) if γ = ∞

w0 ∈ L2(ω;W 1,2
Y -per(S×Y ;R3)) else

such that

(9.1)





uh → u strongly in L2(Ω;R3)

∇huh → R(u) strongly in L2(Ω;M(3))

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−⇀ E weakly two-scale in L2(Ω×Y ;M(3))

where the nonlinear limiting strain is given by

E := sym


(A |0) + x3


 II(u)+φ

0
0

0 0 0


+W


 .

(For the proof see page 193).

The scaled derivative ∇̃2,γ and the function space W 1,2
Y -per(S×Y ;R3) are defined in

Section 6.3.

By combining the previous theorem with the simultaneous homogenization and lin-
earization method, we obtain a lower bound for the limiting theory:

Lemma 9.1.2. Let (uh) be a sequence in L2(Ω;R3) that strongly converges to a map
u ∈ A. Then

lim inf
h→0

Iε(h),h(uh) ≥ min

{
1

12

∫

ω
Q0

hom(II(u)(x̂)) dx̂, δ0

}
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where

Q0
hom(II):= inf

{ ∫

Y
min
d∈R3

Q

(
y,

(
II+φ(y)

∇y α(y)
d

))
dy :

φ ∈ Φ(u), α ∈W 1,2
per,0(Y )

}
.

(For the proof see page 194).

For the fine-scale coupling regime h≫ ε, we demonstrate the construction of recovery
sequences:

Lemma 9.1.3. Suppose that γ = ∞. Let u ∈ A. Then there exists a sequence
(uh) ⊂W 1,2(Ω;R3) converging to u in the sense of (9.1) such that

lim
h→0

Iε(h),h(uh) =
1

12

∫

ω
Q∞

hom(II(u)(x̂)) dx̂

where

Q∞
hom(II) := inf

{ ∫

Y
Q


y,


 II

0
0

0 0 0


+

(
∇y w0(y) w̄

)

 dy :

w0 ∈W 1,2
per,0(Y ), w̄ ∈ R

3

}
.

(For the proof see page 194).

In the next section we prove the previous results. In Section 9.3 we discuss our findings
and draft ideas and strategies that may lead to more complete results.

9.2. Proofs

The compactness part of the Theorem 8.1.1 is presented in [FJM02, FJM06] and relies
on the following approximation:

Theorem 9.2.1 (see Theorem 6 & Remark 5 in [FJM06]). In the situation of the
previous theorem (with δ0 sufficiently small) there exists a constant C > 0 and a
sequence of maps Rh : ω → SO(3) in W 1,2(ω;M(3)) such that

lim sup
h→0

{∥∥∥∥
∇huh −Rh

h

∥∥∥∥
2

L2(ω;M(3))

+ ‖∂1Rh‖2L2(ω;M(3)) + ‖∂2Rh‖2L2(ω;M(3))

}
≤ Cδ0.
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Remark 9.2.2. The construction of the map Rh in the result above is done in two stages.
First, based on the rigidity estimate (see Theorem 7.4.6) a map R̃h ∈W 1,2(ω;M(3)) is

constructed in such a way that
∥∥∥R̃h −∇huh

∥∥∥
2

L2
, as well as h2

∥∥∥∇x̂ R̃h

∥∥∥
2

L2
are controlled

by the L2-distance of∇huh to SO(3). It turns out that for each x̂ ∈ ω, the matrix R̃h(x̂)
lies in a small neighborhood of SO(3), say U , provided 1

h2

∫
Ω dist2(∇huh, SO(3)) dx <

δ0 and δ0 is sufficiently small. As a consequence, it is reasonable to define the desired
rotation field Rh as the pointwise projection of R̃h to SO(3). If the neighborhood
U is small (i.e. δ0 is sufficiently small) then the projection is a smooth map and
Rh ∈W 1,2(ω;M(3)) ∩ L∞(ω;SO(3)).

Proof of Theorem 9.1.1. Without loss of generality we assume that H2(S) = 1.

Step 1. In virtue of Theorem 9.2.1 we can pass to a subsequence (that we do not
relabel) such that
(9.2)



uh → u strongly in L2(Ω;R3)

∇huh → R(u) strongly in L2(Ω;M(3))

Rh ⇀ R(u) weakly in W 1,2(ω;M(3))

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−⇀ E weakly two-scale in L2(Ω×Y ;M(3)).

This can be justified in the same way as we did in the proof of Theorem 8.2.1.

Step 2. Define

Eap
h :=

RT
h ∇huh − Id

h
.

Then Theorem 9.2.1 implies that (Eap
h ) is bounded in L2(Ω;M(3)) and we can pass to

a (further) subsequence such that Eap
h

2−⇀ Eap weakly two-scale in L2(Ω×Y ;M(3)).
In view of Corollary 2.3.4 we deduce that symEap = E.

Step 3. Now define the sequence

wh(x) :=
uh(x)− ūh(x̂)

h
− x3Rh(x̂)e3, ūh(x̂) :=

∫

S
uh(x̂, x3) dx3.

As in the proof of Theorem 8.2.1 one can show that

wh → 0 strongly in L2(Ω;R3) and lim sup
h→0

‖∇hwh‖L2(Ω;M(3)) <∞.

As a consequence, we can apply the two-scale characterization of scaled gradients and
pass to a further subsequence such that

(9.3) ∇hwh
2−⇀W weakly two scale in L2(Ω×Y ;M(3))

where W is a map that fulfills the requirements of the theorem.
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Step 4. We rewrite uh in terms of wh:

uh(x) = ūh(x̄) + h (x3Rh(x̄)e3 + wh(x))

and deduce that

(9.4) Eap
h = (Ah | 0) + x3

(
RT

h ∇x̂(Rhe3) 0
)
+∇hwh.

where Ah(x̂) is the 3×2 matrix consisting of the first and second column of the averaged
matrix

∫
S E

ap
h (x̂, x3) dx3. Obviously, we can pass to a further subsequence such that

the first term in (9.4) weakly two-scale converges to a map of the form

(A | 0) with A ∈ L2(ω×Y ;R3×2)

and the second term weakly two-scale converges to

x3


 II(u)+φ

0
0

0 0 0




where φ denotes a suitable map in Φ(u). Because symEap = E and in virtue of (9.3)
this completes the proof.

Proof of Lemma 9.1.2. It is sufficient to consider the situation where

lim inf
h→0

Iε(h),h(uh) ≤ δ0.

In this case we can pass to a subsequence (not relabeled) with the property that
limh→0 Iε(h),h exists and is equal to the left hand side of the previous inequality. Hence,
we can apply Theorem 9.1.1 and (after probably passing to a further subsequence)
deduce that the convergence in (9.2) holds with

E := sym


(A |0) + x3


 II(u)+φ

0
0

0 0 0


+W


 .

for suitable maps A, φ and W . It is straightforward to show that for almost every
x̂ ∈ ω we have ∫

S
E(x̂, x3)x3 dx3 =

1

12

(
II+φ(y)

∇y α(y)
d(y)

)

for a suitable maps α ∈ W 1,2
per,0(Y ), φ ∈ L2

0(Y ;Msym(2)) and d ∈ L2(Y ;R3). Now
the proof can be completed by proceeding as in the proof of the lower bound part of
Theorem 7.1.1.

Proof of Lemma 9.1.3. We first consider the case where u ∈ A ∩ C2(ω;R3). Let w0 ∈
C∞
c (ω;C∞

per(Y ;R3)) and w̄ ∈ C∞
c (ω;R3) and set πh(x̂) := (x̂, x̂/ε(h)). We define the

sequence

uh(x) = u(x̂) + hx3
(
R(u)(x̂)e3 + ε(h)w0 ◦ πh(x̂)

)
+
h2x23
2

w̄(x̂)
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and set

G(x̂, y) := sym




 II(u)(x̂)

0
0

0 0 0


+

(
∇y w0(x̂, y) w̄(x̂)

)

 .

It is easy to show that (uh) converges to u in the sense of (9.1). Moreover, it is
straightforward to check that

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−→ x3G(x̂, y) strongly two-scale in L2(Ω×Y ;M(3))

and lim sup
h→0

ess sup
x∈Ω

|hEh(x)| = 0. Proceeding as in the proof of the upper bound part of

Theorem 7.2.5, we see that the simultaneous linearization and homogenization result
(see Theorem 5.2.1) implies that

lim
h→0

Iε(h),h(uh) =
1

12

∫∫

ω×Y

Q(y,G(x̂, y)) dy dx̂.

Because the inclusions A ∩ C2(ω;R3) ⊂ A (see [Pak04]) and

C∞
c (ω;C∞

per(Y ;R3)) ⊂ L2(ω;W 1,2
per(Y ;R3)) and C∞

c (ω;R3) ⊂ L2(ω;R3)

are dense, we can construct the sequence for non-smooth data by the diagonal sequence
construction that we already employed in the previous chapters. In particular, we can
construct a sequence of deformations (uh) in W 1,2(Ω;R3) that converges to u in the
sense of (9.1) and that satisfies

Eh :=

√
∇hu

T
h ∇huh − Id

h

2−→ x3G
⋆(x̂, y) strongly two-scale in L2(Ω×Y ;M(3))

with

G⋆(x̂, y) := sym




 II(u)(x̂)

0
0

0 0 0


+

(
∇y w

⋆
0(x̂, y) w̄⋆(x̂)

)



where w⋆
0 ∈ L2(ω;W 1,2

per(Y ;R3)) and w̄⋆ ∈ L2(ω;R3) fulfill

∫∫

ω×Y
Q


y, sym




 II(u)(x̂)

0
0

0 0 0


+

(
∇y w

⋆
0(x̂, y) w̄⋆(x̂)

)



 dy

=

∫

ω
Q∞

hom(II(u)(x̂)) dx̂.

Application of the simultaneous linearization and homogenization result (see Theo-
rem 5.2.1) completes the proof.
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9.3. Discussion

Lemma 9.1.2 provides a lower bound for the lower Γ-limit of the sequence (Iε(h),h). We
do not believe that this bound is sharp. In particular, the construction of the set Φ(u)
is too rough to allow a precise identification of the limiting strains. Our experience
with the analysis in the rod setting, suggests that the characterization should even
hold, when we replace Φ(u) by the trivial set {0} in the fine-scale coupling regimes
h ∼ ε and h≫ ε, and the class

(9.5)
{
A ∈ L2(ω;M(2)) : ∃(uh) ⊂ A, uh ⇀ u weakly in W 2,2(ω;R3) and

II(uh)
2−⇀ II(u)+A weakly two-scale in L2(ω×Y ;M(2))

}
if h≪ ε.

It is natural to expect that the latter class can be represented in a streamlined and
more explicit form. Similarly to the analysis in the rod setting, a natural approach to
justify this hypothesis is to develop a refined version of the approximation contained
in Theorem 9.2.1. In contrast to the approximation scheme that we developed in
the rod setting (see Proposition 8.2.2), Theorem 9.2.1 is not suited to capture and
filter oscillations on the prescribed scale ε. As a consequence, Theorem 9.1.1 does not
distinguish between oscillations that solely emerge due to curvature oscillations of the
mid plane and those that stem from oscillations related to the director field. Note that
the latter can be captured by the relaxation profileW , and therefore should be deleted
from the set Φ(u).

Nevertheless, in the case where γ = 0 we believe that the homogenized quadratic form
corresponding to the Γ-limit of the energy sequence is an improved version of Q0

hom

where Φ(u) is replaced by the set in (9.5).

With regard to the upper bound, Lemma 9.1.3 immediately provides an estimate for the
upper Γ-limit of (Iε(h),h) in the case γ = ∞. In fact, we believe that the derived upper
bound is already the Γ-limit of (Iε(h),h) (for γ = ∞). While recovery sequences for the
fine-scale coupling regimes γ ∈ (0,∞) can be constructed in a similar way, we believe
that the construction in the case γ = 0 is more interesting. In this case, oscillations that
are related to oscillations of the mid plane come into play, and therefore the rigidity of
bending deformations prohibits oscillations of the mid plane in arbitrary directions. In
this context, we would like to remark that the homogenization problem of the nonlinear
bending theory for plates seems to be open; in particular, the Γ-convergence properties
of the functional

A ∋ u 7→
∫

ω
Q̃(x̂/ε, II(u)(x̂)) dx̂

as ε→ 0 has not been studies yet. The analysis in Section 7.6 suggests that the Γ-limit
corresponding to the energy above with

Q̃(y, F ) = min
d∈R3

Q


y,

∑

i∈{1,2}

F{i,j}(ei⊗ej) + d⊗e3




is similar to the Γ-limit of the sequence (Iε(h),h) in the case where h≪ ε.
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A.1. Poincaré and Korn inequalities

Proposition A.1.1 (Poincaré inequality). Let 1 ≤ p <∞.

(1) (Poincaré inequality.) Let Ω be an open set in R
n with finite width (that is Ω

lies between two prallel hyperplanes). Then there exist a constant C (depending
only on p, n and the distance between the two planes) such that

∫

Ω
|u|p dx ≤ C

∫

Ω
|∇u|p dx for all u ∈W 1,p

0 (Ω).

(2) (Poincaré-Wirtinger inequality.) Let Ω be a bounded and connected subset
of Rn with Lipschitz boundary. Then there exists a constant C (depending only
on p, n and Ω)

∫

Ω
|u− uΩ|p dx ≤ C

∫

Ω
|∇u|p dx for all u ∈W 1,p(Ω)

where uΩ = 1
|Ω|

∫
Ω u dx.

(3) (Poincaré-Friedrichs inequality.) Let Ω be a bounded and connected subset of
R
n with Lipschitz boundary. Let γ ⊂ ∂Ω a measurable subset with Hn−1(γ) > 0.

Then there exists a constant C (depending only on p, n,Ω and γ) such that
∫

Ω
|u|p dx ≤ C

∫

Ω
|∇u|p dx for all u ∈W 1,p

γ,0 (Ω)

Proposition A.1.2 (Korn inequality). Let Ω be an open, bounded and connected
subset of Rn with Lipschitz boundary. Set

R(Ω) :=

{
r ∈W 1,2(Ω;Rn) : r(x) = Ax+ b with A ∈ Mskew(n), b ∈ R

n

}
.

Then
W 1,2(Ω;Rn) =

{
u ∈ L2(Ω;Rn) : sym∇u ∈ L2(Ω;Rn)

}

and there exists a constant C (depending only on n and Ω) such that

‖u‖W 1,2(Ω;Rn) ≤ C
(
‖u‖L2(Ω;Rn) + ‖∇u‖L2(Ω;M(n))

)
≤ C2 ‖u‖W 1,2(Ω;Rn)

inf
r∈R(Ω)

‖u− r‖W 1,2(Ω;Rn) ≤ CU ‖sym∇u‖L2(Ω;Rn)

for all u ∈W 1,2(Ω;Rn).
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Proposition A.1.3 (Korn inequality for periodic functions). Let Y := [0, 1)n. There
exists a constant C (depending only on n) such that

‖u‖W 1,2(Y ;Rn) ≤ C ‖sym∇u‖L2(Y ;M(n))

for all u ∈W 1,2
per,0(Y ;Rn).

A.2. Attouch’s diagonalization lemma

Lemma A.2.1 (see Lemma 1.15 & Corollary 1.16 in [Att84]). Let (ak,j)k,j∈N be a
doubly indexed sequence of real numbers. Then there exists a subsequence (k(j))j∈N
increasing to +∞ such that

lim sup
j→∞

ak(j),j ≤ lim sup
k→∞

lim sup
j→∞

aj,k.

If the right hand side is equal to zero and ak,j nonnegative for all j, k ∈ N, then

lim
j→∞

ak(j),j = 0

A.3. Notation

Scalars, vectors, matrices and tensors. We denote the set of real numbers by
R and the set of the extended real numbers R ∪ {+∞,−∞} by R̄. Throughout this
work, {e1, e2, . . . , en} denotes the canonical basis of Rn. We write a{i} to refer to the
ith component of the vector a. For vectors a, b ∈ R

n we write

〈a, b〉 = aTb and |a| =
√

〈a, a〉

to denote the Euclidean inner product and the Euclidean norm in R
n.

We denote the set of matrices with n rows and m columns by M(n,m) = R
n ⊗ R

m.
The corresponding canonical basis can be written by means of the tensor products
ei⊗ẽj , where {e1, e2, . . . , en} and {ẽ1, ẽ2, . . . , ẽm} are the canonical bases of Rn and
R
m, respectively. Let A,B ∈ M(n,m). We write

〈A, B〉 = trATB and |A| =
√

〈A, A〉

to denote the matrix inner product and matrix norm, respectively. We use the abbrevi-
ationA{i,j} to refer to the component in the ith row and jth column; thus,

A =
n∑

i=1

m∑

j=1

A{i,j} (ej⊗ej).

In the special case n = m we setM(n) := M(n, n) and denote the trace and determinant
of a matrix A ∈ M(n) by trA and detA. Moreover, we set symA = 1

2(A
T+A) and
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skewA = A− symA and denote by Msym(n) and Mskew(n) the set of symmetric and
skew symmetric matrices in M(n), respectively. As usual we denote the set of rotations
by SO(n) and write Id for the unit matrix.

We denote the set of symmetric fourth order tensors over Rn by Tsym(n) and identify
Tsym(n) with the set of linear maps L :M(n) → M(n) satisfying

∀A,B ∈ M(n) : 〈LA, B〉 = 〈LB, A〉 .

If needed, we equip Tsym(n) with the norm

|L| = inf
{A∈M(n) : |A|=1 }

|LA| .

Function spaces. Let Ω be a measurable subset of Rn with n ∈ N, let p ∈ [1,∞] and
let E and X be a finite dimensional Euclidean space and a Banach space, respectively.
Let {e1, ..., ed} be a fixed orthonormal basis of E. We use the standard notation
for Lebesgue- and Sobolev spaces. In particular, W 1,p(Ω;E) stands for the space of
measurable maps u : Ω → E in Lp(Ω;E) with weak partial derivatives of order one in
Lp(Ω;E). For any u ∈W 1,p(Ω;E) we set

∇u := ( ∂1u | · · · | ∂nu )

where ∂lu ∈ Lp(Ω;E) is the weak derivative in direction el; thus, ∇u(·) ∈ Lp(Ω;En). In
particular, in the case E = R

n we identify ∇u(x) with a matrix in M(n), the columns
of which are given by the partial derivatives ∂lu, l ∈ {1, ..., n}.

The space Lp(Ω;X) is understood in the sense of Bochner. Moreover, we use the
abbreviation to write Lp(Ω;SO(d)) to refer to the set

{
R ∈ Lp(Ω;M(d)) : R(x) ∈ SO(d) for a.e. x ∈ Ω

}
.

We set W k,p(Ω;SO(d)) := Lp(Ω;SO(d)) ∩W k,p(Ω;M(d)).

In this contribution, we frequently encounter function spaces of periodic func-
tions. Let Y := [0, 1)n denote the reference cell of periodicity . We say a continuous
map u : R

n → E is Y -periodic, if u(x + e) = u(x) for all x ∈ R
n and e ∈ Z

n. We
denote the set of Y -periodic functions with values in a metric space X by Cper(Y ;X).
Likewise, we set

Lp
per(Y ;X) :=

{
u ∈ Lp

loc(R
n;X) : u(x+ e) = u(x) for a.e. x ∈ R

n and all e ∈ Z
n
}

W k,p
per(Y ;E) :=

{
u ∈W 1,p

loc (R
n;E) : u ∈ Lp

per(Y ;E)
}
.

These spaces equipped with the norms of Lp(Y ;X) and W k,p(Y ;E), respectively, are
Banach spaces. Note that by definition, Y -periodic maps are defined for all x ∈
R
n.
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For the subspace of functions with vanishing mean value we use the abbrevia-
tions

Lp
0(Ω;X) :=

{
u ∈ Lp(Ω;X) :

∫

Ω
u dx

}

W 1,p
per,0(Y ;E) :=W 1,p

per(Y ;E) ∩ Lp
0(Y ;E).

For a Lipschitz domain Ω and a measurable subset Γ of ∂Ω we introduce the space
W 1,2

Γ,0(Ω;R
n) as the space of functions u ∈W 1,2(Ω;Rn) with u = 0 on Γ in the sense of

trace. Usually, we suppose that Γ has positive n − 1-dimensional Hausdorff measure
and is sufficiently regular to guarantee that

W 1,∞(Ω;Rn) ∩W 1,2
Γ,0(Ω;R

n)

is strongly dense in W 1,2
Γ,0(Ω;R

n).
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List of mathematical symbols

R set of real numbers

R̄ set of extended real numbers: R ∪ {−∞,+∞}

R
n set of n-dimensional vectors

M(n) set of n×n matrices

Msym(n) set of symmetric n×n matrices

Mskew(n) set of skew symmetric n×n matrices

Tsym(n) set of symmetric fourth order tensors over R

E a finite dimensional Euclidean space

e1, e2, · · · canonical basis of Rn or E

〈a, b〉 inner product of a and b in E or Rn×m

a⊗b tensor or dyadic product of a, b in E or Rn

|·| Euclidean norm in E and R
n×m

AT transposition of A

trA trace of A

|A| =
√
trATA

A{i,j} entry in row i and column j of the matrix A

X Banach space

‖·‖
X

norm in the Banach space X

2−⇀ weak two-scale convergence, see Definition 2.1.1

2−→ strong two-scale convergence, see Definition 2.1.1

2⋆−⇀ weak star two-scale convergence, see Definition 2.1.1
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Γ−→ Γ-convergence, see Definition 4.2.1

KR rod strain

R Cosserat frame of a rod configuration

II(u) second fundamental form of a bending deformation u ∈ A

A space of bending deformations for plates

n(u) normal field of a bending deformation u (see page 105)

t(u) tangent field of a bending deformation u (see page 105)

κ(u) signed curvature of a bending deformation u (see page 105)

R(u) = (t(u)
∣∣n(u)) frame associated to a bending deformation u (see page

105)

R(α) clock-wise rotation in R
2 by angle α

Rot(a, α) rotation in SO(3) about axis a by angle α (see page 177)

Varp u p-variation of a piecewise constant map u (see page 26)

∇m,h u scaled gradient, see Definition 6.3.1

∇̃m,γψ scaled gradient, see Definition 6.3.1

C(U ;X) usual space of continuous functions from U to X

Cc(U ;X) usual space of continuous functions from U to X with compact sup-
port in U

C∞(U ;X) usual space of smooth functions from U to a metric space X

suppu support of u

C∞
c (U ;X) = C∞(U ;X) ∩ Cc(U ;X)

C0(U ;X) = Cc(U ;X) with respect to the supremum norm

C∞
0 (U ;X) = C0(U ;X) ∩ C∞(U ;X)

Cper(Y ;X) space of Y := [0, 1)d-periodic maps u ∈ C(Rd;X)

C∞
per(Y ;X) = Cper(Y ;X) ∩ C∞(Y ;X)

Lp(Ω) usual Lebesgue space of scalar valued functions
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Lp(Ω;X) usual Lebesgue space of maps with values in the Banach space X in
the sense of Bochner

Lp
0(Ω;X) set of maps u ∈ Lp(Ω;X) with

∫
Ω u dx = 0

Lp
per(Y ;X) set of Y := [0, 1)d-periodic maps u ∈ Lp

loc(R
d;X)

Lp
per,0(Y ;X) set of Y := [0, 1)d-periodic maps u ∈ Lp

loc(R
d;X) with

∫
Y u dy = 0

Lp(Ω;SO(d)) set of maps R ∈ Lp(Ω;M(d)) with R(x) ∈ SO(d) for a.e. x ∈ Ω

W k,p(Ω) usual Sobolev space of scalar valued functions

W k,p(Ω;E) usual Sobolev space of maps with values in the Euclidean space E

W 1,p
0 (Ω;E) = C1

0 (Ω;E) closure with respect to the norm in W 1,p(Ω;E)

W 1,p
Γ,0(Ω;E) space of maps in W 1,2(Ω;E) with u = 0 on Γ in the sense of trace.

W k,p
per(Y ;E) =W k,p

loc (R
n;E) ∩ Lp

per(Y ;E)

W k,p
per,0(Y ;E) =W k,p

per(Y ;E) ∩ Lp
0(Y ;E)

W k,p(Ω;SO(d)) = Lp(Ω;SO(d)) ∩W k,p(Ω;M(d))

W 2,2
iso (ω;R

n) = {u ∈ W 2,2(ω;Rn) : |∂1u(x1))| = 1 for a.e. x1 } space of bending
deformations (see page 105)

W 1,2
Y -per(S×Y ;E) see Definition 6.3.1

W 2,2
iso (ω;R

3) bending deformation from ω to R
3

Q(Y ;m) set of Y -periodic, quadratic integrands from Y×M(m) to R

Tε unfolding operator, see Definition 2.1.1

T m
ε unfolding operator for in-plane oscillations, see Definition 6.2.1

⌊x⌋ integer part of x ∈ R
n, see page 14

Ω subset of Rn, n ∈ N

Y reference cell of periodicity := [0, 1)d, 1 ≤ d ≤ n

Hn(A) n-dimensional Hausdorff measure of the set A
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Mathématiques Pures et Appliquées. Neuvième Série 74 (1995), no. 6,
549–578.

[LNW02] Dag Lukkassen, Gabriel Nguetseng, and Peter Wall, Two-scale conver-
gence, International Journal of Pure and Applied Mathematics 2 (2002),
no. 1, 35–86.

207



Bibliography

[Mar78] Paolo Marcellini, Periodic solutions and homogenization of nonlinear vari-
ational problems, Annali di Matematica Pura ed Applicata. Serie Quarta
117 (1978), 139–152.

[MM03] Maria Giovanna Mora and Stefan Müller, Derivation of the nonlinear
bending-torsion theory for inextensible rods by Γ-convergence, Calculus of
Variations and Partial Differential Equations 18 (2003), no. 3, 287–305.

[MN10] Stefan Müller and Stefan Neukamm, On the commutability of homogeniza-
tion and linearization in finite elasticity., Preprint, 2010.

[MT07] Alexander Mielke and Aida M. Timofte, Two-scale homogenization for
evolutionary variational inequalities via the energetic formulation, SIAM
Journal on Mathematical Analysis 39 (2007), no. 2, 642–668 (electronic).

[Mül] Stefan Müller, Personal communication.

[Mül87] , Homogenization of nonconvex integral functionals and cellular
elastic materials, Archive for Rational Mechanics and Analysis 99 (1987),
no. 3, 189–212.

[Ngu89] Gabriel Nguetseng, A general convergence result for a functional related
to the theory of homogenization, SIAM Journal on Mathematical Analysis
20 (1989), no. 3, 608–623.

[NS10] Stefan Neukamm and Philipp E. Stelzig, On the interplay of two-scale
convergence and translations, to appear in Asymptotic Analysis, 2010.

[OSI84] Olga Arsen’evna Olejnik, Aleksey Stanislavovich Shamaev, and Grig-
orii Andronikovich Iosif’yan, Problèmes d’homogénéisation pour le système
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Y -periodicity, 199
Γ-converge, 49

sequentially, 50
Γ-limit, 49

lower, 48
sequential lower, 49
sequential upper, 49
upper, 48

bending deformation
associated frame, 105
curvature, 105
normal, 105
plate, 190
tangent, 105
two-dimensional, 105

boundary condition
limiting, 100
one-sided, 100

cell-problem, 43
coercive, 46

sequentially, 46
compact

relatively, 46
relatively sequentially, 46
sequentially, 46

Cosserat
director, 172
frame, 172

finite bending energy
for planar rods, 106
for rods, 170

geometric rigidity estimate, 64, 124

homogenization formula
multi-cell, 54

one-cell, 54

integrand
p-summability condition, 36
continuous, 36
convex, 36
finite, 36
lower semicontinuous, 36
measurable, 35
periodic, 36

lower semicontinuous, 46
sequentially, 46

periodic unfolding, 16

reference cell of periodicity, 199
rod

configuration, 172
inextensible, 172
strain, 172

second fundamental form, 190
shape-vector, 168
stored energy function, 172
sup-measurability, 35

two-scale compactness, 17
two-scale convergence, 16

unfolding operator, 16
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