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Abstract

Three-dimensional cryo-electron microscopy in life sciences has become a powerful tool
for structural studies. However, structural investigations of frozen hydrated samples re-
quire the acquisition of numerous micrographs under strict low-dose conditions. Acquisi-
tion of a tilt series for cellular tomography typically requires 50 to 200 images, recorded
in a highly systematic manner. “Single-particle” analysis, a powerful tool to determine
the three-dimensional structure of large macromolecular complexes such as the 26S pro-
teasome, is even more challenging [Nickell et al., 2009]. Usually, acquisition of thousands
of high-quality micrographs is necessary to yield in the end a three-dimensional high-
resolution structure.

Recording of large amounts of high-quality data with the transmission electron mi-
croscope in a solely manual fashion is sometimes impossible, demanding, and definitely
only possible with a highly trained expert. During acquisition one has to screen and
assess the specimen at different positions. To keep the optical and imaging conditions
constant for each sample position a number of preliminary steps such as focusing, beam
centering or adjusting the z-height of the stage have to be carried out. These tasks
are best performed with the help of automated procedures, especially if one aims for
better statistics and high-throughput applications. The ultimate goal is the continuous
recording of large data sets within days or even weeks on “low-maintenance” microscope
systems such as the Tecnai Polara G2 or the Titan Krios (FEI Company, Eindhoven,
The Netherlands).

TOM2 is a software package that provides an interface between the human operator
and the electron microscope. Complex workflows are translated into microscope oper-
ations and designated tasks (see above) are executed in a methodical and completely
unsupervised fashion. Based on the ideas of the original TOM toolbox [Nickell et al.,
2005], the software uses object-oriented programming techniques implemented in MAT-
LAB (The MathWorks, Natick, USA). Real-world objects such as the microscope and
its accessories (e.g., camera, energy filter, etc.), micrographs and parts of the acquisition
scheme are designed as self-sufficient modules (objects). Each object consists of prop-
erties and methods making it an independent “machine” that can interact with other
objects. The whole programming can be seen as a collection of objects with defined
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relationships acting in a highly concerted fashion. The separation between the graphical
user interface (GUI) and the underlying microscope-dependent control functions allows
a fairly easy adaption of the software to new or different microscope systems. Currently
TOM2 supports Tecnai and Titan series microscopes equipped with different types of
CCD cameras, e.g., TVIPS, Gatan and FEI Eagle.

The novel acquisition approach of TOM2 subdivides the acquisition into a set of differ-
ent hierarchical tasks. Instead of a predetermined acquisition scheme, TOM2 allows the
user to design his own acquisition protocol by providing simple tools and intuitive GUIs

to build up and execute new experiments with the electron microscope. These protocols
can be shared and reused by all scientists collaborating on a project, ensuring consistent
imaging parameters for all recorded data.

In this work, the new concept of the TOM2 software package was designed and imple-
mented and its versatility is illustrated based on examples from single-particle investi-
gations and tomography.



1 Introduction

Transmission electron microscopy can be applied to various scientific problems in differ-
ent fields of science. It is utilized, e.g., in quality control during semiconductor produc-
tion and as a quantitative imaging tool in material science [Zhang, 1998]. In medicine
and pathology, the transmission electron microscope (TEM) is routinely used for virus
detection and their identification [Goldsmith and Miller, 2009]. TEM in life-science re-
search comprises three different fields: electron crystallography of membrane proteins,
cellular tomography, and structural investigations of macromolecular complexes using
single particle techniques.

The electron microscope is based on the same principles as the light microscope.
However, the light microscope is limited by diffraction as described by Abbe’s law of
resolution. For a periodic structure the diffraction limited resolution d is

d = 0.5
λ

NA
, (1.0.1)

where λ is the wavelength of monochromatic light, or shortest of mixed wavelengths,
and NA is the limiting numerical aperture of the objective or condenser lens. For visible
light (λ = 400 nm) the resolution limit of an optical microscope is approximately 200 nm.
High energy (E = 300 keV) electrons have a much smaller wavelength (λ = 1.97 pm),
and thus the theoretical resolution limit of a TEM is in the sub-angstrom range and only
limited by the electron optical lens aberrations.

Samples are prepared on small metal discs (3mm diameter, and typically made out
of copper or gold with a thin supporting layer of amorphous carbon) called “specimen
grids” or EM grids which can be transferred to the holder and stage in the microscope
column.

However, using electrons instead of photons introduces different instrumental chal-
lenges. Electrons are scattered or absorbed by air molecules, so the optical path of an
electron microscope needs to be evacuated. Biological samples consist of 70% to 80%

liquid water, and thus introducing these samples into a high vacuum will induce imme-
diate evaporation of the liquid due to its vapor pressure. To image biological samples in
a TEM the water in the sample has to be either removed, substituted or solidified. Ad-
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1 Introduction

hering to these three principles three methods of sample preparation exist: heavy-metal
staining, plastic embedding, and vitrification.

1.1 Sample Preparation

The first method uses heavy metal salts such as osmium tetroxide, ammonium molyb-
date, or uranium acetate to negatively stain the sample on the grid [Palade, 1952]. The
stain will cover all areas with no sample with a thin salt layer. After drying the speci-
men, excess stain is washed away leaving unstained areas as “footprints” of the protein
complexes on the grid. The negative staining method is often used to prepare samples
of purified and isolated macromolecular protein complexes (“single particles”). However,
its main disadvantage is the introduction of staining artifacts: The resolution is limited
by the stain’s grain size (≈ 2 nm), and furthermore the protein complexes are exposed
to non-native conditions during staining, which leads to flattening and deformations of
their 3-D structure.

The second method replaces the solvent in the sample with a resin that has a much
higher vapor pressure than solvent [Richardson et al., 1960]. This technique is often used
to prepare thin cellular sections. The resulting plastic sections are very durable and can
be imaged at room temperature over long periods of time. However, during exposure
with increasing electron dose, the resin tends to shrink, distorting the overall cellular
structure and thus introducing artifacts. Therefore, samples have to be pre-irradiated
and afterwards can be used continuously; however the deformation and structural alter-
ations will remain.

The third method preserves the sample in its native solvent by rapid freezing in liquid
ethane [Dubochet et al., 1988]. Rapid freezing turns the liquid water into low-density
amorphous ice that is comparable to glass. While preserving the native structures, the
resulting frozen-hydrated specimen will exhibit a very low contrast in the micrographs
because the elastic scattering cross-sections of proteins and amorphous ice are very simi-
lar. Additionally, the specimen is extremely sensitive to electron radiation allowing only
minimal electron doses during acquisition to minimize radiation damage. Moreover,
the sample has to be kept at liquid nitrogen temperature at all times during transfer,
handling and imaging requires specialized equipment to manipulate and investigate the
specimen.

Another important parameter to take into consideration during specimen preparation
is the thickness of the sample. The TEM imaging process generates a two-dimensional
projection of a three-dimensional specimen. In the resulting micrograph all features at
the same lateral position are superimposed making it difficult to distinguish them. There
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1.1 Sample Preparation

are only two possibilities to bypass this problem: either one reduces the specimen thick-
ness or one applies tomographic methods. To disentangle the three-dimensional structure
of the specimen, typically, tomographic methods are used which image the specimen un-
der different tilt angles. A three-dimensional volume can then be reconstructed in silico
assigning each sample feature a certain z height. In any case, even with an acceleration
voltage of 300 kV, the specimen thickness should not exceed 500 nm since the projected
thickness during tilting will increase considerably, and since inelastic and multiple scat-
tering events will increase with specimen thickness, further reducing the signal-to-noise
ratio (SNR) of the micrographs.

Sample thickness is a limitation because of the interaction of the electrons with the
specimen. When electrons pass through the sample, they interact with sample atoms
by being either scattered elastically or inelastically. Elastic scattering is wanted, since
it is the main contrast forming mechanism, in an electron micrograph. The elasti-
cally scattered electrons will exhibit a weak phase shift but have the same energy as
unscattered electrons and are being collected on the detector to form the image. How-
ever, deposition of energy in the sample material leads to ionization and thus to ra-
diation damage of the sample [Glaeser and Hobbs, 1975; Glaeser and Taylor, 1978;
Glaeser and Downing, 1992]. Ionization is a result of inelastically scattered electrons,
which lose energy during their interaction with sample atoms. Inelastically scattered
electrons and multiply scattered electrons have lower energy and are undesirable for im-
age formation since they are out of “focus” and contribute to a chromatic “blur” in an
electron micrograph. However, they can be filtered out after interaction with the sample
using an energy filter (see section 2.1.8).

The mean free path of the elastically scattered electrons depends on the acceleration
voltage and the material of the sample and is typically in the range of 100 to 1000 nm.
Higher accelerating voltages lead to an increase of the mean free path and thus allow
investigations of ever thicker samples. The acceleration voltage should hence be adjusted
so that the electrons are being scattered not more than once when passing through
the specimen. The likelihood of an interaction between an electron and the atoms in
the sample can be expressed through the scattering cross-section. The cross-section is
dependent on the acceleration voltage, overly high acceleration voltages cause a small
scattering cross-section and thus will result in not enough image contrast. On the other
end, overly low acceleration voltages cause excessive inelastic interaction of the beam
with the sample and thus will prematurely damage the sample. Acceleration voltages in
the range of 200 kV to 300 kV present a good compromise and are typically used.

The actual thickness of a frozen-hydrated specimen depends on the dimensions of
the objects constituting the sample material and on the blotting time (removal of ex-
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1 Introduction

cess liquid) during specimen preparation. Plunge-frozen specimens of purified protein
complexes, for example, are sufficiently thin (usually 100 nm to 200 nm) and can be im-
aged for single-particle analysis without additional thinning. Plunge-frozen specimens
of prokaryotic cells have usually a thickness of less than 1 μm and can be imaged in a tilt
series acquisition directly. Frozen-hydrated samples of eukaryotic cells are much thicker
and need to be thinned down prior to imaging, which can be done either by mechanical
sectioning or by other micro-machining methods [Rigort et al., 2010].

To preserve the structure of living cells, the formation of ice crystals during freezing
has to be avoided, since they could potentially damage the sample. Therefore, freezing
has to occur rapidly at a rate of 104 to 105 ◦C s−1 [Bozzola and Russell, 1999]. The
freezing rate decreases rapidly with increasing specimen thickness. Therefore, samples
with a thickness of less than approximately 10 μm are suitable for plunge freezing, while
samples with a thickness of up to 200 μm need to be vitrified using high-pressure freezing
techniques [Studer et al., 1989]. Thinning of the specimen is afterwards performed
by mechanical cryo-sectioning using a cryo-ultramicrotome [Gruska et al., 2008] or by
thinning a small area of the specimen by focused ion beam milling [Rigort et al., 2010].

1.2 Resolution-Limiting Factors

As already stated, the theoretical resolution limit of a TEM at 300 kV is less than 1Å.
This limit however is only derived from the wavelength of the electrons and does not take
into account other resolution-limiting factors. These additional factors will be discussed
here.

The resolution of the final image is mainly dependent on the microscope’s imaging
system and the detecting device which records the image. The resolving power of the
microscope optics is limited by the spatial and temporal coherence of the beam (mainly
defined by the properties of the electron gun, see section 2.1) and the amount of aber-
rations being introduced to the beam while it passes through the lenses. These optical
influences are described by the contrast transfer function (CTF) and an envelope function
that describes the dampening of high frequency information. The effect of the CTF to
an electron micrograph is explained in detail in section 2.1.5.

The detector plays an important role in acquiring high-resolution micrographs. The
resolution of the detector is dependent on its sensitivity and spatial frequency response.
Additionally, the SNR of the recorded micrographs influences the resolution [Rose, 1948].
The SNR is defined as the ratio of a signal power to the noise power corrupting the signal.
A ratio higher than 1 indicates more signal than noise. A typical micrograph recorded
for single-particle investigations has a SNR of approximately 0.05 to 0.1 [Baxter et al.,
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1.2 Resolution-Limiting Factors

2009], while a projection recorded during a tilt series has an even lower SNR because
the applied dose is considerably lower (see section 1.3). The noise in a micrograph is
mainly generated in the detector and consists of an additive part that is independent
of illumination and a multiplicative part that is proportional to the exposure time of
the detecting device (either photographic film or digital cameras). The SNR can be
increased by adding more signal and thus more electrons to a micrograph. However,
with increasing electron dose, the likelihood of specimen damage increases which in turn
decreases the resolution and makes image analysis meaningless [Glaeser and Hobbs, 1975;
Isaacson et al., 1977; Glaeser and Taylor, 1978; Chiu et al., 1986; Chiu, 1986; Henderson
et al., 1990]. Hence, the resolution obtainable from a specimen is directly proportional
to the total applicable dose and its radiation sensitivity.

A potential way to increase the SNR is to minimize the detector noise and at the same
time increase its sensitivity. The detective quantum efficiency (DQE) is a property of
the detector describing how efficient incoming electrons can be detected [Weickenmeier
et al., 1995; Ruijter, 1995], this property can also be expressed in a conversion factor.
Commonly used detectors are charge-coupled devices (CCDs) [Krivanek and Mooney,
1993]; they convert the electrons into photons using a scintillator and convert the photons
back using a CCD chip [Janesick, 2001]. Because of this intermediate conversion of the
electrons to photons and back to electrons, the DQE is usually low [Ishizuka, 1993]. The
same principle is used in complementary metal-oxide semiconductor (CMOS) detectors
with a slightly higher DQE [Faruqi and Henderson, 2007; McMullan et al., 2009b]. The
best way to minimize detector noise however is the use of a direct electron detection
device, which avoids any conversion and thus should have an almost ideal DQE similar
to or at least that of photographic film [McMullan et al., 2009a]. These direct detection
devices, however, have a limited life span, since the high-energy electrons damage will
the sensor over time. Therefore, the application of these devices is still limited.

Another resolution-limiting factor of the detecting device is its spatial frequency re-
sponse. It is defined as the contrast at a given spatial frequency and characterized using
the modulation transfer function (MTF). High spatial frequencies correspond to high-
resolution information, so the detector should be as sensitive to these high frequencies as
possible. A perfect detector counts an incoming electron (point source) with a signal in
exactly one of the detector pixel elements while the neighboring pixel elements register
no signal (point response). However, in any real-world detector the point source is spread
out which results in a typical point-spread function, it’s Fourier transform represents the
MTF.

The sensitivity and frequency response of a CCD detector is mainly dependent on the
thickness of its scintillator, typically made up of a phosphor alloy. For a thin scintillator,
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1 Introduction

few photons are created by an incoming electron, generating a signal in a small area of
the CCD chip and thus providing a good frequency response, but at the expense of a low
sensitivity and high noise. In a thicker scintillator, many photons are generated from an
electron, causing high sensitivity of the detector and low noise in the micrograph, but
at the expense of a deteriorated localization of the signal on the CCD chip. Depending
on the application and the amount of electrons the specimen can tolerate, the thickness
of the scintillator should be selected to balance sensitivity and frequency response.

An important step to efficiently use the total dose that a frozen-hydrated specimen
can endure before being destroyed is to limit the exposure of the area of interest. Using
a low-dose acquisition scheme [Dierksen et al., 1992; Koster et al., 1992; Braunfeld et
al., 1994], all necessary tuning steps that precede the recording of a micrograph are
executed at a lateral position adjacent to this exposure area. This way the total dose
can be spent entirely on the recording of micrographs of the area of interest, and no
dose is “wasted” for additional tuning steps. Moreover, if the structure to be imaged
can be found on the specimen in many identical copies, such as isolated and purified
macromolecular complexes, the SNR can be increased by averaging many identical copies
in the same orientation as typically done in single-particle investigations (see section 1.5).
This will decrease the randomly distributed noise while enhancing the constant structure
information. However, to average data from different micrographs, their characteristics
need to be of consistent “quality”. This means that micrographs should be acquired
with consistent imaging parameters such as defocus, dose, etc., at best in an automated
fashion (see section 2.6).

1.3 Cellular Biology

In cellular biology the TEM is used to visualize cells and cellular organelles [Lucic et al.,
2005]. These pleomorphic objects are unique, so no two cells have an identical structure,
although they share common building blocks such as ribosomes, membranes, nuclear
pore complexes, and the actin cytoskeleton [McEwen and Marko, 1999; 2001; Medalia
et al., 2002; Beck et al., 2004]. Therefore, one object needs to be imaged from different
projection angles so that a three-dimensional reconstruction can be calculated using
techniques such as weighted back-projection [Radon, 1917; Frank, 1992] or simultaneous
iterative reconstruction techniques (SIRTs) [Gilbert, 1972].

Electron tomography of a biological sample was first described by Hart and Hoppe
[Hart, 1968; Hoppe, 1969]. During tilt series acquisition the object is tilted and two-
dimensional projections are recorded. Typically a tilt range of maximal −65◦ to 65◦ is
accessible. Higher tilts (above 70◦) are not feasible because the specimen holder will
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eventually block the electron beam at a given point due to its slab geometry.
The total dose that can be spent on the sample is divided over the whole tilt series

[Hegerl and Hoppe, 1976; McEwen et al., 1995]. Thus a total dose of 50 e−/Å2 spent
over 100 images results in single projections with a dose of only 0.5 e−/Å2, decreasing
the SNR in the final micrographs considerably and thus require higher defoci to increase
the contrast conditions (see section 2.1.5). The resolution of the reconstruction is also
dependent on the tilt increment [Crowther et al., 1970]. While a smaller tilt increment
will result in more projections, it will considerably decrease the dose per projection, and
thus the SNR. However, one cannot infinitely decrease the dose per image, since it is
dependent on the detector response.

Due to the limited tilt range the reconstruction of the tilt series will have a di-
rectional distortion and thus a degradation of resolution in this direction because of
missing projections. In Fourier space, this missing information can be observed as
a “missing wedge”. The typical experimental setup of the specimen holder can only
tilt the specimen in one single axis, making it impossible to acquire projections of the
object from all directions, thus some information cannot be obtained. However, us-
ing a special dual-axis or rotatable specimen holder, some of the missing information
can be recorded by acquisition of two single-axis tilt series with 90◦ rotation (dual-
axis tomography) [Mastronarde, 1997]. This reduces the missing wedge (33% miss-
ing information) to a missing pyramid (11% missing information) [Iancu et al., 2005;
Arslan et al., 2006], but requires novel alignment and reconstruction algorithms [Tong
et al., 2006].

1.4 Visual Proteomics

The approach of visual proteomics aims to generate a molecular atlas of the macro-
molecular complexes of the cell [Nickell et al., 2006; Leis et al., 2009] and study the
interactions of proteins which co-localize forming “molecular factories”. To investigate
the co-localization and distribution of protein complexes by TEM methods, two sets of
data need to be obtained. The first data set consists of tomograms of cells with high-
enough resolution to detect and identify macromolecular complexes in the cytoplasm.
Using the techniques described in section 1.3, it is possible to acquire cellular tomograms
with a resolution in the range of 4 to 6 nm. This resolution is sufficient to detect quater-
nary structures of protein complexes inside of the cell. The second data set that needs to
be obtained is a library of 3-D structures of macromolecular complexes. These structures
then form a template library that can be used to apply template matching techniques
in silico [Frangakis et al., 2002] and hence generate information about distribution and
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interactions of molecular machines inside of tomographic volumes of entire cells.
The templates can be obtained, e.g., from x-ray crystal structures which usually con-

tain high-resolution structural information. However, there are only few structures of
large macromolecular complexes available, since large protein assemblies are metastable,
fragile, and prone to disassociation and thus difficult to crystallize. Furthermore, the
high-salt conditions during crystallization tend to deform the complexes, making their
appearance look different from native cellular conditions.

The cytoplasm of a cell is densely packed with “material” (molecular crowding). There-
fore, protein complexes are not found in an isolated environment but are observed in
close contact with their neighbors. Molecular crowding thus aggravates the detection
and the differentiation of macromolecular complexes inside the cytoplasm [Grünewald
et al., 2003]. Moreover, to effectively detect complexes inside cells, i.e., their native
environment, their respective templates should resemble their native structure as closely
as possible. Electron microscopic methods, e.g., single-particle analysis, are used to
generate suitable templates, which will be described in the following.

1.5 Single-Particle Approaches

As previously stated, electron microscopy can be an alternative to generate structures
of large macromolecular complexes. To use these structures as templates in visual pro-
teomics studies, one aims for a resolution between 15 to 30Å. Higher resolution is
not necessary because the cellular tomograms where the complexes are to be detected
typically have a resolution in this range and the templates need to be filtered to the
resolution of the respective tomographic volume. However, when using single-particle
analysis as a stand-alone tool to investigate the structure of protein complexes, one aims
for resolutions better than 10Å to identify tertiary and secondary structures of the pro-
tein chain. Two techniques are available to generate these structures: the first technique
uses tomographic methods to image in vitro isolated and purified complexes [Nickell
et al., 2007b] or extracts these complexes from cellular tomograms [Ortiz et al., 2006].
The resolution of these individual macromolecules is quite low due to the low SNR of
the tomograms. However, since all complexes are identical copies, it is possible to align
and average them to increase the SNR and obtain a reasonable resolution of less than
45Å [Nickell et al., 2007b]. To generate a 3-D structure at this resolution, a couple of
hundred complexes are needed, which in turn requires the acquisition of dozens of tomo-
grams with limited field of view (FOV) because of “small-area” detectors. To acquire that
many tomograms in a timely manner, automated procedures are therefore necessary. Se-
rial tilt series acquisition (batch tomography) is a high-throughput technique to acquire
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automatically multiple tomograms at different specimen positions, preferably with min-
imal user supervision. For all tomograms, every step such as focusing, tracking, beam
centering, etc., need to succeed unsupervised, which requires robust and fault-tolerant
algorithms that work under low-dose conditions. Therefore, the development of reliable
batch tomography is a complex and challenging endeavor (described in detail in section
2.6.3).

The second technique, known as “single particle analysis” [Frank et al., 1986; Raderma-
cher, 1988; Frank et al., 1996], aims to reconstruct a high-resolution three-dimensional
structure from 2-D projections and a low-resolution starting model [van Heel et al., 2000;
Ruprecht and Nield, 2001; Steven and Belnap, 2005; Zhou, 2008; Jonic and Vénien-
Bryan, 2009]. The 2-D projections are extracted from micrographs of isolated and pu-
rified complexes. The dose does not need to be fractionated over many micrographs, as
mandatory for tomographic acquisitions, which allows higher SNR within a single 2-D
projection. The individual particles need to be first detected and “boxed out”, forming
a stack of randomly oriented views of their 3-D structure. Assuming that the complexes
are identical copies, the projection angle of each view can be determined by comparing
it to projections of an initial 3-D model. This model can be created from a tomographic
reconstruction as described previously or a low-pass filtered simple geometric body such
as a cylinder can be used. Then an improved model is generated by back-projecting
the views into a 3-D volume. Running this process iteratively one can obtain a refined
model of the protein complex. The SNR and resolution of this model can be increased by
averaging more views into the structure. Since the SNR is proportional to the square root
of the number of particles, one typically needs to average 10 000 to 100 000 particles, or
even more, to attain a high-resolution structure.

The assumption that the protein complex has an invariant structure is often not valid.
Protein complexes are labile and sometimes metastable, and are moreover subject to
structural changes during their working cycle. Thus, generating a single 3D model for
a protein complex is usually not sufficient. To create snapshots of the complex in its
different functional states multiple models need to be generated [Carazo et al., 1989], e.g.,
by classification methods such as maximum likelihood classification [Scheres et al., 2007;
2008]. This in turn requires even more views of the protein complex, so hundreds of
thousand up to millions of projections of the complex are required [Konevega et al., 2007;
Nickell et al., 2009].

Assuming a few dozens particle views on each micrograph, it is necessary to acquire
up to tens of thousands of micrographs for a single-particle reconstruction. These micro-
graphs need to be of constant quality and should be recorded at distinct and unchanged
imaging parameters such as defocus or dose. Manual recording is tedious, takes a long
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time, and furthermore it needs an experienced expert. This raises the need for auto-
mated procedures to acquire large data sets in a high-throughput fashion as fast and
efficiently as possible (see section 2.6.1).

1.6 Instrumental Advances towards Automation

Automated electron microscopy is based on a number of enabling technologies. The
assessment and development of these technologies took place over the last two decades. A
brief overview of the key innovations leading to automation will be given in the following.

In automated microscopy the human operator is replaced by a software logic that
performs the same preparation and acquisition steps at the microscope. Depending on
the level of automation, either the operator is assisted by the computer program or the
software is in total control of the acquisition process with no human supervision.

A fundamental requirement for any acquisition software is the possibility to control the
microscope direclty via a computer. Therefore, the microscope has to be equipped with
an interface where hardware parameters can be sent and received. Microscopes equipped
with this interface are, e.g., Philips’ CM series and FEI’s Tecnai series (FEI Company,
Eindhoven, The Netherlands), the latter further optimized for computer control. With
the advent of computer-controlled microscopes it also became possible to implement
so-called low-dose acquisition operations; the ability of the microscope to store specific
“states” for focusing, tracking and acquisition (e.g., during a tilt series). The operator
was now able to switch between these optical states with the push of a single button while
several parameters in the electron optics were changed (e.g., magnification, illumination
conditions, image and beam shift parameters). As an example the “beam blanker” was
introduced blocking the beam before it reaches the sample in cases where no micrograph
is acquired. In this way the exposure of the sample with electrons can be controlled and
minimized.

Switching between these states in a reproducible manner demanded greater stability
and reproducibility of the optical lenses and coils of the microscope. Whenever the
current in an electromagnetic coil system is changed or switched off and on, the elec-
tromagnetic field inside of the lens changes slightly due to well-known hysteresis effects.
This implies that the electron-optical conditions usually differ after changing states, or
that they only reach their approximate original positions with a long delay. Therefore
instrumental improvements to increase the stability of the lenses and increase their re-
producibility were necessary. To date, most microscopes have incorporated means to
minimize the hysteresis of the lenses (see section 2.1).

The specimen holders used for automated acquisition also need to comply to strict
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specifications in terms of stability at liquid nitrogen temperature. To minimize resolution-
limiting motion blur in the acquired micrographs, the holder drift needs to be less than
2Å s−1. Furthermore, the stage’s precision of movement needs to be within a limit of
a few hundred nanometers in order to accurately center the features of interest. Addi-
tionally, to allow for dual-axis tomography the specimen needs to be rotated preferably
inside of the microscope column. Modern stages and holder systems such as the one
implemented in the Titan system (FEI Company, Eindhoven, The Netherlands) allow
precise manipulation of the specimen position under vacuum and liquid nitrogen temper-
ature. Once moved, the sample drift is within below 1Å s−1 within less than 1min (see
section 3.1.2), and the typical lateral stage accuracy is in the range of 300 nm to 500 nm

(see section 3.2.4).
Another essential requirement towards automated microscopy was the introduction of

detectors that were able to record micrographs and transfer them digitally to the control
computer for storage and evaluation, e.g., during tuning operations. Before the introduc-
tion of CCD cameras [Krivanek and Mooney, 1993], micrographs were typically recorded
using photographic film which had to be developed and digitized manually. Tuning and
alignment steps such as focusing were done manually either on fluorescent screens or
TV camera systems. Using digital detectors, micrographs can meanwhile be recorded
automatically and are available in digitized form within seconds. The first generation
of these detectors had a limited sensitivity and FOV. However, modern cameras such
as the FC816 CMOS camera (TVIPS GmbH, Gauting, Germany) have overcome some
limitations and are almost equivalent to photographic film.

Specimen preparation and handling has also improved substantially over the last
decade. A big advantage of TEM in biology is the low amount of protein or cellular
material needed. Theoretically, to collect millions of particles, only few nanograms of
material are necessary. Thus, structural investigations of protein complexes with low
abundance can be performed without the need of large-scale purification methods as
would be necessary for x-ray crystallography. Moreover, using only tens to hundreds of
cells, a wealth of data can be collected to investigate their cellular structure. Therefore,
in theory, one single specimen grid of good quality would be sufficient to perform a
complete research project. However, during imaging of the specimen, sample material is
evaporated by the electron beam. This vapor is mainly being intercepted and deposited
on the cryo-shields which will protect the sample from ice contamination. Nevertheless,
a small amount of vapor however will directly deposit on the specimen surface forming
a continously growing layer of ice contamination. Due to this contamination buildup
over time, the maximum time a specimen can be used for an acquisition is in the range
of one to four days [Cheng et al., 2006] and highly dependent on the utilized equip-
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ment (see section 3.1.3). Therefore, a number of specimen grids (typically 10–50) need
to be prepared with reproducible quality in terms of thickness, particle concentration,
and distribution. It goes without saying that in order to validate the scientific findings
with one sample, the results need to be cross-checked for reproducibility using multiple
specimens.

Only a consistent imaging quality over all micrographs of all specimens makes it possi-
ble to obtain high-quality 3-D structures of the sample. Besides manual specimen prepa-
ration such as plunge-freezing, which is often unreliable in terms of quality, specimen-
preparation robotic systems have been developed, such as the VitroBot (FEI Company,
Eindhoven, The Netherlands). These systems are able to prepare vitrified specimen grids
under environmentally controlled conditions yielding in the end a consistent specimen
quality [Iancu et al., 2006].

Automated sample screening and acquisition is assisted by automated loading of speci-
men grids into the microscope. As an example, the Titan Krios AutoLoader is capable of
storing up to twelve frozen-hydrated grids for extended periods of time at cryo-conditions
and allows an unsupervised and automated transfer into the specimen holder of the elec-
tron microscope.

1.7 Software Developments for Automated Acquisition

Automated acquisition of dose-sensitive frozen-hydrated specimens became possible with
the invention of low-dose acquisition schemes. These schemes define “states” for distinct
microscope settings and acquisition tasks. They thus control and minimize potential
beam damage to the sample [Dierksen et al., 1992; Koster et al., 1992; Braunfeld et
al., 1994]. To minimize electron dose on the acquisition area the states are placed
adjacent to each other using the image-beam shift system [Koster et al., 1992]. One can
summarize the concepts of low-dose acquisition and semi-automation mentioned above as
first-generation data collection approaches [Koster et al., 1989], which enabled scientists
to acquire tilt series of frozen-hydrated specimens under low-dose conditions. Taking
into account the limited processing power of computers at the time, these programs
offered only rudimentary user interfaces and had to keep tuning algorithms simple to
keep acquisition times reasonable.

Based on the concept of low-dose acquisition, which is still being used in modern
acquisition algorithms, the “second-generation” acquisition programs were developed.
Some of these software packages are available as script toolboxes that provide the user
with the tools necessary to build their own acquisition program tailored to their needs
[Shi et al., 2008; Nickell et al., 2005; Suloway et al., 2005]. Other approaches de-
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liver a more sophisticated user interface that can also be used by non-experts. Al-
together they provide a higher level of automation during acquisition but are mostly
limited to one specific acquisition scheme, such as tomography [Braunfeld et al., 1994;
Kisseberth et al., 1997; Rath et al., 1997; Mastronarde, 2005], batch tomography [Su-
loway et al., 2009], electron crystallography [Oostergetel et al., 1998; Cheng et al., 2007],
single particle acquisition [Carragher et al., 2000; Zhang et al., 2001; Stagg et al., 2006;
Zhang et al., 2009] or random conical tilt acquisition [Zheng et al., 2007a; 2007b]. It
is worth to mention that a number of commercial developments exist such as FEI To-
mography Explore3D (FEI Company, Eindhoven, The Netherlands), 3D Tomography-
Acquisition Software (Gatan Inc., Pleasanton, CA, USA) or EMMenu (TVIPS GmbH,
Gauting, Germany). However, while these packages offer an easy-to-use interface for
novice and advanced users, their acquisition schemes are more rigid. Nonetheless these
commercial packages have helped to establish the electron microscope as a valuable tool
for investigations in cellular and structural biology.

Some acquisition software packages have been adopted to perform multiple acquisition
tasks such as LEGINON [Suloway et al., 2005] or the TOM Toolbox [Nickell et al., 2007b].
However, until now, no single acquisition package exists that provides a broad flexibility
to accommodate for most acquisition schemes, such as tomography and single particle
acquisition or variations therein.

Since automated acquisition is being increasingly used, there is also a growing need
to organize the acquired large data sets. New developments aim to incorporate post-
processing steps to evaluate the data on-line during and directly after acquisition. LEGI-
NON is the first software to also incorporate a book-keeping algorithm that feeds a
database system and thus facilitates image processing [Lander et al., 2009].

1.8 Aims of this Work

The use of TEM in structural biology has been established in the last decade. Neverthe-
less, using an electron microscope is still a complex and demanding task. An expert user
is required to prepare and handle the delicate specimens and use the existing acquisition
software in order to collect data sets in a systematic and controlled way. Especially if
high-resolution structural information is needed, the acquisition is demanding and be-
comes time consuming since really large data sets (up to several terra bytes) are required.

The existing software packages assist the user in recording micrographs and are well-
suited for specific tasks such as tomography or single particle acquisition. However, while
they relief the user from performing complex tuning steps manually, they also limit him
in terms of functionality. For example, a software package that was designed for acquiring
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tomograms is not well suited for the acquisition of single particle data. Therefore, one
would either have to modify the existing software (assuming the source code is available)
or switch to another software package which would be better-suited for the specific task.
Moreover, not all packages can be used in conjunction with all microscopes, therefore
the choice of software packages may depend on the instrumental platform being used.
The latter presents a disadvantage since changing software packages involves re-training
of the user, since all packages provide a different user interface.

The aim of this work was to design and implement a new acquisition software, called
TOM2 , using the concept of low-dose acquisition and automated tuning algorithms. The
algorithms from different packages (e.g., auto focusing, automated beam centering, etc.)
were evaluated, optimized, and implemented in a common framework. The algorithms
were equipped with fail-safe triggers to handle situations during acquisition where an
auto function is not able to tune the optics as intended. In such cases the original optics
settings are restored and acquisition can resume.

The number of input parameters were minimized to make it easier for the user to
quickly utilize these methods without the need to have deep knowledge about the algo-
rithms used to perform the specified task.
TOM2 was not designed with any specific acquisition task in mind. Instead, the goal

was to develop a software where the user could design custom acquisition schemes. The
acquisition schemes that are being used today, such as tomography, were analyzed and
dissected into a hierarchical system of reusable building blocks. By rearranging a fixed
set of these building blocks, the user is now able to design and modify existing acquisition
schemes. Moreover, one is able to invent and develop novel acquisition approaches. Using
GUIs there is no need to use programming or macro scripting languages. Therefore the
software can be used without inside knowledge of its internal programming.
TOM2 uses a hardware abstraction layer (HAL) to separate the GUI from the code

that communicates with the microscope hardware. This enables TOM2 to be used on
different microscope setups, independent from make and model.

In the following, the parts of an electron microscope and their function are introduced.
Then, the design principles of TOM2 are explained and the automated tuning algorithms
are described. On the basis of these algorithms, the hierarchical acquisition scheme is
documented and example acquisition schemes for tomography and single particle acqui-
sition are shown. The performance of the Titan Krios prototype microscope is evaluated
and compared with the performance of a Tecnai “Polara” microcope using a benchmark
test that was performed using TOM2 . The application of TOM2 is demonstrated using
some examples of cellular and structural biology applications. Finally, future extensions
of the software and possible usage scenarios are discussed.
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2.1 The Electron Microscope: Parts and Function

The TEM, first developed by Ernst Ruska [Ruska, 1987], is based on the same optical
principles as a light microscope; instead of light and glass lenses, electrons and elec-
tromagnetic lenses are used with the advantage that their focal length is variable by
changing their electrical current. To control the collimation of the beam, retractable
and fixed apertures are additionally introduced in various positions within the micro-
scope column.

The electrons are generated and accelerated with the electron gun using either a
thermionic element (Tungsten or LaB6 crystal) or a Tungsten single crystal in <111>
orientation as a field emission gun (FEG). The latter produces a highly coherent, in-
tense beam and thus is normally favored for high-resolution imaging. Underneath the
extraction anode of the FEG is a small electrostatic lens, the gun lens. This lens is used
to form the first cross-over after the gun in relation to the first beam-defining aperture.
A “strong” gun lens is used when small, intense and low-aberrated electron probes are
needed (e.g., diffraction and scanning), while a “weak” gun lens is used when large beam
diameters are important and thus higher total beam currents are needed (TEM imaging,
low dose).

An evenly, parallel illuminated beam is formed by the condenser system. Typically a
two-condenser system is used; while condenser 1 (C1) controls the spot size of the beam;
condenser 2 (C2) controls the size of the beam (intensity), however the “integrated”
intensity stays constant for a given spot size. The Titan Krios microscope has a three-
condenser system. The condenser 3 (C3) allows the convergence angle of the beam to
be adjusted independently of the C2 lens setting.

After passing the specimen, the image is magnified and focused by the objective lens.
The projection system consists of a set of lenses and is used to further magnify the image
of the specimen and to project it onto the detecting device. The projection system can
also be used to obtain a magnified diffraction pattern of the specimen, which is used for
example in diffraction applications, e.g., electron crystallography.

Alignment of the beam is vital since the beam has to pass through the lens centers in
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order to minimize aberrations. The beam can be moved and tilted at specific points of
the microscope column to pass through the lens centers using different sets of deflection
coils. The microscope is equipped with three sets of double deflection coils: gun, beam
(above the objective lens) and the image deflection coils (below the objective). The coils
are able to perform an independent shift and tilt allowing precise directional orientation
of the electron beam. Figure 2.1.1 illustrates the optical path of the electron microscope
and the position of the aforementioned lenses and coils. In the following the capabilities
and limitations of the imaging system are discussed with regards to low-dose imaging of
biological specimens.

condenser C1/aperture

condenser C2/aperture

objective lens/aperture

intermediate lens

projection system

beam shift/tilt

image shift/tilt

gun shift/tilt

deflection coils

deflection coils

deflection coils

gun crossover

final image

specimen

Figure 2.1.1: Optical path of an electron microscope. Depicted is a two-condenser system
(Tecnai F30 “Polara”, FEI Company, Eindhoven, The Netherlands).
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2.1.1 Magnification

The magnification of the microscope is determined by a global lens current setting affect-
ing all lenses at the same time. A list of lens currents are stored for different magnifica-
tions and provided by the microscope. Each entry in this list (lens series) can be accessed
using a “magnification index”. Changing this index sets the assigned lens currents and
thus changes the magnification. This means that the magnification can be set only in
discrete predefined steps and not arbitrarily. Therefore, the magnification index is the
basis of the imaging parameters. To increase the optical stability, e.g., after switching
the magnification, and to avoid large hysteresis effects within the electromagnetic lenses,
one can use double-coiled lenses, as implemented in the Titan Krios microscope. In this
setup, one coil is working at a constant current, while the second coil is adjustable in
very fine increments.

2.1.2 Illumination Control

For dose-sensitive samples such as vitreous biological specimens it is of utmost impor-
tance that the beam only illuminates the specimen during the acquisition of a micro-
graph. During the rest of the time the beam should be blanked in order to avoid
unnecessary damage. Blanking of the beam is achieved by switching the gun tilt coils
to a setting where the beam is deflected away from the sample, as opposed to a setting
where the beam is centered in respect to the whole projection system.

To acquire a micrograph that is neither over- nor underexposed, the illumination on
the detector and thus the sample has to be controlled. Since the detector has a certain
counting range for detecting electrons, the counts on every pixel of the detector must
be in this counting range to avoid over- or underexposure. The detector integrates the
signal of the incoming electrons over time; therefore, the mean counts in every pixel can
be controlled by adjusting the detector readout time. This readout time must be set in
a range where stage drift is minimized and smearing effects due to overly short exposure
times are avoided.

The brightness of the illumination system needs to be adjusted in order to allow an
optimal exposure time. The strength of the C1 lens is changed by changing the spot
size. Spot sizes are reflected in a list of indexed settings (for FEI microscopes, spot
sizes of 1-12 are available) where smaller numbers correspond to smaller beam areas and
result in a brighter spot. Depending on the acquisition task, different spot sizes are
used. For single particle acquisition, where the total dose is used to record only one or
two micrographs at one sample position, a small spot size (usually 3) is used to decrease
exposure times and lessen the influence of drift. For tomography, where the total dose is
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fractionated over approximately 60 or more images, higher spot sizes (6–8) are typically
used to “dim the illumination” and allow acquisition of numerous low-dose micrographs.

The beam size on the sample is also an important factor for illumination. Changing
the strength of the C2 lens (so-called “intensity” on Tecnai or “illumination area” on
Titan microscopes) controls the spreading of the beam while the integrated intensity
remains constant. For TEM imaging the size of the beam has to be larger than the FOV

of the detecting device, so the minimum beam diameter is determined by the detector
array. The diagonal size of the detector array defines a beam size of 1.0 FOV. Usually,
beam sizes of 1.1 to 2 FOV are being used. In summary, the interplay between the
condenser lens system together with the detector exposure time allows a precise control
of the applied electron dose. The dose is defined as the absorbed radiation energy per
specimen area per time, the SI unit is “gray”. One gray is the absorption of one joule
of energy, in the form of ionizing radiation, by one kilogram of matter. In electron
microscopy the dose is measured in electrons per area per second.

The interplay of the C1 and C2 lens system also determines the beam convergence
angle. For optimal illumination of the sample the ray bundle of the electron beam should
be parallel. Non-parallel illumination (such as in convergent or divergent ray bundles)
causes non-isoplanatism (invariances over the field of view) and thus local defocus and
magnification variations in the micrographs [Fan et al., 1995]. Defocus variations are
caused because the outer parts of the illuminated area of the specimen are imaged
by outer parts of the objective lens. The spherical aberration of the objective lens
causes an increasing focusing strength at the outer parts of the objective (see figure
2.1.2). Magnification variations are caused when a diverging beam in combination with
a non-planar or tilted specimen is used. Specimen regions that have less distance to the
objective lens center will be projected with lower magnification than regions that are
further away from the objective lens center (see figure 2.1.3). Especially for tomography,
this change in magnification of a feature over the tilt series can severely limit resolution,
especially when using a detector with a large FOV.

When using a two-condenser system such as implemented in the Tecnai series micro-
scope, the beam convergence angle is highly dependent on the beam size, so that only one
beam size setting will produce a perfect parallel beam. Divergence from this condenser
setting will always lead to slightly convergent or divergent illumination conditions. The
Titan microscope has a three condenser system, which allows control of the beam con-
vergence angle at the specimen for varying beam diameters, thus guaranteeing parallel
illumination at all times, provided that the condenser system is well aligned.
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Figure 2.1.2: (A) Parallel illumination will produce a focused image of the specimen. (B)
Variations of defocus caused by non-parallel illumination conditions. The spherical
aberration of the objective lens causes variations of defocus in the micrograph if the
electron beam is not parallel on the sample.

specimen

image

untilted specimen tilted specimenA B

Figure 2.1.3: Variations of magnifications caused by non-parallel illumination conditions.
(A) Non-parallel illumination of an untilted sample produces no local changes in mag-
nification. (B) When a specimen is tilted in a non-parallel beam, objects closer to the
objective lens are less magnified than features further away from the objective lens.
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2.1.3 Stage

The specimen stage is located between the objective pole pieces of the microscope. The
stage allows movement of the specimen under cryo-conditions in four degrees of freedom
on Tecnai microscopes (x, y, z, α tilt), and five degrees of freedom on Titan Krios
microscopes (x, y, z, α tilt, β tilt). These movements are realized mechanically by
step motors or piezo motors. Since the stage mechanics have a certain play (so called
backlash) the movements are only accurate in a range of a few hundred nanometers
(typically 300 to 500 nm) see section 3.2.4). When dealing with a FOV in the range
of 800 to 1000 nm, it is clear that this movement must be as accurate as possible, or
iteratively refined. Additionally, once the stage has been stopped at a new position,
the specimen continues to drift for some time due to its mass inertia. Since such drift
limits the attainable resolution of a micrograph, high-resolution imaging requires that
the acquisition be paused until the stage has settled and the drift is below a certain
threshold (e.g., 1Å s−1). Depending on the stage and the amount of movement, this
pause can last up to a few minutes.

The α-tilting mechanism of the stage is constructed to allow for tilting without large
apparent movements of the area of interest. Eucentric-tilting is achieved by bringing the
area of interest to the same z height as the α-tilt axis of the stage. This z height is called
the eucentric height, and it serves as a reference height inside of the microscope for all
alignments. However, due to mechanical inaccuracies and backlash effects, the area of
interest will slightly move out of the FOV during tilting, even if the eucentric height was
adjusted. In order to keep the area of interest centered during acquisition of a tomogram,
this stage movement needs to be compensated. One approach is to assume that the
specimen holder movement is reproducible and to determine a holder tilt calibration,
recording the stage lateral movement in relation to the tilt angle. Another approach uses
an area next to the area of interest to measure lateral movements during acquisition and
correct them on-the-fly. This approach can also account for sudden lateral movements
and is thus more robust but also more time consuming since additional micrographs need
to be recorded during tilt-series acquisition. See section 3.2.2 for a detailed analysis of
the stage behavior during acquisition.

2.1.4 Image Beam Shift

Centering a feature of interest using the stage is hampered by its mechanical accuracy
and is often insufficient, especially at higher magnifications. Moreover, due to drift the
acquisition has to be paused after each movement; which will increase the acquisition
time and decrease the number of obtainable micrographs per given time frame. An
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alternative method changing a sample position is done by repositioning the beam using
the beam shift coils; in this case the specimen stage remains fixed. However, a beam shift
induces an image shift and vice versa, i.e., moving the beam induces a movement of the
image shift coils. To account for this cross-interference one has to adjust both coils at the
same time. This concerted movement allows the beam / image to stay centered and be
imaged onto the detector system. Most modern microscopes allow parallel movements
of the image and beam shift coils; but such movement needs to be precisely calibrated
(see figure 2.1.4).

minicondenser lens

upper objective lens

lower objective lens
objective aperture

beam deflection coils

image deflection coils

on axis off axisA B

Figure 2.1.4: The image beam shift system. (A) Without applied image-beam shift the
beam passes through the lens centers. (B) The beam path can be changed using the
beam shift coils to illuminate a different sample area. Using the image shift coils the
beam is readjusted after passing the specimen so that the detector is again illuminated
evenly. Note that using this technique the beam does not pass the lens centers anymore
introducing aberrations, so shifts should be limited to avoid large distortions of the
image. The maximum range of the coils is ± 10 μm.

Changing coils or lens settings and stabilization only requires a few seconds, which
allows for fast repositioning of the beam, circumventing the need for tedious and time
consuming stage movements. However, the extent of movement is limited by the range of
the beam and image shift coils. The typical image beam shift range at a magnification of
≈ 50 000× is ± 10 μm. Large movements of the beam will result in the beam traversing
the objective lenses off-center, thus introducing additional aberrations to the beam.
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This in turn will reduce the beam coherence and hence the overall resolution of the
micrograph. Advantageously, the precision of the movement is in the range of a few
nanometers, so two orders of magnitude better than that of the stage.

2.1.5 Focus

In transmission electron microscopy, focusing is essential in order to control contrast
and frequency content of the recorded micrographs. Biological objects such as protein
complexes are mainly built from light-weight atoms (e.g., H, O, C, and N) giving rise to
very low elastic cross sections and thus a very weak contrast due to their small scattering
efficiency. Furthermore the density of protein complexes is in the range of 1.4 g cm−3

[Fischer et al., 2004] whereas the density of amorphous ice is 0.94 g cm−3. This small
difference will result in a weak contrast, making the molecules almost invisible in their
ice matrix. To enhance the inherent contrast in low-dose images, one has to increase the
phase difference between scattered and unscattered or differently scattered rays, which
is typically achieved by defocusing.

The resolution attainable from a micrograph depends on the contrast given by the
SNR and the distribution of recorded frequencies. The latter depends on the phase shift
of the object’s exit wave. Briefly the CTF describes the contrast formation as

H (ω) = −2 · e−2Bω2
[(1− F ) · sinW (ω) + F · cosW (ω)] + S (ω) , (2.1.1)

where e−2Bω2 is a dampening factor accounting for various resolution limiting factors
[Saad et al., 2001; Glaeser and Downing, 1992], sinW (ω) and cosW (ω) are the con-
tributions due to phase and amplitude contrast respectively, F is the contribution of
amplitude contrast to the image [Wade, 1992; Reimer, 1984] and S (ω) is an additive
noise term [Sander et al., 2003].

Samples comprised of heavy and densely packed atoms such as negatively stained
samples or crystalline inorganic material are not sensitive to radiation damage, and thus
a high dose can be spent yielding a high SNR and, due to their high atomic numbers,
large phase shift. In this case, the signal in recorded micrographs comes mainly from
amplitude contrast. Since the normalized amplitude CTF is near 1 at low frequencies,
one can adjust the defocus close to zero and still have sufficient contrast. The focus
value that provides maximal frequency response is called the Scherzer focus [Scherzer,
1949] and is defined as

ΔfSch = −1.2 ·
√

Cs · λ (2.1.2)

where λ is the wavelength of the electrons and Cs is the sperical aberration coefficient, an
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instrument-dependent parameter. For an acceleration voltage of 300 kV and Cs = 2mm,
λ = 1.97 pm, the Scherzer focus is ΔfSch = −75 nm, represented in the first zero-crossing
of the CTF. By chosing such a focus value, one creates a wide band containing low
spatial frequencies, transferred with similar phase and thus maximizing the micrograph’s
information content.

As stated above, since biological samples are very sensitive to radiation damage, the
micrographs are recorded under low-dose conditions and thus have a very low SNR. Under
these conditions, the objects can be considered “weak phase objects” with a rather small
exit wave phase shift. The amplitude contrast is contributing only 7% to the final
image contrast [Wade, 1992], resulting in noisy and low-contrast micrographs. In order
to increase the contrast, the defocus Δf can be adjusted by changing the excitation of
the objective lens at the expense of attenuating the higher frequency information and
limiting the attainable resolution, as shown in figure 2.1.5. Hence, the defocus value
has to be chosen carefully to balance the requirements of high contrast and maximum
obtainable high-frequency information.
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Figure 2.1.5: CTF at different defocus. (FEI Tecnai F30 “Polara” microcope: V =
300 keV, Cs = 2.0mm, Cc = 2.0mm, ΔE = 0.7 eV) (A) When using a small defo-
cus (Scherzer focus, Δf = −75 nm) the high frequency information is obtained with
high intensity, but the image contrast is low because of the low amplitude of the CTF.
(B) Increasing the defocus value to Δf = −2000 nm also increases the amplitude of
the low frequency information resulting in acceptable image contrast but degrading
the high frequency information in the image because of fast oscillations of the CTF
and also because of the dampening effect of the envelope function.

Another option to increase the phase shift of the objects’ exit wave is the use of
devices such as phase plates [Nagayama and Danev, 2009]. Thin film phase plates
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(Zernike type) consist of a continuous amorphous carbon film with a small central hole
which will be placed in the back focal plane of the objective lens. The zero-order beam
passes through the central hole while electrons scattered at the thin carbon film are
phase-shifted by −π/2, depending on the film’s thickness. At Scherzer focus, this phase
shift increases frequency response at low frequencies and thus increasing contrast in the
recorded micrograph.

For thick specimens the depth of focus is smaller than the thickness of the sample,
in this case a focal series can be acquired if the sample can take the necessary amount
of dose (for example plastic sections) and the exit wave can be reconstructed from this
focal series [Han et al., 1997].

To determine the focus precisely, a common method is to acquire a pair of micrographs
with different beam tilts and measure the induced image shift [Koster et al., 1989; Koster
and de Ruijter, 1992]. To tilt the beam, the beam deflection coils are being used. For
details about this method, see section 2.3.7.

2.1.6 Objective Lens Rotation Center

As previously stated, the objective electron lens focuses and magnifies the image of the
specimen. Adjustment of the strength of the lens will result in a slight image rotation
(less than 1◦ per 1 μm change in defocus). Furthermore, the image slightly shifts if the
electron beam does not travel through the exact center of the lens and along the optical
axis of the microscope. To minimize aberrations and image shifts, which will move the
feature of interest out of the FOV, the beam has to be moved and tilted so that it passes
through the objective lens’ center. If the rotation center is set correctly, the electrons
travel in spiral trajectories around the optical axis, thus a beam tilt will not induce and
image shift. In all other cases will travel and rotate about a position off-axis when the
settings of the objective lens are changed and result in image shifts during beam tilting.

The objective lens rotation center is especially important since the accuracy of the
defocus measurement (see section 2.3.7) relies on the fact that no beam tilt induced
image shift occurs when the image is exactly in focus. However, the rotation center
will slightly drift over time due to lens current instabilities and needs to be refined
periodically.

2.1.7 Lens Astigmatism

The electromagnetic electron lenses are not built perfectly and therefore their electro-
magnetic field is not perfectly round. These lens imperfections cause a loss of rotational
symmetry of the beam. In one direction the lens will therefore focus more strongly than
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in the perpendicular direction, causing an asymmetry which is called stigmatism. This
defect is corrected by a stigmator, a tunable quadrupole coil system that is used to in-
troduce slight variations in the magnetic field of the lens and thus helps to compensate
these imperfections. The microscope is equipped with three sets of stigmators, the con-
denser stigmator, the objective stigmator and the diffraction stigmator. The first is used
to obtain a circular beam. The second is used to correct axial astigmatism that is closely
related to defocus. Axial astigmatism can be seen in the power spectral density (PSD)
as an azimuthal variation in amount of defocus and introduces directional elongation of
image features. This type of astigmatism is exacerbated by electrostatic charging of the
objective aperture or the sample caused by nonconducting layers, such as ice contamina-
tion on the sample or “dirt” on the aperture rim. The third stigmator is used to correct
astigmatism in the diffraction pattern and the low-magnification image.

The stigmators should only be used to tune the stigmation of the electron beam by
slightly varying its shape and tuning the microscope alignments.

Since the amount of astigmatism tends to change over time due to the aforementioned
charging effects and lens instabilities, it needs to be refined periodically, especially when
using a high magnification (above 50 000×) and low defocus values (below 4μm) where
the amount of astigmatism is clearly visible.

2.1.8 Energy Filtering

Inelastic and multiple scattering events become more frequent with increasing object
thickness, limiting the contrast in the acquired micrographs. The inelastic mean free path
of electrons in vitrified ice is dependent on their acceleration voltage and is in the range
of 200 nm for voltages of 120 keV and 350 nm for voltages of 300 keV [Grimm et al., 1996b;
Feja and Aebi, 1999]. Inelastically scattered electrons have lost kinetic energy through
scattering events (they are thus “chromatic”) and contribute to a blur in the final image,
because they are out of focus [Cosslett, 1969].

Energy filters are available as in-column [Rose and Plies, 1974; Tsuno, 2004] or post-
column [Krivanek et al., 1995] versions. They are spectrometers capable of selecting
and separating electrons according to their kinetic energy. To increase contrast in the
micrographs, zero-loss filtering is used, i.e., only electrons that have a kinetic energy close
to the primary energy are allowed to pass the filter [Schröder et al., 1990; Langmore and
Smith, 1992; Grimm et al., 1996a]. Zero-loss filtering is achieved by introducing a slit
aperture after the magnetic prism which separates electrons of different energies. While
the additional optics of the energy filter are fairly stable over time, the position of the slit
aperture might vary and has to be re-aligned periodically. Since inelastically scattered
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electrons add random noise to the image, energy filtering can also increase the SNR of
the micrographs.

Another application of the energy filter is the spatial detection and identification of
chemical elements in the specimen [Leapman et al., 2004; Aronova et al., 2007]. To
detect the chemical composition of a sample, the energy filter slit is tuned to only collect
images of inelastically scattered electrons that have excited core level electrons of specific
atoms (ionization edges). However, these inelastically scattered electrons make up only
a small fraction of the beam (<1%), thus to collect enough of them to create an image,
the total dose on the sample needs to be very high, potentially damaging a frozen-
hydrated sample. Therefore this technique can only be applied to inorganic samples or
dose-tolerant biological samples such as sections of plastic embedded specimens.

2.2 Software Architecture

2.2.1 Fundamental Design of the TOM2 Software

TOM2 is based on the ideas of the TOM toolbox [Nickell et al., 2005], a collection
of functions for the acquisition and analysis of tomographic data [Nickell et al., 2007b]

written in MATLAB. The latter is a fourth generation programming language that serves
as a rapid development tool.

Initially TOM was designed only for tomography tasks, such as the automated record-
ing of a tilt series, alignment and reconstruction, and the analysis of the resulting to-
mographic volumes. However, the acquisition part was later modified to additionally
acquire single particle micrographs. In this initial setup, images were recorded after
moving the stage over selected grid areas in a meandering fashion. At each stage posi-
tion, the sample thickness was measured using a highly binned micrograph with a very
short exposure time to minimize potential beam damage to the sample. If the measured
mean counts of this micrograph were found to be in a suitable user-supplied range for
acquisition, a focal pair of micrographs was recorded. This was followed by an auto
focus routine which corrected the defocus for acquisition at the next sample position
[Nickell et al., 2007a]. The acquisition scheme itself was not modifiable, only microscope
parameters such as magnifications, spot size, and exposure times could be adjusted to
adapt the acquisition to the specific sample conditions.

This TOM toolbox acquisition part was programmed specifically for the Polara G2
microscope with limited adaptability to other hardware systems. It heavily relied on
the functions (e.g. auto focus, auto eucentric height, image beam shift, etc.) that were
provided by FEI’s commercial scripting interface and tomography software, and Gatan’s
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Digital Micrograph which addressed the detector and energy filter interface.

TOM2 is a complete redesign of the acquisition framework to overcome the limitations
of the TOM toolbox mentioned above. TOM2 is designed in a completely object oriented
way. Real-world objects such as the microscope and its accessories, micrographs and
parts of the acquisition scheme (e.g. the stage) were created as self-sufficient modules
(objects). Each object acts like an independent “machine”, containing all the information
and methods needed to manipulate its own data structure. The whole program can be
viewed as a collection of interacting objects, with defined relationships acting in a highly
concerted fashion. This way, even a complex algorithm such as an acquisition software
can be implemented with low amounts of source code, compared to the design patterns
used to program the TOM toolbox. This is reflected in the fact that TOM2 consists of
about 30 000 lines of code.

To operate the microscope and perform complex acquisition tasks, a variety of low-
level commands need to be sent to the hardware systems and the corresponding return
messages need to be interpreted. These low level commands represent basic hardware
operations such as moving the stage or changing the excitation currents of the different
lens systems. Many hardware parameters are inter-weaved, i.e., changing one parameter
will affect a range of other related hardware properties (e.g. changing the beam shift
deflection coils will affect the image shift deflection coils). The acquisition needs to be
reliable and fault-tolerant to acquire micrographs unsupervised for an extended period
of time, and thus robust. This can only be ensured by tightly controlling all hardware
parameters and reacting to changes on a global scale. Therefore, these individual hard-
ware commands need to be controlled by interacting objects which resolve this interplay
of hardware commands ideally in an unsupervised and automated fashion. The objects
of TOM2 take over the low-level control of the microscope and thus make it easier for the
user and the software programmer to perform complex high-level microscope operations.
For example, auto focusing can be performed while keeping the stage in the correct z

height or an area of the grid can be scanned in a systematic way producing an overview
map of the sample.

2.2.2 Design of the Hardware Abstraction Layer

An important requirement for the design of TOM2 was the ability to run the software
with minor modifications on as many different microscope platforms as possible. Al-
though there are many different hardware components available from different vendors,
the general operation principle and underlying properties of the hardware component
can be considered constant. For example, a microscope can be equipped with different
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types of imaging devices that record micrographs, such as CCD cameras, CMOS cameras
or direct electron detection devices. The different vendors for these imaging devices
(FEI, TVIPS, Gatan, Olympus-SIS) deliver different software development kits (SDKs)
for their detectors. The exact hardware commands to control the cameras are vendor
specific, however they all share the same purpose: to read out an image as an array of
pixels with a defined exposure time, specified readout area and binning mode.

In TOM2 the hardware abstraction layer (HAL) is a collection of objects and is designed
to separate the functions responsible for getting and setting parameters to and from the
microscope hardware from the rest of the higher level functions (see figure 2.2.1).

Figure 2.2.1: Software layer organization. User com-
mands are input at the GUI level and translated
into general hardware commands. These general
hardware commands are used as input into the
hardware abstraction layer (HAL) where the gen-
eral commands are translated into hardware com-
mands for the specific hardware at hand. The
other direction translates the specific hardware re-
sponses into general responses that are hardware
independent. Using this scheme the user is able
to input commands into the GUI in a hardware in-
dependent manner without the need to get accus-
tomed to the acquisition setup for every specific
microscope. All higher level functions and GUIs
can be used with any supported hardware in the
exact same way.

User

GUI

HAL

hardware driver SDK

(e.g., ActiveX Server)

microscope hardware

command response

command response

set get

set get

To organize the different hardware commands, the components of a microscope were
determined and for each a hardware class (e.g., energy filter, optics, stage, gun, etc.)
was defined. This class defines all common properties that all members of the class
share, e.g., for detectors such properties are the readout area, exposure time, and the
binning factor. The commands to control each specific hardware component (e.g., TVIPS
detectors or Gatan detectors) was then implemented in a subclass, that inherits all
properties and methods from the hardware class. This way the common control elements
that all components of the same hardware type share, are bundled in the hardware
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class and need not be reimplemented in each subclass. Code duplication is avoided and
therefore it is possible to rapidly develop a driver object for a new piece of hardware. For
example the implementation of the TEAM stage (a high precision piezoelectric stage for
material science applications) [Dahmen, 2007] was programmed in a matter of one hour.
The implementation of other cameras accessed using the TIA toolkit (FEI Company,
Eindhoven, The Netherlands) was finished and tested in under an hour with less than
50 lines of new code written.

Figure 2.2.2 shows different hardware classes and their subclasses implemented in
TOM2 . The individual hardware objects are grouped together into a composite mi-
croscope object. This object coordinates the parts of the microscope, executes auto
functions and provides a convenient way to communicate with the microscope.

All hardware driver objects are inherited from a master hardware object which im-
plements a cache for parameters. Using this cache, only changing hardware parameters
such as defocus or intensity are sent to the microscope, while constant parameters such
as magnification or spot size are sent only once. This avoids repeated setting of the same
parameter values and thus saving execution time and minimizing potential communica-
tion errors with the microscope hardware.

In TOM2 new hardware can be implemented using an SDK written in the C or C++
programming language; also .NET and ActiveX connections to the hardware driver can
be established. Alternatively, network connections are supported. Network traffic is
handled in TOM2 using MATLAB’s “Instrument Control Toolbox”. These network con-
nections have the advantage of being able to communicate with hardware that is not
directly attached to the computer where TOM2 is executed. Thus TOM2 can be installed
on a computer with better hardware specifications than typically supported by the mi-
croscope’s hardware provider. As a proof of principle a front end for FEI Tecnai and
Titan microscopes was programmed in Microsoft VisualBasic accepting hardware com-
mands on a network port and translating them into ActiveX commands and vice versa.
Using this front end, TOM2 can be executed on any computer running Microsoft Win-
dows, Linux or OS X from any location as long as it can communicate over the network
with the microscope computer. This enables remote microscopy applications and can
accelerate the acquisition process by running TOM2 on a 64-bit multi-core workstation
with a large memory. Furthermore, this setup allows to process data and execute auto
functions faster, and hence yield more data in less processing time, a prerequisite for
high-throughput applications. The commands transmitted and received over the net-
work are small (only a few characters per command) requiring not an especially fast
connection. Transferring of micrographs over a network connection is also possible but
needs a different VisualBasic front end for each camera type. Since micrographs can
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Figure 2.2.2: Hierarchy of hardware driver classes. The central hardware class imple-
ments only the methods and properties that are shared by all hardware components.
The individual hardware classes (e.g., gun, stage, optics) inherit from this central hard-
ware class, adding methods and properties for the type of device (e.g., the stage class
adds x y z position properties which is shared by all types of stages). The hardware
control commands are implemented in the hardware subclasses (e.g., TEAM stage,
FEI stage) which add the necessary control commands to address the specific hard-
ware. By applying this hierarchical sorting scheme to the source code of TOM2 , the
implementation of new hardware can be done by only creating a new subclass under
the appropriate hardware class and adding the necessary control commands.
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be large (a 4096 × 4096 pixel micrograph has a size of 32MB and a 8192 × 8192 pixel
micrograph has a size of 128MB), it is advisable to use a fast network connection (e.g.,
GigaBit Ethernet).

2.3 Algorithms for Performing Microscope Adjustments

The following sections describe functions that are capable of adjusting essential micro-
scope parameters in an automated way without the need of any user interaction. The
functions translate units from convenient coordinate systems into coordinate systems of
the microscope’s subsystems such as the image and beam shift system or the stage. These
“actions” or “auto functions” are being used during automated acquisition to tune the
microscope and acquire micrographs of constant image quality at the user-specified po-
sitions of the specimen. All auto functions need to be calibrated first in order to convert
their input parameters (typically vectors) into meaningful output parameters. Therefore
a calibration step is included in all of the automated procedures; this pre-calibration is
performed in a simple and user-frienly way that should require only minimal user knowl-
edge.

The separate actions (e.g., auto focus) are used together with the states to design an
acquisition scheme that defines the acquisition strategy for the specific investigation at
hand. By measuring and adjusting microscope parameters in an analytical and robust
way, they can even outperform the human operator when calibrated properly. Since these
functions rely on assumptions and physical models of the microscope optics, they can
only function reliably when the optical alignment has been done carefully, they cannot
account for misalignments of the microscope’s optics.

2.3.1 Detector Corrections

Micrographs acquired using a CCD camera suffer from two distinct sets of artifacts.
Artifacts in this case refers to the intrinsic properties of the detection device, which could
be addressed as the “personality” of the detector. The first set of artifacts arises from the
readout electronics of the camera and is independent of the illumination. The second set
stems from the image of the fiber optical stack and the structure of the scintillator array.
Latter are dependent on illumination conditions, specifically the number of electrons
reaching the scintillator. In order to get an undistorted image of the specimen, both
sets of these artifacts have to be corrected in all micrographs as described previously
[Dierksen et al., 1992; Ishizuka, 1993].

To correct for illumination independent artifacts the micrograph has to be subtracted
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by a dark-reference image which is acquired using the same camera readout parameters
but in the absence of the electron beam. The correction of illumination-dependent
artifacts requires a dark-corrected gain-reference image with the same mean counts as
the recorded, dark-subtracted micrograph. Figure 2.3.1 visualizes the effect of dark and
gain correction on a micrograph acquired using an FEI Eagle 4k CCD camera without a
sample. Figure 2.3.2 shows the dark-reference and gain-reference images that were used
for correction.

Correction of the micrograph is carried out according to

ic (x, y) =
iu (x, y)− d (x, y)

g (x, y)
(2.3.1)

where iu and ic are the uncorrected and corrected micrographs respectively, d is the dark
reference and g is the gain reference.

To facilitate acquisition of dark and gain references, TOM2 acquires these reference
images with varying exposure times for all binning factors. Other software packages
assume a linear dynamic behavior of the CCD camera, and extrapolate from only one
gain and dark reference. However, CCD cameras from different providers often do not
show a perfect linear dynamic behavior over their entire dynamic range. Therefore, in
contrast, TOM2 assumes a piecewise linear behavior and thus enhances the correction
for detector dependent alterations and variations in the recorded micrographs.

Another source of interfering features in micrographs are “hot pixels” caused by elec-
trons or x-ray quanta hitting the CCD detector. “Hot pixels” are generated when a
high-energy electron is not absorbed by the fiber-optics stack that protects the CCD

array and directly hits a CCD pixel. The result is a high-count value in the respective
pixel that will show up as a white dot in the resulting micrograph. These events occur
randomly and have therefore to be detected and corrected for each micrograph. Dierk-
sen et al [Dierksen et al., 1992] propose correction methods for “hot pixels” which also
affect the rest of the micrograph such as median filtering. TOM2 corrects only the “hot
pixels”, while the unaffected pixels in the micrograph remain unchanged. TOM2 defines
hot pixels as

ih (x, y) > ī+ 10 σi (2.3.2)

where ī and σi is the mean and standard deviation of the micrograph respectively. These
pixels are replaced by the mean of the nine nearest neighbors, thus do not influence the
correlation between images and image normalizations, and avoids a degradation of image
resolution.
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A B

C D

Figure 2.3.1: Dark and gain correction of a micrograph without a sample, acquired using
an FEI Eagle 4k CCD camera; pixel size 15 μm. (A) The uncorrected micrograph shows
a hexagonal pattern from the structure of the fiber-optics stack, local contrast varia-
tions due to varying scintillator thickness, and the noise from the readout electronics.
The CCD chip of this detector is comprised of four 2k×2k chips which are combined
into a larger array, since these four chips have a slightly different sensitivity due to
manufacturing variations, the micrograph’s quadrants show slightly different contrast.
(B) These artifacts show a strong diffraction pattern in the PSD of the micrograph
and would distort the imaged objects in the sample if not corrected. (C) After dark
and gain correction, the micrograph contains only random noise; there are no distinct
frequencies arising from the artifacts visible in the PSD (D) anymore. When imaging a
sample, only the signal generated by the objects in the sample will now be contained
in the recorded micrograph.
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A B

C D

Figure 2.3.2: Dark and gain references of Eagle 4k CCD camera. (A) The dark reference
shows few strong features in the PSD (B) from the readout amplifier electronics. (C)
The gain reference shows a strong hexagonal pattern arising from the fiber optics stack
besides four quadrants of different sensitivity (4-port readout). (D) The hexagonal
pattern is also clearly visible in the power spectrum.

44



2.3 Algorithms for Performing Microscope Adjustments

2.3.2 Measuring Shifts Between Images

Correlation-Based

In general, the calibration of specific microscope functions and the execution of auto func-
tions involves recording a micrograph before and after a microscope parameter change
and a subsequent comparison of the images. The determination of an image displace-
ment, either caused by electron optical changes or by mechanical stage inaccuracies, will
be described.

The image recorded after changing the electron optics or the stage position (target
image) will exhibit a shift of imaged features with respect to the image recorded before
applying the change (template image). This shift needs to be detected in an automated
and unsupervised fashion, so that auto functions that utilize the resulting image shift to
tune electron optical parameters can be executed unsupervised.

Assuming no magnification change and rotation between the images, the simplest way
to compare two images is based on cross-correlation methods. The normalized cross-
correlation function (CCF) between the discretely sampled image i and the template t is
defined as a convolution in real space

CCF (i, t) =
(i (x, y)− ī) (t (x, y)− t̄)

σiσt
, (2.3.3)

where ī, t̄ are the mean and σi, σt are the standard deviation values of the image and the
template respectively; x and y denote the individual pixels of the target and template.
The maximum of the resulting two-dimensional correlation function denotes the shift
between template and target.

For computational efficiency, the convolution theorem states that the cross-correlation
function can be expressed as multiplication in Fourier space [Arfken, 1985]

CCF(i, t) = (F{i})∗ · F{t}, (2.3.4)

where (F{i})∗ is the complex conjugate Fourier transform of the target, and F{t} is the
Fourier transform of the template.

The normalized CCF uses all available features in the images to calculate their differ-
ences. Constant features, such as the detector artifacts decribed in section 2.3.1, will
lead to a strong auto correlation peak and could hinder the detection of the maximum of
the correlation function. To avoid a potential misinterpretation one has to ensure that
only specimen related features will be considered by the CCF. Detector artifacts due to
CCD camera readout need to be removed first. Other influences, like contrast variations,
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are taken into account by normalizing the CCF (see equation 2.3.3). However, another
potential source for a misinterpreted correlation could come from the edge of the electron
beam. Especially if a FEG is used, the Fresnel fringes are visible if the beam is condensed
[Fukushima et al., 1974], which will show up as low frequencies in the Fourier transform
of an image. The subsequent correlation will be dominated by these features and lead to
erroneous detection of the shift between the images. For cross-correlation based methods
it is required to keep the beam centered and “large enough”, .ie., spread over the entire
detector array, to avoid such influences. However, this requirement cannot always be
guaranteed. To increase the success rate of correlation-based auto functions, the mutual
correlation function (MCF) [van Heel et al., 1992] is used. The MCF is defined as:

MCF(i, t) =
(F{i})∗ · F{t}√
|(F{i})∗ · F{t}| . (2.3.5)

This correlation function weighs the features according to their frequency in Fourier
space; higher frequencies are enhanced while low frequencies contribute less to the corre-
lation function. This increases the precision of the correlation function even if the beam
edge should be present. It also facilitates the determination of the shift for samples
showing periodic structures (e.g., a cross-grating), where the CCF shows more than one
maximum. Using the MCF with such samples will dampen the adverse effects of periodic
features and thus improves the confidence of the shift detection. Since no disadvan-
tages were observed when using the MCF over the CCF, the former is used as the default
correlation function in TOM2 .

Feature-Based

The correlation-based methods detect an image shift between a pair of micrographs
assuming no rotation, mirroring, warping, skewing, or magnification changes between
different micrographs. The shift is measured globally from different image features
contributing to the correlation. When image rotations and magnification changes are
present, one must sample different rotations and scaling factors to find the correct align-
ment of the images. Alternatively, a local correlation algorithm can be used. However,
sampling or local correlation is computationally expensive and thus slows down the ac-
quisition process, and is thus considered undesirable.

Feature-based methods such as the scale-invariant feature transform (SIFT) algorithm
[Lowe, 2004] or its successor, speeded up [sic] robust features (SURF) [Bay et al., 2008],
do not use correlation methods. Instead, they extract unique descriptors (so called “key
points”) from the images and use these to match descriptor pairs from both images.
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Matching can be done by various methods, such as euclidean distance [Lowe, 2004],
random sample consensus (RANSAC) [Fischler and Bolles, 1981], or principal component
analysis (PCA) [Ke and Sukthankar, 2004]. The detected key point pairs can then be
used to calculate a transformation matrix that describes not only their displacement, but
also the rotation, shift, scaling and mirroring between these images [Goshtasby, 1988].
Even warping and perspective transformation can be calculated using piecewise linear
transformation if a sufficient amount of descriptor pairs have been matched [Goshtasby,
1986]. The time needed to compute the descriptors and match them is in the order of a
few seconds for micrographs, e.g., of size 1024× 1024 pixels. Larger micrographs can be
binned to this size prior to processing, which results in a speed-up with no significant loss
of precision. Figure 2.3.3 shows a sample keypoint detection of two low-dose micrographs
acquired with the Titan Krios at different magnifications.
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Figure 2.3.3: Example of key point detection using the SIFT algorithm for micrographs
recorded at different magnifications. (A) Micrograph recorded at 11 000× magnifica-
tion. (B) Micrograph recorded at 6500× magnification. The two micrographs showing
a quantifoil grid recorded under low-dose conditions (exposure time te = 0.2 s, defocus
Δf = −4μm). Key point pairs are labeled with the same number in both micrographs.
18 key point pairs could be found satisfying the confidence criterion; for clarity, 10
key points are shown in the illustration. Note that all key points in micrograph (B)
are distributed over the FOV (A) (white dashed rectangle). Scale bar is 1μm in both
images.

The SIFT algorithm is implemented in TOM2 using the VLfeat library [Vedaldi and
Fulkerson, 2008]. This image-registration method facilitates the comparison and regis-
tration of EM and light-microscopy maps for use in correlative microscopy applications.
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Additionally, SIFT can be exploited for tracking purposes. The SIFT algorithm can even
outperform correlation-based techniques, especially for samples where unique small fea-
tures are present in a matrix of empty space, which shows up as noise in the correlation
image and thus can aggravate peak detection. On the other hand, correlation-based
techniques perform better on samples with few distinct unique features or extremely low
contrast and low SNR.

Feature-based methods can also be used if the pair of micrographs were recorded under
largely different tilt angles, for example used in tilt-pair reconstruction [Yoshioka et al.,
2007]. Perspective correction in combination with SIFT can be used to successfully match
image pairs with different viewing angle [Morel and G.Yu, 2009], which will be explained
in the following.

Perspective Correction

To detect an image shift between two images that were recorded at different tilt angles,
one has to include distortions of features perpendicular to the tilt axis due to their differ-
ent projection directions. Features that are not situated on the tilt axis are compressed
with increasing tilt angle perpendicular to the tilt axis. This originates from the fact
that the features will be projected from different viewing angles; the higher the tilt angle,
the more predominant is this directional compression within the micrographs.

Comparing images taken at high tilt angles, e.g., more than 40◦, even with a small dif-
ference in tilt angle of 5◦, will result in large deviations and thus an unreliable detection
of the image shift. Therefore, a perspective correction is necessary for accurate determi-
nation of the image shift. During correlation, TOM2 stretches the template image along
the direction of the tilt axis by a factor

f =
cosαt

cosαi
(2.3.6)

where αt and αi are the specimen tilt angles of the template and image respectively
[Guckenberger, 1982]. The image iu is transformed into the stretched image ic using

ic = Mt ·Mr ·Ms ·M−1
r ·M−1

t · iu (2.3.7)

where Mt is the translation matrix

Mt =

⎛
⎜⎝

1 0 0

0 1 0
−d
2

−d
2 1

⎞
⎟⎠ (2.3.8)
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with d the size of the image. The rotation matrix Mr of the tilt axis rotation angle αr is

Mr =

⎛
⎜⎝
cosαr − sinαr 0

sinαr cosαr 0

0 0 1

⎞
⎟⎠ , (2.3.9)

and the stretch matrix is

Mt =

⎛
⎜⎝
1 0 0

0 f 0

0 0 1

⎞
⎟⎠ . (2.3.10)

Using this correction, image pairs from different tilt angles can be compared and their
shift can be determined. Even shift differences between a pair of micrographs recorded
at 0◦ and 60◦ are still processed with reasonable accuracy (error below 50 nm for a
magnification of 27 500×).

2.3.3 Coordinate System Transformation

Many high-level microscope operations such as mapping or centering of a feature require
a translation of CCD coordinates into microscope coordinates. Microscope coordinate
systems are defined by, e.g., the stage, the image shift or beam shift coordinate systems.
They use different physical units and are rotated with respect to the CCD coordinate
system. To transform a vector between two coordinate systems, the properties of both
coordinate systems with respect to another need to be determined and calibrated. Cal-
ibrations are performed in a similar manner to methods described elsewhere [Koster et
al., 1992].

Stage and Image Shift to CCD Calibration

To transform a vector from CCD coordinates into stage coordinates the relation

�vCCD = M · �vstage (2.3.11)

is used. �vCCD and �vstage are 2 × 1 vectors in the respective coordinate systems, M

is a 2 × 2 matrix whose elements need to be calibrated. Thus equation 2.3.11 can be
expressed as (

xCCD

yCCD

)
=

(
a1 b1

a2 b2

)
·
(
xstage

ystage

)
. (2.3.12)

To solve this system of linear equations a two step algorithm is used. In the first step
only the stage x coordinate is changed an the resulting change in CCD coordinates is
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measured. The coefficients a1 and a2 are determined from:

a1 =
xCCD

xstage
, a2 =

yCCD

xstage
. (2.3.13)

The coefficients b1 and b2 are determined by measuring a stage y change and observing
the image shift in the acquired images.

b1 =
xCCD

ystage
, b2 =

yCCD

ystage
. (2.3.14)

Calibration has to be done at each magnification since vector length and rotations in the
imaging might change between magnifications (see section 2.1.1). Figure 2.3.4 shows the
images necessary to determine the essential coefficients of the transformation matrix.

A Image I B Image II C CCF

D Image I E Image II F CCF

X

Y

Figure 2.3.4: Stage coordinate system to CCD coordinate system calibration. A sample
position is imaged before (A) and after (B) an induced stage shifted in x direction, the
shift vector is determined from the CCF or MCF (C). The same procedure is performed
using the y direction (D), (E) and (F). Both vectors should have the same length,
however, due to imprecisions in the mechanics of the stage, the vector lengths can
vary in both directions, but should display an angle of 90◦. As long as the difference
ratio of length between both vectors is constant for all movements, it does not hamper
the correct calibration. Scale bar is 200 nm.

Once the transformation matrix M is determined, the vector in the stage coordinate
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system can be calculated as
�vstage = M−1 · �vCCD (2.3.15)

where M−1 is the inverted transformation matrix M . The image shift to CCD calibration
is done in a similar manner.

Image Beam Shift Calibration

When changing the image shift electron-optically, e.g., to center an image feature, the
beam has to be re-centered as well (see section 2.1.4). Figure 2.3.5 illustrates the auto-
mated beam shift to CCD system calibration.

A Image I B Image II C CCF

D Image I E Image II F CCF

X

Y

Figure 2.3.5: Beam shift coordinate system to CCD coordinate system calibration. The
beam is condensed so that it is smaller than the FOV imaged, therefore it is possible
to image the position of the beam while changing the beam shift coil settings. A beam
position is imaged before (A) and after (B) an induced beam shift in x direction, the
shift vector is determined from the CCF or MCF (C). The same procedure is performed
using the y direction (D), (E) and (F). To avoid damage of the CCD sensor from
overexposure, a very small exposure time is used and the beam is not fully condensed
to a dot, but to a circle of size 0.3 FOV. CCF or MCF can be used to detect the position
of the beam. Scale bar is 200 nm

To transform a vector from image-shift coordinates into beam-shift coordinates, the
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following equation is used:
�vbeam = Mib · �vimage. (2.3.16)

It is possible to apply the same algorithm as described in section 2.3.3, but measure-
ment of the movement of the beam shift in relation to the image shift system cannot be
performed by directly measuring shifts on the CCD detector. Therefore, the image-shift
system and the beam-shift system are calibrated in relation to the CCD system.

The transformation matrix from the image shift into the beam shift system is defined
as

Mib = M−1
b ·Mi (2.3.17)

where M−1
b is the inverted transformation matrix of the beam shift to CCD system and

Mi is the transformation matrix of the image shift to CCD system.

2.3.4 Beam Size Calibration

The physical size of the electron beam is an important parameter during setup and
acquisition. If the beam is too large, the dose in the FOV is too low and, furthermore,
a large area will be exposed to electron radiation. If the beam is too small, the edge of
the beam will be in the FOV; in addition, the CCD camera might be overexposed or even
damaged. Commercial programs do not provide a parameter to adjust the beam size to a
physically meaningful value; instead, the condenser C2 setting (intensity parameter) can
be used to change the size of the beam (see section 2.1.2). The value of this “intensity”
parameter is linear-dependent on the physical size of the beam as shown in figure 2.3.6.
Thus, calibration for each spot size permits direct setting of the physical size of the beam
in units of FOV.

Calibration of this linear relationship between beam size and intensity value is done by
imaging the beam condensed to a medium-sized spot on the CCD detector. To provide
a convenient way of determining the beam size for different microscope settings, the
beam edge must be detected automatically. This is achieved by recording an image and
applying the Canny edge detection algorithm [Canny, 1986] to find the beam edge in
the image. The longest extracted edge is chosen as the most probable candidate for
the beam edge and is used to fit a circle using a Gauss-Newton least squares algorithm
[Gander et al., 1994] (see figure 2.3.7). The normed residuals of the circle fit are

rN =

M∑
n=1

√
xc (n)

2 + yc (n)
2 −

√
xf (n)

2 + yf (n)
2

Rf
, (2.3.18)
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where xc and yc are the detected circle coordinate points and xf and yf are the fitted
circle coordinate points, while Rf is the radius of the fitted circle. If the residuals are
below a threshold value (0.3), the fit is accepted and the center and radius of the beam
is calculated and plotted against the readout C2 “intensity” parameter value.
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Figure 2.3.6: Beam Size versus intensity plot for different spot sizes and magnifications
(Magnification at the fluorescence screen: 84 000× (⊗), 68 000× (�), 54 000× (×),
36 000× (◦), 29 500× (�), 24 500× (�), acquired with FEI Tecnai F30 “Polara” mi-
croscope. The beam size has a linear relationship to the illumination settings, which
are defined by C1 (condenser 1, spot size setting) and C2 (condenser 2, “intensity” set-
ting). Different spot sizes result in different linear relations. Note that the same linear
relationship between beam size and intensity holds true for different magnifications.

It is not necessary to have the beam exactly centered on the CCD camera. It is sufficient
to image part of the beam, so that even calibrations of beam sizes larger than the FOV

are possible. However, for precise beam fitting, more than one quarter of the beam edge
should be visible; otherwise, the curvature of the beam is too low to reliably fit its size
and center position.
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Figure 2.3.7: Example of automated
beam detection. The edge of the
electron beam is imaged on the
CCD camera, the beam edge is ex-
tracted from the CCD image as
a series of coordinate points (red
markers) and a circle is fitted
to these coordinate points (green
markers) (see text for details).
Once the beam edge is detected,
this algorithm can also be used to
center the beam on the detector
(see section 2.3.5).

Once the beam size is calibrated for a certain magnification and spot size, the user
can define the beam size in units of CCD FOV, so that a beam of size 1 FOV encloses
exactly the CCD detector area if centered properly.

2.3.5 Automated Beam Centering

Centering of the electron beam on the CCD detector is critical to guarante homogeneous
and constant illumination conditions during the acquisition of micrographs. It can be
done manually using the beam shift coils; however, these coils are also accessible via the
driver software of the microscope, enabling automation of the centering procedure. The
edge of the beam can be detected using the same algorithm as described in the previous
section, and as a bonus the center of the beam is determined. A flow diagram of the
beam centering algorithm is depicted in figure 2.3.8.

The difference vector of center of the beam to the center of the CCD is calculated and
transformed into beam shift coordinates. The resulting beam shift correction vector is
applied. If the beam detection fails, the beam is shifted so ensure that some part of the
beam edge is visible in the image. The procedure is then repeated until a beam edge
is found. False beam-edge detection may lead to a positioning of the beam outside of
the FOV. In this case, the illuminated area would be outside of the FOV, resulting in
the recording of dark images. Therefore, to increase robustness and to ensure accurate
beam centering, the algorithm tests if the beam is illuminating the FOV after centering.
To test illumination, an additional image is acquired and the mean counts are calculated
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Figure 2.3.8: Flow diagram of beam cen-
tering algorithm. The fitting is re-
peated a maximum of four times with
different beam positions in order to
detect the beam edge. If no edge is
detected and fitted to a circle success-
fully, the beam is reset to its original
position to avoid false beam position-
ing.

and compared to the mean counts of the original micrograph. Only if the mean counts
are in the same range the result is accepted, otherwise the beam is reset to its previous
position. This safety check insures that the beam is not set to some false position where
it cannot be recovered anymore.

2.3.6 Automated Alignment of Objective Lens Rotation Center

The center of rotation of the objective lens is an important parameter that needs to be
adjusted carefully (see section 2.1.6). Misalignment of the rotation center leads to image
shifts and off-axis rotations during focus changes. Thus, the autofocusing algorithm
described in section 2.3.7 depends on the correct adjustment of the rotation center. The
rotation center is adjusted by changing the beam tilt angles in x and y direction using
the beam tilt coils.

Changing of the rotation center is possible via the microscope driver, and thus an
automatic rotation center alignment routine can be created. The algorithm is based on
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the idea introduced in Koster and de Ruijter [Koster and de Ruijter, 1992]. The aim is to
set the rotation center in such a way that the measured image shift is minimized between
two micrographs acquired at different defocus values. The rotation center consists of a
set of two parameters in two directions x and y which create a coordinate system. To map
this rotation center coordinate system to the CCD coordinate system a similar approach
is used as described in section 2.3.3:

�vrc = M−1
rc · �vCCD. (2.3.19)

Calibration of the transformation matrix

Mrc =

(
a1 b1

a2 b2

)
(2.3.20)

is done as follows: first a pair of micrographs with a set of defocus values d1 and d2 is
acquired at one rotation center setting, and the resulting image shift vector is measured.
Then, another pair of micrographs is recorded at a different rotation center setting
resulting in a changed beam angle in direction x with resulting vector �rx. From the
difference vector �x the elements a1 and a2 are determined using the x and y components
of the vector �x.

a1 =
�xx
�rx

, a2 =
�xy
�rx

. (2.3.21)

The coefficients b1 and b2 are determined using the analog procedure for a change of
beam angle in direction y with resulting vector �ry:

b1 =
�yx
�ry

, b2 =
�yy
�ry

(2.3.22)

The auto rotation-center function records a set of micrographs at two defoci d1 and d2.
Since the transformation matrix is independent of the absolute defocus [Koster and de
Ruijter, 1992] the actual values of d1 and d2 can be arbitrary, only the difference (d1−d2)
must be the same as used during the calibration. Typical values for (d1 − d2) are 4 to
8μm. Tuning is done iteratively to compensate for non-linearities in the rotation-center
coordinate system. Typically, two iterations yield a rotation center alignment with an
accuracy of 1mrad in both directions.

2.3.7 Auto Focusing

The auto-focus algorithm is based on the well-established beam-tilt method [Koster et
al., 1989; Koster and de Ruijter, 1992]. This algorithm exploits the linear relationship
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between defocus and the amount of beam-tilt-induced image shift between a pair of
micrographs recorded with and without an additional beam tilt. Figure 2.3.9 shows the
pre-calibration step to determine the zero-defocus position and the utilized calibration
algorithm. To enable meaningful auto focusing, i.e., such that adjusted defocus values
will correspond approximately to the “real defocus” of the recorded micrograph, the
software needs a reference point. Typically, this reference point is the 0μm defocus
position (Gauss defocus). Manual adjustment of this reference point is limited in the
accuracy and will vary depending on the skills of the user (typically off by 1 to 2 μm).
Therefore, a pre-calibration step was added to the automation scheme to determine the
0 μm defocus position. Pre-calibration is done by asking the user to roughly focus the
image and then scanning a defocus range for the exact zero defocus. At each position,
the image shift is measured by acquiring a pair of micrographs using different beam tilts.
The 0 μm defocus position is determined by interpolating the position where the image
shift is 0.

After the zero defocus has been determined, the calibration routine starts. The auto
focusing algorithm is depicted in figure 2.3.10. Calibration is done by acquiring a pair of
micrographs, detecting the beam-tilt-induced image shift and relating that to the defocus
of the image. The nominal defocus read from the microscope can be off by a few hundred
nanometers from the true defocus of the image even after the precalibration procedure
has been performed. To increase the accuracy of the auto focusing routine, one can
utilize the well-known CTF-fitting procedure [Mallick et al., 2005] which is implemented
in TOM2 , provided that the Thon rings (visualization of the CTF [Thon, 1971]) are
visible in the PSD. To see these Thon rings, the magnification of the micrograph needs to
be high (> 30 000×). Additionally, the image contrast needs to be sufficient, this requires
a carbon-containing sample imaged at high dose (>50 e−/Å2) using a detector with an
MTF that allows the recording of high frequencies. The defocus value is determined by
locating the zero-crossings of the CTF. These zero-crossings are located between the
Thon rings, therefore the defocus needs to be set in a range such that 3–5 Thon rings
are visible in the PSD.

To further increase the accuracy of the auto focus on tilted specimens, Ziese et al
propose a stretching of the images according to the defocus gradient [Ziese et al., 2003].
However, the correction is less than 1% for high magnifications which are normally used
for cryo-electron tomography (>20 000×). Thus, implementation of this correction has
been omitted.

The calibration routine depends on the correct setting of the rotation center (see
section 2.3.6) and the eucentric height (see section 2.3.8), which has to be performed
prior to running the auto focus calibration.
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begin

adjust eucentric height

set eucentric focus

reset nominal defocus D

do for D = [−n,+n]

acquire image pair with
and without beam tilt

determine beam tilt in-
duced image shift s

calculate D0

where s is minimal

finished

begin

reset nominal de-
focus D = D0

do for D = [−n,+n]

acquire image pair with
and without beam tilt

determine beam tilt in-
duced image shift s

acquire high
dose image

determine Df

by CTF fitting

record data point: Df , s

determine calibration
function s = a · Df + b

finished

Figure 2.3.9: Auto-focusing calibration routine. The calibration is performed in two
parts. (A) A pre-calibration to determine the 0 μm defocus position, (B) the main
calibration algorithm based on the beam-tilt induced image-shift method. The cal-
ibration measures the image shift for various defocus values and generates a linear
calibration function. If optional CTF fitting is enabled a high-dose image is recorded
to determine the exact defocus for each image shift, otherwise, the nominal defocus is
read from the microscope.
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Figure 2.3.10: Flow diagram of the auto-focusing algorithm. A pair of micrographs is
recorded at the current imaging settings with and without beam tilt (using the same
amount of beam tilt as used for the calibration, usually 4 to 8mrad depending on the
magnification and utilized objective aperture). The actual defocus is determined by
measuring the beam-tilt-induced image shift using the predetermined linear calibration
function. The optics are changed to match the intended defocus (supplied by the user)
and the procedure is repeated until the change of defocus converges. If the focus change
is larger than a threshold value (supplied by the user; default 2 μm), the stage can be
used to compensate for large changes.
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When moving large distances, as for example done in single particle investigations,
the focus changes can be large (in the range of 20 μm to 50 μm) due to the topology of
the specimen grid [Nickell et al., 2007a]. However, changing the defocus value by large
amounts will cause a movement of the beam and might induce a loss of parallel illumi-
nation conditions. Therefore, large focus changes are accomplished by stage movement
in z direction. This way one permits the electron optics to remain stable: within a fixed
interval (typically −2 μm to 2 μm) the objective lens is used for focusing, while larger
focus changes outside of this interval are compensated by stage height changes. This
procedure is not applicable if the stage is additionally tilted because the stage has to
stay in eucentric height to keep the same feature in the FOV while tilting.

2.3.8 Auto Eucentric Height

The eucentric height is the z-height stage position where the effect of tilting induces
minimal changes to the x and y position of the sample. In other words, when the
sample is at the eucentric height and the stage is tilted, the lateral sample movement is
minimal. Therefore, for a successful tilt series experiment, the sample has to be placed
at the position of its eucentric height.

Positioning at eucentric height can be done automatically using a similar algorithm
to that described in section 2.3.7. The only difference to the auto-focus method is that
instead of the beam tilt, a stage tilt is induced for eucentric height. For calibration, the
stage-tilt-induced image shift is measured and a linear calibration function is determined
relating the stage z-height to lateral movements. After calibration, the auto eucentric
height function can be executed and will measure the image shift at the current stage
z-height and change the z-height accordingly to match the eucentric height. To increase
precision, this process is repeated iteratively until the sample is at the eucentric height.

If the sample is far away from eucentric height, the induced image shift can be quite
large. Therefore, the magnification should be set to a low-to-medium value to increase
the FOV in order to detect the image shift. Magnifications used for detecting z height
offsets of up to 20 μm are in the range of 3000× to 10 000×.

2.3.9 Auto Stigmation

For high-resolution TEM imaging it is important to periodically adjust the objective
astigmatism of the image. This astigmatism is induced by misalignment of the objective
aperture and residual contamination. Koster et al. describe a method to defocus and
stigmate the image by tilting the beam and solving an overdetermined system of linear
equations using a least-squares approach [Koster et al., 1992]. This method is based
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on the fact that astigmatism introduces a directional defocus variation. This defocus
variation can be measured by tilting the beam in two perpendicular directions and de-
termining the beam-tilt-induced image shift (analog to the auto-focusing procedure).
However, this procedure is limited in accuracy and cannot stigmate the beam with high
precision. The error of the directional defocus determination is in the range of 50 to
200 nm for magnifications between 50 000× to 100 000×, and applied beam tilts of 4 to
8mrad. Nevertheless, this method is computationally less demanding, easy to calibrate,
and applicable even if the images have a low SNR, like in low-dose applications.

Astigmatism can also be observed in the PSD. With no astigmatism present, the
Thon rings are perfectly circular. If astigmatism is introduced, the directional variation
of defocus will bend them into ellipses. Hence, we have implemented an algorithm where
the PSD of an image containing carbon is calculated, and the amount of astigmatism
is determined by fitting ellipses to the Thon rings. The stigmator coil strength is then
adjusted iteratively by changing the coil current of one of the four coils in a stepwise
fashion. The decision of which coil needs to be adjusted is derived from a calibration
step that measures the effect of each coil strength change in the direction of the ellipse
principal axes. After changing the coil current another image is acquired and the process
is repeated until the Thon rings are circular. This method has the advantage to be very
precise compared to the beam-tilt method, usually less than 1% astigmatism can be
achieved within 5 to 10 iterations. However, this algorithm can only succeed if Thon
rings are visible in the PSD; which is only the case if the SNR is high enough (typically the
algorithm needs to be executed on images showing carbon support film). Furthermore,
to see Thon rings the magnification needs larger than 100 000×, and the defocus needs
to be larger than 1μm. The larger the magnification, the smaller the defocus needs to
be set in order to see the effect of objective astigmatism. For magnifications larger than
300 000×, defocus values of < 500 nm will suffice.

2.3.10 Energy Filter Tuning

The energy filter provides many tuning options to generate a distortion-free image on
the detector. The vendor’s software can be used for most tuning tasks such as tuning
of achromaticity, isochromaticity, and correction of geometric distortions. These param-
eters are relatively stable over time so tuning is only required before the acquisition
is started and can be still valid after days. However, one parameter of the energy fil-
ter that needs to be tuned more often is the position of the energy-selective aperture.
The position of the zero-loss peak is directly related to the stability of the high-tension
system of the utilized microscope. Thus, small changes in the electron-volt region will
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result in a slight movement of the zero-loss peak. An additional movement can be
caused by large defocus changes, therefore the energy-selective aperture of the energy
filter needs to be readjusted after larger defocus changes (> 5 μm) caused by auto focus-
ing. For zero-loss imaging, typically an energy-selective slit of 20 to 30 eV is used, thus
movements of the zero-loss peak make a re-centering of this aperture mandatory. The
algorithm implemented in TOM2 acquires energy-filtered images and measures the mean
counts while scanning a range of energy-selective aperture positions (up to ± 100 eV.
If illumination has been found, the program samples various energy-selective aperture
positions distributed around the detected position (± 30 eV), constructing a relation be-
tween energy-selective aperture positions and image counts. Figure 2.3.11 depicts the
algorithm and resulting data for the energy-selective aperture position centering.
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Figure 2.3.11: Centering of the energy-selective aperture position. (A) The centering
algorithm consists of two parts. The first part searches for ilumination by acquiring
multiple images using different energy-selective aperture positions and comparing the
mean counts of these images ī to a minimal count value īmin. If the counts are too low
the position of the slit is changed and the procedure is repeated until an image with
mean counts larger than īmin is found. In the second part the software scans a range
of energies (w is the aperture width) by adjusting the aperture position and acquiring
images around the previously found position. (B) The mean counts of these images
are recorded. The black circles denote mean count values of the different images, the
solid red line marks the center of the slit position (6.9 eV), the dashed red lines mark
the edges of the energy-selective aperture (20 eV).
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2.3.11 Electron Dose Calculation

Radiation damage to the sample is one of the main limiting factors in EM of frozen-
hydrated specimens. For low-dose applications the dose on the sample needs to be
kept below empirical thresholds; e.g., a total dose of 100 e−/Å2 is an upper limit for
tomography of frozen-hydrated specimens [Frank, 1992]. Therefore, it is important to
have a dose estimate for the given imaging conditions. The dose is typically defined as the
absorption of one Joule of ionizing radiation by one kilogram of matter (1Gy = 1m2·s−2).
In electron microscopy, the dose is defined as the deposited energy per area and its unit
is e−/Å2. TOM2 offers the possibility of calibrating and estimating the dose that will be
used during the recording of a micrograph. The dose is dependent on the illumination
conditions, beam current, exposure time, and illuminated area. Thus, a calibration has
to account for beam size, spot size, and exposure time. Calibration is performed by
acquiring an image without a sample and measuring the mean counts. A calibration
factor is calculated using

F =
ī · πr2b

fc · te · s2 (2.3.23)

where ī are the mean counts of the image, πr2b is the area of the beam with beam radius
rb, fc is the conversion factor of the CCD camera, s is the object pixel size, and te is
the exposure time of the micrograph. The calibration factor F indicates how many
electrons pass the sample per area and per exposure time and is normalized with respect
to the size of the electron beam. The conversion factor of the camera states how many
counts will be generated for every electron that reaches the detector (as described in
section 1.2). It can be determined using a Faraday cup [Ishizuka, 1993]. To estimate the
conversion factor without a Faraday cup, one can measure the electrical current with
the fluorescence screen of the microscope (provided that the fluorescence screen has been
calibrated properly)

fc =
ī · πr2b

s2 · te · C · Is , (2.3.24)

where Is is the electrical current measured at the fluorescence screen and C is the
Coulomb constant (6.242 × 1018 e−). For the acquisition setup one can manually de-
fine an intended dose which should then be used for the recording of a micrograph, and
the software will calculate the necessary exposure time

te =
d · πr2b
F

(2.3.25)

where d is the intended dose. Alternatively, the dose can be calculated for a given
exposure time.
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2.4 Construction of a Specimen Map

In order to qualitatively asses the specimen, identify, and select areas for acquisition,
it is important to have an overview of the entire specimen. The lowest magnification
that can be set on an electron microscope (typically ≈ 200×, object pixel size of ≈ 50
to 200 nm, depending on the post-magnification and binning factor of the detector) will
only show a small part of the grid (typically an area of 80 × 80 μm), due to the limited
detector size. Therefore it is necessary to acquire a number of image tiles at different
stage positions and construct a map of the entire grid from these image tiles (or at least
the central region that is accessible by the stage). Typically a range of ± 700 μm is
covered by this method, yielding a FOV of ≈ 1.5mm2.

The mapping algorithm acquires images as tiles which are set up in a regular n ×m

matrix of stage coordinates (usually a 10 × 10 map is used to cover the central area
of the specimen at a magnification of 280×). At each coordinate, a micrograph is
acquired and saved to a pre-specified directory on the hard drive. Additionally, the
location of the image tile and its covered area are stored in a database using the R*-tree
format [Guttman, 1984; Beckmann et al., 1990]. To construct an image of the entire
grid from the individual image tiles, the stage position of each tile is converted into the
CCD coordinate system (see section 2.3.3). The image tiles are then placed in a larger
image according to their CCD coordinate, forming the overview image. On microscopes
equipped with a FEI AutoLoader, up to twelve specimens can be mapped consecutively
in an unsupervised fashion, and all maps can later be qualitatively assessed quickly.

Once the recording of the map is completed, the user can view the map in the GUI

depicted in figure 2.4.1. For closer inspection of details in the map, the view can be
zoomed and re-centered arbitrarily. The GUI mimics the behavior of the Google Earth
software (Google Inc., Mountain View, CA, USA). A map generated from 10× 10 image
tiles of 2048× 2048 pixels will allocate approximately 640MB storage. To speed up the
interactive handling of the map, only the data from currently visible tiles are loaded.
Furthermore, the tiles are resampled to the resolution of the viewing screen in order to
further reduce the amount of data. This makes real-time navigation possible, zooming
into the map will dynamically reveal more details of a small area of the grid, as more
pixels from the relevant image tiles are displayed.
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A

B

C

Figure 2.4.1: GUI for generating a map of a specimen grid. (A) The map can be zoomed
and repositioned arbitrarily, areas can be selected for later acquisition (blue polygons
with red crosses, see section 2.6.1 for details). Using the FEI AutoLoader, up to twelve
grids can be mapped consecutively. (B) The generated maps can be used to navigate
to certain specimen positions for a later in-depth investigation at higher magnification.
(C) Additionally, a cryo-fluorescent map of the grid can be loaded and registered to
the TEM map (see section 2.6.4).
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2.5 Organization of the Acquisition Scheme

The acquisition process for applications such as tomography and single-particle investi-
gations can be generalized by dividing the complete process into smaller subprocesses
and then partitioning these into even smaller tasks. We analyzed different acquisition
schemes (single-particle acquisition, tomography, batch tomography, random-conical tilt
acquisition, etc.) and developed a model of a general acquisition scheme with four levels
of hierarchy. Figure 2.5.1 illustrates the hierarchical ordering of the acquisition objects.

In an acquisition scheme, usually multiple sample positions are imaged. For tomogra-
phy applications, the stage has to be tilted at each position to acquire 2-D projections
of the same sample at different tilt angles. For single-particle applications, usually only
one projection or a focal series of several sample positions is recorded without tilting the
stage. However, at each tilt angle or specimen position, a number of preparation steps
are executed before the recording of one or multiple micrographs.

The object representing the lowest level of hierarchy is called the state. A state
represents one set of microscope parameters such as spot size, magnification, defocus,
and CCD exposure time. Any number of states can exist in an acquisition scheme;
typically, three to twenty states are needed. The role of each state is defined by an
“action” which will be executed during the acquisition. This action is linked with an
auto function, such as auto focus, auto eucentric height, center beam, or the acquisition
of a micrograph. When auto functions are executed to adjust microscope parameters, the
other states in the acquisition scheme need to be updated with the values of the changed
parameters. For example, when the auto focusing algorithm adjusts the defocus value
by a certain amount, the acquisition states need to shift their defocus values by the same
amount to record a micrograph with the new defocus value. Changes in the microscope
parameters need to be calculated differentially from the previously tuned parameters,
e.g., if the focus changes by 1 μm, all states need to change their focus value by 1 μm.
Thus, to propagate parameter adjustments, a messaging system between states has been
implemented; auto functions can generate a notification event that will be received by
event handles of the respective states.

The next level in this hierarchy is the state group. The state group links a number of
states into a logical order, so that more complex tasks can be automated, e.g., adjusting
the eucentric height, auto focusing, followed by the acquisition of a micrograph. In a
state group, usually some preparation states (such as auto functions described in 2.3)
will precede one or more states that acquire a micrograph. Low-dose acquisition schemes
require that the preparation states are located in a position close, but different than, the
acquisition position. Therefore, each state in a state group is given a specific location
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Figure 2.5.1: Illustration of hierarchical acquisition scheme. (A) The acquisition scheme
can be represented as a tree of elements. (I) The state represents a set of microscope
parameters (e.g., magnification, spot size, defocus, etc.) with an “action” (e.g., ac-
quire, auto focus, tracking, etc.) (II) The state group defines a low-dose acquisition
layout using the image beam shift system to place the individual states. (III) The
experiment places state groups at various tilt angles or lateral specimen positions for
acquisition of a tilt series or a single-particle set of micrographs. (IV) The session
bundles experiments and executes them sequentially, a session can span over multiple
grids using the FEI “AutoLoader”. (B) Representation of the individual elements of
the acquisition scheme from small to large FOV. (I) A state, represented as a detector
FOV with illuminated area. (II) s state group, represented as a set of nine states at
adjacent positions, (III) an experiment, represented as a set of state groups positioned
to cover the area of a grid mesh, (IV) a session, represented as a set of experiments
covering multiple areas in different grid meshes.
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that will be set using the image beam shift system (see also figures 2.6.1 and 2.6.3 for
illustrations of state groups for single-particle acquisition and tomography applications).
Using the optics system to switch between state positions (instead of using the stage)
allows high-precision movements and minimizes waiting times between single recordings.
However, the image beam shift system can only be used for movements in a range of
± 10 μm (see also section 2.1.4), which limits the lateral extent of the area accessible
within a state group to 400 μm2. Such large areas are in principle not needed, since state
groups can be bundled in an experiment object (see below).

During the automated acquisition, a larger area or different locations of the specimen
are typically used. To change the sample position to a different specimen area, stage
movements are needed which can cover a range of ± 1000 μm. To execute a complete
state group at different stage positions, an object called experiment is defined. The
experiment object moves the stage to assigned sets of x,y,z, and α-tilt coordinates and
then executes the state group. Sample positions can be defined manually as a set of
coordinates. However, during single-particle acquisition, typically a larger area (e.g., one
grid mesh) is imaged in a regular fashion. I.e., the stage coordinates can be generated
by defining a regular n×m grid with one center x, y coordinate. Additionally, a set of
regularly spaced coordinates can be generated inside a user-supplied polygon area, that
defines, e.g., one specimen grid mesh.

Since not all states in a state group may need to be executed at each sample position,
the experiment also defines a “firing table”, which specifies which state in the state group
should be executed at the current set of stage coordinates.

The highest level in an acquisition scheme is called the session. This element bundles
experiment objects, placed on one or more sample grids, into one object. The session
moves to the first set of coordinates defined in each experiment object. However, due to
mechanical imprecisions caused by the stage, the feature of interest that was centered
when the experiment coordinates were defined, might not be exactly centered when the
stage coordinates are recalled. To re-center the feature of interest in an automated
fashion, a user provided image, recorded at medium magnification, can be used as a
template for to correct for eventual lateral displacements. A session can be interactively
defined with an overview map of the whole grid. The map is recorded and visualized as
described in the previous section 2.4.
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2.6 Acquisition Schemes

2.6.1 Single-Particle Acquisition

The design of an acquisition scheme follows a “bottom-up” approach starting at defined
states for adjusting microscope parameters and states for recording micrographs. The
states are then combined into a state group, and their relative positions are defined.
Afterwards, an overview map of the specimen is created and experiments are built by
placing polygonal regions on the map that are automatically filled with positions where
a state group should be executed. Finally, the experiments are bundled into a session
which is then saved to a file. This file contains the entire acquisition scheme and can be
loaded into the “experiment player” GUI, which allows to execute the acquisition scheme
in an automated and unsupervised fashion.

The first step in the design process is the definition of a state group comprising mul-
tiple states. For single particle acquisition, the state group design can vary greatly in
the number of acquisition states, mostly depending on the type of specimen grid used
(different carbon support films, e.g., QuantiFoil, lacey carbon film).

The state group contains one or more states to record micrographs, preceded by states
that tune the microscope optics to compensate for potential changes in electron optics,
changes in sample position, etc. Figure 2.6.1 illustrates a state group for single-particle
acquisition. Since the acquisition is unsupervised, it is not guaranteed that after changing
the sample position this new position is suitable for acquisition. For example, the new
location might have been placed on an area where the sample is too thick or the metal
support of the grid is in the FOV blocking the beam. In this case, the current position
should be dismissed and the stage should be moved to the next position. Therefore, the
first state in the state group evaluates the specimen thickness and electron transparency
at the current position. This is done by recording and evaluating a micrograph: the
position is excluded if the mean counts of this micrograph are outside a predefined
range. In this case, the remaining parts of the state group are not executed and the next
position is evaluated immediately.

Between different sample locations, the sample z height and thus the focus of the
image can change notably. As previously mentioned, this is due to the heterogeneous
sample topology, where changes of up to 100 μm can occur (see section 2.3.7). Therefore,
auto focusing is mandatory and has to be done at each sample position prior to image
acquisition. However, changing the defocus by adjusting the objective lens will result
in beam movements, especially if changes larger than 10 μm have to be compensated.
An off-centered beam will additionally introduce astigmatism (since the position of the
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objective aperture is aligned in respect to the beam), and thus large changes should
be therefore avoided. The software provides additionally the possibility to compensate
large z-height changes by first adjusting the z-height position followed by a refinement
step using the objective lens system.

Although microscope optical stability over time has improved with nowadays avail-
able instruments, the optical alignment will still deteriorate over long periods of time
(typically several hours). However, for the acquisition in single-particle analysis, a very
high and constant image quality is mandatory, and thus the alignment of the microscope
has to be periodically tuned during the acquisition. For example, the beam center, ro-
tation center, astigmatism and energy filter slit position have to be readjusted using
appropriate auto functions. Once all tuning states have been completed successfully, the
micrograph(s) can be recorded.

In order to generate a high-resolution 3-D model of the protein complex from the data
set, micrographs with different defoci are typically acquired. By combining “particles”
that were recorded using various defocus values, the frequency gaps in the individual
images (caused by oscillations of the CTF) can be filled with the information obtained
from other images (the phase shift induced by defocus changes will position the gaps
at different frequencies) after flipping the CTF so that all frequencies have a positive
algebraic sign (“phase-flipping”) and no destructive interference can occur by mixing
frequencies with positive and negative algebraic sign (see figure 2.1.5), resulting in a
more even frequency distribution in the 3-D model [Schiske, 1968; 2002]. This method is
only applicable if the CTF can be determined by a fit to the Thon rings in the PSD, which
is usually the case for commonly-used magnification and dose. Typically, individual
micrographs are recorded with different optical parameters (for example 8 micrographs
per sample position using 8 different defocus values, see figure 2.6.1).

As stated above, the state group defines how the acquisition should be executed at
one sample position. In single-particle investigations, a large number of micrographs are
needed; depending on the particle distribution, up to several tens of thousands of images
(see section 1.5). These micrographs are collected from one or more specimen grids
by placing many (hundreds or thousands) state groups at different sample positions.
Typically, the user defines these positions by identifying suitable areas of the specimen
and placing experiment objects containing up to a hundred state groups in these areas
(see previous section 2.5). To quantitatively asses a whole specimen grid, a map of the
specimen grid is generated (“mapping”). Then, areas suitable for acquisition (containing
a thin continuous ice layer with evenly distributed protein complexes) are selected by
the user and the state group positions are automatically calculated to cover the entire
area (see figure 2.6.2). If the microscope is equipped with an automatic specimen grid

71



2 Materials & Methods

0

3

-3

y
[µ
m

]

0-3 3
x [µm]

autofocusacq 1

acq 2 acq 3 acq 4

acq 5

acq 6acq 7acq 8

12

3 4 5

6

789

PSD

(A) State Group Setup (B) Micrograph

Figure 2.6.1: (a) State group for single-particle acquisition. The CCD area of each state
is depicted as a square, the radius of the electron beam is shown as a dashed circle.
States are executed in order of their numbering (1–9). At the center of the state
group (image beam shift position (0,0)), the sample location is checked for suitable
ice thickness, then the auto focusing algorithm is executed to adjust the z height
of the stage and the excitation of the objective lens (respectively the focus settings).
After successful completion of these preparation steps, eight micrographs are recorded.
(b) Example Micrograph acquired using the acquisition scheme (object pixel size 2Å,
dose 30 e−/Å2). Inset depicts the PSD; Thon rings are visible and can be used for CTF
fitting. Scale bar is 150 nm. See section 3.2.1 for details.

exchange system such as the AutoLoader, one can automatically map up to 12 grids and
place experiments on all grids. The sample exchange after successful acquisition will
then take place automatically.

Depending on the electron microscope used, the automated acquisition setup described
is able to record micrographs over days. The acquisition speed is mainly dependent on the
readout speed of the detector and the time needed to stabilize the stage after navigating
to a new sample position to obtain “drift-free” micrographs. Table 2.6.1 gives an overview
of the acquisition speed and required user interaction at different microscopes.

Once this acquisition scheme has been defined it can be executed in a fully automated
and unsupervised fashion, the only manual task that the operator has to perform is the
refill of cryogens. This has to be done every 24 h in the case of a Tecnai F30 “Polara”.
The Titan Krios has an automated refilling system, so only the nitrogen supply needs
to be exchanged after approximately seven days.
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Figure 2.6.2: Selection of specimen areas suitable for single-particle acquisition. The
user selects regions suitable for acquisition by placing a polygon area (blue) on the
map of the specimen; the software then fills these areas with positions (red crosses) to
execute state groups. A typical grid mesh of size 80 × 80 μm can contain up to 400
recording states. Positions are calculated to cover the entire user-defined area inside
of the polygon by placing coordinates in a regular fashion inside of the area defined
by the polygon. The distance between coordinates is defined by the size of the state
group and a user-defined distance factor. All state groups of one polygon area are
combined into an experiment object; all experiment objects are saved in a session file
for starting the acquisition. Scale bar is 200 μm.
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Table 2.6.1: Single-particle acquisition speed and required user interaction at different
electron microscopes

Tecnai F20 Polara Titan Krios
Eagle, side entry Gatan USC4000 TVIPS FC816

detector
readout speed1 11 s 15 s 6 s

stage
settling time 120 s 40 s 30 s

optics
settling time2 10 s 10 s 5 s

nitrogen refill
every 4 h 24 h automated

micrographs
per day 2000 2300 2600

2.6.2 Tomography

Design of this acquisition scheme follows similar concepts as the already introduced ac-
quisition scheme for single particle investigations. Additionally to the optics tuning and
acquisition states, there is one new tuning step: During sample tilting, the feature of
interest can move out of the field of view. This phenomenon is based on the mechanical
inaccuracies of the stage, which will result in an imperfect eucentric height and instabil-
ities (drift, displacement) during tilting (see section 2.1.3). The first problem is solved
by executing an auto eucentric height routine before the first start of each tilt series.
The second issue is solved by defining an additional tracking state along the tilt axis
adjacent to the acquisition position. This tracking state uses the image from the previ-
ous tilt angle as a template for subsequent correlation and allows the re-centering of the
feature in the field of view.

Figure 2.6.3 shows a state group for the acquisition of a tilt series. The tracking and
focus positions are adjacent to the acquisition position. They must be placed exactly
on the tilt axis to ensure adjustments at the same specimen height during tilting. If the
focus state is not located on the tilt axis, the change in z height will cause an additional
focus offset. If the tracking state is not correctly aligned to the tilt axis, the tracking
will succeed but the sample position will “swing” out of the field of view perpendicular
to the tilt axis during acquisition. This “swinging” will move the feature of interest and

14096 × 4096 pixels, binning 1
2after changing the image beam shift position

74



2.6 Acquisition Schemes

might result in a loss of that specific feature at higher tilt angles.
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Figure 2.6.3: (A) State group for tomography. The CCD area of each state is depicted
as a square, the radius of the electron beam is shown as a dashed circle. States are
executed in order of their numbering (1–3). In a typical acquisition scheme, firstly the
auto focusing algorithms compensates for z height changes of the sample after tilting,
then the feature of interest is re-centered using the image from the previous tilt angle
as a template for correlation, followed by the recording of a projection of the feature
of interest. (B) 0◦ projection (object pixel size 4.67Å, dose 2 e−/Å2) with PSD (inset).
No Thon rings are visible in the PSD, making CTF determination and correction not
applicable. Scale bar is 150 nm. See section 3.2.2 for details.

For the reconstruction of the tomogram, only areas that are present in micrographs
of all projection angles are used. This described movement is thus lowering the obtain-
able size of the obtainable tomographic volume. Consequentially, movement should be
minimized by determining the tilt axis angle with high precision. For the Tecnai F30
“Polara” microscope, a rough tilt-axis orientation angle can be obtained by measuring
the direction of the holder y axis (see section 2.3.3). The resulting axis angle can be
determined to approximately 1◦ precision. An error in tilt axis orientation of this mag-
nitude will result in movements of the feature of interest that are larger than one quarter
of the FOV at a magnification of 25 000× (see figure 2.6.4). To determine the tilt-axis
orientation with higher precision, a test tilt series should be acquired and aligned. Ac-
curate numbers for the tilt-axis orientation (error < 0.1◦) can minimize movements to
below 5% FOV. Experiments have shown a strong dependency of the movements to the
distance of the tracking and acquisition state (see figure 2.6.4). Therefore, the distance
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Figure 2.6.4: Measurement of the tracking error of a tilt series in relation to the distance

between the tracking and acquisition state. A tilt series was acquired using the FEI
Tecnai F30 “Polara” (tilt range 0◦ → 60◦ → 0◦ → −60◦, tilt increment 5◦, object pixel
size 8.24Å). The tracking and focusing was done at the image beam shift position
(0 μm, 0μm). Three acquisition states were placed on the tilt axis with distances of
0 μm, 2 μm, and 4μm from the tracking state. 1 FOV corresponds to 845 nm. The tilt
series of the three acquisition areas were aligned and reconstructed using the TOM
toolbox. The tilt axis is aligned to the x-direction of the projections. The plots show
the shifts of the projections of each tilt series relative to each other. (A) Note that the
shift in the x-direction along the tilt axis remains almost constant. (B) With increasing
distance of the acquisition to the tracking state, the shift increases significantly for
the y-direction, which is perpendicular to the tilt axis.

between these states should be minimized as much as possible.
The experiment object is used to define a tilting scheme at a fixed stage x-y position, in

contrast to single particle acquisition where the tilt angle is constant (typically 0◦) while
the x-y position changes. Since the experiment object’s positioning system is fully flexi-
ble, any hybrid combination of stage lateral movement and tilting is feasible. On a Tecnai
F30 “Polara” G2 equipped with a Gatan Imaging Filter (GIF) and a 2k Gatan CCD cam-
era (pixel size 30 μm), acquisition of one tilt series (tilt range −60◦ to 60◦, 2◦ increment)
takes 60min using tracking and focusing at all tilt angles (“full-tracking/full-focusing”
scheme). This acquisition time can be reduced by omitting focusing and tracking steps
at lower tilt angles, where deviations are rather small compared to tilt angles above 40◦.
However, this depends on the reproducibility of the holder movements and the hard-
ware performance. In theory, it is possible to determine the movements of the holder
in all 3 dimensions during a tilt series once and use this calibration data to completely
avoid successive tracking and focusing steps (“pre-calibration” scheme). Pre-calibration
is dependent on the stage position and additionally deteriorates over time, due to the
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mechanical wear-down of the stage parts. The so obtained tracking vectors will show
large variances, and thus it is not really advisable to pre-calibrate the stage behavior, as
described in section 3.2.2.

2.6.3 Batch Tomography

The acquisition scheme described in section 2.6.2 records one tilt series at a specified
sample position. After recording is complete, user interaction is required to search for
the next sample position. The tilt-series acquisition is fully automated, requiring no user
interaction, thus it is desirable to additionally automate this manual navigating step.
Multiple tilt series experiments can be summarized into a session which incorporates
different sample positions. The different sample positions are defined in the grid map
analog to the setup of a single-particle acquisition (see figure 2.6.5).

Figure 2.6.5: Placement of sample positions for
batch tomography. User-defined sample posi-
tions (red crosses) are placed on the grid map,
at each position a template image is recorded
for later re-centering. Scale bar is 25 nm.

During setup, the user centers the features of interest and the corresponding stage
coordinates are saved. However, the movement of the stage over larger distances is
not reproducible, as mentioned before. This is caused by inaccuracies in the mechanics
(“backlash”) and leads to an off-centered feature of interest when the stage is moved
to the saved coordinates after being moved elsewhere. To compensate this effect, the
software needs to re-center stage position upon arrival at new stage coordinates, so that
the feature of interest will be in the center of the FOV before a tilt series acquisition.

For re-centering, a reference image can be recorded at a lower intermediate magnifica-
tion, which will show the selected feature. This reference image is later used to exactly
center the feature using either a cross-correlation or SIFT algorithm.

After the intended feature has been re-centered, the eucentric height of the speci-
men is adjusted using the auto eucentric height function at a medium magnification of
3000× to 5000×. After these preparation steps are completed successfully, the magni-
fication for tilt series acquisition is set (typically 20 000× to 100 000×). This magnifi-
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cation change causes hysteresis effects in the lenses, thus the beam will be off-centered
and needs to be re-adjusted using the automated beam centering algorithm (see section
2.3.5). Furthermore the energy-selective aperture position of the energy filter needs to
be re-centered using the automated algorithm (see section 2.3.10). After completion of
all these preparation steps, the tilt series acquisition is started.

Using the described acquisition scheme, it is possible to acquire up to 25 tilt series (tilt
range −60◦ to 60◦, 2◦ increment) per day on a Tecnai F30 “Polara” microscope without
user supervision.

2.6.4 Correlative Microscopy

The low magnification TEM map of a vitreous sample grid shows low contrast and has
low resolution, and is generally not suited for detection and identification of cells pos-
sessing a certain phenotype. Correlative cryo-fluorescence microscopy can be used to
expedite the search and identification of low-copy-number features as target positions
and greatly facilitate the setup of tomography sessions. TOM2 includes the possibility
to load correlative cryo-fluorescence microscopy maps in addition to the acquired TEM

maps.

To generate such a light microscopic map of the specimen, the grid is imaged using a
light microscope (LM) and a specially designed cryo-stage, which keeps the specimen at
liquid-nitrogen temperature [Sartori et al., 2007; Plitzko et al., 2009; Rigort et al., 2010].
Using a similar approach as described previously, the map is obtained by acquiring image
tiles at different stage positions and then building a large image showing the whole grid.
For each image tile, a phase-contrast image and a fluorescence-signal image are recorded.
The phase-contrast image is used to determine the orientation of the map in respect to
the TEM map. The fluorescence-signal map shows the signal of the labeled specimen
features that are of interest for TEM imaging and will be superimposed (see following).

After acquisition of the LM map, the specimen is inserted into the TEM and another
map is acquired as described in 2.4. The LM map needs to be registered with the TEM

map and then transformed into the same coordinate system to enable an overlay (see
figure 2.4.1 C). Maps can be scaled, rotated, shifted and mirrored with respect to each
other. Furthermore, the contrast of a frozen-hydrated specimen in a light microscope
is formed by a phase shift of the photons interacting with the sample (phase contrast),
whereas the contrast formation mechanism of an electron microscope in LM mode (with
switched-off objective lens) is based on absorption contrast. Therefore the maps will
show similar but not identical features, e.g., cells in the TEM will be black, whereas in
the light microscope they will be transparent and only visible by phase contrast of their
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outer membrane.
Simple cross correlation approaches to register the maps are unreliable and compu-

tationally intensive, since all rotations, mirroring and scaling parameters need to be
sampled in order to find the correct orientation of the map. Instead, SIFT (see section
2.3.2) is used to detect key points in both maps and subsequently match these key points
into pairs so that each point pair denotes one common feature in both maps. The ad-
vantage of SIFT is that key points can be detected and matched regardless of differences
between maps in SNR, scaling, shift, rotation, and contrast. To provide the algorithm
with unique features that are identifiable in both maps, TEM finder-grids containing let-
ters and numbers are used. However, the fluorescence maps have a lower point resolution
due to the lower magnification, and key points cannot be identified with pixel-accuracy
due to the different contrast formation mechanisms between both types of maps. Fur-
thermore, spatial aberrations of the LM objective will cause distortions in the LM map.
Therefore, the overlay can only give a direction where features of interest are located on
the TEM grid. Typical errors of superposition are in the range of 1 to 2 μm. Nevertheless
this technique greatly facilitates the search for tomography positions on the grid when
searching for rare events in the specimen. For example, to identify cells with a certain
phenotype that have been labeled with a fluorescent dye, the overlay can provide a rough
orientation aid for the user to locate these cells among others which do not exhibit this
phenotype.

To increase the the point resolution of the light-microscopic map, an objective with
a higher magnification is required. Due to the design of the cryo-stage, the objectives
used need to have a long working distance of at least 2.1mm (numerical aperture (NA) of
0.75). To use an objective with higher magnification, the working distance would need
to be reduced or an objective with a higher NA (≥ 1) would be required. However, the
specimen needs to be handled at liquid-nitrogen temperature during mapping, making
it impossible to reduce the working distance without redesigning the stage. Also, high-
NA objectives are typically oil-immersion objectives, which cannot be used at liquid-
nitrogen temperature. Another source for imprecisions of the light microscopy map
is the imprecise movement of the stage of the light microscope. This leads to lateral
distortions in the map, since the image tiles of the map do not fit perfectly. A more
precise stage would be needed to minimize these distortions.

Specimen handling is a challenging task in cryo-fluorescence microscopy. The fragile
specimen grid needs to be imaged in two different microscopes (LM and TEM), therefore,
it needs to be inserted into the LM, removed, transferred and inserted into the TEM.
During LM imaging, the specimen is in contact with air, causing contamination of the
specimen grid due to frost particle formation on the specimen surface.
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In summary, for certain investigations of samples showing rare events, correlative
microscopy can be a helpful tool to detect these rare events on the grid for subsequent
tilt series acquisition.
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3 Results & Discussion

3.1 Benchmark of the Titan Krios Prototype

The 26S proteasome complex is a multimeric assembly with a mass of approximately
2.5MDa that is involved in the main degradation pathway (the ubiquitin-proteasome
pathway) of eukaryotic cells. Unlike constitutively active proteases, the 26S proteasome
has the capacity to degrade almost every protein, yet acting with high specificity. The
key stratagem is self-compartmentalization: the active sites of the proteolytic machine
are sequestered from the cellular environment in the interior of the barrel-shaped 20S
proteasome [Baumeister et al., 1998]. Proteins destined for degradation are marked
by ubiquitin, a degradation signal that is recognized by the regulatory 19S complexes
that associate with the core 20S proteasome (core particle) to form the holoenzyme
(26S proteasome) (see figure 3.1.1). The 20S proteasome, which is highly conserved
from archaea to higher eukaryotes, was amenable to structure determination by x-ray
crystallography [Löwe et al., 1995; Groll et al., 1997; Unno et al., 2002]. In contrast, the
26S proteasome complex was to date not successfully crystallized.

The structural investigation of large macromolecular complexes such as the 26S protea-
some using EM single-particle approaches are an alternative approach to crystallization.
The medium resolution (10 – 20Å) structures afforded by cryo-EM provide a base for
hybrid approaches and functional studies of macromolecular assemblies [Robinson et al.,
2007]. The 26S proteasome is a complex enzyme assembly, it is composited of more than
30 different subunits [Voges et al., 1999]. Furthermore, its composition is variable, and
the protein particles are fragile and tend to disassociate, making specimen preparations
difficult [Nickell et al., 2009]. Reconstruction techniques, that yield a 3-D model of the
complex from projections of “single-particles” recorded by cryo-EM need to take its vari-
ability into account. Instead of combining all projections into one 3-D model, multiple
models representing multiple conformations of the complex need to be generated in order
to obtain high-resolution structures of 10Å or less of these individual conformations.

The resolution of a 3D model is dependent on the number of particles contributing
to the average (see section 1.5) and the performance of the detector (see section 1.2).
Therefore, many projections (> 1 000 000) of the protein complex are required. To obtain
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19S cap 20S core 19S cap

Figure 3.1.1: 3-D model of Drosophila melanogaster 26S proteasome. The 26S pro-
teasome complex consists of a 20S core complex and two 19S regulatory complexes
(caps). The structure of the 20S core complex has been obtained by x-ray crystal-
lography [Löwe et al., 1995] and has been fitted into the model using USCF Chimera
[Pettersen et al., 2004; Goddard et al., 2007]. The structure of the 19S caps is still
under investigation; it is not easily obtainable by crystallographic methods because of
the lability of the complex. The lenght of the holocomplex is 45 nm.

this number of projections, a large number of micrographs need to be acquired (several
10 000) under controlled illumination conditions. Therefore, automated data acquisition
is mandatory, and TOM2 was developed to be utilized for this task.

The automated acquisition of a data set of this size is time consuming. To expedite this
process, the electron microscope being used needs to be designed for high-throughput
purposes by minimizing maintenance requirements. As shown in section 3.2.1 and [Nick-
ell et al., 2009], the Tecnai F30 “Polara” series microscopes are capable of imaging large
macromolecular complexes to a resolution of 20Å to 25Å. To further increase the capa-
bilities of single-particle investigations, a new microscope generation, the Titan Krios,
was developed.

The Titan Krios is the direct sucessor of the Tecnai F30 “Polara” microscope which was
especially designed for automated high-throughput acquisition. It features a redesigned
optical system that provides a more stable electron beam during investigations than the
Tecnai series microscopes (see section 2.1). It is equipped with an automated sample
loading device, called the “AutoLoader”, which is able to store and load up to twelve
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frozen-hydrated specimens. The newly designed holder is capable of rotating the grid
inside of the column for support of dual-axis tomography applications. The automated
nitrogen refilling system keeps the system at liquid nitrogen temperature during days of
acquisition so that no user interaction is required while an acquisition is running.

The prototype of this instrument was installed at the Max Planck Institute in Septem-
ber 2007. Additionally the prototype Tietz FC816 camera was installed at the micro-
scope, this was the first camera with a 8192×8192 pixel CMOS detector with an increased
sensitivity and readout speed over conventional CCD detectors (see section 1.2). The area
of this detector is comparable to negative plates (8k × 10k).

We tested the performance of this new microscope in comparison with the Tecnai F30
“Polara” microscope. In the following, a benchmark test is described and the results of
this test are presented and compared to the Tecnai Series microscopes.

First, we tested the settling time of the stage after stage movements. A fast set-
tling time is essential for high-throughput acquisition to acquire “drift-free” micrographs
without extended delays during acquisition to maximize the number of micrographs per
day.

Second, we investigated the contamination buildup during acquisition which limits the
time, a specimen can be kept in the column and used for recording data. Acquisition
of a large data set of tens of thousands of micrographs typically takes 10–14 days. The
longer a specimen can be used for acquisition, the less specimens in total are required.

Third, we acquired a data set to assess the overal microscope performance. The 20S
proteasome complex from Thermoplasma acidophilum [Seemüller et al., 1995] was chosen
to test the acquisition performance of the Titan Krios microscope. The proteasome offers
several advantages for fast and reliable assessment of the performance of the microscope.
Firstly, the complex is highly rigid and stable, so purification of the complex, sample
preparation, and image processing routines do not need to entangle multiple conforma-
tions. Secondly, the crystal structure of the complex is known [Löwe et al., 1995], so the
model can be compared and validated to a high-resolution structure. Finally, the 20S
proteasome from T. acidophilum shows a 14-fold symmetry, this fact can be exploited
during model reconstruction to gain a high-resolution model of the complex without the
need to acquire millions of particles because each projection can be used 14 times in the
generation of the final 3-D model.

3.1.1 Auto Focusing Accuracy

The knowledge about the focus of an electron micrograph is essential to permit an ac-
curate analysis. This is equally true for single-particle investigations as for tomography.
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In both cases, variations in the focus values will decrease the resolution of the final re-
construction, or, in the worst case, will render their use for post-processing meaningless.
Therefore, the accuracy of the auto focusing function is an important parameter, which
directly influences the quality of the subsequent image analysis. During post-acquisition
image processing the exact defocus of the micrographs is determined and used to decon-
volve the effect of the CTF (see section 2.6.1). To combine micrographs with different
defocus values and balance the frequency distribution in the final reconstruction, precise
defocus values are needed, with variations less than 500 nm.

The deviations of the defocus values from the intended defocus in the acquired mi-
crographs can be described using a probability density function (PDF) of a continuous
random variable (in this case the defocus value). The PDF of the defocus values is a func-
tion that describes the relative likelihood for the defocus to occur in a range of possible
defocus values. The integral of the PDF is set to be 1. In other words, the PDF measures
the distribution of the defocus values around the intended defocus settings. The focusing
error is given as the standard deviation (full width at half maximum) of this distribu-
tion. The smaller the distribution width is, the more accurate was the adjustment via
the auto focusing routine.

For testing the auto focus routine, the Titan Krios TEM equipped with a FC816 CMOS

camera (8192 × 8192 pixel detector) was used. The auto focus was calibrated at 300 kV
using a beam tilt of 4mrad and a negatively stained specimen of of 26S proteasome
complexes at a given magnification with an object pixel size of 1.76Å. The CTF fitting
step during calibration (see section 2.3.7) was enabled to maximize calibration accuracy.

To determine the accuracy of the auto focusing routine on a negatively stained grid,
144 micrographs were recorded at different grid positions after auto focusing with an
intended defocus of Δfi = −2 μm at the acquisition position (so no image beam shift
was applied). To compensate for sample z height differences, the stage was repositioned
(see section 2.3.7). The defocus values Δfe of the acquired micrographs were determined
by calculating the PSD of each micrograph and fitting a CTF. The PDF of the determined
defocus values was then calculated and the resulting distribution was fitted to a Gaussian
function (figure 3.1.2 (A)). The PDF has a mean defocus Δfm = −1.99 μm, standard
deviation σ = 56 nm. This value can be considered the precision of the auto focusing
routine under optimal conditions (high SNR, no change in sample position between fo-
cusing and acquisition), which is in good agreement with theoretical calculations [Koster
and de Ruijter, 1992].

Usually, the auto focus position is located not directly at the sample position, but
instead adjacent to the acquisition position to minimize exposure of the electron beam
to the sample and control the dose. Due to the heterogeneity of the grid’s surface struc-

84



3.1 Benchmark of the Titan Krios Prototype

ture, the auto focus position can slightly vary in z height (compared to the acquisition
position). This will cause slight, but unwanted, defocus variations in the acquired mi-
crographs. To assess this deviation, an acquisition scheme described in section 2.6.1
was used (see figure 2.6.1), the auto focus area was placed in the center of 8 acquisition
positions with a distance of 2.5 μm. Maintaining the same acquisition parameters to
scenario 1 (see above), 159 micrographs were recorded (figure 3.1.2 (B)). The PDF has
a mean defocus Δfm = −1.97 μm, standard deviation σ = 208 nm. This shows that
using a focus position that is adjacent to the acquisition position increases the standard
deviation due to the change in z height at different sample positions. However the pre-
cision of the auto focusing routine is still sufficient to use the acquired micrographs for
post-processing.

For vitrified specimens, the SNR of the recorded images is substantially lower. This
reduces the precision of auto focusing, because the image shift caused by the beam tilt-
ing (see section 2.3.7) cannot be determined with an accuracy of 1 pixel in the recorded
micrograph due to the broadening of the correlation peak. We have used ice-embedded
26S proteasome complexes deposited on a QuantiFoil EM grid and imaged them accord-
ing to the previously described protocol. 155 micrographs were recorded and analyzed
(figure 3.1.2 (C)). The PDF has a mean defocus value of Δfm = −1.90 μm, standard
deviation σ = 201 nm. This shows that the auto focusing routine performs equally well
on negatively stained and vitrified specimens with no significant loss of precision.
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Figure 3.1.2: Auto focusing accuracy. The performance of the auto focusing routine was
tested by acquiring micrographs after focusing at different specimen positions. The
exact defocus of the acquired micrographs was determined using the CTF, the distri-
bution of defocus values on different specimens and acquisition schemes is depicted.
(A) PDF of micrographs recorded using a negatively stained sample, the auto focusing
and acquisition were executed at the same position. (B) PDF of micrographs recorded
using a negatively stained sample, the auto focusing and acquisition position are lo-
cated adjacent to each other (2.5 μm distance). Note that the standard deviation of
the defocus distribution increases by a factor of 3 to 5 compared to (A). (C) PDF of
micrographs recorded using a vitrified ice sample, the auto focusing and acquisition
position are located adjacent to each other (same setup as in (B)). No significant
increase of standard deviation between negatively stained and unstained vitrified ice
specimens is observed.
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3.1.2 Stage Drift

In single particle acquisition, between state group executions the stage is moved to a
new sample position. After such a movement, the stage drifts for a certain time and thus
acquisition of micrographs should not be performed to avoid motion blur in the images.
Therefore, the acquisition has to be delayed until the specimen drift has settled below a
certain threshold value (typically < 2Å s−1).

The necessary time needed to settle the stage was determined by the following algo-
rithm: The stage was moved in x and y direction by 5 μm (which represents a typical
movement between two sample positions during single-particle investigations). Then a
template micrograph (object pixel size 2Å) was acquired at time t = 0 followed by the
acquisition of micrographs in intervals of 10 s up to 90 s. The sample drift was mea-
sured by correlating the micrograph acquired at t = 0 with the other micrographs and
measuring the shift vector. The measurement was repeated 2 times for reproducibility.

Figure 3.1.3 shows that the drift after stage movement settles after 40 s of a lateral
stage movement using the Tecnai F30 “Polara” stage, and after 30 s using the Titan
Krios stage. Therefore, one can conclude, that using the Titan Krios stage provides a
slight advantage. However, this waiting time can be used to perform microscope tuning
operations that do not depend on sample drift such as automated beam centering.
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Figure 3.1.3: Comparison of stage drift rates in FEI Tecnai “Polara” and Titan Krios
microscopes. To avoid drift in the acquired micrographs, acquisition needs to be
paused for 20 s to 30 s after the stage has been moved in lateral direction. Error bars
represent standard deviation from measured data points.

87



3 Results & Discussion

3.1.3 Contamination Buildup Rate

During acquisition, the electron beam is evaporating sample material of a frozen-hydrated
specimen. This evaporated material consists of ice [Cheng et al., 2006] and should be
partially removed from the vacuum by the cold surface of the anti-contaminator (“cryo-
box”) that encloses the specimen. However, the material also condensates on the cold
specimen surface leading to an increase of specimen thickness over time. The electron
transparency of the specimen is dependent on its thickness d

I = I0 · e−ε·d (3.1.1)

where I is the measured beam intensity at the detector, I0 is the initial beam intensity
and ε is the absorption coefficient of the sample material [Lambert, 1760; Beer, 1852].
This means that the beam intensity and thus the SNR at the detector will decrease
exponentially with linearly increasing sample thickness. Since ε is not known for the
sample material, an absolute specimen thickness cannot be calculated. ε can be estimated
by comparing changes in image contrast with the length of tilted holes in the specimen,
created by a condensed beam [Cheng et al., 2006], but is dependent on the magnification,
defocus value and objective aperture used. Nevertheless, even without knowledge about
the value of ε, relative increases in thickness can be calculated by comparing the intensity
decrease over time during acquisition.

Since the SNR is an important influential factor on the resolution of the micrographs,
the sample cannot be used after a certain amount of acquisition time. Figure 3.1.4
compares the contamination rates in FEI Tecnai and Titan Krios microscopes. When
using a Tecnai F30 “Polara” microscope, the sample can be imaged over 72 h without any
significant increase in specimen thickness (acquisition parameters are described in section
3.2.1). Specimens in the Titan Krios microscope however show a four-fold increase in
contamination rate, the sample can be used for acquisition of 24 h only and has to be
replaced after that period of time (acquisition parameters are described in section 3.1.4).

To keep the SNR in the micrographs constant over time, the exposure time of the
detector can be adapted to compensate for the decrease in beam intensity. However, this
method is limited because a substantial increase in exposure time will lead to an increase
of dose and thus potential damage to the specimen. Thus, an increase of exposure time
can only partially compensate for the effects of contamination buildup on a frozen-
hydrated specimen.
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Figure 3.1.4: Comparison of contamination rates in FEI Tecnai F30 “Polara” and Titan
Krios microscopes. Due to contamination buildup at the specimen surface, the relative
electron transparency of the specimen material is decreasing over time. Absorption
was measured by evaluating the mean counts of all micrographs acquired during a
single particle acquisition run with constant exposure time. In Tecnai F30 “Polara”
microscopes an increase of absorption (relative thickness) of ≈ 10% is observed. In
the Titan Krios microscope, the contamination rate shows a four-fold increase, making
the sample unusable for acquisition after 24 h.

3.1.4 Data Acquisition

QuantiFoil specimen grids (hole diameter 2 μm, hole distance 1μm) were plunge-frozen
using the VitroBot (FEI Company, Eindhoven, The Netherlands). Data acquisition was
performed on the Titan Krios instrument, operated at 200 kV to increase the sensitivity
of the detector [Sherman et al., 1996]. The DQE of the detector shows an increase by
50% when using 200 kV instead of 300 kV (see section 1.2). An acquisition scheme
similar to that described in section 2.6.1 was used. To maximize the area showing ice-
embedded particles in the micrographs, QuantiFoil grids with regularly spaced holes
in the carbon support film were used instead of lacey carbon which show a random
distribution of carbon support film. Due to the regular structure of the carbon support
film of these grids, the acquisition states can be placed in areas containing only ice
with embedded particles and no carbon areas. This way, each micrograph contains a
maximum amount of protein complexes, whereas in a lacey carbon support film, around
30% of the micrographs show only carbon support film with no particles.
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The state group was designed to contain a central focus position (located on the center
carbon foil of four QuantiFoil holes with diameter of 2μm, hole distance 1 μm) and
four adjacent acquisition positions, each located in one QuantiFoil hole. Overall, areas
covering 6 mesh grids were selected for automated acquisition. The grid was rotated
using the stage’s β tilt system to orient the QuantiFoil holes along the stage’s x axis.
The state groups were placed in a way, that one move would bring the next four holes
approximately in the field of view at a magnification of 3800×. To place the state group
exactly on the center of the next four holes, a tracking state (magnification 3800×)
was used (see figure 3.1.5). Using this acquisition scheme, the recorded micrographs
showed a FOV with only particles embedded in ice and the focus state would be always
performed on carbon film to maximize contrast during focusing and thus maximizing
focusing precision. The acquisition magnification was set to 47 000× on the fluorescence
screen corresponding to a pixel size in the object plane of 1.02Å. The micrographs
were acquired with a binning factor of 2 in order to reduce the amount of data that
needs to be read out from the detector and saved to disk. The detector has a limited
frequency response (MTF, see section 1.2). By binning the micrographs (averaging four
adjacent pixels and saving the resulting value in one pixel), the size of the micrographs
was reduced by a factor of four without deleting any information content (except high-
frequency noise) in the image [Hartley, 1928; Shannon, 1949].

Over the range of 42 h 1768 focal pair micrographs were recorded. The defocus was set
to four groups for the low-defocus micrographs (−1.4 μm, −2.0 μm, −2.3 μm, −2.6 μm),
the exposure time was set to 0.2 s, resulting in a dose of of ≈ 20 electrons/Å2. The
defocus values were calculated to obtain an optimal fill-up of the frequencies in the PSD

reconstruction of the 3-D model (see section 2.6.1). Since the number of projections
of protein complexes required to obtain a high-resolution structure is very high (up
to 1 000 000, see section 3.1), automated particle detection methods are necessary to
generate an image stack containing projections of the protein complex. Since the low-
defocus micrographs showed too little image contrast and a too low SNR to be searched
for the complexes in an automated fashion, high-defocus micrographs (defocus −3.5 μm,
dose ≈ 30 e−/Å2) were recorded after recording of a low-defocus micrograph at the
respective sample position to facilitate automated particle picking.

The 3D model of the 20S proteasome was reconstructed from 50 000 particles using
XMIPP [Scheres et al., 2008]. 10 defocus groups were used in 40 iterations. Table
3.1.1 gives an overview of the refinement parameters used for reconstruction of the final
model. The resolution of the final model depicted in figure 3.1.7 was determined to be
approximately 11Å. Figure 3.1.6 shows the plot of the Fourier shell correlation (FSC).

The 50 000 projections of the 20S proteasome (14-fold symmetry), acquired within
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A B

Figure 3.1.5: Using the automated tracking algorithm to center QuantiFoil holes (hole
diameter 2 μm). (A) On a grid area without ice the image is centered on the carbon
film between four holes (red cross) at the acquisition magnification (47 000×). Then
the magnification is switched to the tracking magnification (3800×) and the template
is acquired. Due to the image shift between high and low magnifications (yellow
arrow), the center of the four holes is not the center of the FOV (green circle) during
tracking. (B) During acquisition the template (left image) is used to center a similar
feature (red circle) (right image). After switching the magnification the carbon film
will be centered for performing the tuning and acquisition states.
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Table 3.1.1: Refinement parameters of the 20S proteasome data set
number of iterations binning angular increment symmetry

8 0 10.0◦ D7

8 0 5.0◦ D7

8 0 2.0◦ D7

8 0 1.0◦ D7

8 0 0.5◦ D7

Figure 3.1.6: FSC of the final
20S proteasome model. The
resolution was calculated to
be 11Å (dashed line marks
the 0.5 FSC cutoff criterion).
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2 days, are approximately equivalent to 700 000 projections of the 26S proteasome (no
symmetry). Therefore, to acquire a data set of the 26S proteasome of the same size,
approximately 30 days of acquisition are required, assuming an equivalent density of
intact 26S complexes in the specimens. Since the 26S proteasome complexes are more
fragile and the concentration in the ice-layer is typically less dense, we estimate that a
total acquisition time of up to 60 days will be required to generate a data set that can
be used to reconstruct the 26S proteasome with a resolution of 10Å.

In summary, the performance of the Titan Krios microscope is sufficient for high-
throughput single-particle acquisitions of frozen-hydrated specimens. Using the auto-
mated acquisition approach in TOM2 , it will be possible to acquire large data sets of
the 26S proteasome, resulting in high-resolution 3-D models of the holocomplex. How-
ever, it is definitely desirable to increase the dwell time on one single specimen from 24 h

to three or even five days. This way, samples of fragile and difficult to prepare com-
plexes or samples which are present only in very low concentrations or volumes could be
investigated exhaustively.
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A B

Figure 3.1.7: Isosurface representation of the 20S proteasome from Thermoplasma aci-
dophilum. (A) The isosurface value was set to include a mass of 720 kDa, the length of
the complex is 14.8 nm. The crystal structure was fitted into the model using USCF
Chimera [Pettersen et al., 2004; Goddard et al., 2007]. (B) The crystal structure was
used to calculate an electron density map with a resolution of 10Å. Comparision of
this density map to the EM model shows similar features and thus it can assumed
that the EM model shows a similar resolution.
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3.2 Use Cases for the TOM2 Software

3.2.1 Single-Particle Acquisition of Tripeptidyl Peptidase II

The aim of this project was the determination of the 3D structure of the tripeptidyl
peptidase II (TPPII) complex.1. The TPPII protein complex is an NEM-sensitive ser-
ine peptidase of the subtilisin family, which releases tripeptides from free N-termini
of oligopeptides. It acts downstream of the proteasome in the cytosolic ubiquitin-
proteasom-degradation pathway, further degrading oligopeptides and trimming epitopes
for MHC class I. By cleaving the neuronal peptide cholecystokinin 8 (CCK-8), TPPII

is involved in satiety control and apparently also plays a role in the regulation of fat
storage. Up-regulation of TPPII in tumor cells results in less susceptibility to mitotic
arrest and higher proliferation rates. Although TPPII participates in various biological
processes its exact mechanism and function is not yet fully understood.

40 subunits of TPPII (138 kDa to 150 kDa, depending on the species) assemble into a
unique spindle-like structure with a molecular mass of ≈ 5.7MDa. This spindle consists
of two segmented and twisted strands. The stacking of the ten interdigitated dimers
per strand leads to the formation of a system of internal cavities accessible via lateral
openings, which harbors the active site. The specific activity increases upon stacking
thus indicating a contact-induced activation mechanism. The individual subunits can
associate and dissociate from the complex. Also, the spindle structure of the complex
shows flexibility.

The complex was prepared and purified as described previously [Rockel et al., 2005].
A vitrified specimen of TPPII on a lacy carbon grid was imaged over 72 h with a Tecnai
F30 “Polara” microscope operated at 300 kV and equipped with a Gatan UltraScan 4k
× 4k pregif CCD camera. The acquisition scheme described in section 2.6.1 was used,
comprising of a central focus position and eight adjacent acquisition positions in each
state group (see figure 2.6.1), covering in total 13 meshes of one EM grid. Approximately
3500 focal pairs were acquired (low defocus Dzl = −1.5 μm to shift the zero crossings
of the CTF to high frequencies and obtain a maximum resolution in the 3-D model;
high defocus Dzh = −4.5 μm for added contrast in particle selection), with a determined
object pixel size of 2.06Å. The exposure time for each micrograph was set to 0.6 s

resulting in a dose of ≈ 30 electrons/Å2 per micrograph. Approximately 2400 focal pairs
were selected for post-processing, since they showed areas with ice and embedded TPPII

complexes. The other micrographs did not contain any complexes or only areas of carbon
support film were images. Figure 3.2.1 depicts a micrograph containing TPPII complexes

1This project was done in collaboration with Anne-Marie Schoenegge and Beate Rockel.
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in various orientations.

Figure 3.2.1: Example micrograph showing TPPII complexes embedded in ice an imaged
at an object pixel size of 2.06Å, defocus value is −4.5 μm. Example particles are
marked, e.g., top view (red circles), or side view (yellow circles). Scale bar is 150 nm.

The micrographs of each focal pair exhibited a slight image shift due to their defocus
difference. To compensate this image shift, they were aligned using a cross-correlation
based method implemented in the TOM toolbox [Nickell et al., 2005]. Then, the CTF

of the low-defocus micrographs was determined using an algorithm implemented in the
TOM toolbox (see section 2.3.7). Using the exact defocus value for each micrograph,
phase-flipping of the CTF was done (see section 2.6.1).

95



3 Results & Discussion

The particle picking was performed manually, the high defocus micrographs were used
to identify and select the particles. Automated particle picking would have been an
alternative to manual selection, but was not carried out because manual selection pro-
vided a more complete data set. 96 700 particles were selected and boxes of 400 × 400

pixels, each containing one particle, were cut out of the aligned low-defocus micrographs
and combined to a stack of images, each showing one particle. To normalize for con-
trast and brightness differences, the pixel values of each particle image in the stack were
normalized to have a mean value of 0 and a standard deviation of 1.

The construction and refinement of a 3-D model of the TPPII complex was done in
EMAN [Ludtke et al., 1999]. A low-resolution 3-D model of the TPPII complex, obtained
by previous studies, was used as a starting model for the refinement. The goal of the
refinement process is the determination of the projection direction of each particle with
respect to the 3-D model. To find the particle orientation, each particle was compared
against a template library of projections generated from the 3-D model (see section 1.5).
The refinement parameters of the 3-D structure was done as shown in table 3.2.1.

Table 3.2.1: Refinement parameters of the TPPII data set
number of iterations binning angular increment symmetry

3 1 2.5◦ C2

1 1 2.0◦ C2

2 0 2.0◦ D2

To determine the resolution of the final model, two 3-D models were created, each
model comprised of a random half of the data set, the resolution was calculated using
FSC using the 0.5 criterion [Saxton and Baumeister, 1982]. The resolution of the final
model was determined to be 27Å. Figure 3.2.2 shows the plot of the FSC.

The resolution of the model depicted in figure 3.2.3 could be further improved by
adding more particles, applying classification to the particles to account for flexibility
of the complex, and running more refinement iterations. However, this project shows
the capabilities of the automated data acquisition with TOM2 to record data over an
extended period of time (in this case 72 h using one specimen grid) in a completely
unsupervised manner. The resulting micrographs are of constant high quality and are
suited for single particle extraction and analysis. However, the resolution is limited
not only by the number of particle projections, but furthermore by the utilized detecting
device. To obtain a model of the TPPII complex with better resolution, the magnification
would need to be further increased. Additionally, the Gatan UltraScan CCD camera is
not able to record high-frequency information with sufficient sensitivity, because of the
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MTF of this specific camera. Therefore, a more sensitive detecting device such as an
Eagle 4k CCD camera has to be used for further studies (see section 1.2).
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Figure 3.2.2: FSC of the final TPPII
model. The resolution was cal-
culated to be 27Å (dashed line
marks the 0.5 FSC cutoff crite-
rion).

Figure 3.2.3: 3-D reconstruction of the TPPII complex at 27Å resolution. The length of
the particle is ≈ 60 nm.
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3.2.2 Tomography of Spiroplasma citri

The aim of this project was the acquisition of tomograms of S. citri cells and the detection
of macromolecular complexes (e.g., ribosomes) inside of the cytoplasm during different
stages of the growth phase of the cells2. The structural variability of the macromolecular
complexes in different stages of the growth phase is of interest to link cellular functions
to the structure and composition of these molecular complexes. By sub-tomogram aver-
aging and classification, this variability can be observed using many (up to thousands)
individual complexes. To obtain this amount of complexes in tomograms of cells, dozens
of tomograms are needed. Also, the distribution of macromolecular complexes inside
of the cell (“molecular atlas”) is of interest to investigate interactions between different
functional types of these complexes (see section 1.4).

Spiroplasma citri is a plant pathogenic bacteria that belongs to the family of molli-
cutes. These are a class of microorganisms phylogenetically related to low G-C content
Gram-positive bacteria [Weisburg et al., 1989]. They are characterized by the lack of a
cell wall, a small genome size, a small number of rRNA operons and their relatively lim-
ited metabolism [Bové, 1993]. Mollicutes are one of the smallest, most rudimentary free
living and self replicating prokaryotic organisms that are only restricted by a cholesterol
containing membrane [Tully, 1992].

Plant pathogenic mollicutes are associated with several hundred diseases affecting
plants of great economic importance. S. citri, the causal agent of of citrus stubborn
disease, has been cultured since 1970 [Saglio et al., 1971; 1973]. Over the years it has
become a model organism for studying the relationship of plant mollicutes with their
host, the plant and the insect vector [Bové et al., 2003; Fletcher et al., 1998].

In liquid medium the cells form helical shapes with a diameter of 80 nm to 200 nm

and a length of approximately 3 μm in the logarithmic growth phase up to 10 μm in
stationary phase.

Tomograms of S. citri cells were acquired using a FEI Tecnai F30 “Polara” microscope
operated at 300 kV, equipped with a Gatan post-column energy filter and 2k × 2k CCD

camera. The magnification on the fluorescence screen was set to 27 500× resulting in a
pixel size in the object plane of 4.67Å. The tomograms were acquired with a defocus of
4μm and 8 μm using a tilt range of −60◦ to 60◦ in steps of 2◦. The images were filtered
around the zero-loss peak with a slit width of 20 eV. The exposure time was set using a
cosine scheme to adapt to the increasing sample thickness at increasing tilt angles. The
applied total dose for one tilt series was around 80 e−/Å2. Overall, 67 tomograms were
acquired for further analysis.

2This project was done in collaboration with Carolin Fleischer.
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The time needed to acquire one tomogram was 60min using the previously described
acquisition scheme (section 2.6.2). The tilting scheme was setup to start from 0◦ to 60◦

in steps of 2◦. Then the acquisition and focus states are deactivated and the stage is
tilted back to 0◦ in steps of 5◦ with only tracking enabled to keep the object in the FOV

and return to the original specimen position at 0◦. Then the second half of the tilt series
is recorded from 0◦ to −60◦. This backtracking from 60◦ to 0◦ takes less than 5min or
10% of the total acquisition time. It has the advantage that the magnification is not
being changed during the acquisition, thus the stability of the optics is not impaired.
Typical lateral displacements are in the range of 100 nm per 2◦ step. Focus changes per
2◦ step are usually below 150 nm.

Another approach to speed up the tilting from 60◦ to 0◦ is to switch to a lower
magnification and record a template image before starting the tilt series. Then instead
of tracking back in 5◦ incremental steps the stage can be set directly to 0◦ and using the
lower magnification template, the sample position can be re-centered. This method saves
the time needed for the backtracking, however the optics of the microscope are changed
during switching of magnifications, this can cause hysteresis effects which will induce
beam changes (e.g. beam center changes, introduction of astigmatism) which need to be
compensated before acquiring the second half of the tilt series.

Further reduction of the acquisition time can only be achieved by accelerating the
readout of the CCD camera or omitting tracking and focusing steps using a pre-calibration
based prediction model [Mastronarde, 2005]. This predicition model states that the stage
movement in x, y and z directions will be constant and thus reproducible for a specific
stage and holder. In contrast, using full tracking / full focusing, one would be able to to
determine x, y and z movements and then apply these shifts during the acquisition of a
tomogram (see section 2.6.2). However, the lateral tracking data in figures 3.2.4 and 3.2.5
show that the stage displacements are strongly dependent on the location within a 3mm

specimen grid. The differences are severe (deviations depending on the sample position
up to 1μm), so that full tracking and focusing is still advisable to ensure high quality
image recording. The time invested compensating for the stage movements during the
acquisition of a tilt series is necessary to avoid the loss of the feature of interest which
will eventually render the acquisition of the tomogram meaningless. Figure 3.2.6 shows
typical stage displacements that have to be compensated during the acquisition of a tilt
series.

The projections of the tomograms were aligned using gold beads in the specimen as
fiducial markers. Then the tomographic volumes were reconstructed using the weighted
backprojection algorithm implemented in the TOM toolbox [Nickell et al., 2005]. In the
reconstructed volumes, ribosomes in the cytoplasm of the cells were detected using the
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Figure 3.2.4: Overview of two tomography positions for S. citri. (A) Overview of S.
citri cells embedded in vitrified ice on a lacey carbon grid. Rectangles mark the
positions where a tomogram was taken. Scale bar is 500 nm. (B) and (C) Ortho slice
of acquired tomogram. Scale bar is 200 nm. (D) Lateral displacement of the feature
of interest during acquisition of the tomogram. The displacement was measured and
compensated using the automated tracking algorithm implemented in TOM2 . Solid
and dashed line is displacement of tomogram (B) and (C) respectively.

MOLMATCH template matching software [Frangakis et al., 2002]. Subtomograms each
containing one complex were extracted from the tomograms, the subtomograms were
aligned, averaged and classified using functions of the TOM toolbox.

The distribution and orientation of the detected ribosomes were visualized as a “molec-
ular atlas” (see figure 3.2.7). The resulting 3D models were used to analyze structural
changes of the ribosome in cells that are in different growth phases in order to detect
the binding of ribosomal co-factors during the different stages of the growth phase of the
cells. For further details and results, see [Fleischer, 2010].

This project was successfully conducted using TOM2 for acquisition of the tomo-
grams. 67 tomograms were acquired, the acquisition time for one tomogram was 60min

which enables recording of 10 to 15 tomograms in one microscope session. In summary
TOM2 enables scientists to investigate macromolecular complexes inside of intact bacte-
rial cells by providing a tool to define a specific acquisition scheme for the investigation
at hand and recording the data set in a reasonable amount of time.
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Figure 3.2.5: Overview of two tomography positions for S. citri. (A) Overview of S.
citri cells embedded in vitrified ice on a lacey carbon grid. Rectangles mark the
positions where a tomogram was taken. Scale bar is 500 nm. (B) and (C) Ortho slice
of acquired tomogram. Scale bar is 200 nm. (D) Lateral displacement of the feature
of interest during acquisition of the tomogram. Solid and dashed line is displacement
of tomogram (B) and (C) respectively. Note that the dispacements of (B) and (C)
are similar, but dissimilar to the displacements shown in figure 3.2.4. This illustrates
the dependency of lateral displacement on the grid position, therefore pre-calibration
of the stage cannot be used to omit tracking and focusing steps. Full tracking / full
focusing is required to record a tilt series where the feature of interest is correctly
centered in the FOV.
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Figure 3.2.6: Stage Tracking during a tilt series. Tilting was started at 0◦ to 60◦ in
steps of 2◦. Then the stage was tilted back to 0◦ in steps of 5◦ without acquiring
micrographs, only tracking was enabled to bring the specimen back to its original
position. Afterwards the stage was tilted to −60◦. Using a tracking and focus state
at each tilt angle the stage displacement due to tilting is compensated. When the
specimen is in eucentric height, the displacements should be minimized. (A) and
(B) Typical lateral displacements are in the range of 100 nm per 2◦ step. (C) Focus
changes per 2◦ step are usually below 150 nm. Note the larger focus change at the
beginning of the second half of the tilt series (to compensate the entire focus change
of the backtracking) and the outlier at −58◦, caused by an unsuccessful auto focusing
due to the high focus gradient at high tilt angles.102
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A B

Figure 3.2.7: Distribution of ribosomes in S. citri cell. (A) A x-y slice of a typical tomo-
gram of a S. citri cell in stationary phase. (B) Using template matching techniques,
ribosomes in the cytoplasm of the cell were detected and are visualized as a “molecular
atlas” inside of the cell. Scale bar is 50 nm.
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3.2.3 Batch Tomography of Escherichia coli Mini Cells

The aim of this investigation was the acquisition of macromolecular complexes inside
of cells to investigate their structure in a native environment using sub-tomogram aver-
aging and classification, as described previously (see section 3.2.2). The complexes are
expressed in E. coli mini cells3.

In Escherichia coli cells, cell division is tightly coupled to DNA replication. Blocking of
DNA synthesis leads to induction of the SOS response and cell division is rapidly arrested
[Jaffé et al., 1986; 1988]. In mutant strains where these division inhibitors cannot operate,
division is not arrested completely. When DNA synthesis is perturbed in strains carrying
the mutB mutant, cell division leads to the production of tiny spherical cells [Adler et
al., 1967], so called “mini cells”. These mini cells do not contain DNA, but they show
otherwise native cytoplasm with macromolecular complexes. Moreover, a large variety
of molecular biological techniques are available for E. coli, proteins can be expressed,
deleted and mutated in these cells with established biochemical methods. Although
they are prokaryotes, eukaryotic proteins can also be expressed in their cytoplasm using
commercially available plasmids. This makes these cells a potential candidate for studies
of macromolecular complexes in their native form and environment.

Mini cells are better suited for electron tomography than full-sized cells because their
small size makes them transparent for the electron beam. However, acquisition of these
cells is still challenging because of their thickness of up to 500 nm. Additionally their
lateral size is 500 nm to 600 nm and thus almost as large as the detector FOV (750 nm)
at a magnification that is high enough to detect macromolecular complexes.

Due to the fact that many particles are needed and thus many tomograms need to be
acquired, the acquisition was performed using a batch tomography approach described
in section 2.6.3. A specimen of E. coli mini cells was plunge frozen. Acquisition was
performed using a Tecnai F30 “Polara” microscope operated at 300 kV, equipped with a
Gatan post-column energy filter and 2k × 2k CCD camera.

To identify positions of mini cells on the specimen grid, a map of the specimen was
obtained acquiring 10 × 10 micrographs at a magnification of 280× (object pixel size
200 nm) (see section 2.4). Sample positions were selected manually and a template
image for re-centering the position during acquisition was recorded at each position at
a magnification of 4500×.

The automated batch tomography routine was then started to acquire a tilt series
of each sample position sequentially in an unsupervised fashion. As a preparation step
before the acquisition of each tomogram, the position was re-centered using the respec-

3This project was done in collaboration with Dennis Thomas.
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tive template image in an automated tracking procedure using SIFT (see section 2.3.2).
Additionally, the eucentric height was adjusted using the auto eucentric height function
(see section 2.3.8). Following these preparation steps, the magnification was changed to
27 500× (object pixel size 4.67Å), the beam was centered (see section 2.3.5) and the
energy filter slit was adjusted (see section 2.3.10). Then the tomogram acquisition was
started.

Each tomogram was acquired using a tilt increment of 2◦, tilting range of −60◦ to 60◦,
with a magnification on the fluorescence screen of 27 500×, resulting in a pixel size in
the object plane of 4.67Å. The mean defocus was −6μm. The images were filtered
around the zero-loss peak with a slit width of 20 eV. The total dose was fractionated
using a cosine exposure scheme, the total dose was approximately 80 e−/Å2.

To test the reliability of the batch tomography acquisition 5 tomograms were acquired
completely unsupervised. The tomograms were reconstructed using a customized SPI-
DER script [Frank et al., 1996]. Figure 3.2.8 shows slices of a typical tomogram of a
E. coli mini cell. All 5 tomograms showed the contents of an E. coli mini cell and are
usable for the extraction of macromolecular complexes and subsequent processing.

It could be shown that unsupervised acquisition of tomograms using the batch to-
mography acquisition scheme implemented in TOM2 is feasible. The cells are centered
and acquired in an automated fashion requiring no user interaction during the acquisi-
tion run. Using the microscope for one week can produce sufficient amounts of data to
continue with the detection of macromolecular complexes inside of the cells.
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Figure 3.2.8: (A) – (F) x − y slices with different z height of a typical E. coli mini cell
tomogram showing the contents of a complete cell. Macromolecular complexes are
clearly visible in the cytoplasm of the cell. Scale bar is 100 nm.
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3.2.4 Batch Tomography of Eisenia foetida Sperm Cells

Eisenia foetida sperm cells are elongated cells (length up to 50 μm) with a thickness
below 500 nm (see figure 3.2.9). They are comprised of the acrosome, and elongated
nucleus containing condensed chromatin, the mid-body containing mitochondria and a
flagellum consisting of a set of microtubules in 9+2 configuration [Rolando et al., 2007].
These cells offer the possibility to create a stitched 3D tomographic reconstruction of
a whole eukaryotic cell, if a cell can be found that is located entirely in one square
mesh of the grid. Because of their elongated shape it is possible to acquire adjacent tilt
series along the whole cell body. The aim of this project was the acquisition of a set of
tomograms showing a large area of a sperm cell4.

flagellum mid-body acrosome

nucleus

Figure 3.2.9: Overview of a E. foetida sperm cell. The acrosome is the organelle re-
sponsible for breaking through the egg’s tough coating and allowing fertilization to
occur. The nucleus contains condensated chromatin. In the mid-body six pyramid-
shaped mitochondria are aligned around the long axis of the cell. At the end of the
midbody, the flagellum in nucleated by a centriole. The flagellum is comprised of a
9+2 microtubule bundle structure. Sperm cell movement is achieved by shearing be-
tween microtubules caused by motor proteins. Embedded glycogen granules provide
an energy storage for these motor proteins. Scale bar is 5μm.

This project requires reliable acquisition of a set of approximately 50 tomograms that
need to be placed and re-centered with a precision in the range of 100 nm in order to
obtain a full view of the cell at a magnification of 34 000× (object pixel size 6.61Å). To
allow combination of all tomograms in a large reconstruction of the entire cell, the imag-
ing parameters (illumination conditions, defocus) should not change during acquisition.
Moreover, since the acquisition time is limited to 2–3 days due to contamination buildup
at the sample surface during acquisition (see section 3.1.3), one should acquire the data
set as fast as possible and at best in an unsupervised fashion. Necessary tuning steps of

4This project was done in collaboration with Elizabeth Villa.
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all microscope settings have to be repeated without user interaction periodically, com-
pensating changes in the optical system and the energy filter settings over time. Tuning
is performed using appropriate auto functions as described previously (section 2.3).

To test if the automated batch tomography acquisition scheme of TOM2 (see section
2.6.3) is capable of recording such a data set, tomograms of a Eisenia foetida sperm
cell were acquired. Acquisition was performed using a FEI F30 “Polara” microscope
operated at 300 kV, equipped with a Gatan post-column energy filter and 2k × 2k
CCD camera. Additionally a retractable Gatan UltraScan 4k × 4k pre-gif CCD camera
was used to create a grid map of the specimen acquiring 10 × 10 micrographs at a
magnification of 130×. On the map, a cell was identified and adjacent positions for
tomography were marked (see figure 2.6.5). To re-center the positions of interest during
acquisition in an automated fashion, a template micrograph of each position was recorded
at a magnification of 4200× on the pre-gif camera. The lateral stage inaccuracy when
moving from one feature of interest to the next was measured to be ≈ 300 nm to 500 nm.
Therefore, as a preparation step before the acquisition of each tomogram, the sample
position was re-centered using the stage and an automated tracking procedure using
SIFT. Additionally the eucentric height was adjusted using the auto eucentric height
function (see section 2.3.8) at each sample position.

Following these preparation steps, the pregif camera was retracted, the magnification
was changed to 34 000×, the beam was centered (see section 2.3.5) and the energy filter
slit was adjusted (see section 2.3.10). Afterwards, the tilt-series was recorded.

Overall, four tomograms were acquired. Each tomogram was acquired using a tilt
increment of 2◦, tilting range of −60◦ to 60◦, with a magnification on the fluorescence
screen of 34 000×, corresponding to a pixel size in the object plane of 6.61Å. The
defocus was set to −12 μm. The images were zero-loss filtered with a slit width of 20 eV.
The total dose was fractionated using a cosine exposure scheme, the total dose was
approximately 100 e−/Å2.

Figure 3.2.10 shows three tomograms that were recorded along a sperm cell. This
result illustrates the feasibility to acquire tomograms of an elongated thin cell. When
dealing with a radiation sensitive sample such as a cryo-specimen, it is usually not
possible to acquire overlapping tomograms. However tomograms can be recorded in
close neighborhood, the missing area can be approximated from information of the two
adjacent tomograms in the case of sperm cells where long microtubule bundles are the
main feature of the cell.

In summary, these results show that batch acquisition of tomograms in a highly con-
trolled manner is possible. The first set of 21 tomograms imaging a large portion of a
cell has already been recorded, reconstruction of the data is in progress.
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Figure 3.2.10: (A) – (C) Tomograms of a E. foetida sperm cell showing adjacent views of
the tail of the cell. The tail consists of microtubuli, note the glycogen granules located
between microtubuli. Scale bar is 300 nm.
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Structural investigations of cells and their macromolecular protein complexes are an
important contribution to our understanding of their functional mechanisms. The “clas-
sical” method for structural investigations of whole cells is the use of light microscopy.
Cells and their content can be labeled with fluorescent dyes to detect and identify cel-
lular components. However, the resolution of a light microscope is limited and typically
only sufficient to investigate the ultrastructure of a cell. To study the supra-molecular
architecture of cells and molecules, other methods have to be utilized. On the other
side, the structure of most of the smaller proteins that inhabit the contents of the cell’s
cytoplasm, can be studied after isolation, purification, and subsequent structural inves-
tigation using x-ray crystallography. However, larger protein assemblies are typically
comprised of multiple different protein subunits. These subunits are often only weakly
bound together, are fragile, and can show highly dynamic interactions with each other.
These assemblies are sometimes difficult or even impossible to crystallize, thus other
means of structural investigations have to be applied. Moreover, x-ray crystallography
can only show the protein structures in a non-native crystalline environment, typically
only with high salt concentrations.

TEM bridges the resolution gap between light microscopy and x-ray crystallography.
It can be used to investigate the three-dimensional structure of pleomorphic objects such
as cells by tomographic methods. It can also be utilized for the structural determination
of large macromolecular complexes such as the ribosome or the proteasome in a more
native environment. However, to obtain this structural information, large data sets
are required, which have to be recorded under defined imaging conditions. In former
times and even today, manual acquisition is used to gather the information needed.
However, manual data collection is time-consuming and only possible with highly-trained
specialists. Typically, it takes months or even years to conduct studies with the electron
microscope. To shorten these time frames and to make these methods available even to
non-specialists, automation is instrumental.

Sample preparations for TEM investigations are still hampered by the thickness of the
specimens. Before a cellular specimen can be investigated using the TEM, its thickness
often has to be reduced. This thinning can for example be performed using a focused
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ion beam (FIB). Additionally, regions of interest in the specimen need to be identified.
Typically, certain features inside cells are labeled using fluorescent dyes that need to
be detected using light microscopic methods. By combining these methods and instru-
ments, work-flows for sample preparation and investigations can be created. Since each
instrument in this work-flow is an imaging device with common design principles, it is
desirable to have a consistent user interface and software to facilitate its use.
TOM2 is a novel acquisition software that enables users to operate the microscope

efficiently and acquire large amounts of data in a highly automated fashion. The soft-
ware was developed using the existing algorithms and functions that are implemented
in various acquisition software packages. The robustness and accuracy of these auto-
mated microscope tuning procedures was enhanced using modern computer systems.
By exploiting the capabilities of up-to-date computer systems running 64-bit operating
systems, even large micrographs up to 8192×8192 pixels can be acquired and processed.
Using parallelized algorithms, multi-core processors are used in TOM2 to speed up the
auto functions such as auto focusing.

The acquisition setup has been streamlined so that users are able to design their own
acquisition scheme. This way, TOM2 can be utilized for tomography and single particle
applications, also hybrid approaches such as random conical tilt acquisition schemes can
be designed.
TOM2 works on FEI Titan and Tecnai microscopes and is being used routinely in the

department. Using a HAL that separates the hardware functions from the graphical user
interface, the software is also adaptable to new types of microscopes. New auto functions
can also be added to TOM2 in order to adapt the software to new acquisition procedures
in crystallography and material science.

The next step in the development of a high-throughput pipeline for electron microscopy
is the combination of the acquisition process with post processing steps. To optimize the
acquisition of tomograms, the reconstruction algorithms can be adapted to produce a 3-D
reconstruction of the tilt series on-the-fly so that the user is able to evaluate the quality
of the recorded tomogram as it is being recorded. Adjustment of acquisition parameters
such as dose or tilt increment could be communicated to TOM2 during recording, leading
to an optimized imaging process.

For single-particle investigations, the combination of acquisition and real-time post
processing promises even greater benefits. Because particle distribution and orientation
are not constant over the specimen, there are grid areas which are more “valuable” in
terms of image content. When developing a feedback loop from the post-processing
pipeline to the acquisition software, the microscope can be directed to these grid areas,
where data that help increase model resolution can be recorded. Since the location
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of these areas cannot be determined easily when setting up the acquisition scheme,
the recorded micrographs need to be evaluated in terms of their particle content and
the orientation of these particles. The result of the particle detection can be used to
reconstruct a 3-D model of the target protein complex on-the-fly. Using this model,
particle orientations can be determined that are still missing in the reconstruction. If
the acquisition process records micrographs showing none or very few of particles in
that orientation, the acquisition scheme can be modified to skip the adjacent area and
continue recording at the next specimen area. Using this approach, less micrographs
need to be recorded and a model with higher resolution can be produced in a shorter
period of time.

The Titan Krios microscope is able to record over 2500 micrographs per day for single-
particle investigations. This amount is equivalent to 100GB of storage capacity, when
micrographs are recorded with a binning factor of 2. If unbinned micrographs are used,
the demand raises by a factor of four (400GB per day). Post-processing of this data set
will create even more demand for file storage, since during processing parts of the data
sets are duplicated and normally stored separately. To date, it is possible to meet this
demand merely by using file servers, however this storage method is still very expensive.
Therefore, the post-processing of the data needs to be organized, sorting the data set
continuously and archiving information, that is no longer needed for instant access,
e.g., by using magnetic tapes. To survey the data and its post-processing history, and
furthermore to allow for a better transparency, e.g., to others users or collaborators,
a database system is absolutely mandatory, and additionally new ways of storing and
handling data have to be developed in the near future.

With the availability of massively parallel programmable graphics processors in future
computer systems and the availability of software development kits for these types of
processors, even more complex image assessment algorithms will become possible. This
will make assessment of the content and optical parameters of the acquired micrographs
possible in real-time, increasing acquisition efficiency even further.

The combination of a high-end electron microscope such as the Titan Krios equipped
with highly sensitive direct electron detection cameras with a versatile acquisition soft-
ware, such as TOM2 , will make structural investigations in the field of cellular and
structural biology more effective, enabling scientists to explore their specimen at higher
resolution and will lead to new important discoveries.
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CTF contrast transfer function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

DQE detective quantum efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
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FSC Fourier shell correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
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