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Abstract

We studied the performance of the track based alignment software of the ATLAS

Inner Detector. To improve the final alignment additional vertex and beam

constraints on the track reconstruction were investigated.

We also investigated the b-tagging performance at an early stage of the de-

tector operation. The dependence of the performance on the jet reconstruction

algorithm, and on the Inner Detector misalignment were studied.

A Top quark pair-production cross section measurement with and without

b-tagging using the simulated ATLAS data corresponding to the luminosity

of 200 pb−1 was carried out. We applied a simple and robust cut and count

method suitable for the early phase of the detector operation. We investigated

the systematic uncertainties on the cross section measurements due to Monte

Carlo modeling of the precesses, for various scenarios of the alignment of the

inner detector, for several jet reconstruction algorithms and for variations of the

absolute jet energy scale. It yields an early cross-section measurement with a

systematic error of less than 30%.



Zusammenfassung

Wir haben das Verhalten der spurbasierten Alignmentsoftware für den inneren

Detektor von ATLAS mit simulierten Daten studiert. Der Alignmentalgorithmus

wurde durch Auswerten der Position der LHC Strahlen und der Ereignisvertizes

verbessert. Das Verhalten der Algorithmen für Identifikation von B-Hadronen

in Jets (b-tagging) wurde mit simulierten Daten für die Erwartung erster Daten

untersucht. Dabei wurden vor allem die Jetrekonstruktion und das Alignment

des inneren Detektors variiert. Nach Alignment mit den ersten Daten wird er-

wartet, dass b-tagging eingesetzt werden kann. Eine Messung des Produktions-

wirkungsquerschnitts für Produktion von top-antitop Quarkpaaren wurde für

200pb-1 simulierter Daten durchgeführt. Dabei wurden Ereignisse nach verschie-

denen Selektionen mit und ohne b-tagging gezählt und mit simulierten Daten

der Anteil von Signal- und Untergrundereignissen abgeschätzt. Als wesentliche

systematische Unsicherheiten wurden Monte Carlo Modelle, Alignmentscenari-

os, Jetalgorithmen und die Energieskala des Kalorimeters variiert. Im Ergebnis

wird ein systematischer Fehler von weniger als 30% für die Messungen mit und

ohne b-tagging gefunden.
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Chapter 1

Introduction

The Standard Model (SM) is a successful framework of the funda-

mental particles and their interactions [1]. The SM provides pow-

erful predictions and is consistent with experimental measurements.

The SM will be challenged vigorously by the next generation of

hadron collider experiments located at CERN in Geneva, Switzer-

land.

The Large Hadron Collider (LHC) is a proton-proton collider

built at CERN. The LHC is a 27 km ring which contains 1232 super-

conducting dipole magnets and will accelerate protons to energies of

7 TeV. It started operation in autumn of 2008 with machine com-

missioning of about 10 days until a major accident occurred. Sub-

sequently it was switched off until repair of the demage and safety

commissioning is finished for the complete accelerating system.

ATLAS (A Toroidal LHC ApparatuS), and CMS (Compact Muon

Spectrometer) are general-puprose detectors placed on the collision

region in the LHC ring [2], [3]. The experiment is currently in the

commissioning and calibration phase. Beginning in Autumn 2008

cosmic data taking has been performed for detector commossion-
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ing, calibration and alignment purposes. Many detailed simulations

have been produced to study the performance of the detector, and

to establish and cross-check the performance of the analysis proce-

dures used for a wide range of physics processes of interest. This

thesis describes contributions to the inner detector alignment and

studies of the performance of the physics analyses with regard to the

imperfections of the inner detector alignment and/or heavy flavour

tagging procedure.

The ATLAS experiment is a complex system consisting of several

particle detectors: silicon and straw tube detectors placed inside a

strong solenoid field are used for charged particle track reconstruc-

tion. Various calorimeters are used to measure energy deposits of

the particles, and drift tube and resistive plate chambers placed in

a strong toroid field are used for the muon spectrometer.

The construction of the detector was finished in summer 2008.

One of the next steps towards the ultimate physics performance of

the detector is to determine the position of the detector elements,

known as the alignment of the detector. ATLAS tracking requires

that the position of the silicon detector elements is known to a pre-

cision better than about 10 micrometers (µm). This precision can

only be achieved by track based alignment algorithms. A detailed

analysis including the implementation of the alignment software tool

in the computing model of the ATLAS experiment, as well as tests

of the misaligned detector setups using simulated data will be pre-

sented in chapter 2.

The top quark was discovered at the Fermilab Tevatron acceler-

ator (1995) [4], [5]. The properties of the top quark are less well

known than those of the other quarks [6]. The LHC colliding pro-

tons at a center-of-mass (CMS) energy of
√

s = 14 TeV will produce
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about 8 million top antitop (tt ) quark events per year at a luminos-

ity of 1033cm−2s−1 and therefore is frequently referred to as a ”top

factory”. ATLAS aims to take advantage of the high statistics in

order to perform precise measurements of the top quark sector.

Top quarks decay into a W boson plus a b quark, and therefore

identification of jets which originate from a b quark (b-jet tagging)

is important for the signal reconstruction, and for the separation of

signal from background. The performance of b-tagging procedures is

studied, and contributions to the uncertainties to the tt production

cross section measurements are estimated.

An overview of the Standard Model of particle physics, as well as

top quark physics, a brief description of the ATLAS detector and in

particular the tracking detectors are part of Chapter 1. Chapter 2

describes studies of the track based alignment procedure for the in-

ner detector. The heavy flavour tagging procedure and performance

studies are described in Chapter 3. Estimation of the b-jet tagging

uncertainties contributing to the tt production cross section mea-

surement is discussed in Chapter 4. Finally conclusions and outlook

towards precise measurements of the tt production cross section with

the ATLAS experiment are discussed in Chapter 5.

1.1 Standard Model

The formation of the Standard Model was a great achievement of

the 20th century. At all energies and precisions so far reached in ex-

periments the Standard Model has held up [1]. The Standard Model

is a Quantum Field Theory (QFT) combining quantum mechanics

and special relativity and it uses perturbation theory to calculate

measurable quantities [7]. In order to make predicted physics quan-
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tities finite to all orders of perturbation theory the theory has to be

renormalized [8].

Until the 1970’s the only successful renormalizable quantum field

theory was Quantum electrodynamics (QED) - the quantum field

theory describing the electromagnetic interactions, which is an ex-

ample of a gauge theory [7]. A gauge theory is a field theory which is

invariant under a set of local transformations, the transformations

described by parameters which can vary in space-time. For each

generator of a local transformation there is a massless vector boson

(”gauge boson”) in the theory in order to preserve invariance under

this transformation. In the case of QED, with only one phase trans-

formation (group UY (1)) acting on the fields of the charged particles

there is only one massless vector particle known as the photon.

In the 1960’s natural extensions of the ideas of gauge field theory

as a renormalizable quantum field theory were explored to describe

weak interactions, in which particles undergo isospin transforma-

tions under the group SUL(2). Gauge invariance requires massless

gauge bosons, and therefore massless intermediate vector bosons for

the interaction, which is true for QED. However, this is unsuitable

for the weak interaction, as short range interactions require massive

exchange particles. One way to solve this problem introduced by

Glashow, Weinberg, and Salam was ”spontaneous symmetry break-

ing”. In this scenario the masses of the gauge bosons and the masses

of the elementary particles are generated without breaking gauge in-

variance [9, 10, 11]. This model predicted masses of intermediate

vector bosons (W± and Z0), which were successfully verified by the

UA1 and UA2 collaborations at SppS (CERN Geneva) with W±

([12], [13]) and Z0 ([14], [15]) discovery in 1983. For spontaneous

symmetry breaking the model requires the existence of a massive
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scalar particle, the Higgs boson [16], [17].

The Higgs boson has not yet been observed experimentally. A

lower bound of 114.4 GeV/c2 for the Higgs bosson mass is provided

by the LEP experiments [18]. Further theoretical and experimen-

tal constraints are derived from fits of precision SM measurements.

Figure 1.1 shows current fits derived from the Z-pole measurements

from SLD and LEP, the LEP-2 results on the mass and width of

the W boson and Tevatron measurements on the Top quark and W

boson mass and width [19].

0
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10030 300
mH [GeV]

∆χ
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Excluded Preliminary

∆αhad =∆α(5)

0.02758±0.00035
0.02749±0.00012
incl. low Q2 data

Theory uncertainty
March 2009 mLimit = 163 GeV

Figure 1.1: The Delta-χ2 curve derived from high-Q2 precision electroweak mea-

surements, performed at LEP and by SLD, CDF, and D0, as a function of the

Higgs-boson mass.

Quantum Chromodynamics (QCD) was developed in the 1970’s

by Fritzsch, Gell-Mann, Leutwyler and by Gross and Wilczek and

later by Politzer [20], [21]. QCD is a gauge theory which describes
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the strong interactions between quarks and gluons. QCD is invariant

under colour transformations under the SUC(3) group, with eight

gauge bosons identified as the gluons.

The current Standard Model successfully combines two gauge

theories: the Glashow-Weinberg-Salam model (GWS) for electroweak

theory and QCD. The Standard Model gauge group is the product

group SU c(3)× SUL(2)× UY (1), with the component groups asso-

ciated with the color (c), weak (charged weak interaction involves

coupling only with chiral-left (L) component of the fermions) and

hypercharge (Y) symmetries. The Standard Model Lagrangian may

be written as follows:

LSM = LGAUGE + LMATTER + LY UKAWA + LHiggs (1.1)

The first component LGAUGE accounts for the kinetic energy of the

gauge fields and their self interactions. The second term LMATTER

represents the kinetic energy of fermions and their interactions with

the gauge fields. The third term LY UKAWA corresponds to the inter-

actions between the Higgs field with the fermions and gives masses

to the fermions. The final term LHiggs combines the kinetic energy

of the Higgs field, its gauge interactions, and the Higgs potential.

In table 1.1 the fundamental particles in the SM and some of

their properties are shown. There are three lepton and quark gen-

erations, every particle has its anti-particle, and quarks come with

three different colors.

1.1.1 The Electroweak Model

The electroweak model describes both the weak and electromagnetic

interactions. It is a gauge theory based on the SUL(2)×UY (1) sym-
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Fermions (spin=1/2)

Leptons Quarks

Flavour Charge(e) Mass Flavour Charge(e) Mass(MeV)

e -1 0.510998910±0.000000013 (MeV) up(u) +2/3 1.5 to 3.0

νe 0 < 2eV down(d) -1/3 3 to 7

µ -1 105.658367±0.000004 (MeV) charm(c) +2/3 (MeV) (1.25± 0.09)× 103

νµ 0 < 2eV strange(s) -1/3 (95± 25)× 103

τ -1 1776.99+0.29
−0.26 top(t) +2/3 (172.6± 1.9)× 103

ντ 0 < 2eV beauty(b) -1/3 (4.20± 0.07)× 103

Bosons (spin=1)

Flavour Charge(e) Mass(MeV)

gluon 0 0

photon 0 0

W± ±1 (80.40± 0.03)× 103

Z0 0 (91.188± 0.002)× 103

Scalar Bosons (spin=0)

H0 0 >114.4 GeV

Table 1.1: Table of the fundamental particles, fermions and bosons, in the

Standard Model [22]
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metry group, with gauge bosons W a
µ , Bµ, Aµ and gauge couplings

gw and g′w for the corresponding SU(2) and U(1) groups. The mass

eigenstates W±, Z0 and the photon can be identified as a linear su-

perposition of the W a
µ , Bµ and Aµ given by the weak mixing angle,

θw. The coupling of the electroweak force to fermions is charac-

terized by their ”hypercharge” (Y) and ”weak isospin” (T and T3),

and the corresponding quantum numbers for the three families of

fermions are shown in table 1.2. The electric charge, Q of the par-

ticle can be calculated by Q = T3 + Y/2.

Fermions are introduced in left-handed doublets and right-handed

singlets, as charged weak interactions are observed to occur only be-

tween left-helicity fermions. Helicity is the component of the spin

along the direction of motion of the particle and it is conserved for

massless fermions in the exact SU(2) limit. The left-handed doublets

are (
νi

li

)
L

,

(
uj

d′j

)
L

(1.2)

for lepton flavors i and for quark flavors j, while the right-handed

singlets are

liR, ujR, d′jR. (1.3)

In the above expression i runs over all lepton and quark flavours.

The primes on the down type quark is due to the Cabbibo-Kobayashi-

Maskawa formalism ([23]) which was derived to accomodate CP vi-

olation in QCD first observed in neutral K meson decays [24]. CP

stands for the Charge conjugation and Parity operation which are

the global symmetries of the QCD Lagragian [25]. d′i = V CKM
ij dj

shows the relationship between the weak interaction or flavor eigen-

states and the mass eigenstates. Because the quark mass eigenstates
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Particle Y T T3(
uL

dL

)
,
(

cL

sL

)
,
(

tL
bL

)
1/6 1/2

(
+1/2
−1/2

)
uR, cR, tR 2/3 0 0

dR, sR, bR -1/3 0 0(
νeL

eL

)
,
(
νµL

µL

)
,
(
ντL

τL

)
-1/2 1/2

(
+1/2
−1/2

)
eR, µR, τR -1 0 0

νeR, νµR, ντR 0 0 0

Table 1.2: Hypercharge (Y), weak isospin (T; T3) of fermions.

are different from flavor eigenstates there is a coupling between dif-

ferent quark generations, and in the Cabbibo-Kobayashi-Maskawa

(CKM) formalism it is parametrised by three mixing angles and one

complex phase angle. The measured values of the magnitudes of the

elements of the V CKM matrix are ([22]):
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =


(0.974− 0.9756) (0.219− 0.226) (0.0025− 0.0048)

(0.219− 0.226) (0.9732− 0.9748) (0.038− 0.044)

(0.004− 0.0014) (0.037− 0.044) (0.9990− 0.9993)

 (1.4)

The elements of the CKM matrix are derived from various experi-

mental measurements and theoretical constraints [22]. For example

|Vcb| and |Vub| can be found from measurements of B decays via

the predominant b → c and the secondary b → u decay. Direct

|Vtb| measurements are promising while looking at single top quark

decays.

In the late 1990s flavour mixing in the lepton sector was confirmed

observing neutrino flavour oscillations by several experiments: SAGE,

GALLEX and Kamiokande and later by SuperKamiokande. The
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analysis of the data from these experiments can be found elsewhere

[26]. SM model neutrinos are massless and there is no coupling

between different flavors. The first evidence for a deviation from

the SM neutrino assumption was observed by Davis looking at solar

neutrino fluxes in the 1960’s [27].

1.1.2 Quantum chromodynamics (QCD)

QCD is a quantum field theory which describes the strong inter-

actions between quarks and gluons. It is a gauge theory which is

invariant under local SU(3) colour gauge transformations with eight

gauge bosons to preserve the invariance under these transforma-

tions. The eight gauge bosons are identified with the gluons, which

mediate the strong interactions between quarks and gluons.

The strong coupling constant gs, usually redefined as αs = g2
s

4π
, is

expected to be large as the interactions are strong and this makes

it difficult to perform reliable perturbative calculations. This prob-

lem is resolved when the running of the strong coupling constant is

observed in non-Abelian gauge theories such as QCD. Any physics

measurement R in QCD depends on the strong coupling constant

αs, the interaction energy Q and the scale µ, which is introduced as

a second scale during the renormalisation to remove the ultraviolet

divergences from the perturbation series. As the Lagragian of QCD

does not include the µ parameter, the choice of µ is arbitrary and

physics measurements do not depend on it. Frequently µ = Mz is

chosen and αs is then calculated for any other large scale. The point

where αs becomes large and perturbation theory breaks down (λQCD

scale) turns out to be comparable with the masses of light hadrons

(∼ 1 GeV) [28]. The phenomenon of the running coupling constant
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is experimentally confirmed by several experiments at LEP (CERN,

Geneva), SLD (SLAC, Stanford), PETRA and HERA (DESY, Ham-

burg) and at Tevatron (Fermilab, Chicago). Figure 1.2 shows exper-

imental measurements of the running coupling constant [29]. The

coupling constant value decreases as the energy of the interaction

increases and above a few GeV the coupling becomes small enough

to use perturbation theory for the calculation of the QCD processes.

The behavior of αs(Q
2) at short distances, equivalent to high inter-

12 Siegfried Bethke: The 2009 World Average of αs

of the measurements with the others, exclusive averages,
leaving out one of the 8 measurements at a time, are cal-
culated. These are presented in the 5th column of table 1,
together with the corresponding number of standard de-
viations 5 between the exclusive mean and the respective
single measurement.

As can be seen, the values of exclusive means vary only
between a minimum of 0.11818 and a maximum 0.11876.
Note that in the case of these exclusive means and ac-
cording to the ”rules” of calculating their overall errors,
in four out of the eight cases small error scaling factors
of g = 1.06...1.08 had to be applied, while in the other
cases, overall correlation factors of about 0.1, and in one
case of 0.7, had to be applied to assure χ2/ndf = 1. Most
notably, the average value αs(MZ0) changes to αs(MZ0) =
0.1186±0.0011when omitting the result from lattice QCD.

5 Summary and Discussion

In this review, new results and measurements of αs are
summarised, and the world average value of αs(MZ0), as
previously given in [7,28,6], is updated. Based on eight
recent measurements, which partly use new and improved
N3LO, NNLO and lattice QCD predictions, the new av-
erage value is

αs(MZ0) = 0.1184± 0.0007 ,

which corresponds to

Λ
(5)

MS
= (213± 9 )MeV .

This result is consistent with the one obtained in the pre-
viuos review three years ago [28], which was αs(MZ0) =
0.1189±0.0010. The previous and the actual world average
have been obtained from a non-overlapping set of single
results; their agreement therefore demonstrates a large de-
gree of compatibility between the old and the new, largely
improved set of measurements.

The individual mesurements, as listed in table 1 and
displayed in figure 5, show a very satisfactory agreement
with each other and with the overall average: only one
out of eight measurements exceeds a deviation from the
average by more than one standard deviation, and the
largest deviation between any two out of the eight results,
namely the ones from τ decays and from structure func-
tions, amounts to 2 standard deviations 6.

There remains, however, an apparent and long-standing
systematic difference: results from structure functions pre-
fer smaller values of αs(MZ0) than most of the others, i.e.
those from e+e− annihilations, from τ decays, but also
those from jet production in deep inelastic scattering. This
issue apparently remains to be true, although almost all of
the new results are based on significantly improved QCD

5 The number of standard deviations is defined as the
square-root of the value of χ2.

6 assuming their assigned total errors to be fully uncorre-
lated.

predictions, up to N3LO for structure functions, τ and Z0

hadronic widths, and NNLO for e+e− event shapes.

The reliability of “measurements” of αs based on “ex-
periments” on the lattice have gradually improved over
the years, too. Including vaccum polarisation of three light
quark flavours and extended means to understand and cor-
rect for finite lattice spacing and volume effects, the overall
error of these results significally decreased over time, while
the value of αs(MZ0) gradually approached the world aver-
age. Lattice results today quote the smallest overall error
on αs(MZ0); it is, however, ensuring to see and note that
the world average without lattice results is only marginally
different, while the small size of the total uncertainty on
the world average is, naturally, largely influenced by the
lattice result.

QCD α  (Μ  ) = 0.1184 ± 0.0007s Z

0.1

0.2

0.3

0.4

0.5

αs (Q)

1 10 100
Q [GeV]

Heavy Quarkonia
e+e–  Annihilation
Deep Inelastic Scattering

July 2009

Fig. 6. Summary of measurements of αs as a function of the
respective energy scale Q. The curves are QCD predictions for
the combined world average value of αs(MZ0), in 4-loop ap-
proximation and using 3-loop threshold matching at the heavy
quark pole masses Mc = 1.5 GeV and Mb = 4.7 GeV. Full sym-
bols are results based on N3LO QCD, open circles are based on
NNLO, open triangles and squares on NLO QCD. The cross-
filled square is based on lattice QCD. The filled triangle at
Q = 20 GeV (from DIS structure functions) is calculated from
the original result which includes data in the energy range from
Q =2 to 170 GeV.

In order to demonstrate the agreement of measure-
ments with the specific energy dependence of αs predicted
by QCD, in figure 6 the recent measurements of αs are
shown as a function of the energy scale Q. For those results
which are based on several αs determinations at different
values of energy scales Q, the individual values of αs(Q)

Figure 1.2: The measurments of the strong coupling constant by experiments

(various dots) compared to the QCD predictions (yellow band) [29].

action energies, gives rise to the ”asymptotic freedom”of quarks and
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gluons inside hadrons. As the effective coupling grows for large dis-

tances, equivalent to small interaction energies, separating quarks

and gluons requires more energy, which leads to the mechanism of

”quark confinement”. This explains why the bare quarks or gluons

have never been seen in a laboratory. The only particles which can

be observed are color neutral objects, which are obtained from col-

ored quarks and gluons after hadronisation (see below). During the

hadronisation process colored particles are grouped to form colour-

less objects, the mesons and the hadrons.

1.1.3 Feynman rules of QCD

Feynman developed the graphical representation of the particles and

fields of the Standard Model ([30], [31], [32], [33]) to carry out per-

turbation theory calculations to any finite order. For an example

of the application of Feynman rules, the simple two-body scattering

process of quarks, antiquarks, and gluons, the basic hard-scattering

reaction of QCD is considered in this section. To obtain the scat-

tering cross-section for (qg → qg) process using the Feynman rules,

one must calculate the amplitude for a gauge boson of momentum

p2 and colour a to scatter off a quark of momentum p1 and colour i

producing a quark of momentum p3 and colour j and a gauge-boson

of momentum p4. The following diagrams must be considered in or-

der to account for all processes with the same initial and final states

(figure 1.3). Fermions are assumed to be massless and the following

Mandelstam variables are introduced:

s = (p1 + p2)
2 = (p3 + p4)

2, (1.5)

t = (p1 − p3)
2 = (p2 − p4)

2, (1.6)

u = (p1 − p4)
2 = (p2 − p3)

2. (1.7)
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Each line in the diagram contributes to the scattering amplitude

via a corresponding propagator term and each interaction vertex is

described by the momentum flow into the vertex.

In the end contributions to the amplitude from all possible graphs

(in this case three graphs) must be summed, squared and averaged

over external state spin polarization and integrated over the whole

phase-space in order to get the scattering cross-section. The result

of this evaluation of the cross section is

dσ

dt
(qg → qg) =

4πα2
s

9s2
[−u

s
− s

u
+

9

4
(
s2 + u2

t2
)]. (1.8)

The diagrams in figure 1.3 show all possible graphs with the same

initial and final states and with the smallest number of vertices,

i. e. the leading order (LO) diagrams. However, one can consider

diagrams with more vertices which have the same initial and final

states. The inclusion of higher-order diagrams will add to the LO

amplitude result, supplying higher-order corrections for improved

accuracy. The total amplitude is calculated as the linear sum of

the contributions from all possible diagrams, at a given order of

calculation.

g

q

g

qq

g

q

g

q

g

g

q

g

q

q

1

Figure 1.3: Feynman diagrams contributing to qg → qg.



14 Chapter 1. Introduction

1.1.4 Hadron collider phenomenology

A hadron collider accelerates and collides hadrons such as protons

or antiprotons. The LHC in particular is a proton-proton collider.

A pp collision can be devided into two phenomenologically differ-

ent processes: the long distance and the short distance interactions

seperated by the factorization scale µ2
F . At short distances hard par-

tonic scattering occurs with high momentum transfer and this can

be calculated by perturbation theory [34]. At large distances the

non-perturbative proton initial state is parametrised by the parton

momentum distribution functions (PDFs) which can be interpreted

as the probability density to observe a parton of flavour i and longi-

tudinal momentum fraction xi in the incoming hadron, when probed

at a scale µ2. PDFs cannot be calculated from QCD theory and

instead they are extracted from global QCD fits to deep-inelastic

scattering and hadron collider data [35], [36], [37]. In figure 1.4 the

parton distribution functions are shown for quark, antiquark and

gluon at the scale Q2 = µ2 = m2
t [38]. It can be seen that the

number of gluons grows fast for low x (at high interaction ener-

gies) and already at the LHC scale the hard scattering processes

are dominated by gluon-initiated production. To demonstrate the

factorisation procedure the total cross section of tt pair production

at hadron colliders is considered. The top quark pairs are produced

via strong interactions such as quark-antiquark annihilation or gluon

fusion. Feynman digrams of the hard scattering for these processes

at leading order are shown in figure 1.5. The total cross section for

tt pair production with center of mass energy
√

s can be written in
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the following way:

σtt(
√

s, mt) =
∑

i,j=q,q,g

∫
dxidxjfi(xi, µ

2)fj(xj, µ
2)×

σ̂i,j→tt(ρ, m2
t , xi, xj, αs(µ

2), µ2) (1.9)

The summation is performed for all qq, gg, qg, and qg pairs. ρ =

4m2
t /
√

s and
√

s = xixjs is the effective center-of-mass energy squared

for the partonic process. fi(xi, µ
2) and fj(xj, µ

2) are the parton dis-

tribution functions (PDF) for the initial protons. Before and after

the hard scattering additional parton radiation can occur, referred

to as initial (ISR) and final (FSR) state radiation. The description

of ISR and FSR depends crucially on the QCD renormalisation scale

discussed in chapter 1.1.2. In event generators these processes are

described via initial and final-state parton showering.

Hard scattering remnants of the colliding hadrons can also in-

Figure 1.4: Parton distribution functions for quark, antiquark and gluon mo-

mentum densities in the proton as a function of the fractional momentum [38].
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fluence the final state of the event. The proton remnants are color

connected to the hard interaction partons. Multiple hard interac-

tions can occure between the remaining partons, which will also be

color connected to the main hard scattering process. This part is

referred as the underlying event and it is difficult to model it in

event generators. There can be also contributions coming from the

overlap of multiple collisions which are reconstructed as one event.

This process is referred to as pile-up.

The final state of the interaction consists of partons originating

from hard scattering, from ISR and FSR, from the underlying event

and from pile-up. As discussed in chapter 1.1.2 colored particles

cannot be observed and only color neutral objects, the mesons and

the hadrons formed from partons as described by ”hadronisation”

models, can be seen experimentally. There are several approaches

to model the hadronisation process in the event generators and the

q

q

g

t

t

g

g

t

t

g

g

t

t

g

g

g

t

t

Figure 1.5: Leading order top quark pair production via strong interactions

through quark-antiquark annihilation (top row) and gluon fusion (bottom row).
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description can be found elsewhere ([39], [40]).

1.1.5 Top quark physics

There are six quarks in the SM shown in table 1.2. Nowadays all

of them, namely the up, down, strange, charm, bottom, and the

top quark are observed experimentally. They are arranged in three

generations forming weak isospin doublets.

The discovery of a third family in the lepton (τ) sector at the

SLAC SPEAR e+e− ring in 1975 by Perl et al [41] was strong in-

dication that there must be the third family of quarks too. To ob-

tain a renormalisable gauge theory of the weak interactions without

anomalies [42] the number of the quark families should be equal to

the number of the lepton families. In addition, every quark comes

in three colours [43]. The experimentally observed CP violation in

Kaon decay explained by the CKM formalism also requires three

quark families [23].

In 1977 first the forth, “charm”, quark was discovered at Stanford

Positron Electron Asymmetric Ring (SPEAR) and shortly the third

generation of the quarks, the bottom (b) quark was observed at the

Fermilab proton synchrotron in 1977 [44]. In the following years b

quark properties were studied in more detail and flavour changing

neutral current decays of the b-quark were not observed. Therefore

the b quark is a member of a left-handed weak isospin doublet.

Before the direct discovery of the top quark at Fermilab, there

were constraints on the top quark mass obtained from precise elec-

troweak measurements. In the SM the mass of the W boson can be

written in the following way [6]:

m2
W =

πα√
2GF

sin2θW (1−∆r)
(1.10)
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Here α is the electromagnetic coupling constant, GF is the Fermi

constant and θW is electroweak mixing angle defined in the following

way: sin2θW = 1 − m2
W

m2
Z

. ∆r in the denominator contains the one

loop corrections to the W mass depending on the top mass and

the Higgs mass via the digrams shown in figure 1.6. The one loop

corrections from the top quark and Higgs boson can be expressed

with the following relations:

∆rTop ' − 3GF

8
√

2π2tan2θW
m2

t

∆rHiggs '
3GF m2

W

8
√

2π2 (lnm2
H

m2
Z
− 5

6
)

(1.11)
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Fig. 8. Virtual top quark loops contributing to the W and Z
boson masses

Fig. 9. Virtual Higgs boson loops contributing to theW and Z
boson masses

Also the Higgs boson contributes to∆r via the one-loop
diagrams, shown in Fig. 9:

(∆r)Higgs 

3GFm

2
W

8
√
2π2

(
ln
m2H
m2Z
−
5

6

)
. (26)

While the leadingmt dependence is quadratic, i.e. very
strong, the leading mH dependence is only logarithmic,
i.e. rather weak. Therefore the inferred constraints on mH
are much weaker than those on mt. This was used to suc-
cessfully predict the top quark mass from the electroweak
precision data before it was discovered by CDF and DØ in
1995 [42, 43]. Neutral current weak interaction data, such
as e+e− annihilation near the Z pole, νN and eN deep-
inelastic scattering, νe elastic scattering, and atomic par-
ity violation can also be used to constrain the top quark
mass. Figure 10 shows the χ2 of the Standard Model elec-
troweak fit to the precision data as a function of the as-
sumed top quark mass for three different choices of the
Higgs bosonmass [41].mH = 50GeV/c

2 was the lower limit
of the Higgs boson mass from direct searches at LEP1
at the time, 1000GeV/c2 is the theoretical upper limit

Fig. 10. χ2 of the Standard
Model fit to the electroweak
data as a function of the
top quark mass using LEP 1
data (left) and using LEP 1,
hadron collider and neutrino
experiment data (right) [41].
The dependence on the Higgs
boson mass, here chosen to
be 50, 300 or 1000 GeV/c2, is
weak, since mH enters only
logarithmically in the elec-
troweak fit, whereasmt enters
quadratically

of the Higgs boson mass, and 300GeV/c2 was chosen to
be a representative, central value as a logarithmic aver-
age between the two extremes. The minimum of the χ2

curve indicates the best estimate of the top quark mass,
the width of the curves gives an estimate of the uncertainty
of this determination. The most recent indirect measure-
ments of the top quark mass using the Z-pole data to-
gether with the direct measurements of theW -boson mass
and total width and several other electroweak quantities
yields [44, 45]:

mtop = 179.4
+12.1
−9.2 GeV/c

2 , (27)

which is in very good agreement with the world average of
the direct measurements [46]

mtop = 172.7±2.9GeV/c
2 . (28)

The global fit to all electroweak precision data including
the world average of the direct top quark mass measure-
ments yields [44, 45]:

mtop = 173.3±2.7GeV/c
2 , (29)

while a fit only to the Z-pole data gives [31]:

mtop = 172.6
+13.2
−10.2GeV/c

2 . (30)

The successful prediction of the mass of the top quark
before its discovery provides confidence in the precision
and predictive power of radiative corrections in the Stan-
dard Model. Therefore, the Standard Model fit to the
electroweak precision data including the direct measure-
ments of the top quark andW -boson mass is used to infer
on the mass of the Standard Model Higgs boson. Fig-
ure 11 (left) shows the ∆χ2 of the latest fit as a function
of the Higgs boson mass. The most likely value of the
Higgs mass, determined from the minimum of the ∆χ2

curve is 91+45−32GeV/c
2 [44, 45], clearly indicating that the

data prefers a light Higgs boson,mH < 186GeV/c
2 [44, 45].
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The successful prediction of the mass of the top quark
before its discovery provides confidence in the precision
and predictive power of radiative corrections in the Stan-
dard Model. Therefore, the Standard Model fit to the
electroweak precision data including the direct measure-
ments of the top quark andW -boson mass is used to infer
on the mass of the Standard Model Higgs boson. Fig-
ure 11 (left) shows the ∆χ2 of the latest fit as a function
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curve is 91+45−32GeV/c
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data prefers a light Higgs boson,mH < 186GeV/c
2 [44, 45].

Figure 1.6: Virtual Top quark and Higgs boson loops contributing to the W

boson mass.

The most recent indirect top mass constraint from fitting the

precision electroweak measurements from LEP, SLD and Tevatron

at Fermilab is mtop = 179.4+12.1
−9.2 GeV/c2 [45]. It is in good agree-

ment with direct top quark mass measurements. The SM fit of the

electroweak precision data for the Higgs and top mass using the W

boson and top quark mass direct measurements is shown in figure

1.7.

The first limits on the top mass were set by e+e− experiments

up to 45.8 GeV/c2. The results from hadron colliders increased

this lower limit up to 69 GeV/c2 by the SppS at CERN and up

to 131 GeV/c2 by the Tevatron at Fermilab. In 1995 top quark
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Fig. 11. Left: Blueband plot,
showing the indirect deter-
mination of the Higgs boson
mass from all electroweak pre-
cision data together with the
95% CL lower limit on the
Higgs boson mass from the
direct searches [47]. Right:
Lines of constant Higgs mass
on a plot of MW vs. mt. The
dotted ellipse is the 68% CL
direct measurement of MW
and mt. The solid ellipse is
the 68% CL indirect meas-
urement from precision elec-
troweak data

The preferred value is slightly above the exclusion limit
of 114.4GeV/c2 from the direct search for the Standard
Model Higgs boson at LEP [47].
Figure 11 (right) shows the 68% CL contour in the

(mt,mW ) plane from the global electroweak fit [44, 45].
It shows the direct and indirect determination of mt and
mW . Also displayed are the isolines of Standard Model
Higgs boson mass between the lower limit of 114GeV/c2

and the theoretical upper limit of 1000GeV/c2. As can be
seen from the figure, the direct and indirect measurements
are in good agreement, showing that the Standard Model
is not obviously wrong. On the other hand, the fit to all
data has a χ2 per degree of freedom of 18.6/13, corres-
ponding to a probability of 13.6%. This is mostly due to
three anomalous measurements: the b forward-backward
asymmetry (AbFB) measured at LEP, which deviates by
2.8σ, the total hadronic production cross section (σ0had)
at the Z-pole from LEP and the left-right cross section
asymmetry (ALR) measured at SLC, both of which devi-
ate from the Standard Model fit value by about 1.5σ. If
sin2 θW (νN), measured by the NuTeV collaboration [48],
is in addition included in the fit, the measured and fitted
value of sin2 θW (νN) differ by 3σ. It seems there is some
tension in the fit of the precision electroweak data to the
Standard Model.
Measurements of MW and mt at the TEVATRON

could resolve or exacerbate this tension. Improvements in
the precision of the measurement of the top quark or the
W -boson mass at the TEVATRON translate into better
indirect limits on the Higgs boson mass. This will also be
a service to the LHC experiments which optimise their
analysis techniques and strategies for the search for the
yet elusive Standard Model Higgs boson in the lower mass
range, preferred by the Standard Model electroweak fit.

1.4 Historic overview over top quark searches
at e+e� and pp colliders

In 1977, the b-quark was discovered at Fermilab [49]. As
explained in Sect. 1.2, the existence of a weak isospin part-
ner of the b-quark, the top quark, was anticipated and
the search for the top quark began. At the e+e− colliders

PETRA at DESY [50–63] (1979–84,
√
s = 12–46.8GeV),

TRISTAN at KEK [64–68] (1986–90,
√
s= 61.4GeV), and

SLC at SLAC [69] and LEP at CERN [70–72] (1989–90,√
s=MZ) the production of top-antitop bound states (to-
ponium) e+e−→ tt̄ was searched for. Based on the lack of
observation of such states, the experiments increased the
lower bound on the top quark mass frommt > 23.3GeV/c

2

at PETRA to mt > 30.2GeV/c
2 at TRISTAN and finally

to mt > 45.8GeV/c
2 at SLC and LEP. Provided a mini-

mum amount of data, the sensitivity at e+e− colliders is
limited by half of the achieved centre-of-mass energy, since
the top quarks would have to be pair-produced.
In the 1980s, the development of hadron colliders

started with the intersecting storage ring (ISR) [73] at
CERN, followed by the Spp̄S at CERN with

√
s up to

630GeV and the TEVATRON at Fermilab with
√
s =

1.8 TeV. The search for the top quark at these hadron
colliders was not limited by the available centre-of-mass
energy, but by the luminosity and the expected resulting
rate of top quark events. The dominant mechanism for
the production of top quarks was expected to be the pro-
duction of W -bosons with the subsequent decay W → tb.
This search mode provides sensitivity to the top quark to
masses of up to ≈ 77GeV/c2, since the W -boson can be
produced singly in electroweak interactions at pp̄ colliders.
For a heavier top quark, the strong tt̄ pair production with
the subsequent weak decay t→Wb dominates. After some
initial indication for the production of top quark at the
Spp̄S experiments UA1 and UA2 in 1984 with mt = 40±
10GeV/c2 [74], more data and improved analyses proved
this result to be a fluctuation [75]. The experiments set
a lower bound on the top quark mass of mt > 45GeV/c

2.
With more data, the UA1 and UA2 experiments increased
this limit in 1989 to mt > 60 GeV/c

2 andmt > 69GeV/c
2,

respectively [7, 76, 77]. In 1988, the central collider de-
tector (CDF) at the pp̄ collider TEVATRON at FER-
MILAB started data taking. Already in 1991, with only∫
Ldt= 4.4 pb−1, CDF set limits of mt > 77 GeV/c2 from
the e+jets channel andmt > 72GeV/c

2 from the eµ chan-
nel [78–80] for mt <mW . This limit was already stronger
than the one achievable at the Spp̄S despite the larger lu-
minosity of

∫
Ldt= 7.5 pb−1 collected by the UA2 experi-

ment due to the higher beam energy at the TEVATRON.

Figure 1.7: SM predictions for mt and mW for various Higgs masses on a plot

of MW vs. mt. The dotted ellipse is the 68% CL direct measurement of MW

and mt. The solid ellipse is the 68% CL indirect measurement from precision

electroweak data.
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pair production was discovered at the Tevatron pp collider with a

center of mass energy
√

s = 1.8 TeV at Fermilab by the CDF and D0

collaborations [4], [5]. In 2009 the discovery of single top production

from electroweak interactions was announced by both CDF and D0

collaborations [46], [47]. Recent reviews of top quark physics can be

found in [48], [6].

Top quark pairs are produced via strong interactions such as

quark-antiquark annihilation or gluon fusion shown in figure 1.5.

The next-to-leading order total cross section prediction for the tt

pair production at LHC is σ = 833(pb) ± 15% for pp collisions at
√

s = 14 TeV and mt = 175 GeV/c2. The estimated error of 15%

considers uncertainties coming from renormalisation scale variations

(∼ 10%) from PDFs and from αs uncertainties (∼ 6%). The large

PDF uncertainty is due to the poorly known gluon density at low

x values [49] and the dominance of gluon fusion in tt production at

LHC, where it contributes ∼ 90 % of the cross section.

The cross section measurement is sensitive to new physics in top

quark production and decay. A new source of top quarks would

enhance the cross section, and a new decay mode would suppress

the measured cross section value. New tt resonance production could

also increase the top quark cross section. An accurate estimation

of tt production is needed for new physics searches as well as for

the SM electroweak single-top production measurement as tt is an

important background for this process. The electroweak single top

quark production, like top quark decay, can be used for direct |Vtb|

measurements.

The top quark decays quickly due to its large mass, and the life-

time is∼ 5×10−25s. With the current knowledge of the CKM matrix

(shown in equation 1.4) a top quark decays almost exclusively to a
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b quark and a W boson with branching ratio ∼ 0.999. Therefore the

decay products of the W boson define the final states of tt system.

The W boson can decay leptonically (W± → l±νl(νl), where l± is

e±, µ± or τ±) or hadronically (W± → (u, d) or (c,s)). The branch-

ing ratios to the three lepton modes are equal neglecting the lepton

masses, totalling one third of the W branching ratio. Two thirds of

W decays are hadronic since each quark final state counts threefold

due to the colour quantum number of the quarks. The following

final states of tt systems can be identified: the all jets channel when

both Ws decay hadronically, the lepton plus jets channel when one

of the W decays leptonically and the other decays hadronically, and

the di-leptonic channel when both Ws decay leptonically.

The top quark is the heaviest and best measured quark. The

current combined world average top quark mass estimation from

the Tevatron is mt = 171.4 ± 2.1 GeV/c2 [50]. Due to the large

value of the top mass close to the electroweak symmetry breaking

scale the measurement of the top quark mass is a sensitive probe of

new physics.

Although the top quark mass is well known most of the other

fundamental properties of the top quark, like electrical charge, spin

etc. are not yet known unambiguously. These quantities will be

investigated at the LHC or at future e+e− annihilation experiments.

1.2 Physics beyond the Standard Model

The good agreement of the SM with experimental observations has

been checked only up to few hundred GeV. The most significant ex-

perimental deviation from the SM was the observation of neutrino
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oscillations. Extention of the current SM is required to accommo-

date this phenomenon. There are also theoretical concerns and open

questions within the current SM: the origin of mass, and why the

particle masses are so small (Mass Hierarchy problem). It has not

yet been possible to unify the theory to describe all particle interac-

tions including gravity. The SM does not explain the origin of the

various particle quantum numbers and the presence of 19 free param-

eters, and at least 9 additional parameters are needed to model the

neutrino oscillation processes [51]. These arguments together with

many unexplained phenomena in cosmology require new physics be-

yond the standard model. The LHC will test the SM and search

vigorously for theories beyond the TeV scale. It is believed that

most extentions of the SM predict new interactions or new particles

at this scale.

Supersymmetry (Susy) is an extension of the SM which was in-

troduced in the 1970s by Wess and Zumino [52]. In this theory a

new symmetry between fermionic and bosonic fields is postulated.

There are equal numbers of fermions and bosons forming supermul-

tiplets which consist of particles with spins differing by half a unit

and with identical couplings. This symmetry doubles the amount

of the SM particles requiring a so-called superpartner for each of

them. There are several motivations for supersymmetry. It solves

the mass hierarchy problem in SM. If the SM were to hold up to

Planck scale mp ∼ 1019 GeV the loop corrections to the W and H

mass would be 36 orders of magnitude higher than the physical val-

ues. In Susy the contributions from the fermionic loops are canceled

by identical contributions from bosonic loops with opposite sign and

left over corrections are of O(α
π
)(m2

B −m2
F ). Therefore the masses

of the superpartners are expected to be around TeV scale. Susy has
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also potential to unify the SM interactions. Another motivation for

supersymetry can be provided by astrophysics. The lightest super

partners, if stable, can be good candidates for cold dark matter [51].
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1.3 The Large Hadron Collider (LHC)

Probing new areas of high energy physics requires very high energy

densities at the interaction points, which poses new challenges to

accelerator technologies. Heavy particles produced in a high en-

ergy environment will decay to lighter particles and the only way to

study interactions which took place at high energies is to reconstruct

the decay particles precisely. Therefore sensitive particle detectors

are required. In this chapter the LHC accelerator complex and the

ATLAS detector are discussed.

The LHC is installed in the 27 km long former LEP tunnel situ-

ated at CERN, Geneva, Switzerland. Inside the LHC, bunches of up

to 1011 protons (p) will collide 40 million times per second to provide

a design luminosity of 1034cm−2s−1. An annual integrated luminos-

ity of ∼ 100fb−1 is expected. The center-of-mass (cms) energy of

proton-proton collisions is 14TeV and the total energy stored in each

beam is about 360 MJ. The current limit of energy at the interaction

point for particle accelerators is set by the Tevatron experiment at

Fermilab, which collides proton against anti-proton at a cms energy

of 1.9TeV and has collected about 2fb−1 over its ten-year period of

operation. In a dedicated operation mode the LHC will also be able

to collide heavy lead ions at 5.5 TeV cms energy and at a design lu-

minosity of 1027cm−2s−1 [2]. This is about 10 times higher than the

Relativistic Heavy Ion Collider (RHIC) at Brookhaven Laboratory.

The injection complex consists of a 50MeV linac, the 1.4GeV PS

booster, the 26GeV PS and the 450GeV SPS. A schematic view of

the LHC and SPS is shown in figure 1.8. The LHC will accelerate

equally charged particles and therefore two separate beam-lines are

needed to circulate them in opposite directions. 1232 dipole mag-
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Parameters Value

Ring circumference 26658.883 m

Number of particles 1.15× 1011 per bunch

Number of bunches 2808

Bunch spacing 25 ns

Center of mass energy 14000 GeV

Design luminosity 1034 cm−2s−1

Events per bunch crossing 19

Table 1.3: Nominal LHC beam parameters [2].

nets (figure 1.9) are used to bend the 7TeV proton beams. The

superconducting dipole magnets have a length of 14.2 m and are

maintained at a low operation temperature of 1.9K with a design

field strength of 8.36T. The two guiding magnetic fields for both

directions are produced by a single structure. A total of 392 super-

conducting quadrupole magnets, which are 3.1m long and reach a

field strength of 6.9T, are used in the straight sections of the LHC

for beam focusing towards the four collision points where the detec-

tors are located. At each collision point one of the four detectors is

built: ATLAS detector (Point 1), ALICE detector (Point 2), CMS

detector (Point 5) and LHCb detector (Point 8). The injector com-

plex, the LHC main ring and the 4 collision points are shown in

figure 1.8. In table 1.3 some of the parameters of the LHC machine

are shown.

The LHC will start operation with 7TeV cms energy, i. e. 3.5 TeV

per beam, at initial low luminosity. Design luminosity will be achieved

after a few years of running.
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Figure 1.8: Schematic view of the LHC and SPS accelerator rings [2].
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the luminosity at the collision points. 392 quadrupole magnets are used in the straight sections

of the ring. The dipole magnets must produce magnetic fields of 8.36 Tesla. Such a high field is

produced using niobium-titanium super-conducting magnets and super-fluid helium1 is used for

cooling to maintain the operation temperature of 1.9 K. The Tevatron accelerator reaches 4.5

Tesla at 4.2 K. HERA at DESY reaches 5.5 Tesla. Both uses the Nb-Ti technology invented in

the 1960s at the Rutherford-Appleton Lab.

Figure 2.2: Cross section of the LHC beam-pipe with dipole magnet

Hadron colliders can produce high energy collisions much more efficiently than electron col-

liders as synchroton radiation is much lower. The energy dissipated by the accelerated particles

due to synchroton radiation in an accelerator ring of radius R is

δE =
4πe2

3R
β3γ4

per revolution, where v = βc and E = γmc2. If the particles are relativistic, then the γ4

becomes dominant and electron colliders suffer from a large radiation loss. For example, a 50

GeV electron has a γ of 98,000 while a proton would have a γ of 54 for the same energy.

Enormous hadronic activity in proton collisions generally creates “messy” events with large

number of particles. It is therefore not suitable for precision measurements of known physics

features and the focus of the physics programmes tend to be searches for signatures of new

1For LHC, 12 million litres of liquid nitrogen will be vaporised during the initial cooldown of 31,000 tons of
material. The total inventory of liquid helium will be 700,000 litres.

Figure 1.9: Cross section of the LHC beam-pipe with two-in-one dipole magnet

and its cryostat [2].
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1.4 Physics at the LHC

The LHC will collide protons, which are composite objects contain-

ing partons: valence quarks and a sea of virtual quarks and gluons.

Each parton carries some part of the momentum from the proton,

and therefore the momentum available to the interactions between

the partons is much less than the total proton momentum. After the

hard scattering of two partons the remaining part of the proton of-

ten causes soft scattering processes which go mainly colliniar to the

beam direction. Events which only contain soft scattering are called

minimum-bias events and the total cross section is predicted to be

∼ 70 mb−1 at LHC[2]. The separation time of the proton bunches

in the accelerator is 25 ns and there will therefore be an overlap of

events from different bunch crossings. Due to the high minimum

bias event rates there will be on average ∼ 19 events per bunch

crossing at design luminosity. This leads to a pile-up of events, i. e.

multiple interactions per bunch crossing recorded as one event.

The LHC will provide the opportunity to perform precise me-

assurements of SM parameters and the possibility to extend the

searches for evidence of any new physics beyond the SM to the TeV

scale [2].

The cross sections of SM processes are shown as a function of
√

s in figure 1.10. The increase of the rates of SM processes at the

LHC with
√

s = 14 TeV cms energy is significant with respect to

the ones currently attained by the Tevatron with
√

s = 1.9 TeV

cms energy, which will allow high precision measurements of QCD

processes and electroweak interactions at the TeV scale. Top quark

pairs and single top quarks will be produced frequently at LHC and

top quark properties will be studied with more statistics than were
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available at the Tevatron experiments.

The search for the SM Higgs boson and its expected decay signa-

tures had a strong influence on the design of the ATLAS detector.

Depending on the mass of the Higgs boson (H), corresponding de-

cay channels were studied which involve identification of hadrons

or photons as the products of low mass Higgs decays. Associated

production of H such as ttH,WH, and ZH, with subsequent decay

H → bb can be studied using a lepton from the decay of one of

the top quarks or the vector boson for triggering and background

rejection. SM Higgs bosons with a mass above 130 GeV decay into

WW or ZZ pairs resulting in charged leptons in the final states.

New physics at the TeV scale will be tested in many ways. For

example, the collaboration will search for new heavy gauge bosons

with masses up to a few TeV and possible decays into lepton final

states, and also for flavour-changing neutral currents in the lepton

sector [51]. For the various supersymmetric models new superpart-

ner particles can be produced at the LHC and their decay chains

are predicted to contain leptons, jets and the lightest supersymetric

particle (LSP). If the new SUSY quantum numbers are conserved,

the LSP is stable and it will escape the detector and give rise to miss-

ing energy in the event [51]. Some theoretical models predict extra

dimensions and quantum gravity at the TeV scale. In this scenario

gravitons are produced at a high rate. Because gravitons escape

the detector these events will have significant missing energy as an

experimental signature. In other extra dimensional models Kaluza-

Klein excitations of particles are produced as resonances with large

invariant masses [51].
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quark pair production cross section is mostly driven by
the poorly known gluon density, whose luminosity in the
relevant kinematic range for the Tevatron varies by up
to a factor of 2 within the 1σ PDF range. For the Lhc

cross section calculations, dominated by the gluon-gluon
fusion, this uncertainty is even larger. In the recent years,
with increasing precision of the measurements of the deep-
inelastic scattering cross sections at HERA [121–124], ex-
perimental and theoretical groups have focused on the
proper evaluation and propagation of uncertainties on the
parton distribution functions, starting with [125] and fol-
lowed by [120,121,126–135]. While the overall top pair
production rate at the Tevatron has a large relative un-
certainty of approximately 15% (Figure 2.4, right shows
the total uncertainty of the tt̄ production cross section
calculations with gluon resummation [114,116], including
scale, kinematics and PDF uncertainties, as a function of
the top quark mass), it is important to point out that the
ratio of cross sections at

√
s = 1.96 TeV and

√
s = 1.8 TeV

is very stable.
Table 2.1 summarises the tt̄ production cross section

calculation for Run I and Run II at the Tevatron and
for the Lhc. Reference [113] only considers uncertainties
from scale variations, resulting in a ≈ 10% uncertainty.
Another ≈ 6% come from PDFs and αs. Reference [116]
only considers uncertainties from scale variations, result-
ing in a ≈ 4% uncertainty. Another ≈ 5% come from
PDFs. Reference [114] considers uncertainties from scale
variations, PDFs and αs. At the Tevatron, for every
1 GeV/c2 increase in the top quark mass over the interval
170 < mtop < 190 GeV/c2, the tt̄ cross section decreases
by 0.2 pb. The hard scattering cross sections for several
processes, including tt̄ production, are shown in Figure 2.5
as a function of the centre-of-mass energy, covering the
energy range for the Tevatron and the Lhc. In addition
to having similar event topology to the Standard Model
Higgs production, tt̄ production also has a similar cross
section, many orders of magnitude lower than the W - or
Z-production or the inclusive QCD b-production.

An accurate calculation of the cross section for top
quark pair production is a necessary ingredient for the
measurement of |Vtb| since tt̄production is an important
background for the electroweak single-top production.
More importantly, this cross section is sensitive to new
physics in top quark production and/or decay. A new
source of top quarks (such as gluino production, followed
by the decay g̃ → t̃t) would appear as an enhancement of
the cross section, and a new decay mode (such as t → t̃χ̃0)
would appear as a suppression. Resonances in tt̄ produc-
tion would also increase the top quark cross section [136–
140]. The latest tt̄ cross section measurements from the
Tevatron are discussed in Section 4.

2.2 Electroweak Single Top Quark Production

The best way to study the properties of the Wtb vertex
and to directly measure |Vtb| at a hadron collider is via the
measurement of the electroweak single top quark produc-
tion, shown in Figure 2.6. There are three separate pro-
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Fig. 2.5. QCD predictions for hard scattering cross sections
at the Tevatron and the Lhc [141]. σt stands for the tt̄ pro-
duction cross section. The steps in the curves at

√
s = 4 TeV

mark the transition from pp̄ scattering at the Tevatron to pp
scattering at the Lhc.

cesses: (a) W -gluon fusion or t-channel process [142–144],
which is similar to heavy-flavour production via charged-
current deep-inelastic scattering, and (b) Wt production
[145], and (c) quark-antiquark annihilation or s-channel
process [146,147], which is similar to the Drell-Yan pro-
cess and also called W ∗ process. Only (a) and (c) are
relevant to the electroweak single top production at the
Tevatron. So far, electroweak single-top quark produc-
tion has not yet been observed in experiments, but the
processes (a) and (c) are both expected to be observed
in Run II at the Tevatron. While the Wt production
(b) is expected to be observed at the Lhc. All three pro-
cesses involve the top quark charged current, so their cross
sections are proportional to |Vtb|

2 · g2
W (tb). Assuming the

Standard Model weak SU(2) coupling for a doublet pair of
quarks, the electrweak single-top quark production cross
section provides direct sensitivity to the CKM matrix el-
ement |Vtb|.

Calculations of fully-differential NLO single-top quark
cross sections have been performed in References [148–151]
and, including NLO top quark decay, in References [152–
156]. The total s-channel production cross section has

Figure 1.10: The SM proton - (anti)proton cross sections.
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1.5 The ATLAS detector

High interactions rates and radiation doses, large particle multiplic-

ities per event and high energies at the interaction points as well as

the precision of the measurement which is required for the physics

goals pose challenges for the design of the particle detectors. Two

general purpose detectors, ATLAS (A Toroidal LHC ApparatuS)

and CMS (Compact Muon Solenoid) are located at point 1 and

point 5 at the LHC. A brief description of the ATLAS detector is

given in this section.

The coordinate system used in the ATLAS experiment is as fol-

lows. The ATLAS global coordinate system is defined as a right-

handed system with the nominal interaction point as the origin.

The beam direction defines the Z axis, the X axis points from the

interaction point to the center of the LHC ring and the Y axis

points upwards. Side A of the detector defines the positive direc-

tion of the Z axis. The azimuthal angle φ is the angle around the

Z axis and the polar angle θ is the angle with respect to the beam

axis. The pseudorapidity frequently used in hadron collider mea-

surements is defined as η = − ln tan(θ/2) for objects with negligible

mass compared to energy, while for massive objects we have rapidity

η = 1/2 ln[(E + pz)/(E − pz)] [2].

Other coordinate systems used to describe the ATLAS geome-

try and the corresponding transformation procedures between the

different coordinate systems will be also discussed where neccessary.

Detector design overview

The LHC is a hadron collider and cross sections of the interest-

ing processes are considerably smaller than QCD production rates.
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Also due to the high interaction rates (table 1.3) at design luminos-

ity every hard interaction event will in average coincide with ∼ 19

inelastic events per bunch crossing. Good object identification, re-

construction and selection are therefore crucial for precise physics

measurements and new discoveries. For this reason the following set

of requirements was identified for the ATLAS detector design:

• fast and radiation hard electronics and sensor elements,

• high detector granularity to cope with the high track density,

• large acceptance to insure that interesting central events are

contained in the detector,

• good charged particle momentum resolution and track recon-

struction efficiencies,

• good electromagnetic and hadron calorimetry for accurate jet

and missing transverse energy measurements,

• good muon reconstruction, momentum resolution and charge

identification.

The layout of the ATLAS detector is shown in figure 1.11. A strong

magnetic field is used to bend the trajectories of the charged par-

ticles and to achieve the high momentum resolution measurments.

The experiment is constructed with various subdetectors to meet

the conditions listed above.

The magnetic field is generated by a superconducting solenoid

with field strength of 2T surrounding the inner detector. The Inner

Detector serves to reconstruct the trajectories of charged particles

with high precision. The ID consists of the following tracking sub-

detectors: Pixel detector, SemiConductor Trackers (SCT), and the

Transition Radiation Tracker (TRT).
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The calorimeter system measures the energy deposits of electro-

magnetic and hadronic particles employing the high granularity of

the various calorimeter systems: electromagnetic (EM), hadronic

central and forward calorimeters.

Three large superconducting toroids including a barrel and two

end-caps are arranged with an eight-fold azimuthal symmetry around

the calorimeters as shown in figure 1.11. The muon spectrometer

located inside the toroid field provides the muon identification and

track reconstruction with high momentum resolution and consists

of three layers of drift tube chambers (MDT) and Resistive Plate

Chambers (RPC).

Figure 1.11: The layout of the ATLAS detector. The dimensions of the detector

are 25 m in height and 44 m in length. The mass of the detector is ∼ 7000 tons.
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1.5.1 Inner Detector

The layout of the inner detector is shown in figure 1.12. The ID is

located in the central solenoid magnet which has a length of 5.3 m

and a diameter of 2.5 m.

In pseudorapidity the Pixel and SCT subdetectors cover the re-

gion |η| ≤ 2.5 while the TRT provides measurements within |η| ≤

2.0. The combination of the three tracking subdetectors provides

the desired performance of the ID: three precise Pixel measure-

ments near to the interaction point give good impact parameter

measurements and decay vertex reconstruction for heavy-flavour

and τ -lepton identification. The lower single hit accuracy of the

outer parts of the ID (SCT and TRT) is compensated by the larger

number of measurements and the large lever arm. The expected

transverse momentum resolution for the ATLAS tracking detector

is σpT
/pT = 0.05%pT ⊕ 1% [2].

The pixel detector is made from oxygenated n-type silicon wafers

with n+ pixel implantations. When charged particles pass the active

volume they create electron-hole pairs. In the electric field between

the sensor surfaces they drift towards the electrodes inducing a signal

in the frontend electronics.

The pixel detector is located around the beam line at a radial

distance of 5.05 − 12.25 cm from the interaction point. The pixel

detector consists of a total of 1744 rectangular modules with 46080

pixel channels each and a pixel pitch of size 50×400 µm2 in (R−φ)×

z. The pixel detector in total has ∼ 80.4 million readout channels.

The high granularity of the pixel modules provides precise spatial

information for good momentum resolution and both primary and

secondary decay vertex reconstruction. It was designed to provide
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3 measurements per track. The pixel modules are arranged on 3

cylindrical layers in the barrel region (5.05 cm < R < 12.25 cm) and

on 2 × 3 disk in the end-cap regions (49.5 cm < |Z| < 65.0 cm).

The intrinsic accuracies in the barrel and in the disks regions are

10 µm(R− φ) and 115 µm(z).

The SCT consists of silicon strip detector modules. The detector

operation is based on the same principle as the Pixel detector.

The SCT detector is located around beam line at a radial dis-

tance of 22.4-49.8 cm from the interaction point. The SCT detector

consists of a total of 2112 barrel and 988 end-cap double and single-

sided modules with 768 readout strips on each silicon sensor. The

strip pitch for SCT modules in the barrel region is 80 µm. In the

barrel region the SCT modules have two sides: one side with a set of

strips parallel to the beam direction, and on the back side the read-

out strips rotated by a small stereo angle of 40 mrad with respect

to the beam line to increase the resulution along the z coordinate.

In the endcap region the SCT modules are either one silicon sensor

(short modules) or two silicon sensors (long module). For the long

modules as in the SCT barrel on one side the set of strips are run-

ning radially and on the other side a set of stereo strips are running

at an angle of 40 mrad with respect to the radial strips. The pitch

of the strips in the end cap regions starts at 55 µm and increases

along the radial direction up to 95 µm. Total number of readout

channels in the SCT is ∼ 6.3 million. Typically the SCT provides 8

measurements per track with intrinsic accuracies per module in the

barrel and in the discs of 17µm in (R − φ) and 580µm in z. The

SCT modules are located in 4 cylindrical layers in the barrel region

at radial distances 22.4 - 49.8 cm and on 2× 9 disks in the end-cap

regions at distance 85.38 < |Z| < 272.02 cm.
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The largest part of the ID volume is covered by the TRT subde-

tector at radii from 56.3 cm to 106.6 cm. The TRT is constructed

of thin polyimide drift straw tubes of 4 mm diameter. The anodes

are 31µ m diameter tungsten wires plated with gold. For the opera-

tion gas a mixture of 70% Xe, 27%CO2 and 3%O2 is chosen. In the

barrel region 144 cm long straws are arranged parallel to the beam

direction on 73 planes. In the endcap regions 37 cm long straws are

placed vertical to the beam axis in 160 planes. The total number

of TRT readout channels is ∼ 351000. The TRT only measures

R − φ information and provides on average 36 measurements per

track with an intrinsic accuracy of 130 µm per straw.

Figure 1.12: The layout of the ATLAS inner detector.

1.5.2 Calorimetry

The ATLAS calorimeter system consists of three parts: electro-

magnetic (EM), hadronic and forward calorimeters. They cover

the pseudorapidity range |η| ≤ 4.9. The wide range of the accep-
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tance and the fine granularity of the calorimeter serves to satisfy

the physics requirements for jet reconstruction and missing energy

(Emiss
T ) measurements [2].

The EM calorimeter is a liquid Argon (LAr) detector with accordeon-

shaped kapton electrodes and lead absorber plates. When high-

energy photons or electrons traverse the lead they produce electro-

magnetic showers and electrons and positrons from the shower pass-

ing through the liquid argon ionize its atoms. Ionization electrons

are drifting in an electric field towards the absorber plates and are

measured as a signal. The signal size is proportional to the energy

of the primary particle. The EM calorimeter barrel covers angles at

|η| ≤ 1.4 and the endcap covers angles at 1.375 ≤ |η| ≤ 3.2. Fine

segmentation is used for the precise electron and photon reconstruc-

tion in the central region |η| ≤ 2.5. The cell ganularity in this region

is ∆η × ∆φ = 0.025 × 0.025. In the range 2.5 < |η| < 3.2 the cell

size is larger ∆η ×∆φ = 0.1× 0.1.

The hadronic calorimeter measures energy deposits of hadrons:

protons and neutrons, pions and kaons. In the case of the Tile

hadronic calorimeter hadronic showers are formed in the steel plates

and the shower particles traverse the scintillating tiles such that the

emitted light is proportional to the energy of the incident particle.

In the end-cap regions where the intensity of particles is higher liquid

argon is used as active medium to increase resistance against high

radiation rates while copper plates serve as absorbers.

The hadronic calorimeters consist of a Tile barrel, two Tile ex-

tended barrel calorimeters and two Hadronic End-cap Calorime-

ters (HEC). The barrel hadronic calorimeter and extended barrel

calorimeters cover the range |η| ≤ 1.7. The cell granularity in the

barrel region is ∆η × ∆φ = 0.1 × 0.1. The HEC covers the range
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1.5 ≤ |η| ≤ 3.2 with the cell granularity of ∆η ×∆φ = 0.1× 0.1 for

1.5 ≤ |η| ≤ 2.5 and ∆η ×∆φ = 0.2× 0.2 for 2.5 ≤ |η| ≤ 3.2.

The forward calorimeters cover the range 3.2 ≤ |η| ≤ 4.9 and use

copper and tungsten rods and tubes parallel to the beam axis. The

LAr in the volume between the rods and the tubes is the sensitive

medium. The cell sizes in the forward calorimeters vary from ∆X×

∆Y = 3.3× 4.2cm2 to 5.4× 4.7cm2.

In total, the calorimeters of ATLAS have 260000 readout chan-

nels.

1.5.3 Muon system

The muon system is the outermost subdetector of ATLAS. It is

located inside the large superconducting air-core toroid magnets

which consist of a barrel toroid and two end-cap toroid magnets.

Each toroid contains eight coils assembled radially and symmetri-

cally around the beam axis. The magnetic field is centered on the

beam line and reaches a maximum of 4.1T. It is mostly orthogonal

to the muon trajectories to provide momentum resolution indepen-

dent of the pseudorapidity. In the barrel region the muon chambers

are arranged in three cylindrical layers around the beam axis. In the

end-cap region three layers of the chambers are installed in planes

perpendicular to the beam. There are several chamber types used in

the muon system: for precision muon trajectory reconstruction 1088

Monitored Drift Tube chambers (MDT) for the barrel and 32 Cath-

ode Strip Chambers (CSC) for the forward regions are used. The

total number of readout channels for the muon tracking chambers

is 385000. The MDT chambers have optical alignment monitoring

with about 12000 sensors to achieve a precision of 30 µm for the



1.5. The ATLAS detector 39

relative alignment of the chambers.

For fast muon identification and triggering as well as measure-

ment of the muon coordinate in the direction orthogonal to the track-

ing chambers the muon system also has 544 Resistive Plate Cham-

bers (RPC) in the barrel and 3588 Thin Gap Chambers (TGC) in

the end-cap regions. These cover the pseudorapidity range |η| ≤ 2.4.

First level muon triggering is based on trigger chamber track seg-

ment reconstruction. The total number of readout channels for the

muon trigger system is 691000.

The MDT chambers employ aluminium-walled gaseous drift tubes.

Charged particles passing the tubes ionize the gas and the electrons

are accelerated towards the central anode wire. Close to the wire the

kinetic energy of the electrons is large enough to create secondary

ionizations leading to avalanches which are measured. The CSC

used in the forward regions where the radiation is higher are realized

with multi-wire proportional chambers. For the trigger chambers in

the barrel regions RPC gaseous parallel electrode-plate tubes with-

out wires are used since the time for collecting the charge is much

shorter than for the MDT. For the forward trigger chambers (TGC)

multi-wire proportional chambers are used as for the CSC chambers.

For a high momentum muon the muon-spectrometer performance

is independent of the inner-detector system and the expected trans-

verse momentum resolution is σpT
/pT = 10% at pT = 1 TeV [2].

1.5.4 Trigger and Data Acquisition System

For ATLAS a 3 level trigger system was designed. The aim of

the trigger system is to reduce the initial bunch crossing rate from

40 MHz down to the data recording rate of 200Hz. On figure 1.13



40 Chapter 1. Introduction

a schematic representation of the ATLAS Trigger System is shown

[2].

The Level 1 (L1) trigger is hardware based and uses only parts of

the available detector information. The muon system measurements

are represented by the trigger chamber (RPC/TGC) information

and only reduced-granularity information of the calorimeter system

is used. No information of the tracking system is considered. The

central L1 trigger processor attempts to find high transverse mo-

mentum muons, electromagnetic clusters, jets, τ -leptons, missing

transverse energy, and large total transverse energy. This procedure

is performed in less than 2.5 µs. The data rate after applying the L1

trigger is reduced to 75 kHz. L1 accepted events are transferred first

to the Readout Drivers (ROD) of each sub-detector and afterwards

the signal of all detector componenents are sent to the data acqui-

sition (DAQ). L1 also defines the Regions-of-Interest (RoI) in η and

φ space for various physics signatures which are used afterwards by

the High Level Trigger (HLT).

The Level 2 (L2) trigger uses full information from the detector

but processes the events only within the RoIs. The L2 trigger re-

duces the trigger rate to 3.5 kHz in about 40ms. Information about

the L1 and L2 accepted events are stored in DAQ local buffers.

The third trigger level is the Event Filter (EF) based on offline

reconstruction using measurements from every subdetector. The

EF improves the event selection and brings the trigger rates down

to 200Hz in a few seconds. After the final event selection by the

EF the data are transferred to permanent storage at the CERN

computer center.

The DAQ provides the data flow management, configuration,

control and monitoring of the hardware and software components
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of the detector.

The Detector Control System (DCS) monitors the operation of all

subdetectors and has direct interaction with the detector hardware

components to adjust operation parameters.

2.3 Trigger and Data Acquisition System 55

67

Figure 7.9 An schematic of the the ATLAS Trigger and data acquisition system.

Events selected by LVL1 are read out from the front-end electronics into readout drivers

(RODs) and then into readout buffers (ROBs) (See Figure 7.9). If the event is selected by the

level-2 (LVL2) trigger (described in the next paragraph), the entire event is transfered by the DAQ

to the Event Filter (EF), which makes the third level of event selection.

In principle, the LVL2 trigger has access to all of the event data with full precision and gran-

ularity; however, the decision is typically based only on event data in selected regions of interest

(RoI) provided by LVL1. The LVL2 trigger will reduce LVL1 rate of 75 KHz to ∼ 1 kHz with a

latency in the range 1-10 ms.

The last stage of online event selection is performed in the Event Filter (EF). The Event Filter

utilizes selection algorithms similar to those used in the offline environment. The output rate from

LVL2 should be reduced to ∼ 100 Hz, depending on the size of the dedicated high-level trigger

(HLT) computing cluster available at startup.

Figure 2.11: Block diagram of the Trigger/DAQ system.Figure 1.13: Schematic representation of the ATLAS Trigger System [2].
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Chapter 2

Track based alignment of

the Inner Detector

The ATLAS Inner Detector (ID), consisting of the silicon pixel de-

tector, the SemiConductor Tracker (SCT) and the Transition Radia-

tion Tracker (TRT), serves to reconstruct and measure the momenta

of charged particles as well as primary and secondary decay vertices.

The precision of the measurement depends on the intrinsic resolu-

tion of the detector elements which varies for the different detector

element types and is a property of their design [2]. In addition to

the intrinsic resolution, the overall measurement precision depends

on the knowledge of the position of the detector elements, known as

the detector alignment.

The overall required alignment precision, driven by physics mo-

tivations, is given in table 2.1. The limits are obtained by requiring

that the alignment uncertanity must not degrade the track param-

eter resolution by more than 20% with respect to the values with

perfect alignment [2]. More tight limitations are derived from the

momentum scale constraints for precise Z and W boson invariant
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Coordinates Required precision

Pixel SCT

Barrel Endcap Barrel Endcap

x [µm] 7 7 12 12

y [µm] 20 20 100 50

z [µm] 20 100 50 200

Table 2.1: Required alignment precision for the various silicon detector elements

[2]. Coordinate axes (x, y, z) denote the local [54] frame of a silicon detector

module (see section 2.1).

mass measurements [53].

In order to make full use of the ATLAS Inner Detector, the posi-

tions of the sensitive elements have to be determined using an align-

ment algorithm. Different alignment techniques are used in ATLAS:

direct detector survey [55], hardware based alignment (frequency

scanning interferometry (FSI) [56]), and track based alignment. In

the following studies only track based alignment is considered.

A charged particle generates on average 10 hits in the SCT and

Pixel subdetectors [2]. The distances between the fitted track and

hits associated with this track are called residuals (for an exact def-

inition of residuals see section 2.4). The pattern recognition algo-

rithm and the subsequent track fitting tries to get the best fit of

the trajectory of the charged particle in the detector volume, chang-

ing the track parameters to minimize the residuals. Track based

alignment algorithms are based on minimization of the residuals,

by changing the assumed position of the detector elements while

keeping the track parameters fixed.

Two of the ATLAS coordinate systems are used in the context

of ID alignment [57]. The global coordinate system for ID tracking

is a right-handed three-dimensional orthogonal coordinate system
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whose z-axis is parallel to the direction of the magnetic field in the

inner detector. The origin lies at the nominal interaction point, and

the x-axis points to the center of the LHC ring. Coordinates in this

frame are denoted with (X, Y, Z) and directions are given using the

angles θ, which is the deflection with respect to the z-axis, and φ,

which is the angle around the z-axis starting from the x axis.

Each detector module (x, y, z) has its own unique right handed

local coordinate system denoted by (x, y, z). For SCT and pixel

modules it lies in the plane of the detector with the origin at the

center of the module. The x-axis points in the direction across the

short coordinate of the strip, the y-axis points in the direction along

the long coordinate of the strip and the z-axis is perpendicular to

the surface and oriented away from the interaction point [58].

The main purpose of this chapter is to show that a common vertex

per event can constrain the end point of tracks strongly. Afterwards

the tracks are used as input to the alignment, leading to improved

results. Results were obtained by applying the vertex constraint for

the local χ2 alignment approach [59, 58].

2.1 Data sets

Several sets of simulated data are used to examine the performance

of the ATLAS detector and to check the whole software chain from

trigger to calibration and alignment to derivation of physics results.

Details about simulated data used in our studies follow.

2.1.1 Multimuon samples

The multimuon samples were generated with the ATLAS offline soft-

ware framework 11.0.5 [60]. 10 muons per event were generated from
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a common vertex. The vertex distribution (X, Y, Z) was spread

around the nominal interaction point (0,0,0) with a Gaussian distri-

bution with widths of (0.015, 0.015, 56.0)mm in (X, Y, Z).

Particle momenta were generated with flat distributions in trans-

verse momentum pT and in azimuthal angle φ and in pseudorapidity

η , using pT ∈ [2; 50] GeV , φ ∈ [0; 2π], and |η| < 2.5. These samples

were generated and reconstructed with the nominal geometry of the

ATLAS detector corresponding to perfect alignment of the detec-

tor. We will use this dataset to check the performance of the vertex

constraint tool.

2.1.2 The Computing System Commissioning (CSC) Data

challenge

The Computing System Commissioning data challenge was intended

to exercise the full ATLAS software chain. To be as realistic as pos-

sible the Monte Carlo events were generated considering possible

misalignments of the detector modules [61]. For reconstruction the

nominal geometry of the ATLAS detector was used and the align-

ment algorithms were exercised in order to see how well misalign-

ment can be corrected under realistic conditions.

For the CSC data, the misalignment of the ATLAS Inner Detector

was introduced in the following way: different levels of transforms

needed to be generated in order to test the alignment algorithms

with a realistic detector description as close as possible to the real

experiment. For this the ATLAS calibration database provides three

levels of alignment transformations. For level3 transforms misalign-

ments of each SCT or Pixel module were generated. For level2 trans-

forms misalignments of the Pixel and SCT barrel layers or endcap
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Translations Rotations

Level 1 O(1 mm) O(0.1 mrad)

Level 2 O(100 mm) O(1.0 mrad)

Level 3 O(100 mm) O(1.0 mrad)

Table 2.2: Order of misalignments applied on different levels for Pixel and SCT

[62].

disks were introduced. For level1 transforms misalignments of the

Pixel and SCT subdetectors were applied [62]. The approximate

size of the misalignments for each transformation level are shown in

table 2.2.

2.2 Track Reconstruction

The charged particles passing the detector volume leave a track

which is found and reconstructed by track reconstruction algorithms

implemented in the overall ATLAS computing framework [57]. Tracks

were represented with respect to the nominal beam line. This is

called the perigee representation; a schematic view of this represen-

tation is given in figure 2.2. The perigee representation of the tracks

is given by a set of five parameters (d0, z0, φ, η, q/p), where (d0, z0)

denote the two coordinates in the intrinsic frame of the nominal z

axis and (φ, η, q/p) is a representation of the track momentum in

the global frame.

2.2.1 Error scaling

During track reconstruction the hit errors were scaled up to make

tracking more efficient in the misaligned environment. Hit error

scaling is intended to improve the tracking in terms of track scoring,
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outlier flagging, tracking efficiency and parameter resolution [63].

The discrepancy between the scaled hit error and the unscaled hit

error provided by the clustering algorithm can be explained by not-

ing effects of misalignment and imperfect calibrations. To modify

the error matrix for each measurement on a track two parameters

a and c were introduced to translate the intrisic resolution σ to the

scaled resolution σ′:

σ′2 = a2σ2 + c2 (2.1)

The intrinsic detector resolution σ is multiplied by the factor a to

correct for effects which increase the measurement error. The con-

stant term c added in quadrature absorbs effects such as misalign-

ments which do not change the intrinsic detector resolution. These

parameters were tuned for different parts of the detector (Pixel, SCT

and TRT), parameterized in φ and η coordinates. In total 16 error

scaling parameters for the Inner Detector are used [63].

For the analysis of the calibration effects the multiplicative dis-

crepancy of the pull distribution width from 1.0 can be directly used

as the error scaling factor a. The pull is calculated as ratio of the

track residual and the error on the hit measurement. To cover resid-

ual misalignments with the measurement errors the additive term c2

is itroduced to the covariance matrix. The derivation of the mean

(pobs) can be seeded by an educated guess from simulation displace-

ments, detector survey, or a previous iterationṪaking into account

such a guess in form of an already added term c0 to the mean intrin-

sic error σ0 of a certain detector part, the new tuning c is calculated

to be [63]:

c2 = (p2
obs − 1)a2σ0 + p2

obsc
2
0 (2.2)
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2.3 Vertex Reconstruction

The track fit can be improved using the information that in one event

most tracks come from a common vertex. This information can be

used in different ways. It can be used implicitly, by parametrising

track parameters constrained at the vertex point. This approach is

used in the Global χ2 alignment [64]. Alternatively it can be used

explicitly by refitting the tracks with the vertex point. This is the

method which we use in Local χ2 alignment.

This procedure influences tracking, therefore tracks before and

after including the vertex point were compared. Since vertices are

reconstructed for each alignment iteration, the alignment procedure

can be monitored by looking at the vertex position distributions.

2.3.1 Vertex fitting

The vertex constraint uses the information of a common vertex per

event to refit the tracks with that vertex point. The first step of

the procedure is to reconstruct the common vertex per event. The

input of the refit with vertex tool is therefore the track collection.

No additional track selection is implemented in the tool itself. Track

selection can be performed using the track selection tools to obtain

optimized track collections before vertex reconstruction. It is also

possible to use track quality cuts implemented in the vertex fitter

tools.

Vertices can be reconstructed using different vertex fitting algo-

rithms. There are application packages for the vertex fitter, in which

additional constraints such as a mass constraint or a beam spot con-

straint are implemented. We used the beam spot constraint within

our studies.



50 Chapter 2. Track based alignment of the Inner Detector

2.3.2 Refit of tracks with vertex

After reconstructing a common vertex per event the next step is to

add this information to the individual tracks. One way to do this

is to refit the track and to consider the vertex point explicitly [65].

For this procedure the common vertex position is added to each

track as an additional measurement point. A new measurement

collection for each track is provided and passed to a track fitter.

Thus, as a final result one obtains a new refitted track collection.

The vertex constraint tool, RefitWithVertexTool, is implemented in

the ATLAS software package (Athena) and can be used for any track

based alignment approaches.

2.3.3 Performance Studies

For performance studies we used data generated and reconstructed

with the nominal geometry described in section 2.1.1. The recon-

structed vertex distributions are shown in figure 2.1. The recon-

structed vertex distributions are centred at zero and the RMS values

are close to the generated width of the vertex distribution given in

section 2.1.1.

The beam constraint to the vertex reconstruction procedure was

applied using the primary vertex reconstruction package. The beam

spot profile is centered at (0, 0, 0) with a Gaussian (X, Y, Z) spread

of (0.015, 0.015, 54.0)mm. The beam constraint is applied only to

x and y directions, as the measurement of the beam spread for the

z coordinate is not accurate.

The vertex x and y distributions had smaller width when the

beam constraint was used, shown in figure 2.1. The distribution

for the z coordinate remained the same, because the beam spot
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constraint was imposed only on the x, y coordinates [66].

As explained above the tracks were refitted with the vertex point.

A comparison of the track perigee parameters before and after adding

the common vertex per event to each track are shown in figure 2.3.

The track perigee parameter distributions did not change after this

procedure.

2.4 Alignment of the ATLAS Inner Detector

The local χ2 alignment approach treats the 1744 pixel modules and

the 4088 SCT modules of the ATLAS ID independently and uses a

linearized χ2 minimization of the residuals with respect to the six

degrees of freedom of a rigid body to get the alignment corrections

for each module [59, 58].

Residuals are defined as the smallest distance between the track

trajectory and the hit position. In plane residuals are the pro-

jected length on the detector surface. For the local χ2 approach,

the Distance Of Closest Approach (DOCA) between the track and

the hit is used to define the residual. The hit position is given by

the straight line corresponding to the readout-coordinate of the de-

tector, as shown in figure 2.4.

In the local χ2 alignment approach correlations between the mod-

ules are not considered explicitly. The correlations between mod-

ules are restored via iterations. In the data set which was used to

find the alignment parameters the tracks are reconstructed again

with the new alignment parameters before the next iteration. This

procedure indirectly restores the neglected correlations in the local

alignment approach [59, 58].
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Figure 2.1: Reconstructed vertex distributions for multimuon samples with nom-

inal geometry and with (red) and without (black) beam constraint (BC). Coor-

dinate axes (X, Y, Z) denote the global [54] frame of the ATLAS detector.
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Figure 2.2: The perigee representation of the tracks is given by a set of five

parameters (d0, z0, φ, η, q/p), where (d0, z0) denote the two coordinates in the

intrinsic frame of the nominal z axis and (φ, η, q/p) is a representation of the

track momentum in the global frame, where η = −ln[tan(θ/2)] [57].
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Figure 2.3: Track perigee parameters before (black) and after(red) refitting

including the vertex point using multimuon samples.
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Figure 2.4: The definition of distance of closest approach (DOCA) residuals for

the Pixel (top) and SCT (bottom) modules. The blue lines are used for the

in-plane residuals and the red lines denote the DOCA residuals.
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2.4.1 Including the vertex information in the local χ2 align-

ment

The track error is given by the propagated error matrix of the track

parameters. The error of the track fit corresponding to the inner-

most Pixel layer is generally higher than for other parts of the Inner

Detector, because the innermost pixel layer is at the begining of

the track and there is no subsequent interpolation of the track [58].

An alignment procedure for these modules needs more iterations to

converge. The vertex point used as an additional measurement to

the track improves the track fit error for the innermost Pixel layer

and thus can improve the alignment.

In addition the vertex point correlates more modules in one event

compared to the standard Local χ2 alignment. Therefore it can

improve the alignment procedure, making it more robust.

Including the vertex point can provide sensitivity to weak modes.

Weak modes are translations and rotations of the detector elements

which do not change residual distributions for the given data sam-

ples. The χ2 expression depends only weakly on these parameters,

which leads to degenerate solutions of the χ2 minimization. In order

to handle these kinds of distortions a combination of different kinds

of track collections are needed, e.g. tracks coming from the interac-

tion point and cosmic data recorded in the ATLAS pit. Some weak

modes can be recovered using external constraints, e.g. the LHC

beam position, or internal information, which potentially can con-

strain degrees of freedom of the system. An example of a weak mode

is a global translation of the whole detector. This kind of transfor-

mation will not change track residual distributions, therefore track

based alignment will not be sensitive to it. In this scenario external



2.4. Alignment of the ATLAS Inner Detector 57

constraints such as the LHC beam position or an internal reference

point can be imposed, as discussed below.

2.4.2 Alignment with the CSC data

We performed studies with the simulated data set CSC7270 [61],

which contains 10 muons per event coming from a common vertex

discussed above in chapter 2.2.

Particle momenta were generated with a flat distributions in

transverse momentum pT and in azimuthal angle φ, using pT ∈

[2; 50] GeV , φ ∈ [0; 2π], and |η| < 2.5. Error scaling was used for

track reconstruction (see section 2.2.1).

The alignment strategy for the CSC data was the following: the

Local χ2 alignment with vertex constraint was performed. The TRT

part of the ATLAS Inner Detector was not aligned in this proce-

dure, i. e. hits from the TRT were removed from the tracks before

the vertex reconstruction and alignment procedures. For the level1

alignment, which will be described below, only barrel hits were used.

For our studies tracks were refitted with the common vertex point

before each alignment iteration. We performed level1, level2 and

level3 alignment procedures for the CSC data. Different levels of

the alignment minimize the residuals correcting the misalignment

for the modules corresponding to the level. For example at level1

alignment parameters for the Pixel and SCT barrel and the two SCT

endcaps are updated during the alignment procedure.

Comparisons between Local χ2 (silicon only) alignment with and

without vertex constraints were performed. In order to compare

the performance of the alignment procedure with perfect knowledge

of the detector geometry the generated misalignment was corrected
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ATLAS software packages

Athena release 12.0.6

InDetRecExample-01-03-42-05

InDetLocalChi2AlignAlgs-00-00-18

InDetLocalChi2AlignTools-00-00-35

InDetLocalChi2AlignEvent-00-00-09

Table 2.3: ATLAS software packages used for the given studies.

for.

The ATLAS software packages used are listed in table 2.3. The

following sequence of actions was performed to obtain the results.

The first 5 iterations were level1 local χ2 alignment of the Pixel and

SCT barrel subdetectors. The position of the Pixel barrel was fixed

at this stage. As discussed above, possible global shifts of the whole

detector (weak modes) will not change the results of the track based

alignment. So without loss of generality, we can choose an internal

reference point and align the other parts with respect to the chosen

reference module. This will not change the relative alignment be-

tween alignable modules, i. e. the SCT alignment with respect to the

Pixel subdetector. On the 6th iteration we used the reconstructed

primary vertex position distributions to shift the center of the ID to

the corresponding beam spot position. Afterwards the level2 and

level3 alignment procedures were performed for the SCT and Pixel

subdetectors.

Residual distributions for Pixel part of the Inner Detector

The residual distributions for the Pixel barrel layers with the mis-

alignment present in the data are shown in figure 2.5. Residual

distributions for the Pixel layers before any alignment are shown in
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plots a) and c). In a) all track hit residuals are shown, in c) only

tracks associated to the primary vertex are shown, after re-fitting

with the vertex measurements. Due to the misalignment the resid-

ual distributions for each layer are not centered at zero. The residual

distributions for the Pixel layers are slightly wider when the tracks

are refitted with the vertex point. Using reconstructed vertices cor-

relates more SCT and Pixel modules per event compared to using

individual tracks.

Residual distributions after the local χ2 alignment procedure are

shown in plot b) and residual distributions after the local χ2 align-

ment with vertex constraint are shown in plot d). The residual

distributions are centered more closely at zero and the RMS values

of the distributions are smaller compared with plot a).

The different numbers of entries in plots a) and b) compared with

c) and d) are due to the vertex constraint used for the alignment

procedure, which takes the tracks associated with a vertex in plots

c) and d) and all tracks in plots a) and b). In plot d) we see the

residual distribution after the beam position constraint (see section

2.4.2) was applied. The distributions are centered more closely on

zero and the RMS is slightly smaller compared with the other distri-

butions after alignment. We find that the results after the alignment

procedure are near to optimal.

Residual distributions for SCT part of the Inner Detector

The same distributions for the SCT barrel part of the detector are

shown in figure 2.6. Again in plots a) and c) the residuals are cal-

culated before the alignment procedure. In plot a) all track hits

residuals are shown and in plot c) only tracks associated to the pri-

mary vertex and refitted with the vertex measurements contribute.
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In plots b) and d) we see residual distributions after the local χ2

alignment and after the local χ2 alignment with vertex constraint.

For both b) and d) the residual distributions are already centered

at zero and the RMS values are smaller compared with plots a) and

c). Plots e) show the residual distributions after the beam position

constraint was applied in the alignment. The distributions are cen-

tered more closely on zero and the RMS is slightly smaller compared

with the other distributions after alignment.

The alignment procedure gives more significant improvements for

the x coordinate that for y. This can be explained by noting that

the generated misalignment was larger for the x coordinate than for

the y [62].

2.4.3 Alignment with reconstructed vertex distributions

Several control plots were produced to study the reconstruction be-

fore and after each step of the alignment procedure. Figure 2.7

shows that before alignment the reconstructed vertex distributions’

(black curves) mean values are shifted from zero. After the align-

ment this shift is recovered. The main improvement came after the

level1 alignment procedure, where the reconstructed vertex position

was used to shift the whole detector. Thus the vertex distributions

were moved towards zero as well. However, after alignment the ver-

tex distribution RMS improved as well showing that the introduced

misalignment was recovered.

CSC misalignment of the detector gives the distributions of the

reconstructed vertex positions significantly displaced from the nom-

inal position corresponding to the generated beam spot, see section

2.1.1. In order to see improvements of the alignment procedure with
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a)

b)

c)
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d)

e)

Figure 2.5: a) Pixel Barrel residuals before Alignment. b) Pixel Barrel resid-

uals after Local χ2 SiOnly Alignment (all 3 levels) c) Pixel Barrel residuals

before Alignment with vertex constraint. d) Pixel Barrel residuals after Local

χ2 SiOnly Alignment with vertex constraint (all 3 levels). e) Pixel Barrel residu-

als after Local χ2 SiOnly Alignment with vertex constraint and beam constraint.
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a)

b)

c)



64 Chapter 2. Track based alignment of the Inner Detector

d)

e)

Figure 2.6: a) SCT Barrel residuals before Alignment. b) SCT Barrel residuals

after Local χ2 SiOnly Alignment (all 3 levels) c) SCT Barrel residuals before

Alignment with vertex constraint. d) SCT Barrel residuals after Local χ2 SiOnly

Alignment with vertex constraint (all 3 levels). e) SCT Barrel residuals after

Local χ2 SiOnly Alignment with vertex constraint and beam constraint.
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an additional precise beam spot measurement, an iterative beam po-

sition constraint for the alignment procedure was implemented. The

beam position constraint implemented in InDetPriVxFinderTool in

Athena [66] was used. The size of the beam spot can be configured

for every iteration of the alignment procedure. This allows the pro-

cedure to be started using a large beam spot size (7 mm). The beam

spot size is reduced after each iteration of the alignment until the

generated beam spot size (0.015 mm) is reached.

The results of the reconstructed vertex distributions after align-

ment with beam constraints are shown in figure 2.7 (red curve).

The results show that after the alignment procedure with beam con-

straint the vertex position distributions are near to the generated

spread of the beam spot for the X and Y coordinates. In table 2.4

are shown the mean and RMS of the vertex distributions for the

initial geometry, after alignment procedure and after alignment plus

beam constraint. For comparison the size of the generated vertex

spread is also shown. The RMS values of the vertex distributions

in the X and Y coordinates after the alignment procedure are still

one order higher than the generated vertex spread and the improve-

ment was obtained only after beam constraint was applied. The

distribution for the vertex position Z coordinate is unchanged. The

external measurements of the beam spot by the LHC machine are

less sensitive to the Z direction and there is no corresponding beam

constraint for this coordinate.

2.4.4 Track parameters before and after vertex refit

The main functionality of the vertex constraint tool is to improve the

track fit by adding the common event vertex to the track. Then the
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Figure 2.7: Vertex position distributions for the CSC data before the align-

ment (black), after the level1, level2 and the level3 alignment (blue), and after

alignment with the iterative beam constraint (red). Coordinate axes (X, Y, Z)

denote the global frame of the ATLAS detector.
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Geometry Vertex distributions mean Vertex distributions RMS

x [mm] y [mm] z [mm] x [mm] y [mm] z [mm]

Generated vertex distributions 0 0 0 0.015 0.015 0.015

CSC misaligned geometry -0.6157 -1.024 0.7673 0.2162 0.2296 77.55

L1L2L3 alignment 0.0249 -0.0231 0.0504 0.1485 0.1502 77.58

L1L2L3 alignment plus beam constraint 0.0027 -0.0026 0.0559 0.0203 0.0209 77.58

Table 2.4: The vertex distribution mean and RMS values for the generated

vertex spread, for the initial CSC misalignment geometry, results after alignment

and after alignment with beam constraint.

tracks are refitted and improved tracking errors for the innermost

pixel layer are expected. In figure 2.8 the distributions for the track

perigee parameters at the nominal interaction point are presented,

before and after the alignment. The distributions are slightly dif-

ferent. Only improvement of the track d0 distributions is observed,

as level1 misalignment (global shifts of the detector) was corrected.

For comparison the track parameter error distributions at the nomi-

nal interaction point and at the vertex point are shown in figure 2.9.

The tracking error is better at the vertex point (red curve) then

at the nominal interaction point (black curve). Since several tracks

are associated with a vertex the position measurement is improved

at that point. In figure 2.8 the track transverse momentum distri-

butions are shown. The plot shows that misalignment effects were

not recovered completely. The distribution after alignment is better

then the initial distribution for the misaligned geometry, but still is

far from the distribution which one obtains with perfect knowledge

of the detector alignment.
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Figure 2.8: Track perigee parameters for CSC data before alignment (black),

after level1, level2, level3 alignment with BC (red) and for perfect alignment

are shown in blue.
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Figure 2.9: Track perigee parameter error distributions at the nominal interac-

tion point(black), and at the vertex point(red).



70 Chapter 2. Track based alignment of the Inner Detector

2.5 Conclusions

Local χ2 alignment was performed for the SCT and Pixel subdetec-

tors for the CSC generated misalignment. A new constraint for the

track based alignment procedure was introduced. The interaction

vertex point was added to the track fit to combine the informa-

tion from the detector measurements with the accumulated infor-

mation from the reconstructed vertices. Refined tracks were used

for the track based alignment procedure and improved results were

obtained. The tool which performs the refit of tracks with vertex

point is implemented in Athena and can be used as pre-processing

tool for any track based algorithm.



Chapter 3

Heavy flavor tagging with

ATLAS

Final states of the majority of LHC physics processes involve jets of

hadrons. Jets are formed when the final state partons hadronise and

form color singlet bound states which may subsequently decay into

long lived charged and neutral particles. Charged particles leave

tracks in the inner detector and all particles deposit energy in the

calorimeter system. The definition and the measurement of jets

depends on the procedure used to collect the deposited energy in

the detector.

Identification of jets which originate from a b quark (b-tagging)

is important for a large part of the ATLAS physics program such

as precise measurements of the top quark sector and searches for

physics beyond the Standard Model. We studied the performance

of the existing b-tagging algorithms in ATLAS using Monte Carlo

simulated events. The aim of the studies was to investigate the b-

tagging performance in the case of systematic and random misalign-

ment of the ID. The performance variation due to the underlying
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jet reconstruction algorithm used and the corresponding calibration

scenarios for the b-tagging procedure were also investigated.

3.1 Jet reconstruction algorithms

The ATLAS calorimeters have fine granularity in φ − η space over

|η| ≤ 3.2 (details can be seen in chapter 1.5.4), while the forward

calorimeters cover the region up to |η| ≤ 4.9 and provide suffi-

cient granularity to reconstruct jets with small polar angles. Jet re-

construction algorithms combine calorimeter objects based on their

space location (fixed cone algorithms) or space and momentum prox-

imity criteria (kT algorithms). Two kinds of calorimeter objects (see

below) are used as input for the jet reconstruction algorithms: tow-

ers or topological clusters. Calorimeter towers are formed by col-

lecting the cell energies based on their location and summing their

signals. Topological clusters are formed iteratively around seed cells

with energy above a given threshold considering the noise and the

pile-up contributions for each calorimeter region.

Cone algorithms combine calorimeter objects within a cone of

fixed size around the stable jet axis. Typical cone sizes in ATLAS

are narrow cone with size ∆R =
√

∆η2 + ∆φ2 = 0.4 and wide cone

with size ∆R = 0.7. In order to find the stable cone position, a

pT -weighted centroid for the input objects is found within the cone.

If the centroid and the cone axis do not coincide then the cone

is moved to the position given by the pT -weighted centroid. The

procedure is repeated until a stable cone is found. In the seeded cone

algorithms a pre-clustering procedure defines regions of the detector

where substantial energy is collected and these regions are used as

starting points (seeds) for the jet finding procedure. A transverse
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energy threshold for a seed of ET = 1 GeV for all cone jets used

in ATLAS. When two stable cones overlap they are merged if 50%

of the less energetic jet overlaps with the more energetic jet. If

the overlap is less than 50%, the shared objects are assigned to the

nearest jet.

kT algorithms were originally used at electron-positron collider

experiments [67]. The clustering process of the kT algorithm ini-

tially considers each calorimeter object as a proto-jet. The follow-

ing quantities are computed for each proto-jet i and each pair of

proto-jets i, j, respectively:

k2
T, i = p2

T, i, k2
T,(i, j) = min(p2

T, i, p
2
T, j)

∆R2
i, j

D2
(3.1)

pT ,i is the transverse momentum of the ith proto-jet and ∆Ri,j is the

distance in (η, φ) space ∆Ri, j =
√

(ηi − ηj)2 + (φi − φj)2 between

each pair of proto-jets. D is the parameter that controls the size of

the jet (analogous to the cone size R). If the smallest of the above

quantities is a k2
T, i, then that proto-jet becomes a jet and is removed

from the proto-jet list. If the smallest quantity is a k2
T,(i, j), then

the two proto-jets (i, j) are merged into a single proto-jet by adding

their four-vectors, and the two original entries in the proto-jet list

are replaced by this merged entry. This process is iterated with the

corrected proto-jet list until all the proto-jets have become jets, i. e.

at the last step the k2
T,(i, j) for all pairs of proto-jets are larger than

all k2
T, i for the proto-jets individually.

The anti-kT jet reconstruction algorithm was introduced recently

[68]. It is similar to the kT algorithm, except that the distance

measures are now defined as:

k2
T, i = 1/p2

T, i, k2
T,(i, j) = min(1/p2

T, i, 1/p
2
T, j)∆R2

i j/D
2. (3.2)

In this case soft proto jets are merged first. This algorithm is attrac-
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tive in terms of jet shape, which is conical in η, φ space, and thus

easier to handle for calibration schemes.

3.1.1 Heavy flavor tagging algorithms

Jets originating from b quarks (b-jets) can be identified by exploit-

ing the relatively high mass and long lifetime of the final state B-

hadrons. The average lifetime of B hadrons (B±, B0, BS, Λb) mul-

tiplied by the speed of light gives a length of the order 400-500 µm

and for highly energetic B hadrons (E = 50 GeV) this leads to a

flight length of a few millimeters. Therefore B hadron decay particle

tracks are not expected to be compatible with the primary vertex

and this is used to distinguish b-jets from jets originating from light

quarks.

In ATLAS jets are measured using the calorimeter objects. For

the b-tagging the tracks measured in the ID must be associated

with the jets and therefore only the jet direction is relevant from

the calorimeter jet measurements. The jet direction is used to de-

fine which tracks should be associated with the jets. Currently at

ATLAS tracks within a distance ∆R < 0.4 around of the jet axis

are associated with the jet.

There are several b-tagging algorithms implemented in the AT-

LAS software. In table 3.1 the b-tagging algorithms used within AT-

LAS are listed. The so-called spatial tagging algorithms are based

on identifying of decays of B-hadrons within the jets. One method

looks at track impact parameters with respect to the primary ver-

tex, which will on average be larger for tracks coming from B-hadron

decays those for primary tracks. A second method is the explicit re-

construction of the secondary vertex and the determination of the
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decay length significance. As the third method semi-leptonic decays

of B-hadrons can be used by identifying a lepton in or near the jet

to tag heavy flavor jets. The spatial tagging algorithms based on

track impact parameters and/or secondary vertices measurements,

will be considered in this thesis.

The transverse impact parameter, d0, is the distance of closest

approach of the track to the primary vertex point in the (r−φ) pro-

jection. The longitudinal impact parameter, z0, is the z coordinate

of the track at the point of closest approach in (r − φ). The track

significance is signed positively if the track crosses the jet axis in

front of the primary vertex and negatively otherwise.

Since the resolution in the (x-y) plane is an order of magnitude

better than compared to the resolution in the z direction, track im-

pact parameters may be measured in the transverse plane only (d0)

although one could obtain more information from including the lon-

gitudinal impact parameter z0. For the impact parameter based

b-tagging algorithms the track significance is calculated for each

track by taking the ratio of the track transverse impact parameter,

d0, and the error on the measurement σ(d0). The simplest tagging

algorithm consists of counting tracks with either large impact pa-

rameter or impact parameter significance. In figure 3.1 are shown

signed transverse impact parameter and signed transverse impact

parameter significance distributions for b, c- and light jets.

A further increase of the discrimination between b-jets and light

jets can be achieved by reconstructing the inclusive vertex formed

by the decay products of the B-hadron, including the products of

a possible subsequent charm hadron decay. Three additional vertex

properties are used in the likelihood approach described bellow: i)

the invariant mass of all tracks associated with the vertex, ii) the
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ratio of the sum of the energies of the tracks coming from the sec-

ondary decay vertex to the sum of the energies of all tracks in the

jet and iii) the number of two-track vertices within the jet. In figure

3.2 are shown secondary vertex variables for b- and light jets.

The advanced b-tagging algorithms use a likelihood ratio ap-

proach: the measured values of a discriminating variable are com-

pared to previously determined smoothed and normalized distribu-

tions for both the b- and light jet hypotheses and two- and three-
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Figure 8: Signed transverse impact parameter d0 distribution (left) and signed transverse impact param-
eter significance d0/σd0 distribution (right) for b-jets, c-jets and light jets.

(L3D/σL3D > 2 where L3D ≡ ‖~Xpv−~Xt‖ is the three dimensional distance between the primary vertex and
the point of closest approach of the track to this vertex). Vertices compatible with a V 0 or material inter-
action are rejected. All tracks from the remaining two-track vertices are combined into a single inclusive
vertex, using an iterative procedure to remove the worst track until the χ 2 of the vertex fit is good. Three
of the vertex properties are exploited: the invariant mass of all tracks associated to the vertex, the ratio
of the sum of the energies of the tracks participating to the vertex to the sum of the energies of all tracks
in the jet and the number of two-track vertices. These properties are illustrated in Figure 9 for b-jets
and light jets. The so-called SV tagging algorithms make different use of these properties: SV1 relies
on a 2D-distribution of the two first variables and a 1D-distribution of the number of two-track vertices,
while SV2 is based on a 3D-histogram of the three properties which requires quite some statistics. The
secondary vertex finding efficiency depends in particular on the event topology, but the typical efficiency
εSV

b is higher than 60% in b-jets. The SV taggers require an a priori knowledge of ε SV
b and εSV

u .
A completely new algorithm, JetFitter, is also available, which exploits the topological structure of

weak b- and c-hadron decays inside the jet. A Kalman filter is used to find a common line on which the
primary vertex and the beauty and charm vertices lie, as well as their position on this line approximating
the b-hadron flight path. With this approach, the b- and c-hadron vertices are not merged, even when
only a single track is attached to each of them. The discrimination between b-, c- and light jets is based
on a likelihood using similar variables to the SV tagging algorithm above, and additional variables such
as the flight length significances of the vertices. This algorithm and its performance are also described in
detail in Ref. [4].

4.1.4 Formalism of likelihood ratio

For both the impact parameter tagging and the secondary vertex tagging, a likelihood ratio method is
used: the measured value Si of a discriminating variable is compared to pre-defined smoothed and nor-
malized distributions for both the b- and light jet hypotheses, b(Si) and u(Si). Two- and three-dimensional
probability density functions are used as well for some tagging algorithms. The ratio of the probabilities
b(Si)/u(Si) defines the track or vertex weight, which can be combined into a jet weight WJet as the sum
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Figure 3.1: Signed transverse impact parameter d0 distributions (left) and signed

transverse impact parameter significance d0/σd0 distributions (right) for b-jets,

c-jets and light jets [69].
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Figure 9: Secondary vertex variables: invariant mass of all tracks in vertex (left), energy fraction ver-
tex/jet (center) and number of two-track vertices (right) for b-jets and light jets.

of the logarithms of the NT individual track weights Wi:

WJet =
NT

∑
i=1

lnWi =
NT

∑
i=1

ln b(Si)

u(Si)
(1)

The distribution of such a weight is shown in Figure 10 for b-, c- and light jets for two different tagging
algorithms: IP2D and the sum of the weights from IP3D and SV1. When no vertex is found, the SV
taggers return a weight of ln 1−εSV

b
1−εSV

u
. To select b-jets, a cut value on WJet must be chosen, corresponding

to a given efficiency. The relation between the cut value and the efficiency depends on the jet transverse
momentum and rapidity, and therefore is different for different samples.

4.1.5 Likelihood ratio and track categories

As seen already, tracks may exhibit different behavior even after the track selection, such as the tracks
with shared hits (Figure 4). One idea to take advantage of the different properties of tracks is to arrange
all tracks into various categories and use dedicated probability density functions for each category. The
likelihood ratio formalism permits to incorporate such categories in a straightforward way. After the
division of the tracks into disjoint categories j, where every category has its own set of reference his-
tograms b j and u j , the jet weight can simply be written as the sum over all tracks in each category N j

T
and all categories NC:

WJet =
NC

∑
j=1





N j
T

∑
i=1

ln b j(Si)

u j(Si)



 (2)

Currently in the b-tagging software, two track categories are used: the Shared tracks (tracks with
shared hits), and the complementary subset of tracks called Good tracks. These track categories are only
used for the time being for the IP1D, IP2D and IP3D tagging algorithms.

4.2 Other spatial algorithms
The spatial algorithms based on likelihood ratios require an a-priori knowledge of the properties of both
b-jets and light jets. Methods to measure them in data are being devised for the b-jets [8, 9] but will
require at least about 100 pb−1. In addition, there is no clear way to extract a pure enough sample of
light jets, and Monte Carlo simulation will probably have to be used once a thorough validation against
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Figure 3.2: Secondary vertex variables: invariant mass of all tracks in vertex

(left), energy fraction vertex per jet (center) and number of two-track vertices

(right) for b-jets and light jets [69].
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dimensional probability density functions (pdfs) are computed. The

ratio of the probabilities for the b and light jet hypotheses defines

the track or vertex weight, which can be combined into a jet weight

as the sum of the logarithms of the individual track and/or vertex

weights [69]. In the most advanced algorithm the resulting b-tagging

weight of the secondary vertex based algorithm is combined with the

weight of the impact parameter based approach. In figure 3.3 the

jet b-tagging weight distributions for b-jets, c-jets and light jets are

shown. The left plot is for the impact parameter based tagging

algorithm (IP2D) and the right plot corresponds to the combined

tagging algorithm (IP3D+SV1).
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Figure 10: Jet b-tagging weight distribution for b-jets, c-jets and purified light jets. The left plot is for
the IP2D tagging algorithm. The right plot corresponds to the IP3D+SV1 tagging algorithm.

data has been performed. A few other spatial tagging algorithms, less powerful, are therefore developed,
which have less reliance on Monte Carlo and are expected to be easier and faster to commission with the
first real data.

The simplest approach that could be used, at least at the beginning, is the counting of tracks with
large impact parameter or large impact parameter significance. Requiring a few of these tracks provides
a sample enriched in b-jets. The performance of such a tagging algorithm is not discussed in this note
because it is not yet fully implemented in ATLAS. Such a simple tagger may also be very useful at the
trigger level.

Another approach is to combine the impact parameter of all the tracks in the jet. JetProb is an imple-
mentation of the ALEPH tagging algorithm [14], used extensively at LEP and later at the Tevatron. The
signed impact parameter significance d0/σd0 of each selected track in the jet is compared to a resolution
function R for prompt tracks, in order to measure the probability that the track i originates from the
primary vertex (Figure 11(a)):

Pi =

∫ −|di
0/σ i

d0
|

−∞
R(x)dx (3)

The resolution function can be measured in data using the negative side of the signed impact param-
eter distribution (cf. section 6.5.1), assuming there is no contribution from heavy-flavour particles which
is not strictly true.

The individual probability of each of the N tracks associated to the jet are then combined to obtain a
jet probability P jet which discriminates b-jets against light jets (Figure 11(b)):

P jet = P0
N−1

∑
j=0

(−lnP0)
j

j! (4)

where

P0 =
N
∏
i=1

P
′
i and

{

P ′
i = Pi

2 if di
0 > 0

P ′
i =

(

1− Pi
2

)

if di
0 < 0 (5)
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Figure 3.3: Jet b-tagging weight distribution for b-jets, c-jets and light jets.

The left plot is for the IP2D tagging algorithm. The right plot corresponds to

the IP3D+SV1 tagging algorithm [69].

To select b-jets, a cut value on jet weight is chosen using the pdf

distributions, corresponding to a given efficiency. The relation be-

tween the cut value and the efficiency depends on the jet transverse

momentum and rapidity.
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Impact parameter based

IP1D Combining track longitudinal impact parameters.

IP2D Combining track transverse impact parameters.

IP3D Combining longitudinal vs transverse impact parameters.

Counting Counting of tracks with large impact parameter.

JetProb Comparing track transverse impact parameters

to the resolution function for prompt tracks.

Secondary vertex based

SV0 Finding secondary vertex within jet.

SV1 The invariant mass of all tracks, the ratio of the sum

of the energies of the tracks at the vertex to the sum of

all tracks at jet (2D histogram) and the number of

two-track vertices (1D histogram).

SV2 3D histogram of all three secondary vertex variables.

JetFitter Exploits the topological structure of weak

b- and c-hadron decays inside the jet.

Combined IP3D+SV1 algorithm The weights of the individual

tagging algorithms are summed up.

Soft lepton algorithms Relies on the semi-leptonic decays of

b and c hadrons.

Table 3.1: b-tagging algorithms at ATLAS [70].
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3.2 Calibration of the tagging procedure

The likelihood-based tagging algorithms use the probability density

functions for discriminating variables for the b- and light jet hy-

potheses. The determination of the pdfs is called calibration of the

tagging algorithm. Initially pdfs are produced using the Monte Carlo

simulated data sets containing b-jets and light jets. During the run-

ning of the ATLAS experiment reference histograms for heavy quark

and light jets will be obtained using selected data samples with high

fractions of heavy or light jets, e.g. tt events or di-jet events [69].

3.3 Performance studies

The performance of the b-tagging procedure can be evaluated by

looking at the fraction of misidentified light jets for a fixed b-jet

selection efficiency. The fixed b-jet efficiency is estimated using the

calibration histograms for b-jets. The light jet rejection rate (Rl) is

used for the measurement of light jet misidentification as heavy jet.

The variable Rl is defined as the inverse of the light jet selection effi-

ciency when b-jet selection criteria are applied. For the performance

studies only jets fulfilling pT > 15 GeV and |η| < 2.5 are considered,

except when stated otherwise. There was no attempt to remove the

jets which are composed only of electrons from the reconstructed

jet collection. We investigated the b-tagging performance for differ-

ent detector geometries to study systematic detector misalignment

effects. We also investigated the performance for different jet recon-

struction algorithms and track-to-jet association procedures. Finally

we studied the dependence of the b-tagging performance on various

calibration scenarios.
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3.4 Data samples and detector geometry

The data samples we used for the b-tagging performance studies

were tt pair production samples from the central ATLAS simulated

data production commonly used by many groups. The tt signal

samples were generated using the MC@NLO [71] next-to-leading or-

der (NLO) Monte Carlo generator combined with HERWIG parton

shower and hadronisation [72]. The ATLAS detector was fully simu-

lated using the Geant4 ([73], [74]) program. For the NLO cross sec-

tion estimates the CTEQ6M set of parton density functions (PDF)

was used [38] [75].

For the alignment and calibration studies different detector de-

scriptions were tested. In the detector simulations the misalignment

of the inner detector components and distorted magnetic field were

introduced as it was described in chapter 2.2. If not stated other-

wise we use the knowledge of the detector misalignment introduced

during the simulation for the event reconstruction and analysis pro-

cedure and in this case we have perfect alignment of the detector.

3.4.1 Performance with various inner detector misalign-

ment scenarios

The spatial b-tagging procedure is based on identification of sec-

ondary decays within the jet by looking at track parameter distribu-

tions and secondary vertices. Therefore the performance of tracking

sub-detectors is important. The tracking sub-detectors alignment

precision requirements are derived from physics motivations and one

of them is good performance of b-tagging algorithms [2].

We studied the primary vertex reconstruction depending on the

alignment quality in chapter 2.4.3. In this chapter we will have a
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look at the b-tagging performance in the case of systematic distor-

tions of the ID. The global systematic misalignments are rotations

or translations of the large structures of the ID. Most of them will

cause changes in track reconstruction and therefore the track based

alignment procedure can recover them. However, there can be some

systematic misalignments which conserve the given track residual

distributions and therefore cannot be recovered by the χ2 minimiza-

tion alignment procedure. These distortions are called weak modes

of the χ2 alignment procedure. The ATLAS ID alignment group cre-

ated systematic misalignments of the ID. In figure 3.4 the schematic

view of a possible weak modes considered within ATLAS is shown.

Figure 3.4: The possible global distortions of the ID [76], [77]. “Weak modes”

depicted in red were investigated by the ATLAS ID alignment group and within

this thesis.

We tested the b-tagging performance for the curl, twist, ellip-
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Geometry Parametrisations Max. outer SCT module shift

Curl ∆φ = c1R + c2
R 250 µm

Twist ∆φ = cZ 100 µm

Elliptical ∆R = 1
2ccos(2φ)R 250 µm

Elliptical big ∆R = 1
2ccos(2φ)R 1000 µm

Telescope ∆Z = cR 500 µm

Telescope big ∆Z = cR 3000 µm

Table 3.2: Summary of the residual systematic misalignment sets used for the

b-tagging performance studies.

tical and telescope distortions shown in red frames in figure 3.4.

For comparison the b-tagging in the case of random misalignment

of the inner detector modules was also examined. The inner de-

tector alignment group produced a geometry setting corresponding

to the “Day 1” expectation of the alignment precision. It is based

on a direct survey of the detector and the results from the align-

ment procedure with cosmic rays taken in 2008 during the detector

operation [78]. There is also an estimate of the precision of the de-

tector alignment after the track based alignment is performed with

sufficient collision data, the so-called “Day 100” geometry [79]. For

the “Day 1” the individual pixel modules were shifted randomly by a

Gaussian distributions with σx and σy = 20−50 µm (barrel-endcaps)

for the Pixel/SCT subdetectors. For the “Day 100” the individual

pixel modules were shifted randomly by a Gaussian distributions

with σx and σy = 10 µm for the Pixel and SCT subdetectors. Shifts

along the z direction and rotations of the modules were not intro-

duced. In table 3.2 the order of the residual systematic misalignment

used for the b-tagging studies are shown.

For our studies we had to reconstruct events with different detec-

tor geometries. For the systematic misalignment studies additional
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distortions were applied to the perfect knowledge of the detector

alignment. The order and parameterization of the systematic dis-

tortions are described in [80].

The b-tagging procedure was run after the data samples were

reconstructed with various detector geometries and the performance

was measured. In figure 3.5 the light jet rejection rates (Rl) for

the various geometries are shown for 50% b-tagging efficiency in all

cases. It can be seen that the performance is slightly degraded in

the cases of the twist, elliptical and telescope distortions. In the

case of curl misalignment the performance drops by a factor of two.

The significant degradation of the performance was expected from

the parameterization of the curl distortions, which give significant

shifts of O(50µm) for the innermost Pixel layer modules. The given

curl distortions are not completely weak modes and therefore the

alignment procedure could partially recover the distortions. After

the alignment of the curl distortions the improved performance of

the b-tagging procedure is also shown in figure 3.5 (Align/Curl).

The size of the distortions for the other systematic misalignments

is negligible for the innermost layer and therefore the b-tagging per-

formance is rather stable. In order to check when the effect becomes

more significant the size of the misalignment was increased for the

outermost SCT layer up to 2 mm in the case of elliptical distor-

tions and 3 mm for the telescope. The corresponding results are

also shown in figure 3.5 and show that even in this case b-tagging

is rather stable if the positions of the innermost layer modules are

known with good precision.

The random statistical misalignment “Day 1” geometry gives re-

sults worse than the systematic misalignment scenarios. However it

can be also recovered by the alignment procedure as shown in the
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last bin for “Day 100” geometry in figure 3.5.

For our studies we also produced b-tagging calibration files (pdfs)

with systematic distortions and re-run the b-tagging procedure. The

corresponding results for the elliptical distortions are shown in figure

3.5 (Ell/Calib). The performance is slightly better in the case of el-

liptical distortions when calibration is done with the same geometry

compared to the calibration with perfect geometry. This is shown in

bin 5 (Elliptical) and bin 7 figure of 3.5 (Ellipt.big). The elliptical

distortion (bin 5) gives slightly better performance for the light jet

rejection rate than perfect alignment (bin 1). This can happen when

the calibration files for the b-tagging procedure are produced for the

perfect alignment and used for a distorted geometry. The light jet

rejection rate for the elliptical distortion is almost the same as for

the perfect alignment if the calibration files are produced also for

the elliptical distortions.

As discussed above, the rejection rate drops by a factor of two

for the curl misalignment. We studied which part of the b-tagging

procedure was affected most. In figure 3.6 the primary vertex dis-

tribution x and y coordinates and in figure 3.7 the track impact

parameter distributions are shown for perfect and curl geometry.

The distributions are not shifted, but the RMS is wider for curl

compared to the perfect geometry. These variables are used by spa-

tial b-tagging algorithms to estimate the weighting factor for each

jet. The jet weight factors are used for the b-jet selection. In figure

3.8 the b-tagging weight cut vs corresponding b-jet selection effi-

ciencies for curl and perfect geometries are shown. The weight cut

is estimated by looking at b-jet weight distributions and finding the

selection point which gives the desired b-tagging efficiency. A slight

difference of selection efficiencies will be observed if the weight cut
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Figure 3.5: Light jet rejection rates for 50% b-tagging efficiency for various de-

tector geometries. The first bin was produced for the perfect knowledge of the

geometry, the second for the curl systematic misalignment, the third shows the

curl misalignment after the alignment procedure, the forth shows the twist dis-

tortions, the fifth shows the elliptical distortions, the sixth bin gives the result

of b-tagging performance for the elliptical distortion with corresponding calibra-

tion, the seventh bin shows an elliptical distortion with larger distortions (max.

2 mm), and the eighth bin shows the results for the telescope misalignment and

ninth bin corresponds to the telescope with larger distortions (max. 3 mm). The

last two bins show the b-tagging performance in case of random misalignment

of ID modules. “Day 1” corresponds to an estimate of initial misalignment of

the ID, and “Day 100” geometry is an estimate of the precision after 100 days

of running of the detector and aligning it with accumulated data. For the ran-

dom misalignment studies corresponding error scaling was applied for the track

reconstruction.
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for the b-tagging procedure which is obtained from one geometry

setting is applied to the misaligned detector measurements.

Figure 3.6: Primary vertex x and y distributions for perfect and curl geometries.

3.4.2 Performance with different jet reconstruction algo-

rithms

The seeded fixed cone algorithm is commonly used within the ATLAS

physics and performance groups. Jets are reconstructed with calorime-

ter towers or topo clusters with cone size ∆R = 0.4. We considered

two jet energy calibration scenarios: i) the cells were calibrated us-

ing the H1 method [2] and ii) topological clusters with local hadron
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Figure 3.7: Track impact parameter distributions for perfect and curl geome-

tries.

Figure 3.8: The b-tagging efficiency values vs corresponding weight cut for curl

and perfect geometries.
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calibration. The details of the procedure can be found elsewhere [2].

The geometrical size of the jet depends on the event topology and

the transverse momenta of the hadrons. We studied the b-tagging

performance for various jet reconstruction algorithms, and also var-

ied the parameters for the jet reconstruction procedure.

The results of these studies are shown in figure 3.9. We compare

the Rl for cone ∆R = 0.4 (bin 1) and 0.7 (bin 3) and kT D = 0.4

(bin 6) and 0.7 (bin 11) jet reconstruction algorithms. We also used

different calorimeter objects as input for the jet reconstruction: bin

1 and bin 2 correspond to the calorimeter tower and topo clusters

used for the Cone ∆R = 0.4 jet reconstruction algorithm. The b-

tagging performance strongly drops when the cone size of the jet

reconstruction is increased from cone size ∆R = 0.4 to 0.7 and for

kT jets from D=0.4 to 0.7. The performance depends slightly on

the input calorimeter objects for the jet reconstruction and gives

better results in the case of the calorimeter towers (bin 1 compared

to bin 2). The performance for the kT (D=0.4) jet reconstruction

algorithm is slightly better than for Cone ∆R = 0.4 algorithm (bin

6 compared to bin 2). Comparing the last 5 bins in figure 3.9 we see

how the performance drops continuously when the geometrical size

of the jets is increased from 0.4 to 0.7.

We obtain almost the same results for the corresponding kT jets

with H1 calibration and with local calibrations (bin 6 and bin 8).

Thus the b-tagging performance does not depend much on the jet

energy calibration scenario.

The tagging performance for jets reconstructed with the anti-kT

algorithm was also studied. In figure 3.10 we show the rejection

rates, Rl for different jet reconstruction algorithms and fixed geo-

metrical size ∆R = 0.4. Comparing bin 1 and bin 2 the performance
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is 60% better for anti-kT jets. The properties of the jets were in-

vestigated more closely to find out the reason of increased Rl of the

jets reconstructed with anti-kT algorithm for the same data set and

for the same tagging procedure. In figure 3.11 the jet transverse

energy distributions for the cone and anti-kT algorithms are shown.

One sees the increased number of low energy jets in the same event

samples when the anti-kT jet reconstruction algorithm is used. The

track multiplicities for the cone and anti-kT jets are shown in figure

3.12. A significant number of jets have fewer than 2 tracks asso-

ciated with them and the number of jets which has no associated

tracks is significantly higher for the anti-kT algorithm. The heavy

flavor tagging procedures use the jets with no tracks for the tagging

performance estimation and they reject these jets. Therefore the

performance of the tagging procedure is increased for the anti-kT

jet reconstruction algorithm.

We introduced the requirement in the b-tagging procedure, that

the jets must have at least two associated tracks. This require-

ment made the procedure more robust with respect to the different

jet reconstruction algorithms, and the performance numbers for the

different jet algorithms are closer to each other as shown in figure

3.13 bin 1 and bin 2 for the cone and anti-kT jet algorithms.

Another possibility to reject the low energy jets with low track

multiplicity would be to increase the jet transverse energy require-

ment from the default value of 15 GeV. We increased the jet trans-

verse energy requirement to 30 GeV and studied the performances

for several jet reconstruction algorithms. The last two bins in figure

3.13 show that the performance for the different jet algorithms is still

significantly different. Thus not only low energetic jets contribute

to the jet sample with no associated tracks.
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The dependence of the light jet rejection rates on the jet trans-

verse energy is shown in figure 3.14. One finds higher rejection rates

for lower energy jets. At high energies light jet rejection rates drop

as the jets are more collinear and thus spatial b-tagging procedures

perform less well.

Figure 3.9: Light jet rejection rates for 50% b-tagging efficiency for various jet

reconstruction algorithms, for different input reconstruction objects (Tower and

Topological clusters) and for different energy calibration scenarios (H1 and local

hadron calibration,) see text for details.

3.4.3 Track to jet association studies

Currently tracks are associated with jets within a fixed cone ∆R =

0.4 in ATLAS. A given track is associated only once with the jet

closest in ∆R. This is the case for any jet regardless of the cone

size or reconstruction algorithm of the jet. In the kT reconstruction

algorithms calorimeter objects are clustered according to the space

and momentum proximity and the resulting jets are not necessarily
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Figure 3.10: Light jet rejection rates for 50% b-tagging efficiency for various jet

reconstruction algorithms, and different calibration settings for the b-tagging

procedure. ”Consistent” indicates that calibration procedure was done for the

corresponding jet collection and consistently used for the given set, and ”forced”

shows results when the calibration files were derived for Cone ∆R < 0.4 jets

and were used for other jet collections. The first bin error is smaller than

measurement point and is not well visible.

Figure 3.11: Jet transverse energy distributions for the Cone4, kT 4 anti-kT 4 jet

reconstruction algorithms.
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Figure 3.12: Track multiplicities per jet for heavy and light Cone ∆R < 0.4

jets (top plot) and for anti-kT 4 jets (bottom plot) with transverse energy higher

than 15 GeV and |η| < 2.5 .
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Figure 3.13: Light jet rejection rates for 50% b-tagging efficiency for cone and

anti-kT jet reconstruction algorithms. At least two tracks per jet are required

in addition to the jet energy cut of 15 GeV before the tagging procedure for the

results shown in the first and second bins. The last two bins show the b-tagging

performance without the track requirement, but with a jet energy cut of 30

GeV.
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symmetric in space. Therefore the track to jet association for kT jets

could benefit from transverse momentum weighted track association.

Considering that low momentum tracks are bent more strongly in

the magnetic field of the inner detector we implemented a momen-

tum weighted association of tracks with jets. We have chosen the

highest transverse momentum track as reference. The other tracks

were associated within a cone size given by the following expression:

pT ∆R < pTmaxR, (3.3)

where pT is the transverse momentum of the track, pTmax is the

highest transverse momentum of all tracks of the given jet within

the cone with respect to the jet axis, and R=0.4 is the fixed cone

size. It follows from this relation that low momentum tracks will be

Figure 3.14: The light rejection rates for the fixed b-tagging efficiency point

(50%) vs jet transverse energy.
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associated with jets with relatively large cone size.

The performance of the b-tagging procedure for kT jets with the

new track association procedure is shown in figure 3.15. The per-

formance is slightly lower for the new track association procedure

since there was no selection on associated tracks. In order to reduce

the effects of possible fake tracks a cut of pT > 2 GeV for associated

tracks can be introduced, since this cut reduces fake track rates in

jets [2]. The results are also shown in figure 3.15, 3rd bin. The per-

formance of the b-tagging for kT jets with the new track association

procedure gives the same results as with the standard fixed cone size

association.

Figure 3.15: The light jet rejection rates, Rl for 50% b-tagging efficiency for

the kT jet reconstruction algorithm. The first bin corresponds to the track

association with fixed cone, the second bin displays the result of the pT -weighted

track association procedure and in the third bin an additional track quality cut

is applied before the pT -weighted track association procedure, see text for details
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3.4.4 Performance of different b-tagging calibration sce-

narios

Before the LHC starts running the likelihood-based tagging algo-

rithms the probability density functions are built using Monte Carlo

simulated events. Later, data-driven methods can be used, where

the pdfs are derived from a pure b-jet sample e. g. extracted from tt

events [2].

For physics analysis various jet reconstruction algorithms are

used at ATLAS chosen depending on the event topology. We need to

get b-tagging information for any jet collection used for the physics

studies. We studied how the performance of b-tagging for a given jet

reconstruction algorithm is affected when using the calibration files

derived for another jet reconstruction algorithm. The b-tagging per-

formance in terms of the light jet rejection rates are better with the

consistent calibration for each given jet reconstruction algorithm,

but using the calibration files derived for other jet collections gives

comparable results, as shown in figure 3.10.

3.5 Summary of systematic performance studies

We investigated the b-tagging performance for various ID misalign-

ment scenarios. The b-tagging performance in terms of light jet

rejection power drops significantly when the innermost pixel layer

is misaligned. Random misalignment of the ID elements also gives

significant changes in the b-tagging performance. Performce can be

recovered by alignment, e. g. curl vs align/curl or Day 1 vs Day 100

in figure 3.5. It was shown that the b-tagging performance depends

on the choice of jet reconstruction algorithm: kT and anti-kT al-
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gorithms show better performance than the fixed cone algorithm.

This affect can be explained by considering the differences in the

number of final jets in the events and differences in their properties

for cone and kT algorithms. Also a general drop in the performance

was observed when the geometrical size of the reconstructed jet was

increased, i. e. from cone ∆R = 4 to cone ∆R = 7. The b-tagging

performance depends slightly on the jet calibration procedure. We

investigated b-tagging calibration scenarios with various jet algo-

rithms and it was seen that the b-tagging performace for a given jet

algorithm does not change dramatically when calibration files are

produced using different jet algorithms. We studied the track-to-jet

association procedure and implemented pT -weighted cone associa-

tion for the jets reconstructed with a kT algorithm. We were able

to show that after some track quality criteria are applied the per-

formance is identical to the fixed cone association procedure.
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Chapter 4

Top-Antitop cross section

measurement with early

data

The SM top quark decays to Wb with a branching ratio of ∼ 100 %.

The final state of the tt system depends on the decay modes of the

W bosons. The final states are referred to as lepton plus jets, all

jets and di-lepton channels, as discussed in chapter 1.1.5. The tt

pair production cross section will be measured in ATLAS using all

these channels. Here only the lepton plus jets final state will be

discussed. This final state occurs when one W decays leptonically

and the other decays hadronically. The branching fraction for the

lepton plus jets channel is 44 %. The final state is characterized by

4 energetic jets, one lepton and one neutrino which can be measured

indirectly as missing energy in the detector.

It is expected that with the early data top quarks will be ”re-

discovered” at the LHC. Precise measurements of its properties will

be obtained after having a better understanding of the detector cal-
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ibration and the reconstruction algorithms.

The ”cut and count” method was investigated for the early data

measurement of the tt cross section with and without b-tagging.

This method has the advantage that it does not rely on estimating

correctly the shape of any distribution such as the top mass, but

on the other hand it presents the disadvantage, that to estimate the

signal and background contributions, it relies on a Monte Carlo sim-

ulation which will not be optimal at early stage. A related problem

is the overall normalization of the background processes.

The studies reported here are based on 200 pb−1 of ATLAS simu-

lated data, assuming 10 TeV pp-collisions. As shown in chapter 3.5

the b-tagging performance is sensitive to the alignment of the inner

detector and the jet reconstruction algorithms. We investigated the

systematic uncertainties on the cross section measurements with b-

tagging for various scenarios of the alignment of the inner detector,

for several jet reconstruction algorithms and for variations of the ab-

solute jet energy scale (JES). Also the uncertainties coming from the

MC generators were studied by looking at ACERMC and MC@NLO

event samples. Different Monte Carlo data sets with various initial

and final state radiation (FSR/ISR) parameterizations were used to

estimate FSR/ISR modeling uncertainties.

4.1 Theoretical cross section and simulated data

sets

At the LHC, due to the high center of mass energy, tt produc-

tion takes place at small momentum fraction of the proton con-

stituents. This process is dominated by gluon-gluon fusion as dis-

cussed in chapter 1.1.5. The theoretical cross section was calculated
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at NLO ([81], [82]) and using resummation techniques up to next-

to-leading logarithms (NLL) [83]. The corresponding cross section

for 10 TeV cms energy, using the CTEQ6.6 PDFs [84] and assuming

mt = 172.5 GeV, is estimated to be [83]:

σNLO+NLL
tt

= 396.9pb+8.6
−9.2(scales)+4.9

−6.5(PDFs) (4.1)

where the uncertainties come from the renormalization and factor-

ization scales and from the error on the PDF sets. Recent theoret-

ical calculations include terms of NNLL accuracy and this results

in ”approximate” NNLO QCD predictions. The so-called”K factors”

were introduced to normalize production cross sections to the latest

theoretical cross-section calculations whenever available [85].

NLO MC generators ([71], [86]) were used to simulate tt pair

production and decay. The value of mt = 172.5 GeV was used for

the generation. The samples were processed with the full GEANT4

ATLAS detector simulation and reconstruction code [73], [74]. The

CTEQ6M [38] parton density functions were used, which are not

identical to the ones used for the cross section estimation. Frag-

mentation and hadronization was simulated using HERWIG [40]

while the underlying event was simulated by the Jimmy MC pack-

age [87]. Samples produced with ACERMC [88] using PYTHIA for

the hadronization, fragmentation and simulation of the underlying

event were used to estimate the uncertainties on the cross section

measurement due to initial and final state radiation (ISR and FSR)

and MC generator modeling. When K factors are applied, the tt pro-

duction cross sections corresponding to the MC samples are scaled

to match the latest theoretical cross-section calculations.

Single top quarks were simulated using the ACERMC matrix

element generator together with PYTHIA for hadronization, frag-
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mentation and simulation of the underlying event. The CTEQ6M

parton density functions were used. The s-channel and Wt-channels

are generated at LO accuracy only.

The dominant background process is W boson production with

multiple hard gluon radiation, ”W plus jets”. A leptonic W decay

gives the lepton and the missing energy in the event, and with ad-

ditional jets it mimics tt lepton plus jets channel signature. Z boson

production with multiple hard gluon radiation, ”Z plus jets”, also

can be background for tt process. The misreconstructed missing

energy in the event and high energetic lepton from Z boson decay

with gluon jets can mimic signal signature. The ”W plus jets”and ”Z

plus jets” samples were produced using the ALPGEN generator with

HERWIG for the simulation of the fragmentation and hadronization

and with Jimmy for the underlying event. The MLM [89] algorithm

was used to match parton shower and matrix element calculations.

WW, WZ and ZZ production processes were generated with HER-

WIG. A filter was applied at generator level to select events with an

electron or a muon with pT > 10 GeV.

QCD multi-jet events are a background for the tt lepton plus jets

channel if at least one of the jets in the event is misidentified as an

isolated lepton. The ALPGEN program was used to generate these

events at LO. The QCD multi-jet background estimation has large

uncertainties due to the LO generator tools. Also the estimation of

the lepton fake rate depends on full and consistent detector simula-

tion which will be obtained only after an initial period of detector

operation. We anticipate deriving the level of the QCD background

directly from the data.

Tables 4.1, 4.2, 4.3, 4.4, 4.5 describe all data sets used for the

analysis with the corresponding production cross sections and K



4.2. Reconstruction 103

Data set MC generator K-factor K · σ(pb)

di-leptonic and lepton plus jets tt MC@NLO 1.07 217.06

All hadronic tt MC@NLO 1.07 182.69

di-leptonic and lepton plus jets tt ACERMC 2.01 218.37

di-leptonic and lepton plus jets tt ACERMC 2.01 218.37

ISR/FSR low top mass

di-leptonic and lepton plus jets tt ACERMC 2.01 218.37

ISR/FSR high top mass

Single top Wt production, semi-leptonic decay ACERMC 0.99 14.27

Single top t-channel leptonic decay ACERMC 1.05 43.18

Table 4.1: Top quark samples. See text for details.

factors. For the signal the full detector simulation was applied, but

some of the background samples, ”W plus jets” and QCD, rely only

on a fast simulation of the detector using ATLFAST [90]. The Monte

Carlo samples were from the ”MC08” production for the ATLAS

collaboration [90].

4.2 Reconstruction

The samples used to study the cross section with b-tagging for the

various inner detector misalignment scenarios were reconstructed

with ATHENA release 14.2.21. At the time of the sample produc-

tion one of the HEC quadrants was off and the Monte Carlo simula-

tions were designed to reflect this. The samples were reconstructed

with various inner detector geometries discussed in chapter 3.4.1.

The performance of the b-tagging was affected mostly by the ”Curl”

misalignment of the inner detector. Therefore the tt cross section

measurement was performed for this scenario. The inner detector

alignment group produced a geometry setting corresponding to the
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Data set K · σ(pb)

W→ eν + 0 parton 12425.334

W→ eν + 1 parton 2577.006

W→ eν + 2 parton 824.72

W→ eν + 3 parton 248.03

W→ eν + 4 parton 68.44

W→ eν + 5 parton 20.25

W→ µν + 0 parton 12353.35

W→ µν + 1 parton 2629.71

W→ µν + 2 parton 832.41

W→ µν + 3 parton 246.44

W→ µν + 4 parton 67.71

W→ µν + 5 parton 19.89

W→ τν + 0 parton 12417.53

W→ τν + 1 parton 2570.42

W→ τν + 2 parton 820.82

W→ τν + 3 parton 247.29

W→ τν + 4 parton 67.47

W→ τν + 5 parton 20.74

W + bb

W + bb + 0 parton 6.16

W + bb + 1 parton 6.11

W + bb + 2 parton 3.53

W + bb + 3 parton 1.96

Table 4.2: W-boson plus jets samples. The ALPGEN generator version 2.13 and

Jimmy were used for the modeling of the underlying event [91]. The generated

events were processed through the fast simulation of the detector, except the

W plus bb samples which were processed with full detector simulation. The K

factor is equal to 1.22 for the ”W plus jets” samples.
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Data set K · σ (pb)

Z→ e+e− + 0 parton 1095.78

Z→ e+e− + 1 parton 252.01

Z→ e+e− + 2 parton 88.45

Z→ e+e− + 3 parton 25.72

Z→ e+e− + 4 parton 7.32

Z→ e+e− + 5 parton 2.11

Z→ µ+µ− + 0 parton 1098.26

Z→ µ+µ− + 1 parton 246.25

Z→ µ+µ− + 2 parton 84.61

Z→ µ+µ− + 3 parton 26.39

Z→ µ+µ− + 4 parton 7.42

Z→ µ+µ− + 5 parton 2.07

Z→ τ+τ− + 0 parton 1101.31

Z→ τ+τ− + 1 parton 255.30

Z→ τ+τ− + 2 parton 85.59

Z→ τ+τ− + 3 parton 25.70

Z→ τ+τ− + 4 parton 7.37

Z→ τ+τ− + 5 parton 2.09

Table 4.3: Z-boson plus jets samples. ALPGEN version 2.13 generator and

Jimmy were used for the modeling of the underlying event [91]. The generated

events were processed through the full detector simulation. The K factor is

equal to 1.22 for the ”Z plus jets” samples.

Data set K-factor K · σ (pb)

WW 1e or µ pT > 10 GeV 1.69 26.40

ZZ 1e or µ pT > 10 GeV 1.42 1.94

WZ 1e or µ pT > 10 GeV 1.81 8.81

Table 4.4: Diboson background samples. The Herwig/Jimmy MC generator was

used. The generated events were processed through the full detector simulation.
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Data set K · σ (pb)

QCD J2 2 parton 63230.31

QCD J2 3 parton 81822.44

QCD J2 4 parton 137037.51

QCD J2 5 parton 51316.69

QCD J3 2 parton 8841.55

QCD J3 3 parton 122797.54

QCD J3 4 parton 210360.99

QCD J3 5 parton 115115.12

QCD J4 2 parton 31872

QCD J4 3 parton 65508.9

QCD J4 4 parton 49028.2

QCD J4 5 parton 24249.3

QCD J4 6 parton 11571.7

QCD J5 2 parton 750.2

QCD J5 3 parton 1944.8

QCD J5 4 parton 2149.9

QCD J5 5 parton 1392.8

QCD J5 6 parton 972.6

Table 4.5: QCD background samples. The ALPGEN LO MC generator was

used for these QCD samples. The generated events were processed through

the fast simulation of the ATLAS detector. J2, J3, J4, J5 indecates the pT

slicing strategy which was used at generator level [90]. Each parton multiplicity

sample is the sum of multiple Jx slices, in our case from J2 to J5 corresponging

to pT =35 GeV to pT =560 GeV
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”Day 1” expectation of the alignment precision. This is based on

a direct survey of the detector and the results from the alignment

procedure with cosmic rays taken during the 2008 detector opera-

tion [78]. An additional estimate of the precicion of the detector

alignment is the so-called ”Day 100” geometry, obtained with track

based alignment after sufficient collision data [79]. The cross section

measurment was carried out also in the case of this second scenario.

The samples used to estimate the tt pair production cross sec-

tion with and without b-tagging and also several background sam-

ples were reproduced with ATHENA release 14.2.25. As the HEC

quadrant problem was already solved, the samples were processed

with the full ATLAS detector geometry. These samples were used

to study the dependence of the cross section measurement on the

jet reconstruction algorithms, jet energy scale, initial and final state

radiation and MC generator effects.

4.2.1 Trigger

At the start of the LHC running with low luminosity and cms en-

ergy, the triggering will be performed with lower thresholds, loose

selection requirements and with less pre-scaling. The tt lepton plus

jets channel will be triggered with single lepton triggers. The lepton

trigger efficiency will be measured from data using Z events with an

expected uncertainty of the order of 1 % for an integrated luminos-

ity of 200 pb−1. The overlap between the trigger and offline object

selection is estimated to be 80-90 % [2]. For the estimation of the

systematic uncertainities on the tt cross section measurements the

effect of the lepton trigger selection is negligible. The trigger infor-

mation was not considered and the selection was based on offline
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reconstruction of the objects.

4.2.2 Electron reconstruction

Electron candidates are reconstructed by the ATLAS calorimeters

and tracking detector. Electrons are defined by the ”eGamma” al-

gorithm [2]. We use the so-called ”tight” electrons defined by a like-

lihood analysis [2]. The electron candidates were required to have

pseudo-rapidity in the range 0 ≤ |η| ≤ 2.5 and pT > 20 GeV. The

good electrons were required to be isolated based on calorimeter

energy: the additional transverse energy ET in a cone with radius

∆R = 0.2 around the electron axis was required to be less than

6 GeV.

The error of the electron identification efficiency is expected to

be of the order of 1 % [2].

4.2.3 Muon reconstruction

Muons are reconstructed using both the muon spectrometer and in-

ner detector. The muon reconstruction is performed using the Sta-

coMuon algorithm [2]. The muons are required to have a minimum

transverse momentum pT > 20 GeV and to lie in the pseudorapidity

range |η| ≤ 2.5. The isolation criteria are based on the calorimeter

energy: the additional transverse energy ET in a cone with radius

∆R = 0.2 around the muon is required to be less than 6 GeV.

The muon identification efficiency error is expected to be of the

order of 1 % [2].
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4.2.4 Jet and missing energy reconstruction

The jets were reconstructed with the standard ATLAS cone algo-

rithm in η − φ space with a cone radius of 0.4 based on the energy

deposits in calorimeter towers of size ∆η × ∆φ = 0.1 × 0.1. Cross

section values for the other jet reconstruction algorithms were also

estimated. Topological clusters with local calibration were used to

reconstruct the jets with the kT and anti-kT (D = 0.4 and 0.6) algo-

rithms discussed in chapter 3.1. The jets used in the analyses were

required to have a minimum transverse momentum of pT > 20 GeV

and a pseudorapidity |η| ≤ 2.5. In ATLAS electron candidates are

also reconstructed as jets. We therefore removed the jets which

overlap with a good electron within a cone of size ∆R < 0.15.

The missing transverse energy (MET) in the event was calculated

as the vector sum of the transverse energy coming from calorimeter

cells, muons, and correction factors for energy loss in the material

in front of the calorimeter [2].

4.3 Cut and count method

The cut-based counting method is a simple approach to measure the

cross-section. The number of events that pass the event selection

are counted and all expected backgrounds are subtracted in order to

obtain the yield of tt events in the sample. The event selection effi-

ciency on signal, ε, is computed from Monte Carlo simulation. The

background contributions are also estimated purely from the Monte

Carlo simulations. From the number of observed events meeting

the selection criteria Nsel, the expected background Nbkg and the
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integrated luminosity L, the cross-section is determined as:

σ =
Nsel −Nbkg

L× ε
, (4.2)

The total selection efficiency ε includes the geometrical acceptance

and the event selection efficiencies.

The ”cut and count” method will be used in the commissioning

phase of the detector before MC tuning with real data is available

for more sophisticated methods. One expects large background esti-

mation uncertainties and also large systematic uncertainties derived

from FSR/ISR modeling and JES determination.

4.4 Event selection

As discussed in chapter 1.1.5 the signature of the lepton plus jets

channel is the following: one high pT lepton, at least 4 highly en-

ergetic jets (two of them originating from b quarks) and missing

transverse energy in the event. Event selection relies on the recon-

struction and selection of these objects, and is adjusted to obtain

the best signal to background separation. Final state object recon-

struction was introduced above and the tt selection follows in this

section.

4.4.1 Pre-Selection(DPD)

Simulated data sets were processed in two steps. The first is the

derived physics data (DPD) production chain where a loose selection

is applied to reduce the size of the samples. During this stage events

were required to have at least one lepton with pT > 10 GeV, at least

3 jets with pT > 10 GeV and at least 2 jets with pT > 20 GeV.

The |η| acceptance of all objects was set up to 3. There was no
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Process DPD filter efficiency Nominal+MET + b-tagging

di-leptonic and lepton plus jets tt MC@NLO 0.721 0.221 0.171

di-leptonic and lepton plus jets tt ACERMC 0.727 0.252 0.195

all-hadronic tt MC@NLO 0.845 0.0011 0.0008

Single top Wt channel 0.647 0.086 0.058

Single top t-channel 0.526 0.077 0.056

Table 4.6: DPD filter efficiencies for the top quark samples. Nominal plus MET

and plus b-tagging selection efficiencies are shown for the complete data sets.

missing transverse energy requirement during the loose selection.

DPD selection efficiencies for the signal and for the background data

sets are shown in tables 4.6, 4.7, 4.8, 4.9.

4.4.2 Final Selection

The nominal selection of the tt system requires at least one good

lepton, as described above, at least 4 jets with pT > 20 GeV, and at

least 3 jets with pT > 40 GeV. Jet-lepton overlap removal was done

as described in section 4.2.4. Isolated muons close to the jet (overlap

within a cone of size ∆R < 0.15) were also removed to eliminate

muons coming from leptonic decays of B and D mesons. In addition

to the nominal selection a missing transverse energy above 20 GeV

was required whenever stated. Tagging of jets originating from b

quark was examined. Jets were tagged using the combined tagger

algorithm discussed in detail in chapter 3.1.1. For our selection at

least one jet with a weight above 6 was required which approximately

corresponds to 60 % b-tagging efficiency.
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Process DPD filter efficiency Nominal+MET + b-tagging

W → eν +0 parton 0.015 0.00032 5∗10−5

W → eν +1 parton 0.153 0 0

W → eν +2 parton 0.460 0.00034 2∗10−5

W → eν +3 parton 0.559 0.00677 0.00020

W → eν +4 parton 0.623 0.07321 0.00428

W → eν +5 parton 0.690 0.19111 0.01368

W → µν +0 parton 0.006 0 0

W → µν +1 parton 0.025 0 0

W → µν +2 parton 0.242 0.00101 6∗10−5

W → µν +3 parton 0.625 0.00861 0.00050

W → µν +4 parton 0.761 0.08394 0.00506

W → µν +5 parton 0.823 0.22260 0.01697

W → τν +0 parton 0.008 0 0

W → τν +1 parton 0.023 0 0

W → τν +2 parton 0.091 0.00031 5∗10−5

W → τν +3 parton 0.181 0.00352 0.00038

W → τν +4 parton 0.278 0.03042 0.00216

W → τν +5 parton 0.374 0.07091 0.00491

W+bb +0 parton 0.25 0.00053 0.00026

W+bb+1 parton 0.47 0.00740 0.00672

W+bb+2 parton 0.58 0.06841 0.05319

W+bb+3 parton 0.65 0.18394 0.12612

WW 0.46 0.012793 0.000964

ZZ 0.58 0.005529 0.000864

WZ 0.49 0.011124 0.001011

Table 4.7: DPD filter and event selection efficiencies for the ”W plus jets” and

di-boson background samples. Nominal plus MET and plus b-tagging selection

efficiencies are shown for the complete data sets. Some of the channels do not

survive event selection and the corresponding efficiencies are set to 0.
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Process DPD filter efficiency Nominal+MET +b-tagging

Z → e+e− +0 parton 0.18 0 0

Z → e+e− +1 parton 0.6 0 0

Z → e+e− +2 parton 0.75 0.00060 3.69 ∗ 10−5

Z → e+e− +3 parton 0.83 0.00926 0.00065

Z → e+e− +4 parton 0.9 0.03362 0.00254

Z → e+e− +5 parton 0.97 0.09750 0.00678

Z → µ+µ− +0 parton 0.01 0 0

Z → µ+µ− +1 parton 0.04 0 0

Z → µ+µ− +2 parton 0.32 0.00062 3∗10−5

Z → µ+µ− +3 parton 0.75 0.00620 0.00031

Z → µ+µ− +4 parton 0.9 0.04798 0.00422

Z → µ+µ− +5 parton 0.95 0.14181 0.00945

Z → τ+τ− +0 parton 0.02 0 0

Z → τ+τ− +1 parton 0.1 0 0

Z → τ+τ− +2 parton 0.24 0.00131 4∗10−5

Z → τ+τ− +3 parton 0.4 0.01619 0.00108

Z → τ+τ− +4 parton 0.56 0.04969 0.00427

Z → τ+τ− +5 parton 0.65 0.09617 0.01006

Table 4.8: DPD filter, nominal plus MET and plus b-tagging selection efficien-

cies for the ”Z plus jets” background samples. Some of the channels do not

survive event selection and the corresponding efficiencies are set to 0.
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Process DPD filter efficiency Nominal+MET + b-tagging

QCD J2 2 parton 0.56 3∗10−5 2*10−5

QCD J2 4 parton 0.28 6∗10−6 3∗10−6

QCD J2 5 parton 0.52 8∗10−6 4∗10−6

QCD J3 2 parton 0.45 7.6∗10−5 7.6∗10−5

QCD J3 3 parton 0.31 2.2∗10−5 1.6∗10−5

QCD J3 4 parton 0.29 1.2∗10−5 1.6∗10−6

QCD J3 5 parton 0.59 2.7∗10−5 10.0∗10−6

QCD J4 2 parton 0.06 0.000164 0.000109

QCD J4 3 parton 0.14 4.3∗10−5 1.1∗10−5

QCD J4 4 parton 0.31 7.1∗10−5 3.6∗10−5

QCD J4 5 parton 0.57 4.6∗10−5 3.0∗10−5

QCD J5 2 parton 0.07 0.000534 0.000467

QCD J5 3 parton 0.17 0.000360 0.000275

QCD J5 4 parton 0.32 0.000198 0.000131

QCD J5 5 parton 0.56 0.000171 8.3∗10−5

Table 4.9: DPD filter, nominal plus MET and plus b-tagging selection efficien-

cies for the QCD multi-jet background samples.
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4.4.3 Selection efficiencies with and without heavy flavour

tagging

Simulated data sets corresponding to an integrated luminosity of

200 pb−1 were used. The size of the data samples needed was esti-

mated from the knowledge of the tt MC production cross section.

The selection efficiency was calculated with and without b-tagging.

As a cross-check it has also been estimated using a full MC statistics.

The corresponding selection efficiencies are shown in table 4.10 and

are in good agreement within the statistical error for both selection

scenarios.

After the final selection, the efficiency for the signal events is

around 16 % for the nominal selection plus MET requirement, while

for most of the background contributions drop dramatically. The

”W plus 5 partons” and ”W plus bb” samples, followed by ”Z plus 5

partons”, remain as the main background of the tt lepton plus jets

channel.

4.4.4 Selection efficiencies for the ACERMC and MC@NLO

samples

The next step was to calculate the selection efficiency based on the

ACERMC [88] samples to estimate the effect of the different underly-

ing models used for the MC generators. Signal events were produced

with two different Monte Carlo programs interfaced to the full AT-

LAS detector simulation (MC@NLO and ACERMC). The number

of tt events obtained with the default simulation (MC@NLO) can

then be compared to the one obtained from various generators, to

estimate the difference in efficiency. The maximum resulting value

is then taken as the uncertainty on the modeling of signal with MC
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generator. The corresponding selection efficiencies are shown in ta-

ble 4.10. The selection efficiencies for MC@NLO and ACERMC

tt data sets differ by 15 % after the nominal event selection plus

MET requirements. The difference remains about the same after

the b-tagging requirements.

Studies at the MC truth level showed that ACERMC has a lower

proportion of di-leptonic events than MC@NLO. The difference can

be explained by the inclusion of QCD corrections to the W decay

in ACERMC that increases the branching ratio of lepton plus jets

events compared to the di-leptonic ones. These corrections are not

included in MC@NLO [90]. Moreover ACERMC on average gen-

erates t quarks with harder pT resulting in a shift of the mean of

the pT distribution of about 8 GeV together with a fall-off at high

pT . This leads to a slightly harder lepton spectrum with a shift of

the mean of the pT distribution by ∼ 1 − 2 GeV [90]. In figure

4.1 the selected lepton and jet pT distributions for MC@NLO and

ACERMC samples corresponding to 40000 tt events are shown. For

MC@NLO there are more leptons in the same number of events, as

explained above. ACERMC has a smaller branching ratio for lep-

tonic W boson decays, but if we take the same number of selected

leptons, ACERMC gives a slightly harder lepton pT spectrum as is

shown in figure 4.2.

4.4.5 Selection efficiencies for various misalignment sce-

narios

During early data taking the alignment precision of the ID will play

an important role for many physics measurements. As shown in

chapter 3.4.1 the b-tagging performance depends on the ID align-



4.4. Event selection 117

Figure 4.1: Selected top decay object pT distributions for electrons, muons and

jets from top to bottom. MC@NLO and ACERMC data samples corresponding

to 40000 tt events were used.
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Figure 4.2: The pT distributions of 10000 selected leptons from top decays for

electrons (top) and muons (bottom). MC@NLO and ACERMC data samples

were used.

Data sample Nominal selection+MET +b-tagging

tt MC@NLO high stat. 0.159±0.002 0.123±0.002

tt MC@NLO 200 pb−1 0.159±0.005 0.123±0.005

tt ACERMC 200 pb−1 0.183±0.004 0.142±0.004

Table 4.10: Selection efficiencies (εDPD×εsel) for the MC@NLO and ACERMC

tt data samples. The final efficiency is the product of the corresponding DPD

filter efficiencies multiplied to the final event selection efficiencies for the given

data sets.
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ment precision. Therefore we have estimated the tt selection effi-

ciencies for various ID geometries.

As shown in chapter 3.4.1 the flavour tagging performance does

not change for most of the systematic ID misalignment scenarios

which have beeen investigated. The most significant changes appear

when a random misalignment of ID elements is used or for the ”Curl”

systematic misalignment.

We study the geometry with a random misalignment of ID mod-

ules which was simulated using the knowledge from the cosmic data

alignment in 2008. It corresponds to the alignment accuracy for

first day collision data taking (”Day 1” scenario). The second ge-

ometry was produced using MC studies to estimate the accuracy of

the alignment after one hundred days (”Day 100” scenario) of col-

lision data taking. More details are given in chapter 3.4.1. The

”Curl” systematic misalignment was used as a third variation. The

corresponding tt selection efficiencies are shown in table 4.11. The

samples used for these studies were processed with ATLAS geometry

in which one HEC quadrant is off. The selection efficiency is there-

fore lower for the perfect geometry than in the case of the previous

MC studies shown in table 4.10.

The ”Curl” misalignment of the ID does not cause a significant

change in the tt selection efficiency before the b-tagging require-

ment. If at least one b-tagged jet is required the difference between

the selection efficiencies w.r.t. the perfect knowledge of the geom-

etry is significant and it corresponds to a 5 % change for the cross

section. For the ”Day 1” and ”Day 100” geometries we do not ob-

serve significant differences between the selection efficiencies. The

maximum difference is 1.3 % for the efficiencies after the b-tagging

requirement. The random misalignments were introduced only for
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Geometry Nominal selection Nominal +btagging

Perfect 0.1505±0.0033 0.1139±0.0034

”Curl” 0.1483±0.0046 0.1195±0.0047

”Day 1” 0.1499± 0.0045 0.1154±0.0046

”Day 100” 0.1499± 0.0045 0.1148±0.0046

Table 4.11: The tt selection efficiencies for the various ID misalignment scenar-

ios. MC@NLO generated tt data samples were used.

the x and y directions. No shift in the z direction and no rotations

of the ID modules were considered. The b-tagging performance was

rather stable in case of the ”Day 1” and ”Day 100” geometries shown

in chapter 3.4.1. Therefore also the cross section estimation with

b-tagging also is stable against random misalignment scenarios.

4.4.6 Selection efficiencies for various jet algorithms

As discussed in chapter 3.1 there are several jet reconstruction al-

gorithms used within ATLAS. The selection efficiencies for various

jet reconstruction algorithms were calculated. We reconstructed the

jets with fixed cone size (∆R = 0.4), kT (D = 0.4) and anti-kT (D =

0.4) reconstruction algorithms and then the corresponding tt selec-

tion efficiencies were calculated for a MC sample with high statistics

and for data sets corresponding to a luminosity of 200 pb−1. The

results are shown in table 4.12. The selection efficiencies are in

good agreement within the statistical error for both MC@NLO and

ACERMC simulated data sets for all the jet reconstruction algo-

rithms. If we compare the results corresponding to the various jet

reconstruction algorithms for the two different MCs we see that the

differences between the jet algorithms are the same for both MC

generators within less than 1 %.
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Data Set Jet algorithm Nominal selection+MET +btagging

MC@NLO high stat. Cone4 0.159±0.002 0.123±0.002

MC@NLO 200 pb−1 Cone4 0.159±0.005 0.123±0.005

ACERMC 200 pb−1 Cone4 0.183±0.004 0.142±0.004

MC@NLO high stat. anti-kT 4 0.150±0.002 0.118±0.002

MC@NLO 200 pb−1 anti-kT 4 0.148±0.004 0.117±0.004

ACERMC 200 pb−1 anti-kT 4 0.173±0.004 0.137±0.004

MC@NLO high stat. kT 4 0.156±0.002 0.122±0.002

MC@NLO 200 pb−1 kT 4 0.154±0.004 0.121±0.004

ACERMC 200 pb−1 kT 4 0.180±0.004 0.141±0.004

Table 4.12: Selection efficiencies (εDPD × εsel) for MC@NLO tt and ACERMC

data samples with full detector simulation. Two sets for each jet reconstruction

algorithms are considered. Once it is estimated for the high statistics and second

set for the lower statistics corresponding to the luminosity of 200 pb−1. The

selection with and without b-tagging was examined.

4.4.7 Selection efficiencies for various jet energy scales

The determination of the absolute JES will be performed during de-

tector operation. There are several methods utilized by ATLAS. For

example γ+jet events can be used to propagate the electromagnetic

scale to the hadronic scale. The JES depends on a variety of detec-

tor and physics effects: non-linearities in the calorimeter response

due to non-compensation of the calorimeter or due to energy losses

in dead material such as the cryostat [2]. The underlying event leads

to additional energy sources. Energy lost outside the jet cone has

an impact on the measured jet energy. To estimate the sensitivity of

the analyses to the uncertainty on the JES in early data we scale the

energy requirement of the jets by a fixed amount. Values of 5 % and

10 % were used to scale the jet energy requirement for the event se-

lection. The resulting variation in the efficiency measurement gives
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JES[ %] Nominal selection + b-tagging

-10 0.202±0.004 0.158±0.004

-5 0.223±0.004 0.174±0.004

0 0.245±0.004 0.190±0.004

+5 0.267±0.004 0.207±0.004

+10 0.29±0.004 0.225±0.004

Table 4.13: Event selection efficiencies for tt MC@NLO data samples with full

detector simulation corresponding to 200 pb−1 of luminosity. The efficiencies for

the various absolute JES assumptions were calculated.

a good measure of the systematic uncertainty due to the jet energy

scale. We did not scale the missing transverse energy which would

be also affected due to the variation of the JES. Therefore for the

JES studies there was no MET requirement for the event selection.

Table 4.13 displays the selection efficiencies for various JES cases.

Under-estimated jet energy scales cause a relative drop of the selec-

tion efficiencies and conversely over-estimated jet energy scale leads

to higher selection efficiencies. Figures 4.3 and 4.4 show the selection

efficiency dependence on the JES variation for the nominal selection

and the nominal plus b-tagging requirement. From these plots the

variation of the selection efficiency corresponding to a 1 % JES vari-

ation is about (1.8 ±0.1) % and (1.75 ±0.13 %) for the nominal

selection and the nominal plus b-tagging selections. The efficiency

variations corresponding to 5-10 % JES variations are given in table

4.14.

4.4.8 Initial and Final State Radiation systematics

The modeling of Initial and Final State Radiation (ISR and FSR)

in the MC affects the number of jets in the final state and the
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Figure 4.3: Selection efficiency dependence on JES.

Figure 4.4: Selection with b-tagging efficiency dependence on JES.



124 Chapter 4. Top-Antitop cross section measurement with early data

JES ∆ε/ε

±10 % JES ±18 %

±5 % JES ±9 %

Table 4.14: The variation of the tt selection efficiencies corresponding to ±10 %

and ±5 % JES. They are estimated using MC@NLO generated data samples

corresponding to 200 pb−1 luminosity.

transverse momentum distribution of the particles. Therefore the

tt selection efficiency will depend on the choice of the parameters

used to model these processes. To estimate the systematic error

coming from the ISR/FSR modeling, two different MC data sets

were produced within ATLAS, using the same MC generator (AC-

ERMC interfaced with PYTHIA for the parton showering) with the

most significant variation of the FSR/ISR modeling parameters [69].

These two data sets give the maximum positive and negative devia-

tions of the reconstructed top mass w.r.t the central value obtained

with a reference sample which has the default PYTHIA parameters

for showering [90]. The latter one was also used for the estimation

of the MC generator uncertainties in section 4.4.4.

Table 4.15 shows the selection efficiency for the three data sets

discussed above. The selection efficiencies varies from 9-10 % in the

case of nominal selection plus MET requirement to 10-11 % when

b-tagging is required in addition. The maximum deviation of the

selection efficiency is considered to be the systematic error coming

from the ISR/FSR modeling.

4.4.9 PDF uncertainties

The uncertainties due to the parton distribution functions (PDF)

were studied within ATLAS [84], [92], [93] exploiting the hard parton
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Data sample Nominal selection+MET +b-tagging

tt ACERMC FSR/ISR lower top mass 0.168±0.001 0.128±0.002

tt ACERMC nominal 0.183±0.003 0.142±0.003

tt ACERMC FSR/ISR higher top mass 0.202±0.001 0.158±0.001

Table 4.15: Selection efficiencies for the ACERMC tt data samples correspond-

ing to 200 pb−1 luminosity. FSR/ISR studies using most significant variations

of the FSR/ISR parameters during the MC modeling.

re-weighting scheme already used at Tevatron which is based on MC

truth information. The corresponding systematic uncertainties on

tt cross section measurements coming from the choice of a particular

PDF set is estimated to be less than 2 % for the ”cut and count”

method. These studies considered only signal data samples [2].

4.4.10 Estimation of the background fraction

The ”cut and count” method relies on MC background (BG) esti-

mation. The MC samples discussed in paragraph 4.1 were used to

estimate the BG contribution after the selection presented above.

Table 4.16 shows the initial number of events, event numbers after

nominal selection, after nominal selection plus MET requirement

and finally after nominal selection plus MET and the b-tagging re-

quirements as discussed in section 4.4.2.

To estimate the systematic uncertainties coming from the jet re-

construction algorithms associated to the BG contribution the jets

in the BG samples were reconstructed with Cone4, kT 4 and anti-

kT 4 algorithms. The corresponding results are shown in tables 4.16,

4.17, 4.18. Table 4.19 summarizes all the BG contributions for the

various jet reconstruction algorithms. The maximum difference be-

tween the selected events is 11 % after the nominal selection and
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Data sample Initial events Nominal selection +MET +MET +btagging

All-hadronic tt 30862 76 34 25

Single Top (Wt and t) 6124 537 489 345

W plus jets 405856 4241 3722 239

W plus bb 1548 91 79 58

”Z plus jets” 115120 941 327 24

di-boson 3504 53 42 3

QCD 2J 19965635 458 206 82

QCD 3J 34178467 1938 502 156

QCD 4J 7980370 606 354 125

QCD 5J 2968499 1150 764 750

Table 4.16: The BG contribution before and after the selection corresponding

to 200 pb−1 of luminosity. The second column shows the nominal selection,

the third the nominal plus MET requirement, and the final column shows the

nominal selection plus MET and b-tagging. The selection was done using jets

reconstructed with the fixed Cone algorithm ∆R= 0.4.

the nominal selection plus MET requirement, where as it decreases

to 7 % after the b-tagging requirement. The estimation of the MC

background contribution will be performed with the same jet recon-

struction algorithm for the data analysis. There were no different

MC generators available to investigate the jet reconstruction algo-

rithm systematics in the same way as for the signal data sets. During

the early phase of data taking we can assume the same order of sys-

tematic uncertainty on the BG fraction estimation due to the jet

reconstruction algorithm as for the signal, shown to be <1 % in

section 4.4.6.

The main background for the tt lepton plus jets channel are the

”W plus jets” processes. No events pass the selection in the ”W

→ lνl plus 0, 1 and 2 partons” samples and therefore only data sets

with more than 3 extra partons were considered for these studies.
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Data sample Initial events Nominal selection +MET +MET +btagging

All-hadronic tt 30862 75 34 25

Single Top (Wt and t) 6124 517 473 338

W plus jets 405856 4350 3824 247

W plus bb 1548 87 76 56

”Z plus jets” 115120 907 319 24

di-boson 3504 51 41 3

QCD 2J 19965635 354 186 102

QCD 3J 34178467 1893 492 156

QCD 4J 7980370 604 356 145

QCD 5J 2968499 1340 950 568

Table 4.17: The BG contribution before and after the selection corresponding

to 200 pb−1 of luminosity. The second column shows the nominal selection,

the third the nominal plus MET requirement, and the final column shows the

nominal selection plus MET and b-tagging. The selection was done using jets

reconstructed with the kT algorithm with D = 0.4.

Data sample Initial events Nominal selection +MET +MET +btagging

All-hadronic tt 30862 73 33 25

Single Top (Wt and t) 6124 485 444 317

W plus jets 405856 3901 3424 230

W plus bb 1548 82 72 53

”Z plus jets” 115120 832 292 22

di-boson 3504 45 36 3

QCD 2J 19965635 289 141 101

QCD 3J 34178467 1350 256 45

QCD 4J 7980370 605 335 124

QCD 5J 2968499 1336 948 751

Table 4.18: The BG contribution before and after the selection corresponding

to 200 pb−1 of luminosity. The second column shows the nominal selection,

the third the nominal plus MET requirement, and the final column shows the

nominal selection plus MET and b-tagging. The selection was done using jets

reconstructed with the anti-kT algorithm with D = 0.4.
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Data Sets Nominal selection +MET + b-tagging

Sum of all BG Cone4 jets 10091 6519 1807

Sum of all BG anti-kT jets 10178 6751 1664

Sum of all BG kT jets 8998 5981 1671

Table 4.19: The BG contributions for the different jet reconstruction algorithms

corresponding to 200 pb−1 of luminosity.

To estimate the systematic uncertainties coming from the ID align-

ment precision, we had to reconstruct the events for the BG samples

as it was done for the tt samples. In order to perform the tracking

we require the basic detector information, i. e. the hits. Most of

the background samples were processed via fast detector simulation

(ATLFAST samples) and the corresponding detector information

was not stored. The last production of ”W plus jets” was gener-

ated with the full detector simulation which allowed us to study the

misalignment affects on the BG estimation. The most significant

changes in the b-tagging performance were observed for the ”Curl”

misalignment discussed in chapter 3.4.1. In table 4.20 the selection

efficiencies corresponding to the ”Perfect” and ”Curl” ID geometries

are shown for ”W plus jets” samples. The effect of ID misalignment

is more pronounced for the BG estimation. The number of ”W plus

jets” events surviving the nominal plus MET and b-tagging selec-

tion is 150 % more for ”Curl” misalignment than for the Perfect ID

geometry.

The estimation of BG contribution depends on the absolute JES.

To study this dependence the BG contributions for four different

scenarios were estimated, i. e. for the under- and over-estimated

JES (5 and 10 %). From figure 4.5 the error on NBKG depending

on the JES can be estimated such that a 1 % variation of the JES
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Geometry Nominal+MET + b-tagging

Perfect 1627 113±11

”Curl” 1627 282±17

Table 4.20: The “W→ µν plus 3, 4, 5 jets” sample contributions after nominal

plus MET and nominal plus MET, b-tagging requirements. Two geometries are

considered, namely Perfect and ”Curl” misalignment of the ID.

Data Sets Nominal selection + b-tagging

Sum of all BG -10 % JES 10541 ±195 2107±67

Sum of all BG -5 % JES 12069 ±207 2332±70

Sum of all BG ±0 % JES 13092±211 2690± 71

Sum of all BG +5 % JES 15775±233 3270±76

Sum of all BG +10 % JES 16513 ±236 3369±77

Table 4.21: The BG contribution dependence on an absolute JES measurement

corresponding to 200 pb−1 luminosity, for 5 %, 10 % under- and over-stimated

absolute JES. The errors on the BG estimation correspond to the available

generated data sample sizes.

corresponds to (2.29±0.10) % variation of the background. In figure

4.6 the same distribution after nominal plus b-tagging selection is

plotted leading to almost the same dependence (2.25 ± 0.17) % of

the background estimation on JES variation, but with a larger error

due to the smaller event rates after the b-tagging requirement. In

table 4.22 the BG contribution variation corresponding to 5-10 %

JES variation is summarized.

JES ∆NBKG/NBKG

±10 % JES ±23 %

±5 % JES ±11.5 %

Table 4.22: The variation of the BG contribution estimation corresponding to

the±10 % and±5 % JES estimated using the MC@NLO generated data samples

corresponding to 200 pb−1 luminosity.
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Figure 4.5: Background estimation dependence on JES.

Figure 4.6: Background estimation dependence on JES after nominal selection

plus b-tagging requirement.
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4.5 Systematic Uncertainties on the cross sec-

tion measurement

During the early LHC data taking period, only a rough measure-

ment of the machine parameters will be available. The expected

uncertainty on the luminosity during the first phase is estimated to

be of the order of 20 %. This uncertainty will be reduced to 10 %

after the first 200 pb−1 have been collected [2].

One of the biggest contributions to the systematic uncertainty

of the cross section measurement (max. 15 %) is coming from the

modeling the signal within MC generator. An additional 10 % of

the systematic error comes from FSR/ISR parametrization. These

modeling errors can be reduced only after real data is used to check

and tune the Monte Carlo generators.

The systematic error coming from the JES considering the BG

fraction variation and the error on the signal selection efficiency

determination will sum up for the cross section estimation. The two

contributions are highly correlated and therefore the linear sum of

the contributions was used to estimate the uncertainty on the cross

section measurement coming from the JES variation:

|∆σ

∆E
| = | δσ

δNB

|δNbkg + | δσ

δεsig

|δεsig. (4.3)

The resulting systematic uncertainty on the cross section measure-

ment for a 1 % JES variation is 5.8 % for the nominal selection.

And for nominal selection plus b-tagging it goes down to 3 %.

One of the most important backgrounds is the W boson produc-

tion in association with jets, where the W-boson decays leptonically.

The uncertainty on the normalization of this process could be as

large as 50 % because of the uncertainties in determining correctly
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the number of the associated jets [94]. It can be reduced using data

driven methods during running of the experiment. To estimate the

systematic error coming from the BG modeling variations of the

”W plus jet” contribution by 50 % and 20 % were considered. For

other BG modeling (top quark BG not included) a 10 % variation

was examined and the corresponding errors of the cross section were

evaluated for the nominal plus MET requirement and nominal plus

MET and b-tagging requirements shown in table 4.23.

The systematic uncertainties due to the jet reconstruction algo-

rithm for signal and BG contributions were estimated to be less than

1 %. The systematic uncertainty due to the ID misalignment were

estimated for the signal and the BG. The largest contribution was

found to be 12 % in the case of the ”Curl” misalignment.

In table 4.23 we summarize all the errors considered in this anal-

ysis for the tt cross section measurement with early data taking.

4.6 Conclusion

The simple and robust ”cut and count” method was considered for

the tt production cross section estimation with early data taking

corresponding to 200 pb−1 of luminosity. It was shown that the

statistics will be sufficient to observe top quark production via the

strong interaction. The corresponding error on the cross section

estimation, not including the uncertainty on the luminosity, and

assuming 5 % JES and 20 % uncertainties on ”W plus jet”production

modeling, can be written in the following way: ∆σ
σ

= ±3.2 %(stat)±

27.4 %(syst).

The contributing errors were added in quadrature. The cross sec-
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Source Nominal + b-tagging

Statistical ±2.8 % ±3.2 %

lepton ID efficiency ±1 % ±1 %

5 % JES sig. + BG ±29 % ±15 %

Signal MC ±15 % ±15 %

Jet rec. algorithm sig. plus BG <1 % <1 %

ID alignment sig. ±0 % ±5 %

ID alignment ”W plus jets” ±0 % ±12 %

ISR/FSR 9-10 % 10-11 %

PDFs 1.6-1.9 % 1.6-1.9 %

”W plus jet” modeling 20(50) % 11(28) % 1(3) %

other BG modeling 10 % 3.2 % 2.1 %

Sum of all systematic uncertainities 36.1 % 27.4 %

Table 4.23: Systematic uncertainties on the cross section measurement with

”cut and count” method for the nominal and nominal plus b-tagging selection

for 200 pb−1 of data at
√

s = 10 TeV.

tion measurement with b-tagging gives less systematic error on the

BG estimation, but due to the detector condition uncertainties it has

additional systematic errors related to the alignment and calibration

of the detector. This additional systematic error will decrease after

a short period of data acquisition.
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Chapter 5

Conclusions

The LHC is planned to start in late Autumn 2009. In the scope

of this thesis we studied the performance of the software alignment

of the ID. The local χ2 alignment procedure was investigated us-

ing Monte Carlo datasets simulated with a misalignment of the

detector. New constraints were implemented to improve the per-

formance and robustness of the track based alignment procedure.

The interaction vertex was added as an additional measurement to

the track fit and an external beam constraint was applied after-

wards. Improved tracking and vertex reconstruction was observed

in the misaligned detector environment after the alignment proce-

dure with these additional constraints. Nevertheless, we could not

recover the misalignment completely. The χ2 minimization of the

residuals is less sensitive to global systematic distortions and only

various track topologies can constrain systematic misalignments of

the detector. To improve the final alignment various additional con-

straints on track reconstruction are planned; including calorimetry

measurements, TRT momentum measurements, and decay particle

invariant mass constraints.
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We also investigated the b-tagging performance at an early stage

of the detector operation. We found that the b-tagging performance

can be affected by the ID misalignment and the effect is greatest

when the innermost Pixel layer is misaligned in both random and

systematic ID misalignment scenarios. The b-tagging performance

dependence on the jet reconstruction algorithm was studied. The

anti-kT and kT algorithms provided better performance than the

fixed cone algorithm. This can be explained by noting differences in

the number of the reconstructed jets and some of their properties,

as the transverse energy of the jets. It was shown that the b-tagging

performance does not depend on the jet calibration scenario. The

robustness of the b-tagging performance with different calibrations

was studied. The performance was stable for a given jet reconstruc-

tion algorithm when the calibration of the b-tagging was derived for

another jet reconstruction algorithm. The pT weighted cone associ-

ation implemented for jets reconstructed with kT algorithms showed

similar performance compared to the fixed cone association. The b-

tagging performance studies utilized tt data sets enriched with heavy

flavour jets. It would be desirable to cross check the systematics as-

sociated to the analysis using the data sets with more partons in the

final state and with more light jet contamination.

Finally the tt cross section measurement with early data corre-

sponding to 200 pb−1 of ATLAS data was examined. We have seen

that the statistics is sufficient to re-discover top quark pair pro-

duction via the strong interaction. The largest contribution to the

systematic error on the early cross section estimation in ATLAS is

coming from the Monte Carlo modeling: 15 % for the signal model-

ing with different MC, 10 % for FSR/ISR modeling and upto 30 %

for the BG modeling. The systematic error can be reduced as soon
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as MC are tuned using real data. We found that the systematic

uncertainty due to the jet reconstruction algorithm is less than 1 %.

The misalignment of the ID contributes at most 17 % to the sys-

tematic uncertainties on the cross section measurement in case of a

systematic misalignment of ID (Curl) before alignment procedure.

Assuming 5 % JES and 20 % uncertainties on W plus jet produc-

tion modeling, and not including the uncertainty on the luminosity

measurement the following uncertainty on the tt cross-section for

the nominal selection with MET requirement is found:

∆σ

σ
= 2.8 %(stat.) + 36.1 %(syst.) (5.1)

For the nominal selection with MET and b-tagging requirements:

∆σ

σ
= 3.2 %(stat.) + 27.4 %(syst.) (5.2)

We applied a simple and robust cut and count method. It yields

an early tt cross-section measurement with a systematic error of

less than 30 %. The systematic error can be improved using more

sophisticated methods relying on MC modeling when real data is

available and MC tuning is done. Most of the BG samples were

generated with sufficient statistics corresponding to 200 pb−1 lumi-

nosity, but QCD samples were generated with moderate statistics.

The QCD BG contribution estimation in ATLAS can be improved

when data driven methods of QCD estimation are utilized. The MC

tuning with real data will also improve the systematic error on the

modeling of the signal and “W plus jets” processes.

Finally the systematic error on the tt cross-section measurement

with b-tagging in ATLAS will benefit most when the detector align-

ment and calibration is performed with sufficient precision.
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