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Chapter One: Introduction 

1.1 Motivation 

1.1.1 Rationale 

The scope of this work spans novel systems designed to analyze and manipulate 
functional states of epithelial and neuronal cells. These cell types are of particular 
interest, because they are the medium of a plethora of diseases, some of which have 
always been around, but many others of which have been growing agonizingly fast over 
the past centuries, even decades. According to the World Health Organization (WHO), 
several kinds of cancer, which routinely affect many different kinds of epithelial tissue, 
are among the top 10 leading causes of death in “high-income countries”. Dementia and 
Alzheimer’s disease (AD), both neurodegenerative ailments, rank sixth [1]. The 
ongoing advances in general health care, nutrition, and prevention of premature death 
have led to increasing life-expectancies, and thus to a rapidly growing population of 
elderly persons who suffer from slowly progressing diseases, such as neurodegenerative 
diseases and cancer, for which modern medicine has not been able to develop any 
protective strategies.  

 
 
 

1.1.2 Search for alternative cancer treatment strategies 

Currently, treatment of cancer is still very difficult - unless caught very early on 
- one of the reasons being that there is a vast number of different cancer types. Each 
tumor theoretically requires its own, special treatment that is tailored around the 
specific diagnosis. Based on the currently available techniques, oncologists can only 
narrow down their choice of a chemotherapeutic drug for a given tumor to about 3 
potential candidates, on average. This means that the chances of a successful treatment 
are 1/3, at best. Most chemotherapeutics are highly aggressive substances that are 
designed to preferentially destroy tumorous tissue, but healthy cells are always 
attacked, too, which usually leads to severe side effects. Recently, efforts have been 
made to bind antibiotic and chemotherapeutic substances to ferromagnetic nano-
particles and hold them in the desired place using strong, externally applied, magnetic 
gradient fields [2, 119]. This approach certainly holds promise for future therapeutic 
strategies, but it requires sophisticated, expensive machinery that clinics in many 
countries will not be able to afford. Taking all these problems into account, one does 
not have to be a psychic to realize that new types of cancer treatment are needed. The 
new therapeutic approach should be effective for as many types of cancer as possible, 
easy to apply locally, non- or minimally invasive and as economic as possible. Based 
on previous studies that show that a common feature of all cancer cell types is a 
disturbance in the electrical properties of the cell membrane [10, 22, 28, 34], we have 
chosen to explore the possibilities of retardation of tumor cell proliferation utilizing 
electrical and electromagnetic fields and currents. 

Electrical interactions have been defining and controlling the interactions of 
cellular and subcellular structures since life first came into existence on Earth. Miller 
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showed in 1953 that amino acids could be synthesized from H2O, CH4, NH3, and H2 
using an electric discharge [139]. The next step toward cellular life was to create a 
separation of the inside from the outside. Several lines of evidence suggest that simple 
lipid layer membranes formed as spontaneously as the amino acids using the available 
molecular building blocks, and that membranes were actually necessary for the amino 
acids to polymerize [138] and for DNA and RNA to form [137]. Ion gradients that 
followed the inherent charge distributions of the polar membrane lipids drove dynamic 
reactions that gave rise to successive intracellular structures, including the 
incorporation of transmembrane proteins and the establishment of a potential difference 
between the inside and the outside. This potential difference became the driving force 
for numerous cellular processes and a means of communication with the outside world. 
In mammalian cells, lipid bilayer membranes are between 5 and 20 nm thick, which 
implies that small voltages across the membrane create enormous local field strengths: 
1 mV would translate to ~10 kV/cm. These fields may be strong enough to interact with 
neighboring intracellular systems. In fact, several publications have shown that there is 
a strong, general correlation between the transmembrane potential (TMP) and the 
mitotic behavior of mammalian cells [10, 134]: Mitotically active cells – both regular 
and neoplastic ones - do not repolarize after a division. Their resting TMP remains less 
negative than approximately -40 mV, while cells that do not spontaneously divide have 
a more strongly polarized membrane with TMP values between -40 and -100 mV (fig. 
1.1). This observation led to the question: Can the mitotic activity of tumor cells be 
manipulated using electromagnetic methods that interact with the TMP?  

 

 
 

Fig. 1.1:  Resting potentials of dividing and static normal versus neoplastic cells [redrawn from 15] 
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1.1.3 Novel strategies for in vitro neurological research 

Another class of mammalian cells that depend strongly on their TMP in order to 
function properly are neurons. In fact, neurons are highly specialized in utilizing and 
manipulating their own and other cells’ TMPs in a way so complex that researchers 
worldwide have not been able to unlock all the secrets of their inner workings. What 
has been observed in cortical neurons in vivo is a power-law relationship of the 
synaptic input, which influences the TMP, and the output firing rate: “The presence of 
membrane potential variances induces a nonlinear relationship between membrane 
potential and firing rate”, as Haider et al. point out [135]. Other than synaptic input, a 
vast variety of chemical and physical influences can alter the neuronal membrane 
potential, and thus firing rates, as well. Since most of the information computed in the 
brain is in some way encoded in firing patterns, these influences consequently 
manipulate the functionality of the neuronal networks. Disturbances of neuronal 
function, such as memory loss, behavioral impairments, or life-threatening seizures, can 
be caused by many chemical substances: toxins, pollutants, heavy metals, altered 
proteins, or medical drugs (e.g. from an overdose or from side-effects). Depending on 
the substance, dose and exposure time, the symptoms may appear within minutes, 
hours, weeks, even decades. Chemical neurotoxicity has been studied using a range of 
methods, but none of them seems to hold as much potential as the emerging technology 
of recording electrical activity of neurons grown on multielectrode arrays (MEAs). The 
neuronal networks one can analyze with this methodology are very small (a few dozen 
to a few hundred neurons), yet large enough for basic intercellular communication and 
information processing to occur. Changes in the microenvironment of the neurons are 
sensitively and immediately translated into activity changes, which can be directly 
monitored.  

Recording the electrical activity of large ensembles of neurons simultaneously 
over prolonged periods of time is an ability researchers have been attempting to achieve 
over the past several decades. Ideally, these recordings should be entirely non-invasive, 
long-term stable, economically and temporally efficient and highly reproducible. In 
vivo experiments using primates would obviously yield results with the highest 
certainty of being applicable to humans. However, many neuronal cell types appear to 
be less species-specific than one might expect. In fact, in vitro studies using planar, 
metal MEAs, have shown that pharmacological responses to a large variety of 
substances are comparable throughout many different mammalian species [3]. By 
bringing the neurons to the electrodes, rather than bringing the electrodes into the brain, 
a powerful tool for many applications in neurobiological research is now available. 
These applications range from neuro-developmental studies, neuro-informatics and 
network-neurophysiology to trauma and pathology, environmental toxicology, 
pharmacology and drug-development and tissue-based biosensors. The latter three 
application areas are especially important in the context of neurodegenerative disease 
research, development of respective drugs, and screening of other drugs for possible 
toxicity in the nervous system. Side effects on every part of the CNS can be quantified, 
as virtually any part of the embryonic, mammalian central nervous system can be 
cultured on the MEA plates. For efficient analysis and screening of these substances, a 
system is needed that can record from many cultures at once. The results of this study 
show that the present experimental setup is suitable for pharmacological and 
toxicological research, yielding reliable, significant results. However, large-scale 
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screening of potentially neurotoxic substances will not be achievable as long as an 
automated multi-network system is not available.  

  
 
 

1.1.4 Chemotherapeutic drugs under investigation 

Many cytostatic drugs as well as local and systemic anesthetics have been 
shown to exhibit neurological side effects. These rare but serious effects are difficult to 
diagnose. While complications involving parts of the peripheral nervous system are 
well recognized, the attention given to acute side effects to the central nervous system 
does not match the severity of the problem. A novel approach to quantifying the 
neurotoxicity of these drugs is needed. By measuring the changes in total action 
potential (AP) production as well as the internal activity pattern using MEAs, 
functional, reversible toxicity and cytotoxicity can be monitored with great accuracy 
and reliability. 

Cisplatin (CisPt) is an anti-cancer drug widely used for bladder, testicular, 
ovarian, prostate and small cell lung cancers. Severe side effects are mainly 
concentrated on the kidneys, the inner ear and the peripheral and central nervous 
system. CisPt interferes with protein function, for example in mitochondria, and its 
cytotoxic activity is mediated by formation of Pt-DNA adducts that result in blockage 
of DNA transcription and replication. In the nervous system, cell bodied of peripheral 
sensory neurons and dorsal root ganglia have been identified as sites of major damage. 
Furthermore, blockage of sodium and potassium currents in myelinated axons has been 
reported [77]. Another publication claims that CisPt can cause a decrease of glutathione 
levels and inhibition of ATP synthesis. Glutathione is an important intracellular 
antioxidant. Also, clinically relevant doses of CisPt (1 – 100 µM) were shown to reduce 
currents of voltage-gated calcium channels of small dorsal root ganglion neurons by up 
to 76% within three to four minutes [78]. Searching for compounds that could serve for 
protection from cisplatin, ascorbic acid (vitamin C) was found to be able to scavenge 
reactive oxygen species (ROS) by rapid electron transfer. It has been shown to reduce 
lipid peroxidation in the liver and brain. Lipid peroxidation is one or the primary effects 
induced by oxidative stress [79]. 

Another chemotherapeutic drug under investigation in this study is Ifosfamide. 
Since Ifosfamide is metabolized into its active compounds in the liver, its most 
neurotoxic metabolite, chloroacetaldehyde (CAA) was used here. The clinically 
relevant concentrations of CAA can reach values as high as 20 µM. In experiments with 
hepatocytes, a 50% viability decrease after two hours under 300 µM CAA was 
observed. The mode of action, however, is not quite clear. CAA causes a number of 
physiological changes, such as reduction of ATP levels due to blockage of oxidative 
phosphorylation in mitochondria, DNA strand breaks, and inhibition of DNA synthesis. 
Like Cisplatin, it also causes depletion of glutathione from cells and induction of lipid 
peroxidation [80]. There are only a few clinical studies on the side effects of 
Ifosfamide, and they show that CAA serum concentrations were highly elevated in 
patients with Ifosfamide-induced encephalopathy. As treatment for these 
encephalopathies, methylene blue has been employed, which acts as an electron 
acceptor. Studies that show correlations between the pharmacokinetics of CAA and the 
neurotoxicity of Ifosfamide are needed. The lack of high-throughput bioanalytical 
methods has been the limiting factor in Ifosfamide research [81].  
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1.1.5 Anesthetic substances used in this study 

The effects of two different classes of anesthetics were explored: Local and 
systemic. Substances like these, which specifically bind to or block neuronal receptors, 
are predestined to be explored by the MEA system. The local narcotic under 
investigation is lidocaine. This substance, first synthesized under the name xylocaine by 
Swedish chemist Nils Löfgren in 1943 [82], blocks voltage-gated sodium channels and 
is primarily used as a topical anesthetic, but also as an antiarrhythmic drug. Systemic 
toxicity of lidocaine resulting in central nervous and cardiovascular malfunction has 
been reported. The symptoms can be biphasic with an initial, selective blockage of 
inhibitory neurons, leading to seizure potentials. Then, at high concentrations, 
excitatory neurons are blocked, resulting in coma, apnoeic episodes and circulatory 
failure [83]. Another study [84] agrees that lidocaine can produce seizures when 
injected repeatedly. It can cause central excitation by suppression of inhibitory 
neurotransmission, specifically suppression of the gamma-aminobutyric acid (GABA) 
receptor. In the intact brain, epileptiform activity appears whenever the potency of 
GABAergic transmission is diminished. These side effects have not been studied 
systematically. 

One of the groups of substances that have not been investigated extensively 
using MEA-based neuronal bioassay systems are non-opioid anesthetics, such as 
barbiturates, benzodiazepines, or ketamine. These substances are widely used, although 
they are not absolutely reliable and controllable. According to a 2004 study, 0.1 – 0.2% 
of all patients undergoing general anesthesia experience premature recovery from 
narcosis [105].  Barbital-sodium is the most basic and oldest member of the barbiturate 
systemic anesthetics. It is five to seven times less effective than pentobarbital, a modern 
barbiturate. Brain concentrations of 100 µM induce anesthesia reliably, which implies 
that the effective concentration of barbital-sodium should be 500 µM. There are a 
number of hypotheses on the mode of action of barbital-sodium [85]: It is capable of 
altering ion channels and membrane-bound enzymes, decreasing the surface charge of 
neuronal membranes and enhancing the fluidity of membrane lipids (which has also 
been observed in experiments with ethanol). It can also block calcium accumulation in 
autonomic ganglia and in brain synaptosomes (isolated synapses), and it reduces the 
calcium content of synaptic membranes. Another proposed mechanism is enhanced 
synthesis of GABA, attenuation of the effects of GABA antagonists and elevated 
activity of muscimol, a GABA agonist. In summary, inhibition of excitatory 
transmission through decrease of postsynaptic effects of excitatory neurotransmitters 
and inhibition of presynaptic transmitter release are likely mechanisms of action. 
 
 

 
1.1.6 Alzheimer’s disease research 

AD is characterized by the appearance of neuritic plaque deposits comprised 
primarily of fibrillar and ß-sheet rich aggregates of the amyloid ß peptide, which is 
produced normally by the intramembrane proteolysis of APP, a protein of unknown 
function, throughout life. APP is cleaved by β–secretase, discarding its ectodomain. 
The remaining 99-amino acid long membrane-bound residue is then further cleaved by 
γ-secretase, producing different types of β-amyloid protein (Fig. 1.2). The most 
common form of Aβ is 40 amino acids long (Aβ1-40), followed by Aβ1-42. The latter 
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aggregation type is particularly associated with disease [86]. Different lines of evidence 
suggest that oligomer intermediates rather than the mature fibrillar deposits are 
responsible for the primary neurotoxic effects and memory loss in AD, possibly by 
membrane incorporation and pore formation in neuronal membranes. To date, there is 
no effective treatment that can prevent progression of AD. The drugs available can only 
delay the progression of the disease [87]. 

In low-density cortical cultures, beta-amyloid induced morphological changes 
(thickening and retraction of dendrites) have been observed after 12 hours incubation, 
perikaryal degeneration and neuronal loss after 24 hours [88]. Recent studies have 
shown that the beta-amyloid peptide may also interfere with several different cellular 
structures such as the NMDA receptor [89] and mitochondria [90]. These findings point 
towards a new understanding of how beta-amyloid peptides may induce memory 
malfunction in early stages of AD where robust diagnosis is presently almost 
impossible.  

In the past, in vitro investigations of beta-amyloid neurotoxicity have yielded 
inconsistent results. Many different model culture systems have been employed, most 
of which had low neuronal survival periods. Another compromising variable is the 
nature of the A-beta peptide used. Even when provided from a single source, results 
obtained in different laboratories were irregular. Moreover, the choice of the solution 
the peptides are stored in seems to be of crucial importance, both in in vitro and in vivo 
studies [91].  

It is possible that the aggregation state of the peptide is a decisive factor in the 
grade of neurotoxicity [92]. Aβ oligomers can inhibit hippocampal long-term 
potentiation [94, 95], impair complex learned behavior in the live rat [95], and reduce 
the density of dendritic spines in cultured hippocampal neurons [97, 98]. A recent study 
[98] found the dimer configuration to be particularly neuroactive and toxic. Aβ1-42 has 
been shown to not be toxic by itself, but to promote excitotoxicity of glutamate at a 
concentration of 22 µM [99]: Brief exposure to glutamate, NMDA or kainite – at 
concentrations too low to be toxic on their own – caused significant neurodegeneration. 
Another study claims that beta-amyloid also destabilizes neuronal intracellular calcium 
levels [100]. 

The use of MEAs to characterize acute neurotoxicity of different species of 
amyloid beta peptide on primary cultures of frontal cortex neurons has been reported 
before [101], but it has not been carried out systematically. In particular, artifactual 
activity decrease due to the biochemistry of the pH-buffers the amyloid peptides are 
stored in, have not been taken into account. Aβ25-35, Aβ1-42 and Aβ1-40 were applied at 
50 µM, and they induced activity decreases of 90%, 60% and 40%, respectively. The 
use of MEAs as a research tool for neurodegenerative diseases has not been explored 
extensively enough. Employed properly, MEA-based electrophysiological analysis of 
neuronal activity can surely be of great value, especially since the application of 
neuroactive substances is well controllable. This, of course, also holds true for pre-
treatment with protective substances. A number of compounds that may be able to 
protect neurons from amyloidogenic toxicity have been proposed, e.g. curcumin [102], 
Hematin, o-Vanillin and many histochemical dyes [103]. Moreover, recent studies have 
reported that antibodies specific to oligomer, but not monomer Aβ aggregates, are very 
effective in scavenging Aβ oligomers in soluble extracts of diseased brains. [104] 
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Fig. 1.2:  Process of amyloid generation through cleavage of the beta-amyloid precursor protein APP 
leading to abnormal aggregations of fibrils and plaque (left) versus a healthy neuron (right) (illustration 
from US National Institutes of Health, National Institute on Aging: ADEAR 
Home > Publications > Progress Report on AD 2004-2005 > Part 3: 2004-2005 AD Research Advances. 
URL of the picture: http://www.nia.nih.gov/NR/rdonlyres/BF555973-D7E2-4C98-A81F-
8E27B689A9BA/2659/03_players_big1.jpg) 
 
 

 
 
 
 

1.2 Mammalian cells 

1.2.1 General organization of biological cells 

All mammalian cells share some common characteristics, despite sometimes 
extreme degrees of specialization for certain physiological functions. The most 
fundamental one is their ability to separate the extracellular space from the interior in a 
tightly controlled fashion: Cells are generally permeable to certain ionic particles, but - 
in healthy cells - the transmembrane traffic of these ions is never random and always 
serves some physiological purpose. Whenever the control of this ionic flow is 
disturbed, essential cellular mechanisms may lose their functional integrity. This may 
then lead to temporary or chronic cellular and organic malfunctions, which manifest in 
what is commonly referred to as diseases.    

Another way nature has provided structure to all cells is compartmentation. In 
analogy with the distribution of physiological functions to organs in the body, single 
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cells possess organelles which carry out specific tasks. A typical animal cell contains 
the following organelles with their respective physiological functions (Fig. 1.3):  

1. Nucleolus: Ribosome synthesis, transcription of messenger RNA. 

2. Nucleus: “Control center”, maintenance of genetic integrity, regulation 
of cell activity and gene expression.  

3. Ribosome: Translation of the genetic code into protein structure. 

4. Vesicle: Storage, transport and digestion of cellular products and waste. 

5. Rough endoplasmic reticulum: Production of lysosomal enzymes, 
secretion of proteins, glycosylation. 

6. Golgi apparatus (or "Golgi body"): Modification of proteins delivered 
from the ER, creation of lysosomes, transport of lipids, creation of 
proteoglycans, carbohydrate synthesis, phosphorylation. 

7. Mitochondrion: Generation of ATP, heat production, storage of calcium 
ions, regulation of membrane potential, apoptosis, proliferation 
regulation, steroid production. 

8. Vacuole: Isolation of harmful substances, export of waste products. 

9. Lipid bilayer membrane: Separation of inside of the cell from the 
outside, protection of organelles, substrate and backbone for cell-cell- 
contact and communication; contains transmembrane proteins such as 
ion channels and gap junctions. 

10. Cytosol (in between other structures in figure 1.3): Substrate for cell 
processes such as signal transduction, cytokinesis, transport of 
metabolites, and maintenance of cell structure, osmolarity and pH. 

11. Lysosome (not visible in figure 1.3): Digestion of excess organelles, 
food particles, viruses and bacteria. 

12. Centriole (not visible in fig. 1.3): Organization of the mitotic spindle, 
cytokinesis, and spatial arrangement of organelles. 

13. Cytoskeleton (in between other structures in fig. 1.3)  

a. Actin filaments for giving structural stability by resisting tension 
and maintaining cellular shape, forming cytoplasmic 
protuberances, cell-to-cell or cell-to-matrix junctions (signal 
transduction), and cytokinesis. 

b. Intermediate filaments for bearing tension, anchoring organelles, 
and supporting the nuclear lamina and sarcomers. 

c. Microtubules for providing structural stability by resisting 
compression, transporting organelles like mitochondria and 
vesicles, and assembly of the mitotic spindle. 
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14. Smooth endoplasmic reticulum (not visible in fig. 1.1): Synthesis of 
lipids and steroids, metabolism of carbohydrates, regulation of calcium 
concentration, drug detoxification, attachment of receptors on cell 
membrane proteins, and steroid metabolism.  

 

 
 

Fig. 1.3: Transmission electron micrograph: Cross-section of a biological cell. Artificially colored are 
some of the subcellular structures listed above [with permission of the publisher of 140]. 

 
 
 
1.2.2 Tissue types 

Mammalian tissue is composed of four basic cell types: Epithelial, connective, 
muscle and nerve cells. Loose connective tissue, bones, blood, adipose tissue, tendons 
and cartilage are the different types of connective tissue. Muscle cells are highly 
specialized cells that are either controlled voluntarily (skeletal muscle) or 
unconsciously (smooth muscle of the internal organs, cardiac muscle). Muscle cells are 
usually organized in fibers in an orderly fashion. They contain myofibrils, which are 
responsible for their ability to contract and thus generate movement of the muscle 
tissue. Muscular cell-cell communication can take place via direct electrical coupling 
through special gap junctions, which consist of the so-called connexins (see section 
1.4.1.1). Muscular electrical signaling creates membrane-potential fluctuations similar 
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to neural APs, except in the heart where AP durations are in the range of several 
hundred milliseconds due to relatively slow calcium channels being involved in the 
process. Epithelial cells make up most of the organs except the heart and the smooth 
muscle of the lungs and gut. This family of cell types is the most versatile one in terms 
of physiological function. Their shape is squamous, cuboidal or columnar, while their 
formation can be single-layered, stratified with several layers or pseudo-stratified, and 
some specialized epithelial cells can also be equipped with keratin or cilia. Neurons are 
the most fragile and sophisticated cells in the adult mammalian body. They are 
equipped with a multitude of ion channels and receptors that allow them to perform 
their extremely intricate and specialized functions in a highly controlled manner. Once 
fully differentiated, they cannot undergo mitosis, unless they become tumorous. They 
constitute the central and peripheral nervous systems and are specialized in processing 
and transferring information. Common to all neurons are three components: The cell 
body which internally converts the informational input signal(s) into an output signal, 
the dendrite(s) which receive the signal from another cell, and the axon which conducts 
the new signal to the next cell(s).  

 
 
 

1.2.3 The cell cycle 

 
Two main phases of the cell cycle can be distinguished easily: Mitosis (cell 

division) and interphase, the time between two divisions. During this period, the cell 
activity is higher than during mitosis, and the chromosomes which carry the DNA are 
unraveled. Interphase is composed of three sub-periods: 

• The G0 – phase, also called G0 – arrest, is characterized by mitotic inactivity. 
During the G1 – phase, synthesis of RNA takes place, which induces cell 
growth, and the chromosomes are diploid and consist of one chromatid 
each. The temporal progression of G0 and G1 can vary largely for cells that 
have not divided in a long time.  

• The S – phase is usually seven to eight hours in duration and serves the 
purpose of replicating the DNA, so that a second chromatid is added to 
every chromosome.  

• During the G2 – phase, the DNA gets inspected for possible replication 
errors and repaired, if necessary. 
Subsequently, the following four steps comprise the mitotic phase: 

• During prophase, the chromosomes become condensed and are now visible 
in the light microscope. The centrioles move towards the poles of the cell 
and determine the position of the plane of cell division. Disintegration of 
the nuclear membrane and the nucleoli follow next. 

• Metaphase is the period during which the spindle fibers connect to the 
kinetochores on the centromers, the central structures of the chromosomes. 
This way, the chromosomes are positioned in the plane of cell division. 

• Following metaphase, the kinetochores split up, and the spindle fibers are 
shortened, separating the chromatids and pulling them towards the poles. 
Thus, there is now one diploid chromosome set with one chromatid each at 
each pole. This process is called anaphase. 
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• Finally, new nuclear membranes are generated during telophase. The cell 
divides (cytokinesis), new nucleoli are made and the chromosomes re-
condense.  

 
 
     
 
 
 
1.3 Ion channels 

1.3.1 A (r)evolutionary concept 

From an evolutionary point of view, the earliest self-replicating biological cells 
may not have had any active contact with the outside world, in particular with other 
cells. However, for life forms consisting of more than one cell to become a successful 
concept in nature, the need for communication with neighboring cells was certainly 
given. In order to exchange material or information with the outside world, openings in 
the cell membrane became a necessity. The concept nature has developed for this 
controlled exchange is both versatile and intricate: A combination of active transport 
mechanisms and passive valves maintains an electrochemical gradient, which stems 
from an uneven distribution of variously charged ions along the membrane. This allows 
the cell to activate and deactivate defined inbound or outbound ionic currents by 
opening or closing valves for short periods of time. The speed at which ions are 
exchanged via ion channels is eleven orders of magnitude higher than plain diffusion 
through the lipid bilayer membrane and three orders of magnitude higher than through 
active “pump” or carrier proteins [5].  

Different types of ion channels are distinguished and categorized by their gating 
type, ionic conductance, ion selectivity, sensitivity to blocking agents and inactivation 
type. In terms of activation and inactivation control, there are two dominant categories 
of ion channels: ligand-gated and voltage-gated. This classification is not absolute, 
since some ligand-gated channels can also be voltage-sensitive. Ligands are molecules 
such as neurotransmitters and amino acids, or ions that can bond to a respective 
terminal on one of the ion channel segments and set off a reaction that causes the pore 
inside the channel to open or close. 

 
 
 

1.3.2 Influence on proliferation and the cell cycle 

Ion channels are transmembrane proteins accessible from the outside 
environment. Therefore, biological agents such as toxins or antibodies can be used to 
target and manipulate them. The fractional area of the cell membrane covered by 
channel pores is 0.01 – 0.1 % [6]. The role of ion channels in non-excitable cells is not 
completely understood. The best-researched role of voltage-gated ion channels is the 
maintenance of the TMP. A very important, active ion channel, especially in excitable 
cells, is the pump protein K+- Na+- ATPase. It exchanges internal Na+ for external K+. 
The pumping rate increases significantly with Na+ - entry, which is paramount in the 
process of APs. Another active pump protein is the Na+ - H+ - exchanger, which is 
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believed to be involved in the regulation of pH as control of mitogenic activity [7]. 
Receptor-operated calcium channels are often non-selective, which means they can also 
be permeable to Na+ and K+ ions. Second-messenger operated calcium channels 
(SMOCs) open when external agonists bind to membrane receptors which release 
intracellular messengers that interact with the SMOCs [8]. 

The activity - or inactivity - of ion channels is clearly linked to many processes 
of cell proliferation. However, it is difficult to correlate proliferation with the activity of 
a particular ion channel. As an example of the cell’s sensitivity to ion channel action, 
the activation rates of Cl- — and K+-channels must stay within a certain range to 
support proliferation; otherwise apoptosis is triggered [9]. Similarly, elevated sodium 
permeability and intracellular sodium concentrations are an indicator of proliferative 
activity, both in normal and tumorous cells. The sodium fluctuations measured in this 
context cannot be explained solely by the activity of the Na+- H+- antiporter. A possible 
explanation for the sodium-dependence is that DNA repressors strongly depend on Na+ 
concentration [10]. 

 
 
 

1.3.3 Electric properties  

The activity and conformation of channel proteins may largely be controlled by 
the TMP, because of their general nature of carrying charged molecular sub-groups. 
Membrane potential fluctuations as small as 5 – 10 mV can induce protein state 
transitions, for example changes in the conductance of Na+ - and K+ - channels in 
excitable cells. In small cells, the opening of one single channel can change the resting 
potential noticeably, for example in dendritic spines. Vice versa, charge movement 
from channel activity can also affect the membrane potential: Localized electric fields 
can arise from opening or closing of ion channels, which in turn affects the open/closed 
properties of neighboring cells [11]. The gating molecules of different channels in the 
same membrane experience varying local electric fields, which means that shifts in 
channel kinetics do not always translate to respective changes in TMP. Binding of 
divalent cations or charged molecules to the channel protein changes the local electric 
field and may disrupt the gating mechanism of the channel [12]. 

Ion channels are not singular structures but are composed of a number of sub-
units: K+-channels consist of four subunits, Na+- and Ca2+-channels of one protein with 
four homologous domains. Each one of the subunits or domains is made up of six 
transmembrane segments (S1-S6) and one pore loop. S5 and S6 and the pore loop are 
responsible for ion conduction. It is likely that in voltage-dependent potassium and 
sodium channels, the S4 segment, which is positively charged, functions as the voltage 
sensor. Membrane depolarization may open the channel by moving S4 outward, thus 
generating the gating current [13]. Some researchers hypothesize that S4 is generally 
the voltage sensor, others, that it can be anywhere in the S1 – S4 region [14]. The 
alpha-helix, a part of the S4 segment, has a very large dipole moment that acts like a 
half unit charge [11]. In order for the voltage sensor to transfer large amounts of charge, 
there is no need for a large movement, since the electric field is concentrated in a very 
narrow region of the protein. Voltage-gated channels consist of a voltage sensor, a pore 
(or conducting pathway), and a gate. The channel can be thought of as a field effect 
transistor, since the conduction is dependent on the transmembrane voltage. However, 
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gating of the channel is not produced by a change in space charge, but by mechanical 
obstruction to flow [14]. 

There are two types of electrical currents associated with the activity of voltage-
gated ion channels: Ionic currents and gating currents. The gating currents result from 
the pore opening that follows the translocation of positive charges from the inside to the 
outside after membrane depolarization. They only occur in the potential range where 
the sensor responses to the electric field, and can be thought of as nonlinear 
capacitances. The driving force for a specific ion corresponds to the applied voltage 
minus the reversal potential (at which there is no ionic flow). If the channel is perfectly 
selective to one type of ion, then the reversal potential is the Nernst potential. For 
membrane potentials exceeding -40 mV, ionic currents are not activated significantly 
when a voltage is applied, whereas gating currents are always visible, which means that 
there is charge displacement at potentials where most of the channels are closed [14]. 
The estimated amount of charge per channel is 12 to 14 e0, implying a very steep 
voltage dependence: 
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where cT is the gating charge per channel (charge when open for traverse), and V is the 
applied voltage. At potentials more negative than -40 mV, there is no open probability: 
Po = 10-5 at -100 mV [14]. Assuming that the time constant τp of the channel is much 
larger than the relaxation time τvs, and that 1/τp << ω0 << τvs, the fraction of the voltage 
sensors in the open state is given by: 
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where the DC membrane potential is V0, the applied potential is Vm·cosω0t, V  is the 
membrane potential at which the fraction of open channels is equal to the fraction of 
closed channels, Z is a positive integer, and e is the elementary charge. Knowing the 
voltage dependent conductance of the ionic pathway γ, the current flow through one 
open, conducting pore is 
 

( )VVi −= γ , 1-3 

 

where V is the applied voltage and V  is the voltage at which there is no flow. With the 
channel density N and the voltage- and time-dependent open probability Po (V, t), the 
macroscopic current is 
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1.3.4 Voltage-dependent ion channels 

As stated earlier, the transport of ions across the cell membrane serves plenty of 
intracellular, physiological functions, be it regulation of pH or cell volume, Ca2+ - 
concentration, and many other processes that impact, for example, protein synthesis and 
proliferation control. Both passive and active ionic transport can take place in an 
electronically neutral fashion (ionic charges annihilate each other due to reciprocal flow 
of ions with equal, total amounts of opposite charges), or in a rheogenic way (an 
electric current is flowing). Table 1.1 summarizes the ionic transport systems in 
biological membranes known to date.      
 

Passive transport Active transport 

Diffusion Co-transport  
Pore Channel Symport Antiport 

Transport – ATPase 

Electroneutral   

Na+, K+-
2Cl- 

K+-Cl- 
Na+-Cl- 

Cl—HCO3
- 

Cl-- Cl- 

Na+-H+ 
K+-H+ 

 
Na+-H+-
ATPase 

 

Rheogenic 
Na+, K+, 

Cl- 

 

Na+, K+, Cl- 

 
 

3Na+-Ca2+ 

H+-Ca2+ 
H+-ATPase 

Ca2+-ATPase 
3Na+-2K+-

ATPase 

 

Table 1-1: Ionic transport systems in biological membranes 

 
An example for passive transport is the electrodiffusion through Na+- und K+- channels. 
The term co-transport implies the transfer of two or more ions by transmembrane-
proteins or protein complexes in a fixed stoichiometric way. Symport denotes an 
equidirectional flux, while anti-port means that two coupled fluxes of equally charged 
ions in contrary directions are present. Active transport can only take place in 
combination with a metabolic process that delivers the energy required. Ionic diffusion 
due to the electrochemical gradient (electrodiffusion) always causes a shift in the TMP, 
which immediately unbalances the electrically driven fluxes [15].  

Voltage-dependent ion channels such as sodium- potassium- and calcium-
channels play a critical role in the development of tumors. A potassium channel 
consists of four identical subunits, a sodium channel of one inactivating and three 
activating subunits which operate on different time-scales. A calcium channel 
comprises four sub-units: α1, α2δ, β1-4, and γ. L-, N-, P-, Q-, R- and T-type calcium 
channels are activated with strong or intermediate membrane depolarizations, while T-
type calcium channels are activated by low membrane depolarizations. Channel type 
classification is assigned according to their physiological functions in the organism:  

 
• L-type: long-lasting DHP receptor, high voltage-activated, found in 

skeletal muscle, bone, ventricular myocytes, cortical neurons 
• N-type: neural, high voltage-activated, found throughout the brain 
• P-type: Purkinje type, high voltage-activated, found in Purkinje 

neurons in the cerebellum 
• Q-type: similar to P-type, found in cerebellar granule cells 
• R-type: residual, intermediate voltage-activated, found in cerebellar 

and other neurons 
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• T-type: transient, low voltage-activated, found in neurons, pacemaker 
cells, bone. 

 
Fig. 1.4 a) depicts a 3D model (side-by-side stereo display of a human Kv1.1 potassium 
channel generayed with the freeware molecule visualization program VMD 1.8.6 
(http://www.ks.uiuc.edu/Research/vmd/, [128]). The central pore and the four protein 
chains are well visible. Voltage-gated ion channels can be thought of as a field effect 
transistor (FET): The voltage sensor corresponds to the gate of a p-channel FET. The p-
channel itself can be thought of as the ionic conducting pathway, while the gate is 
modeled as the space charge of the p-channel. Although the specific mechanisms are 
rather different, the functions of a voltage-gated ion channel and a p-channel FET can 
be regarded quite similar. In tumor cells, sodium channels are involved in proliferation, 
migration and adhesion, while calcium channels have an impact on proliferation, 
migration and differentiation, and potassium channels are mainly limited to 
proliferation [16]. Fig. 1.4 b) describes how the enhanced expression of various ion 
channel proteins can have an influence over neoplastic cell growth. 
 

 
 

 
Fig. 1.4:  a) Stereo-visual model of a human Kv1.1 voltage-gated potassium channel; b) Influence of 
voltage-dependent ion channels on cellular processes in neoplastic tissue [(b) redrawn from 16]. 

a 

b 
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1.3.5 Potassium channels and proliferation 

Voltage-gated potassium channels (Kv-channels or VGKCs) are the most 
important species of ion channels in the regulation of proliferative activity, because 
their activity is profoundly interwoven with many cellular characteristics, such as the 
TMP. For example, Kv-channels are activated via depolarized TMP of carcinoma cells. 
K+-channels generally maintain the proper membrane voltage during the cell cycle [9]. 
Structurally, VGKCs are tetramers made of four identical subunits, each with six 
transmembrane segments (S1-6). S5 and S6 constitute the central pore at the interface 
between the subunits, and S1-4 are the voltage sensors, whose gating charges are four 
to seven positively charged amino acids, usually arginines. They undergo 
conformational changes when the pore gates open, coupling movement of the S4 gating 
charges within the membrane electric field to the open probabilities of the channel [17]. 
The sub-types Kv1.3, Kv10.1 (Ether-a-Gogo1, EAG1), Kv11.1 (HERG) and K2p9.1 are 
overexpressed in many cancer cell types. EAG1 overexpression generates increased 
proliferation in several cell lines, which makes these cells less dependent on growth 
factors in the medium [7]. 

Closing of K+ - channels decreases K+ - currents and depolarizes the cell 
membrane. This process inhibits proliferation in non-excitable cells and stimulates it in 
excitable cells like neurons and smooth muscle cells [18]. Cell proliferation is reduced 
by blockage of K+-channels or inhibition of their expression [9]. K+-channel blockers 
inhibit the cell cycle progression by membrane depolarization [19]. As shown above, 
voltage-gated K+-channels are involved in cell proliferation. However, the causality is 
not clear, since the change in TMP, which activates the K+-channels, and the 
hyperpolarization which results from the efflux of potassium ions, are the same. 
Activation of VGKCs alone does not affect proliferation, which would be expected if 
induction of proliferation was simply due to TMP changes induced by K+ - ions. The 
specific molecular target for these blockers is unknown. Inhibiting cell proliferation 
with K+-channel blockers does not always change the resting TMP [7].  

In addition to regulation of the resting TMP, activity of Kv – channels may also 
modulate cell growth by regulating cytosolic Ca2+ [18]. K+-channel activity may 
influence internal calcium levels by controlling membrane potential, and it might 
control the ion influx-efflux ratio [19]. Ca2+-activated K+-channels control proliferation 
of cancer cells during late G1 and S phase [9]. They can also display spontaneous or 
agonist-induced cyclical activity, which induces calcium oscillations as a temporal 
signaling pattern [20]. Reduced Kv – channel activity (reduction of whole-cell Ik(V)) 
leads to elevated intracellular calcium concentrations by membrane depolarization 
which activate L-type voltage-gated C2+ - channels in pulmonary artery smooth muscle 
cells (PASMC) [18]. 

 
 
 

1.3.6 Cellular membrane potential 

1.3.6.1 The transmembrane potential 

The transmembrane potential Vm is the potential difference between the intracellular 
and the extracellular solutions:   
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, where iV : intracellular potential; 

 eV : extracellular potential; 

 R  : universal gas constant, R = 8.31447 [J mol-1K-1]; 
 T  : absolute temperature [K]; 
 ez : valence; 

 F  : Faraday – constant, F = 96485.34 [C mol-1]; 
 ce, ci: external and internal ionic concentrations. 
 

The TMP can be replaced by a DC potential and a superimposed alternating 
component:  

 

0( ) coso mV t V V tω= +  1-6 

 
The TMP does not always stay absolutely constant, even within one phase of the cell 
cycle. For a cell with diameter 14 µm and resting potential = -5 mV, the TMP 
fluctuations can be 10-20 mV [11]. Asymmetric surface potentials in cell membranes 
can generate an electric field within the membrane which mimics a decrease in 
intramembrane potential or a hyperpolarization [12]. When the membrane is 
electropermeabilized, the specific conductivity can rise from 10-3 S/m2 to 104 S/m2 [6]. 
Very rapid perturbations of the membrane potential can cause very small relaxation 
times of the ion channel opening or closing velocities, because before the conductive 
state, the channel enters an excited state at a rate constant proportional to the first 
temporal derivative of the membrane potential state [23]. A large depolarization (30 
mV) of the membrane can increase the open times and decrease the closed times of an 
ion channel significantly. Depolarization also increases the magnitude of the ionic 
current by raising the driving force for the ion [14]. The standard mathematical 
description of the membrane potential in non-excitable cells is the Goldman-Hodgkin-
Katz equation, which takes into account potassium, sodium and chloride currents: 
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1.3.6.2 Membrane impedance model 

Bilayer lipid membranes are good insulators to low-frequency currents. 
Nevertheless, they are permeable to charged ions. This permeability is a complex 
operation that can be affected by exogenous electric and magnetic fields. The fraction 
of the current passing through the cell grows with increasing frequency. The membrane 
can be modeled as a parallel circuit of a capacitor (lipid membrane) and a resistor (ion 
channels). It is a hydrophobic insulator sheet with a central, non-polar layer (2-3 nm 
thick, permittivity: ε = 2). Because of the large differences in permittivities (εH2O = 80), 
a large amount of electrostatic energy is needed to move a charge across the membrane 
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[6]. The charge density at the membrane surface is approximately 10 µC/cm2, which is 
enough to orient the H2O dipoles [11]. The stationary charges on the outside of the 
membrane are the carboxylic groups of the glycoproteins as well as polar heads of some 
of the phospholipids. Fig. 1.5 shows a schematic circuit diagram of a cell membrane.  

 
Fig.  1.5: Equivalent circuit diagram of a cell membrane 

 
The conductivity of the extracellular medium and the cytosol is larger than the 
membrane’s by a factor of 107. As a result, direct currents will circumvent the cell 
almost entirely through the medium. If an alternating current is applied, a displacement 
current will flow through the capacitance of the membrane XC: 
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The capacitive part of the impedance drops with increasing frequency, and the current 
grows. The impedance Z of the membrane can now be calculated as the parallel 
connection of the resistance and the capacitance: 
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The real part and the imaginary part of the impedance are functions of the angular 
frequency ω. Fig. 1.6 shows the circular RC-curve on the Gaussian number plane: At ω 
= 0, direct current will only pass the Ohm resistance, while at ω = ∞, there will be a 
short-circuit in the membrane capacitance.  
 

 
Fig. 1.6: Transfer locus of the impedance Z, frequency 0→∞ 
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1.4 Communication between mammalian cells 

1.4.1 Cell-cell contacts 

1.4.1.1 Gap junctions (“cell-cell synapses”) 

Gap junctions are a specialized version of ion channels that serve as connectors 
for a variety of cell types (fig. 1.7). They are 15 Å in diameter, allow transmission of a 
wide range of cellular molecules, and are fundamental in cell differentiation, e. g. 
through transmission of growth-regulating signals [21]. Recent work has shown that 
gap junctions may be significantly diverse in structure, number and distribution among 
different tissues. Several studies indicate that the subunits of gap junctions (connexins) 
and sodium channels are the same entity: Since gap junctions are assembled within 3 to 
30 minutes, they must be made of pre-existing pore elements, as it takes longer than 30 
minutes to synthesize complex proteins. Formation of gap junctions is accompanied by 
a decrease in intracellular sodium and an increase in TMP, both of which are probably a 
result of decreased sodium permeability. This indicates that the connexins may be 
sodium channels [10]. 

 

 

 
 

Fig. 1.7: Different types of connexins forming connexons and gap junctions [redrawn from 122] 

 

1.4.1.2 Influence on the cell membrane and proliferation 

Changes in the number, distribution or function of gap junctions can result in 
significant alterations of the cellular physiology: For example, changes in cell-cell 
junctions may alter the TMP; contact inhibition in vitro is established when TMP levels 
are mediated through cell surface contacts [22]. Proliferation can be started or enhanced 
in several kinds of tissue when cell-cell connections are broken, e. g. in wounds or after 
cell death. In normal, proliferating cells, gap junctions seem to be removed after the 
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cells were in a resting state. Electrical communication and gap junctions are also lost 
after damage or wounding, leading to a drop in TMP, enhanced DNA synthesis and 
augmented proliferation. Cell junctions seem to play a role in normal cell growth 
control and in uncontrolled proliferation of cancer cells when they are modified, which 
has been demonstrated [10]. According to [21] and [22], many cancer cell types do not 
produce gap junctions and are electrically isolated from each other. The structural 
modification of the connexins causes a lack of cell-cell bonding and leaves a surplus of 
sodium channels and therefore an elevated sodium permeability which leads to excess 
intracellular sodium [10]. Human stomach carcinoma cells have been shown to have no 
intrinsic electrical coupling [21]. 

The lack of specific connexins may be a prerequisite for tumor formation. Gap 
junction genes Cx32 and Cx43 have been shown to be underexpressed in hepatic and 
lung cancer. The connexins seem to control a large variety of processes which may lead 
to cancer if they do not function properly. Connexins are expressed in lower quantities 
than usual, and they are located in the wrong cellular compartments at different tumor 
progression stages. Gap junctions seem to have lost their function in the invasion stage 
of cancer, and gain function in the metastasis stage. There is evidence that the loss of 
gap junctional intercellular communication (GJIC) correlates with the metastatic 
potential [21]. Furthermore, gap junctions in tumor cells are eliminated within 24 hours 
after application of the tumor promoter 12-O-tetradecanoylphorbol-13-acetate (TPA) 
[10].  

 
 

 
1.4.2 Intracellular communication pathways 

1.4.2.1 Calcium fluctuations and oscillations 

Calcium ions are used by the organism as a chemical carrier of information. 
Unlike neurotransmitters, which usually bear specific and unique functions, Ca2+ is a 
universal key molecule that can activate a large variety of intracellular signaling 
processes. There are numerous cytosolic proteins that alter their activity after binding to 
Ca2+. It may regulate motility, proliferation, differentiation and secretion of cells. 
Following an injury, timing, duration, frequency and amplitude of Ca2+-oscillations 
play an important role in determining which specific signaling pathways are activated 
(besides the cell type and the surrounding environment). For example, initial contact of 
corneal epithelial cells with a substrate is accompanied by Ca2+ oscillations [24]. Ca2+ 
pumps in the endoplasmic reticulum (ER) and the plasma membrane keep the internal 
calcium concentration at 100 nM in resting conditions. Ca2+ concentrations in the ER 
are 5,000-20,000 times higher than elsewhere, allowing completely passive Ca2+ influx 
and release [19]. Signal transduction proteins in the cytosol and transcription factors in 
the nucleus, which are essential for the progression of the cell cycle, are activated by 
increased levels of cytosolic calcium. For example, a constant Ca2+ - influx through 
sarcolemmal (muscle cell membrane) Ca2+ - channels is involved in pulmonary artery 
smooth muscle cell (PASMC) proliferation [18]. Ca2+ store depletion causes inhibition 
of DNA synthesis, protein synthesis and nuclear transport.  Ca2+ acts both as a 
ubiquitous allosteric protein activator and inhibitor of intracellular enzymes in the 
cytosol, organelles and the nucleus [19]. 
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Internal Ca2+ is always heterogeneously distributed. Oscillatory Ca2+ - gradients 
can originate from one cell pole, where the sarcoplasmic reticulum (SR) is located, and 
spread along the longitudinal axis of the cell. However, oscillations may not always 
originate from overloading of the SR. The type of calcium response depends on the 
stimulus [20]. Non-excitable cells do not express voltage-gated Ca2+ - channels, which 
explains the results of studies showing that membrane depolarization with concomitant 
Ca2+ - influx increases PASMC (excitable) proliferation, but inhibits lymphocyte (non-
excitable) proliferation [18]. Intracellular calcium release usually has a delay of several 
seconds. There are four types of internal calcium release: single spikes from 
intracellular stores, mostly the ER, a slow but persistent calcium signal depending on 
extracellular calcium entry, a biphasic spike from combination of the two, and calcium 
oscillations [8].  

To date, several research laboratories have collected evidence for spontaneous 
calcium oscillations in a variety of cell types. For example, in HeLa cells, Ca2+ 
oscillations are primarily due to Ca2+ mobilization from intracellular stores, but 
extracellular Ca2+ supply is also necessary to maintain the oscillations [25]. In neurons, 
Ca2+ can induce both long-term potentiation and long-term depression in the same 
synaptic connection. This versatility is mainly due to the way the Ca2+ signal is 
temporally and spatially organized [26]. In cardiac cells, small calcium bursts 
(“sparks”) are released at the junctional zones by local groups of ryanodine receptors. 
Ca2+ diffuses into myofibrils and activates contraction [19]. The mean frequency of 
spontaneous calcium oscillations in colonic smooth muscle cells is 12.6 ± 1.1 per min. 
Calcium oscillation frequency was shown not to be influenced by K+ - induced  
membrane depolarization, only the baseline calcium concentration was affected by that. 
The mean speed of calcium propagation was 23 µm per sec. The oscillations appear to 
originate from recycling across the SR membrane and less from plasma membrane 
entry. In jejunal (middle part of the small intestine) myocytes, the mean Ca2+ - 
oscillation frequency at a holding potential of -40 mV is 13.2 per min. The frequency 
decreases with hyperpolarization, but is independent of the internal calcium 
concentration [20]. 

It is not quite clear what sets off spontaneous calcium oscillations. Plasma 
membrane oscillators and cytoplasmic oscillators are the two proposed explanations for 
periodic calcium oscillations to date [27]. Spontaneous oscillatory activity might also 
be due to overload of internal stores. Frequency might be decoded through protein 
phosphorylation [26]. There is substantial evidence that propagation of calcium waves 
between cells takes place via gap junctions. In excitable cells, calcium oscillations can 
be brought about by a membrane oscillator which results in intermittent influx of 
extracellular Ca2+ - ions through voltage-gated Ca2+ - channels. By contrast, 
intracellular mechanisms are responsible for oscillations in non-excitable cells. Another 
possible cause for calcium oscillations are Ca2+ - activated K+ - channels, which can 
display spontaneous or agonist-induced cyclical activity, causing calcium oscillations as 
a temporal signaling pattern [20]. The intracellular initiation of Ca2+ spikes is governed 
by the sensitivity of the Inositol phosphate 3 (IP3) receptor, which in turn is set by the 
loading of the internal stores.  Oscillation frequencies are also limited by the rate at 
which extracellular calcium enters across the membrane, which in turn may be 
governed by extracellular agonist concentration [26]. Calcium release induced by IP3 
causes a very fast and short cytosolic calcium spike. Some excitable cells express 
ryanodine receptors, multimeric calcium channels that are modulated by calcium itself. 
This way, they can sustain intracellular calcium oscillations through calcium induced 
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calcium release [8].  Ca2+-induced Ca2+-release provides positive feedback and renders 
a rapid regeneration of the Ca2+-signal possible. Generally, calcium oscillations are 
frequency modulated and not amplitude modulated [26]. 

 
 

1.4.2.2 Influence of calcium on proliferation 

Ca2+-fluctuations and oscillations are major hallmarks of proliferating cells and 
have not been seen during apoptosis [9]. In general, lower calcium concentrations may 
lead to higher proliferation rates [28]. Ca2+ - influx is predominantly regulated by the 
permeability of the membrane towards calcium ions and by the TMP, since the 
chemical gradient is always very high (Extracellular Ca2+ is 20,000 times higher than 
intracellular Ca2+). When cells are hyperpolarized, the driving force for Ca2+ - ions 
rises; when cells are depolarized, it drops [18]. In non-excitable cells, the membrane is 
hyperpolarized by activation of K+-channels, increasing the driving force for Ca2+ entry. 
Membrane depolarization of melanoma cells by voltage-clamp decreased and 
hyperpolarization increased internal calcium levels, indicating a transmembrane Ca2+ 
flux according to its electrochemical gradient [19]. Hyperpolarization can be a result of 
increased extracellular calcium, both in normal and cancer cells. Doubling an initial 
calcium concentration of 1.6 mM raised the membrane potential by 5.6 mV, which 
means that the membrane channels were altered. Increased intracellular calcium has 
been observed to decrease the permeability of gap junctions [28]. Voltage-operated 
Ca2+ - channels (VOCs) are activated by depolarization in excitable cells (neurons, 
muscles, secretory cells) [19]. TMP potential oscillations depend on changes in 
resistance which is controlled by Ca2+, so they may be caused by underlying Ca2+ 
oscillations [26]. One of the most strongly TMP-sensitive biological processes is Ca2+-
release through voltage-sensitive channels in the sarcoplasmic reticulum of muscle cells 
[23]. Spontaneous membrane depolarization may be dependent on Ca2+ influx [20]. 
TMP is involved in the regulation of cytosolic calcium since the sarcolemmal Ca2+ - 
channels are voltage-gated. Sustained TMP depolarization increases both cytosolic and 
SR calcium concentrations and may therefore be the cause for the increased resting 
value of cytosolic calcium in PASMC during proliferation [18]. 

As cells progress through the cell cycle, increased free cytosolic calcium 
concentrations have been observed, which might indicate that a low calcium content is 
only necessary before or during the initiation of mitosis [8]. A rise in the cytosolic 
calcium can increase nuclear calcium within 200 ms. Ca2+ in the nucleoplasm promotes 
cell proliferation by moving quiescent cells into the cell cycle and moving proliferating 
cells through mitosis. Ca2+ can also influence expression of many transcription factors 
that propel the cell cycle and stimulate division [18]. Calcium can directly or indirectly 
regulate the activation of transcription factors essential for neural differentiation and 
may also release neurotransmitters that guide neuronal migration. In radial glia cells, 
spontaneous calcium waves propagate upon a trigger ATP signal that results from 
opening of connexin hemichannels. Disruption of these ATP-mediated calcium waves 
significantly decreases cell proliferation [29]. Growth hormone secreting pituitary cells 
have been shown to generate APs spontaneously. APs coincide with changes in the 
resting level of intracellular calcium: Calcium oscillation amplitude and duration 
increases result from elevated AP frequencies. In gonadotrophs, as well as other non-
excitable cells, TMP oscillations depend on the rise in internal calcium, which shows in 
the similarity in the Ca2+- and TMP oscillatory patterns which are synchronized through 
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the activity of a Ca2+- and apamin-sensitive K+-current. The TMP and Ca2+ patterns are 
intermediate between those of typically excitable and non-excitable cells, and similar to 
non-excitable pancreatic cells. The initiation of Ca2+-spiking in gonadotrophs is 
independent of TMP, while maintenance of these oscillations is highly dependent on 
extracellular Ca2+ and TMP [27]. 

 
 

1.4.2.3 Ion channels and cancer 

One specific trait that the vast majority of malignant tumors share is the 
inability of its constituent cells to stop dividing when they are fully surrounded by cells 
of the same type [30]. This lack of contact inhibition may have reasons that are not 
entirely understood, but it certainly happens at the interface of the cells, where a 
defined and controlled interaction with the extracellular space is no longer present.  

Most tumors have a higher rate of glycolysis than normal cells, and their cell 
surface is altered in some way. They often have smaller (meaning more positive) 
resting TMPs than their healthy counterparts [10]. Their cell division process – 
oncogenesis -, like mitogenesis in healthy cells, is regulated in the nucleus, the 
cytoplasm (through fluctuations in the ionic concentrations) and the cell membrane [10, 
30]. Certain active transmembrane proteins, such as the Na+/H+ - exchanger, HCO3—
transporters and monocarboxylate transporters are enhanced in cancer cells, because 
these cells need a basic intracellular pH to proliferate [9]. Formation of metastases 
involves cell dissociation that leads to invasion and recognition between tumor and 
endothelial cells leading to secondary tumors. Thus, the metastatic potential is greatly 
influenced by gap junctions and cell adhesion molecules [21]. Figure 1.8 a) provides an 
overview of some of the processes distinguishing normal cell cycle activity from 
tumorous mitosis, while b) focuses on those aspects leading to cancerous growth in 
more detail. 

 
 

 
 

A 
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Fig. 1.8: a) Overview of some of the processes distinguishing normal cell cycle activity from tumorous 
mitosis, b) Influence of several parameters leading to neoplastic growth  [redrawn from 10] 

 
 
 
 
 
 
1.5 The electrical cell 

1.5.1 Membrane potential and proliferation 

When reflecting upon biological cell membranes, it is important to keep in mind 
that the lipid bilayer is not a static construct, but a semi-stable sheet of dynamically 
interacting molecular elements. Membrane lipids can move about 1 nm every µs [31].  
What makes the membrane an electrically active cellular component is the TMP. It 
reflects the ionic selectivity of the membrane and the transmembrane ionic 
concentrations [32]. The conductance of the membrane is entirely due to that of the 
pores, because the bilayer conductance is very poor in comparison [6]. In normal, 
excitable cells, sodium permeability is much lower than potassium permeability, which 
means that the resting TMP basically depends on potassium diffusion [10]. The resting 
TMP of both excitable and non-excitable cells is close to the K+ - equilibrium potential 
and has been shown to control electrical excitability, muscle contraction, secretion, 
apoptosis and gene expression [18]. In fact, the TMP of non-excitable cells may play a 
role as an intermediary of diverse cellular signaling processes: It is used by the cell to 
drive the transport of nutrients, which makes it very important for rapidly proliferating 
cells [33]. Calcium entry through Ca2+ - channels is required for cell division and is 
facilitated by a negative intracellular potential [7]. The membrane surface potential 
generally has a great impact on cell adhesion, cell spreading, chemotaxis, endo- and 
exocytosis and binding of biologically active molecules, such as ion channel agonists, 
anesthetics and enzymes. The negative extramembrane surface potential determines the 
local ion concentrations around the ion channels and thereby affects the steady-state 
conductance of the channels [12]. Specific capacitance of neuronal membranes was 
shown to be 9 mF/m2 and independent of membrane protein densities [6]. Rmem is 0.1 

B 
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Ω·m2, relaxation frequency for proteins and lipids is between 100 kHz and 1 MHz. The 
interior of the cell is shielded by the membrane below 1 MHz [6]. Cells with low 
membrane potential are likely to be more sensitive to TMP changes than cells with 
higher TMPs [34]. 

There exists a wide range of cellular processes which the TMP has been shown 
to be involved in, for example regulation of mitosis control (DNA synthesis and 
proliferation), both in tumorous and normal tissue [10, 30, 32]. However, there is still 
no definite proof of TMP being the cause for proliferation changes, although it responds 
rapidly to changes in the extracellular K+ concentration. Varying the external Na+- and 
K+ - concentrations alone also alters the kinetics of proliferation [32]. There is, 
however, strong evidence in favor of a decisive dependence of the cell cycle on TMP: 
During proliferation, the TMP of normal cells is below -36 mV, and above that when 
they stop dividing. Tumor cells seem to be trapped below that threshold and are unable 
to repolarize to levels above the threshold [10]. In proliferating cells, an early, 
significant plasma membrane potential drop in the transition from resting state to 
mitotic activity has been reported [22]. TMP is lowest immediately after division, and it 
increases during the G1 - phase. It rises abruptly at the beginning of DNA synthesis, 
stays constant during S- and G2-phase and declines during mitosis [32]. 
Hyperpolarization during G1 phase has been reported essential for proliferation, while 
constant hyperpolarization was detrimental to proliferation [9]. Most cell types exhibit a 
transient hyperpolarization at the end of G1 – phase, and tumor cells are generally 
depolarized compared to normal cells [7]. TMP rises during the transition to S-phase, 
and then decreases again in the next G1-phase [30]. 

TMP depolarization also occurs in other, aberrant situations, such as wounded 
tissue, where it gradually extends from the leading edge of the wound inward to 
neighboring cells through an increase in epithelial Na+-channel-mediated Na+-
permeability. The depolarization may be necessary for cytoskeletal reorganization.  As 
a possible mechanism, it has been suggested that a wound-induced increase in growth 
factors and intracellular Ca2+ activates epithelial Na+-channel (ENaC) expression genes 
and their membrane insertion. This intracellular Ca2+ does not seem to be propagated by 
gap junctions [33].  

Other observations were made that give rise to a new perspective on electrically 
controlled mechanisms possibly leading to and maintaining malignant tumor growth: 
TMP elevation, which is absent in cancer cells, leads to an increase in contact 
inhibition. Specifically, it was shown that in normal 3T3 cells that TMP increases 
simultaneously with formation of intercellular contacts and cell density dependent 
growth inhibition up to the point of contact inhibition [22]. Cancer cells also appear to 
have lower membrane potentials with progressing differentiation [28]. After neoplastic 
transformation, the surface charge density changes and the TMP drop [30]. In an 
experiment with normal 3T3 cells, no TMP changes were observed during the first 
mitosis, then a drastic increase shortly before the second mitosis was recorded. After 
that, the proliferative activity came to a halt. This does not prove that high TMP inhibits 
mitosis per se, but it seems to be necessary and might inhibit DNA synthesis, which is 
why there is no third cell cycle. The experiment was repeated with tumor cells: The 
TMP rose from -10 to -31 mV, and then stayed at that level throughout the following 
mitoses. Cell division was not inhibited (Fig. 1.9, [22]). In another study using normal 
Chinese hamster lung cells, the TMP was at -20 mV in the late G1 phase, before rising 
abruptly to -29 mV in early S-phase. It remained steady through S- and G2-phase. 11 
hours later, the next mitotic division occurred. The cells in metaphase displayed a wide 
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range of TMPs, the average value being -22 mV. TMP increased significantly between 
the end of mitosis and late G1 phase [32].  

 
 

 

Fig. 1.9:  Membrane potential during cell cycles in normal (hollow dots) and malignant cells (solid dots) 
[redrawn from 22]. 

 
 
 

1.5.2 Influence of electrical and magnetic fields on biological cells 

 
1.5.2.1 Non-excitable cells in electromagnetic fields 

Electrical, magnetic and electromagnetic (high frequency) fields can be used to 
manipulate biological cells. The conductivity of an intact, spherical cell in an 
electrostatic field is very low. An external field does, however, have the ability change 
certain characteristics of the cell. It causes a charge accumulation on the membrane 
surface perpendicular to the field vector, and therefore polarizes the cell (fig. 1.10). The 
spontaneously induced opposite electric field inside the cell attenuates the outside field. 
For DC fields, polarization effects are low and can be considered insignificant. In the 
case of AC fields, the polarization of the membrane surface affects the TMP of the cell 
and renders it dependent on a specific position. An external, sinusoidal field of the 
amplitude E  and frequency f induces the following potential deviation in the 
membrane of a cell with the radius r (see Fig. 1.10): 
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, where α is the angle between a point on the membrane and the field vector [6, 15]. 
The time constant of the membrane can then be expressed as 
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Fig. 1.10:  Schematic distribution of the charge, potential and induced field geometry of a spherical cell 
in a static electric field. The arrows denote field lines. Charges on the membrane are generated through 
polarization. The bottom curves illustrate the membrane potentials through the center of the cell: ----- 
potential course without external field; --··--··-- potential induced by the external field without 
consideration of the innate cellular potential; — actual potential (sum of both functions). ∆Ψind = induced 
membrane potential. Redrawn from [15]. 
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with rmem and cmem the specific resistances and capacitances, respectively, and σint and 
σmed the conductivities of the cytoplasm and the medium, respectively. Equation 1-10 
can be simplified for DC fields and AC fields below a frequency of 105 Hz [15]: 
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The membrane potential of a spherical cell with a radius of 10 µm will experience an 

increase in membrane potential of 15 mV after application of an 
m

V
E 310=  field at the 

point of perpendicular field vector lines ( 00=α ). The induced membrane potential will 
always increase with growing cell radius [6, 15]. 

Phez et. al. propose a more general equation for the induced membrane 
potential, since they postulate that the field effect depends on the position on the cell 
surface, which is backed up by their observations: 
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where F is a function of the cell shape, g depends on the conductivities of the medium, 
cytoplasm and membrane conductivities, r is the cell radius, E the electric field 
strength, and α(M) the angle between the normal to the membrane at the position M and 
the direction of the field [35]. For detailed descriptions of these parameters, see [122]. 

In Fig. 1.11, the field lines of a homogenous, alternating electric field inside and 
around a spherical cell are shown schematically. The membrane is bridged above a 
frequency of approximately 1 MHz, so that the external field can pass through the cell. 
At frequencies above that level, membrane potential changes do not have any 
significant effects. Electrical currents around and through cells can also be induced by 
applying alternating magnetic fields that induce circular eddy currents in biological 
tissue. 

 

 

Fig. 1.11:  Schematic field lines of a homogenous, alternating electric field around and inside a spherical 
cell. a) low-frequency field lines, b) higher frequency: intracellular conductivity begins to increase, c) 
high frequency field, intracellular conductivity equals extracellular conductivity. [redrawn from 15] 

 
 

1.5.2.2 Electric/magnetic fields, currents and proliferation 

Electric fields and currents have been employed to manipulate cell growth and 
division in a number of studies. Electric currents might accelerate cell growth and 
division when the rate is too low, and might inhibit them when it becomes too high 
[30]. Controversially, electrical fields have been shown to induce growth stimulation of 
tumor cells and to support bone growth and wound healing [36]. Several studies report 
improved wound healing after DC electrical therapy. An experiment using in vivo 
fibrosarcoma showed significant tumor growth retardation of up to 3 days growth 
difference after a 0.6 mA current was applied for 1 hour [30]. 

From a mechanistic point of view, TMP can be raised from -65 mV to -25 mV 
by a sequence of nine electrical stimulation pulses (4 ms, 400 mV) with a time interval 
of 30 sec [37]. In general, electric fields cause joule heating, electromechanical effects 
and electrically induced potential differences in biological tissue. For an overview of 
cellular responses to electrical fields described in the literature, see fig. 1.12. There is 
some controversy regarding the minimum amplitude of electric fields required to 
induce significant alterations. In voltage gated ion channels, the peak of charge 
movement currents and the total amount of moved charged particles were shown to 
decrease only above a pulse magnitude of -400 mV [37]. When dimensioning field 
strengths for potentially therapeutic applications, certain limits should not be exceeded, 
which holds true for both negative and positive voltages. The critical potential value for 
membrane permeabilization is between ± (200-500 mV). The threshold for the cells 
facing the anode is lower than for the ones facing the cathode. For elongated cells, only 
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those parallel to the field lines can be permeabilized [35]. Neurons were shown to 
collapse at an induced TMP of 400 mV at 100 kHz, 500 mV at 250 kHz, 1.1 V at 800 
kHz and between 0.6 V and 2.7 V at 1 MHz [6].  

In an experiment investigating the effects of very low intensity magnetic fields, 
normal human neuronal progenitor (NHNP) cells were subjected to 10 Hz, 0.1 – 20 µT 
alternating fields for 17 days [38]. Growth rates were significantly increased after the 
treatment. This effect was reversible, and the cells grew more uniformly in one 
direction than in the control groups. Oxygen-, glucose or lactate metabolism was not 
altered. A mechanism underlying these results was not found. Another publication 
agrees with the observation of magnetically induced directional cell growth: Schwann 
cells were treated with an 8 Tesla static magnetic field for sixty hours and adjusted their 
direction of growth according to the field lines [39]. When mixed with collagen, the 
cells oriented themselves in the field after only two hours. Neuronal axons mixed with 
collagen, however, were shown to grow perpendicularly to the field lines.    

A publication from the University of Tokyo reports trials in which murine 
melanoma were reduced in weight by up to 50% after 17 days of treatment with pulsed 
magnetic fields (peak field strength: 0.25 T, pulse width = 238 µs, 25 pulses/sec, duty 
cycle 50%, 1000 pulses/day, induced current density: 0,79-1,54 A/m²) [40]. Besides 
tumor reduction, enhanced immune system function (tumor necrosis factor (TNF-α) 
production was significantly elevated) was measured. In concomitant in vitro trials, no 
reduction in cell viability was seen. However, cell cultures were merely given a total of 
1000 pulses. Therefore, a definite conclusion on the cause of the anti-tumor effect could 
not be drawn.      
 

 
 

Fig. 1.12:  Effects of electrical fields on proliferation proposed in the literature [redrawn from 2] 

 
 
1.5.2.3 Electric and magnetic fields interfere with calcium-oscillations 

In a recent study, a 13 – 114 µT AC magnetic field (7 – 72 Hz) and a 27 – 37 µT 
static field were applied to plant membrane vesicles [41]. Ca2+ - inflow and outflow 
were affected, depending both on the ratio of the AC amplitude and the DC amplitude 
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as well as the stimulation frequency. The proposed mechanism was a direct opening or 
blocking of calcium channels at the respective resonance frequencies.   

Cultured lymphocytes and adrenal gland cells exhibited marked differences in 
Ca2+ - inflow and –flux after stimulation with a low intensity magnetic field [42]. The 
authors reason that the induced eddy currents cause these shifts in Ca2+ - flow directly. 
They estimate the strength of the eddy currents inside the cells to be three times lower 
than in the surrounding culture medium as a result of the high impedance of the cell 
membranes [42, 43]. Exposure of the adrenal gland cells to a 1.5 Tesla, 0.3 Hz field 
inhibited bradykinin-induced increase of intracellular Ca2+ as well as ionomycin- and 
caffeine-induced Ca2+ - release from internal stores. The inhibitory action was 
reversible. However, no influence on the transmembrane flux of Ca2+ was observed. In 
the same studies, K+ uptake and activation of intracellular Ca2+ in HeLa cells was 
shown to be affected by magnetic fields. Since magnetic fields can have entirely 
opposite effects on calcium-related cellular phenomena, even with very similar 
experimental setups, there is no agreement as to which mechanisms are responsible for 
the observed effects. The field amplitude is believed to be a decisive factor for the type 
of response evoked. 

 
 

1.5.2.4 Electrical and magnetic fields: molecular and other effects  

Because so many cellular structures carry charges and therefore are susceptible 
to interaction with external electric and electromagnetic fields, a variety of intracellular 
events and sequences have been shown to be manipulated by such fields. Biological 
systems can respond to exogenous electromagnetic fields with cytoskeletal 
reorganization, cell surface receptor redistribution, changes in intracellular Ca2+ and 
intracellular levels of reactive oxygen species (ROS) [36]. Electric fields can induce 
structural and functional changes by exerting a force on charges within a protein. 
Proteins have high densities of fixed ionic groups and large dipoles, which makes them 
prone to electrical field interference [11]. If an alternating field causes a shift in the 
position of charged voltage sensors, the change in channel conductance might follow 
with a certain delay, since voltage sensing is assumed to be much faster than the 
process of channel-gating. The rectifying effect would not operate on ions crossing the 
channel directly. Oscillating electric fields can only directly interact with voltage-
sensors or dipoles above a frequency of 1/(2πτp), with τp being the time constant of the 
channel opening or closing. When the voltage sensor goes from state closed to state 
open, 5 elementary charges cross the membrane. Then, applying a DC potential 10 mV 
more positive than the average resting potential will cause the open probability of the 
sensor to be 0.88. However, a 10 mV AC potential will decrease the probability of the 
sensor open state. It was shown that a 4 mV depolarization will cause an e-fold increase 
in gNa. For some channels, the interaction energy between the dipole and the applied 
field is greater than kT for TMP perturbations of the order of 1 mV [23].     

 Electric fields can also enhance chemical processes such as ATP synthesis by 
changing the conformation of the membrane-bound ATPase [11]. Electric field pulses 
have been shown to increase ATP bioluminescence by 324% in multicellular tumor 
spheroids, causing a Ca2+ - response. ATP has a mitogenic effect on several different 
kinds of cancer cells. In previous studies, intracellular calcium elevations in response to 
EM fields have been described and attributed to transmembrane influx of calcium 
through voltage-gated Ca2+ - channels, or simulation of membrane receptors with 
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subsequent activation of phospholipase C, generation of inositol triphosphate and Ca2+ - 
release from intracellular stores. DC electrical fields have been shown to elevate 
intracellular ROS, which in turn raised intracellular Ca2+ - concentrations. A 60 s, 750 
V/m electric field “pulse” released intracellular calcium at the anode-facing side 
spreading through the cell at 12 µm/s [36]. 6 – 75 Hz electric fields and RF radiation 
modulated at these frequencies have been shown to significantly change efflux of 
calcium ions from brain cells at field strengths below thermal artifacts [23]. DC 
electrical fields can accelerate tumor growth by as much as 38-fold through a 
mechanism involving a transient Ca2+ elevation. Growth stimulation was inhibited by a 
60 min pre-incubation with the anion channel inhibitor niflumic acid and with the 
purigenic receptor antagonist suramin. The DC fields also caused a release of c-Fos 
protein [36]. 

Culture medium does not sustain electric fields because of its conductivity, 
which makes the membrane a privileged site for them [11]. Pulse-modulated RF fields 
(0.1 – 1.5 MHz) were shown to affect the membrane potential in giant cells of Nitella 
flexilis significantly [23]. 

 
 
 
 
 
 

1.6 Electrical and magnetic stimulation methods 

1.6.1 Advantages and disadvantages of electrical and magnetic cell manipulation 

 
Both variants of external stimulation, electrical and magnetic, have their 

advantages and their drawbacks [61]. It is obviously easier to stimulate tissue directly 
by applying the stimulation energy through electrodes that are in immediate contact 
with the biological tissue. Electrical stimulation devices are smaller, cheaper and more 
energy efficient than magnetic stimulators. Moreover, it is much easier to control the 
exact amounts of energy, waveforms and frequencies that the stimulated cells 
experience. A great disadvantage is certainly the fact that the electrical current always 
chooses the least resistant path, which means that the current distribution is never 
homogenous, and there are often irreversible electrochemical reactions around the 
electrodes. There can be substantial heating of the tissue, and pain receptors are often 
stimulated, which limits the field strength and duration that can be applied in one 
session. The main advantage of magnetic stimulation is its non-invasiveness. It is also 
largely pain-free. The stimulation coil is simply held over the tissue at an appropriate 
distance and acts as the primary coil of a transformer, while the stimulated cells are the 
secondary coil. Since the coupling of the two coils is considerably worse than in a 
standard transformer with an iron core, the energy is transmitted approximately six to 
seven times less efficiently than with electrical stimulation. Therefore, magnetic 
stimulators must be capable of producing and delivering large currents (several kA), at 
high voltages (several kV) and high frequencies, which makes their design and 
construction difficult and expensive. Another disadvantage is the relatively poor 
focality of the stimulation (10 – 20 mm as opposed to 1 mm area diameter). Great care 
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has to be taken to avoid the recording of artifacts when effects of stimulation are 
recorded during or right after magnetic stimulation, e. g. in fMRI studies. 

  
 
 

1.6.2 Application type and waveforms for electrical and magnetic manipulation 

 
In order for electrical stimulation to work – at least for supra-threshold 

stimulation of excitable tissue – ionic charges need to flow between and inside the cells, 
and inside the cell medium for in vitro settings, respectively. Two methods for the 
delivery of electrical energy can be employed. When coupled directly, electric currents 
are delivered through metal electrodes in immediate contact with the cells. These 
electrodes generate charges mainly through faradaic processes necessary for a 
physiological reaction. For application in biological tissue, inert and biocompatible 
electrode materials such as iridium or platinum must be chosen [62]. Temporal and 
amplitude characteristics of the applied fields in the vicinity of the cells can be 
controlled well when working with electrodes. However, there has to be a compromise 
between the desired strength of the stimulation and the electrochemical reactions that 
increase proportionally with the field strength. In in-vitro experimental setups, part of 
the stimulation voltage drops over the cell medium. This is a result of the ohmic 
resistance of the electrolyte solution and of polarization effects on interface surfaces. 
The resulting time-varying electrical currents are attenuated and resemble the charging 
and discharging currents of an RC-circuit [63]. 

Electrical fields are coupled capacitively, when charge distributions alternate in 
an electrical double layer depending on the charge on the electrode surface. There is no 
direct transfer of electrons at the interface between the electrode and the electrolyte. 
This way, only the amount of charge that is stored in the double layer is injected. By 
coupling the electric field capacitively, there are no significant chemical reactions in the 
cell medium and the charge densities induced are very low. At very high charge 
densities, a dielectric breach might occur [62].  

Another approach for the induction of electrical fields is the application of 
alternating magnetic fields that induce eddy currents in biological tissue. The currents’ 
distribution depends on the geometry and the position of the coil and on the 
conductivity and homogeneity of the tissue. An estimation of the induced electric field 
strength requires the knowledge of the amplitude of the magnetic flux as well as the 
temporal course of the magnetic field. Generally, the higher the slope of the stimulation 
pulse, the higher the induced field strength. Since the time course of the field is 
differentiated by the inductive transmission, harmonic waveforms, such as sine or 
cosine, are ideal. This way, distortions of the applied waveform are kept at a minimum. 
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1.7 Electrical signal transduction in neurons 

1.7.1 Physiology of neurons 

1.7.1.1 Overview 

The central part of the neuron, the soma, contains the nucleus, which is the site 
of most of the protein synthesis in the cell. Depending on the type of neuron, it can be 
between 5 and 100 µm in diameter. The central computational unit of the nervous 
system, the neuronal soma processes the incoming signals via a direct spatial and 
temporal integration of the membrane potential shifts. As a result of the integration, an 
AP is elicited at the axon hillock when the threshold potential is exceeded. This process 
is often circumscribed as the “all-or-nothing law”: Either there is an AP or there is 
none, but there cannot be a little bit of an AP. 

The postsynaptic branches that originate from the soma are called dendrites 
(Greek: δένδρον, tree) and are responsible for reception of excitatory or inhibitory input 
in the form of APs through the synapses on the axons of other neurons (afferent). The 
dendritic arbor of a human nerve cell can hold contact with 100,000 to 200,000 fibers 
of other neurons. Dendrites can be regarded the information collector of the nervous 
system. Recent research has also found that dendrites can support APs and release 
neurotransmitters. This property was originally believed to be specific to axons.  

The axon hillock is part of the soma and constitutes the interface between the 
soma and the axon. It contains the highest concentration of ion channels anywhere in 
the neuron, which reduces the threshold potential on the axon hillock strongly and 
renders it a trigger for APs. The APs are then transferred to the axon, but there is also 
some passive rebound transduction of the AP to the dendrite according to the cable 
equations. This phenomenon has been termed neural backpropagation [44]. Recently, 
some researchers have suggested that active dendritic signal propagation is possible, 
too. 

Growing outward from the axon hillock, the axon (Greek: άξον, axis) is a long 
extension of the neuron, the “active cable” that carries information to the next cells. 
Depending on the neuronal cell type, it is more or less branched, with a high density of 
synapses at the tips of the branches.  The length of an axon can vary between 1 µm and 
1 m, depending on the type of the nerve. The axons of mammalian nerve cells are 
between 0.5 and 10 µm thick. The axon can be coated by several sequential myelin 
sheaths. The myelin sheaths are formed in the central nervous system (CNS) by 
oligodendrocytes, in the peripheral nervous system (PNS) by Schwann cells [45]. Small 
gaps are located between these myelin sheaths, called nodes of Ranvier [46]. In 
myelinated axons of the same diameter, the nerve impulse conducts about ten times 
faster than in axons without myelin sheaths. The axon terminal is a specialized structure 
at the end of the axon that is used to release neurotransmitters and to communicate with 
target neurons.  
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Fig. 1.13:  Different types of neuronal cells found in mammalian organisms [with permission from the 
publisher of 124] 

 

 

 

Fig. 1.14:  Cortical neuron and processes from other neurons stained with Luxol fast blue. Light blue 
structures in the background: glia cells. 
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1.7.1.2 Conversion of electrical into chemical signals 

A neuron receives its incoming signals in the form of neurotransmitters that 
originate in the preceding cell. The neurotransmitters bind to the receptors of the 
postsynaptic membrane of the dendrite or soma and cause a depolarization of the 
equilibrium resting potential, given a certain threshold is exceeded. If the excitation is 
transferred this way, it is passed on over the dendrites to the soma and from there to the 
axon hill. Every one of the incoming depolarizations from the different synapses 
changes the postsynaptic membrane potential. If a synapse is closer to the soma it has 
more influence on the nerve cell; if this distance is increased, the influence tends to get 
weaker. Simultaneously entering excitations summarize their effect, which means that 
an excitation potential is generated on the axon hillock. 

For transmission of an excitatory or inhibitory signal from the neuron or a 
sensory cell to the next neuron in line, that signal always has to cross a synapse. The 
synapse represents an interface in form of a synaptic gap, in which it can transmit 
information chemically to another cell. It consists of a presynaptic membrane which 
contains the neurotransmitters and is part of the transmitting cell, the synaptic cleft, and 
the postsynaptic membrane. The postsynaptic membrane is equipped with receptors that 
fit the neurotransmitter molecules which have been discharged by the presynaptic cell. 
Once these transmitter substances have bound to the receptors, they cause a variety of 
biochemical reactions, e. g. ion channels to open, which initiates the electrical 
excitation of the postsynaptic cell. The synaptic cleft of chemical synapses is a gap 
filled with plasmatic solution, ca. 30 nm wide. Within that small gap, the concentrations 
of the different neurotransmitters can be adjusted very quickly. A neuron can have up to 
10,000 synapses. 

 

 

1.7.1.3 Neurotransmitters and receptors 

Whether a neuron interacts in an inhibitory or excitatory way is determined by 
the synapses and depends on the type of the neurotransmitters it exchanges with the 
postsynaptic cells. The transmitter exchange through the synaptic cleft happens only 
through diffusion. The receptors that accumulate the neurotransmitters are divided into 
two broad categories: ionotropic and metabotropic [47]. The ionotropic receptors open 
and close ion channels depending on the transmitter docking to them. The time constant 
of these receptors lies in the range of a few ms. The metabotropic receptors do not have 
ion channels; they release intracellular, so-called second messenger cascades. This 
process then triggers ion channel activities that are spatially separated. In this type of 
process, the time constant is much longer, ranging from seconds to minutes. The 
metabotropic receptors play an important role in synaptic plasticity and are responsible 
for learning and adaptation behavior of neural circuits. Examples of inhibitory 
transmitters are glycine and GABAA. They produce so-called inhibitory postsynaptic 
potentials (IPSP). Examples of excitatory transmitters are glutamate and acetylcholine, 
which generate so-called excitatory postsynaptic potentials (EPSP). 
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1.7.1.4 The Equilibrium potential 

For analytical convenience, electrical circuit diagrams can be used to represent the 
basic properties of membrane and channels (Fig. 1.15). Here, the membrane is 
electrically equivalent to a capacitor Cm, and the channel to a conductor gc. The 
electrochemical gradient between the extracellular and the intracellular space can be 
thought of as a battery with an electromotive force (emf) Ec in series with the 
conductor. The energy stored in the battery is given by the Nernst potential (or 
equilibrium potential), which in turn arises from the semi-permeable membrane 
separating solutions with different ionic concentrations from each other. Since the 
natural progression of all dynamic systems is to move towards an equilibrium (or 
maximal entropy), there are driving forces for each type of ion, which results in the 
transmembrane potential Vm across the porous membrane. A membrane separating a 
small amount of charge can still produce a large potential difference, since the energy 
required to overcome the lipid bilayer with closed channels is very high. Therefore, 
units need to be defined that are independent of the membrane area, because the 
resistance decreases as the access area increases: the membrane specific resistance Rm 
[cm2] and the specific conductance Gm [S/cm2]. According to the discussion above, the 
Nernst equation can be used to describe the membrane potential:   
 

 

Fig. 1.15:  Equivalent electrical circuit (a) and drawing (b) of a cell membrane (picture: license-free) 
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where Vm is the equilibrium potential of a channel, Vi is the intracellular potential, Ve is 
the outside potential, [c]i and [c]e are the intra- and extracellular ionic concentrations, 
respectively, R is the gas constant, T is the absolute temperature in [K], F is Faraday’s 
constant and ze is the valence, or charge, of the ion [48]. 
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1.7.2 Neuronal communication 

1.7.2.1 The action potential 

Prior to the initiation of an AP, the inside of the cell is charged negatively in 
comparison with the outside. This is due to the ionic gradients and the specific neuronal 
membrane characteristics. A depolarization occurs when the charge on the inside of the 
cell becomes less negative (fig. 1.17). A more positive inner potential denotes a 
hyperpolarization.   As soon as positive ions, e. g. Na+, cross the membrane and enter 
the intracellular space, the TMP experiences a positive shift, a depolarization. An 
outflow of positive ions, in this case K+, causes a hyperpolarization by pushing the 
membrane potential into a more negative direction. As the membrane around the axon 
hillock receives excitatory input which reduces the membrane potential, the voltage – 
gated Na+ - channels start to open. With more of these channels letting Na+ - ions pass, 
the membrane potential decreases even further until a threshold potential is reached 
which leads to the majority of the remaining Na+ - channels to open, releasing a large 
quantity of Na+ - ions into the cell and reversing the membrane potential to 
approximately 50 mV. Following the depolarization, K+ - channels release potassium 
ions into the extracellular space, which repolarizes the membrane. The membrane 
potential is now even more negative than it was before the AP started. In order to regain 
the equilibrium potential, Na+ - K+ - exchange proteins re-introduce K+ - ions that are 
lacking inside the cell and expel excess Na+ - ions, until the resting potential is reached. 
This active pumping process is relatively slow, compared with the fast, passive 
movement through the Na+ - and K+ - channels during the depolarization and 
repolarization phases of the AP.  
 

 

 

 

Fig. 1.16:  Continuous (a) versus saltatory (b) action potential propagation. Source: [125] 



 46 

 

Fig. 1.17:  Temporal and biochemical evolution of a typical action potential in an axon [redrawn from 
125] 

 
 
1.7.2.2 Hodgkin-Huxley formalism 

In the excitable membrane, the transmembrane current per unit area im consists of a 

capacitive part and the ion currents k

mi  for sodium, potassium and other ions, which is 

reflected in the following equation [49]: 
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The ionic current k

mi can be approximated using Ohm’s voltage-current law. Knowing 

the conductance k

mg  and the equilibrium potential kV0 of the respective ionic driving 

force, the ion currents are given by: 
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Implementing this relation, the equivalent circuit diagram of the membrane is extended 
as shown in Fig. 1.18. 

From these equations, one can deduct that the resting membrane voltage always 
lies between the equilibrium potentials of sodium and potassium. The equilibrium 
membrane potential is, for the most part, determined by the largest channel 
conductivity. Following membrane potential changes, the kinetics of the sodium and 
potassium currents can be approximated using the dimensionless and statistically 
independent gating variables n, m, and h. These variables are functions of time and 
voltage and vary between zero and one. Each one of them follows a first-order 
differential equation: 
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where α and β are the voltage-dependent rate constants in [ms-1], determined 
empirically from voltage-clamp experiments (see [126] for detailed calculations and 
values).  

 
The non-linear potassium conductivity can now be computed as: 
 

KK gng max
4=  , 1-18 

 
and the sodium conductivity as 
 

NaNa hgmg max
3=  1-19 

 
Even though this model cannot be applied to human tissue quantitatively, most of the 
qualities of nerve conduction in humans can be represented by it. 
 

 
Fig. 1.18:  Hodgkin-Huxley model of the excitable membrane (a); Schematic drawing of selective ion 
channels (b, source: [125]) 

 
 

1.7.2.3 The cable model 

1.7.2.3.1 History 

A milestone in neuro-electrophysiological research were the studies conducted 
by Hodgkin and Huxley in 1952, which opened up a new understanding of how APs are 
initiated and propagated [49, 51, 52]. The giant squid axon, which was used in their 
experiments, has a diameter of 0.5 mm, allowing the introduction of electrodes into the 
axon and the exchange of solutions with the internal axoplasm. These studies have 
general relevance because the properties of the squid axon are very similar to non-
myelinated nerves in vertebrates, including mice.  
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1.7.2.3.2 Unmyelinated axons 

In order to better understand how APs are propagated along the axon (fig. 1.16), 
and for modeling of the interaction between electromagnetic pulses and an axon, the 
cable equations were derived. For this model to work, it is assumed that the intracellular 
potential is constant in angular direction, i. e. it is only a function of the axial distance. 
Furthermore, the axoplasm is a linear, ohmic conductor, and the extracellular potential 
generated by the fiber’s own electrical activity is so small that it can be neglected. The 
latter assumption means that the intracellular potential equals the transmembrane 
potential Vm. Applying Kirchhoff’s law of current conservation, the membrane current 
(per unit length) im is 
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where Ii is the intra-axonal current. The axial current Ii through the fiber is calculated 
according to Ohm’s law: 
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ri being the internal resistance of the axoplasm per unit length. The membrane current 
per unit length can now be calculated using eqs. 1-15, 1-20 and 1-21: 
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where cm is the passive membrane capacitance per unit length, and rm is the resistance 
times unit length. By defining a length constant λ and a time constant τ of the 
membrane, 
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the combination of the equations for the membrane current and the axial current yields 
the cable equation: 
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The following figure illustrates the passive cable model. 
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Fig. 1.19:  Equivalent circuit diagram of a passive cable [source: 125] 

 
The model above only applies to the intracellular electric field. The axial component of 
that field inside the axon equals the negative gradient of the intracellular potential: 
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Once there is an additional source of an electric field, such as through 

temporally varying electromagnetic induction, another axial field component must be 
added to the intracellular electric field: 
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A magnetically induced field would be calculated using the magnetic vector potential, 
because the induced electric field cannot be calculated from the gradient of the voltage 
alone. Only the electric field component in axial direction results in significant 
modulation of the membrane potential [53]. Thus, the induced electric field is  
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where µ0 is the vacuum permeability, r’ is distance to the source, j is the current density 
in the conductor, and r is the distance between the coil element and the site of the 
calculated electric field. The vector potential and the induced electric field are 
determined by the geometry and the current of the coil. The magnetic vector potential 
theory serves as the basis for numerical computations in electromagnetic finite-element 
method programs [54, 55]. 

The equation for the intracellular axial current can now be computed: 
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The surface charges on the cell membrane create an electric field of the order of 107 
V/m, while the field induced by a stimulating coil is generally less than 103 V/m [56, 
57]. Consequently, the radial component of the electric field can be neglected. Hence, 
the modified cable equation reads as 
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The passive cable model is capable of describing the interaction between the 

nerve fiber and the induced electric field. However, a comprehensive model for the 
dynamics of AP propagation and nerve stimulation requires an active membrane model. 
The equivalent circuit diagram of the membrane is now extended by the Hodgkin-
Huxley model. For its implementation, the passive cable model is divided into unit 
lengths of cable with a fixed diameter. Thus, the resistance per unit length of the fiber 
can be calculated using the fiber radius κ and the axoplasmic resistivity Ri: 
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Analogously, the membrane current per unit length im and the membrane capacitance 
per unit length cm can be expressed in terms of its current density Jm and the 
capacitance per unit area Cm: 
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As shown in Fig. (1.20), the passive membrane resistances are now replaced with active 
elements representing the time- and voltage dependent ion channels. The equation that 
follows this operation, along with incorporation of the discretized resistivities, currents 
and capacities, is the cable equation for excitable axons: 
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Fig. 1.20:  Equivalent schematic of the Hodgkin-Huxley-implemented active membrane model [source: 
125] 

 

1.7.2.3.3 Myelinated axons 

As mentioned earlier, there are two primary types of mammalian axons: 
myelinated and unmyelinated. Unmyelinated axons transmit their APs continuously, 
while myelinated axons make use of an insulating layer around them that is regularly 
interrupted by small gaps. These active gaps in the otherwise passive membrane, the 
nodes of Ranvier, act like repeaters broadcasting the signal down the insulated cable to 
the next node in line (see Fig. 1.16b). In the nodes, the membrane current per unit 
length im flows through the nodal capacitance Cn and the sodium and leakage channels, 
but not through the potassium channels [50, 58]. The voltage sources Vm represent 
active pump proteins beneath the myelin that maintain the resting potential of the 
membrane. Each node is modeled as a discrete current source contributing the 
following part to the membrane current: 
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where ξi is the internal diameter of the axon and δ is the width of each node. The gating 
variables m and h are the same as before. However, the rate constants they contain are 
adjusted to values from mammalian, myelinated axon recordings [50, 58]: 
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Fig. 1.21:  Equivalent schematic of a myelinated axonal membrane [source: 125] 

 
 

The TMP in the myelinated internodal regions follows the cable equation (1-36). The 
length constant of the internodal spaces is defined as 
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ξo being the outer diameter of the axon, ρmy the resistivity of the myelin sheath, and ρa 
the resistivity of the axoplasm. The time constant of the myelinated membrane follows 
as 
 

mymymy ρεµτ 0= , 1-41 

 
where εmy is the permittivity of the myelin. The resting membrane potential was shown 
to be uniform throughout the internodal segments (Vr=-80 mV), due to the activity of 
potassium channels [59].  

According to the cable equations, the induced electric field is proportional to the 
square of the length constant λ. Keeping this correlation in mind, the conductivity or 
susceptibility to external fields of myelinated versus unmyelinated axons can now be 
compared. Assuming that the myelinated and the unmyelinated axons have the same 
internal diameter ξi=2κ, and that the membrane resistance times unit length is 
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the squares of the length constants are 
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which means that  
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Assuming an axoplasmic resistivity of 5.47 x 10-2 kΩ*cm, and a myelin resistivity of 
7.4x105 kΩ*cm [50], the ratio of the myelinated axon follows the curves in figure 1.22, 
depending on the inner axonal diameter (number adjacent to each curve), and the outer 
diameter. 
 

 
 

Fig. 1.22:  Length constant ratio of myelinated versus unmyelinated axons. For example, the length 
constant of a 6 µm diameter axon with a myelin sheath of 2 um is 20 times greater than an equally wide, 
unmyelinated axon. 

 
 
1.7.2.4 Neural networks 

Besides the molecular computation of signals taking place inside each neuron, 
there is also information processing on the network level, much like a computer 
processor whose single transistors communicate with each other using ones and zeros. 
The enormous computational power of the whole brain has not been entirely understood 
or explained, but small networks of a few dozen - up to a few hundred - neurons can 
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nowadays be studied in great detail using the available electrophysiological and/or 
optical techniques. One factor that seems decisive for the efficiency of the brain’s 
massively parallel processing capabilities is the vast number of interconnections 
between excitatory and inhibitory neurons. The so-called interneurons, which are 
usually of inhibitory character, are of crucial importance to the control of complex 
procedures. Fig. 1.23 exemplifies the interaction between inhibitory and excitatory 
neurons in a very simple neural network that controls a pair of extensor and flexor 
muscles. The axon “1a” comes from an upper motoneuron and controls the lower 
motoneuron “1” as well as an inhibitory interneuron “2”, both of which it has 
excitatory, acetylcholine (Ach)-mediated influence over. Interneuron 2 inhibits another 
motoneuron, “4”, which controls the flexor. The flexor must be limp while the extensor 
is active. If only one pattern of APs, namely a burst that dies out gradually due to 
refractory processes, were needed for the control of this particular muscle, this 
combination of cells would be enough. However, the Renshaw neuron “3”, which 
receives positive feedback from the axon of motoneuron 1 and is capable of inhibiting 
both motoneuron 1 and interneuron 2, can shape, and particularly shorten, the activity 
bursts innervating the extensor and silencing the flexor. That way, more individual 
movements can be performed in a short period of time. This simple illustration does not 
apply to most other neural networks, but it is a neat model for the way bursting activity 
is controlled in small networks of neurons. In the brain, input-output relations in neural 
networks are, of course, far more complicated and they involve neurons expressing 
several different kinds of inhibitory and excitatory receptors, such as GABA, AMPA, 
glycine, NMDA, acetylcholine and glutamine, which also depends highly on the 
respective part of the CNS. For a detailed description of bursting activity in spinal 
networks in vitro, see [60].          

 

 

Fig. 1.23:  Minimal neural network: Two lower motoneurons controlling extensor and flexor muscle 
fibers. The motoneurons are intricately controlled through excitatory transmission from an upper 
motoneuron and inhibitory input from an interneuron (2) and a Renshaw neuron (3). 
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1.8 Electrophysiological experiments with neuronal cell cultures 

1.8.1 Intracellular and extracellular recording methods 

1.8.1.1 Measuring membrane potential in excitable cells 

Neurological research employing electrophysiological techniques has been one 
of the most quickly developing areas of medical studies in the past 50-60 years. A 
neuron’s primary function is to receive, compute and transmit information via 
production of APs which can be thought of as binary on/off signals. Thus, information 
is transmitted by either giving the next cell in line a signal or not. This communication 
principle gives electrophysiological analysis its great power, enabling it to detect 
changes in a neuron’s functional state immediately and accurately by simply counting 
the number of produced APs and monitoring their temporal and spatial distributions. If 
the experimental setup is sensitive and sophisticated enough, details of the AP wave 
shapes can also be measured. Since the different temporal phases of an AP can often be 
attributed to movements of certain types of ions, analysis of these phase shifts can be 
translated into changes in ion channel functions. The most straightforward way of 
recording membrane potential changes in detail, is the patch-clamp technique, invented 
in the late 1970’s by Neher & Sakmann [67]. Micropipettes are used to penetrate the 
cell membrane and contact the cytosol, while the extracellular solution is electrically 
separated from the recording electrode due to a tight seal that forms between the 
membrane and the glass pipette. This way, ionic currents in the pA range, and thus the 
activity of ion channels of a single cell can be measured (Fig. 1.24). While single cells 
can be analyzed very precisely with this technique, it is a highly invasive method, and it 
is limited to a few neurons in a small network at the same time. Non-invasive, 
extracellular, multi-site recordings of entire networks comprised of a few dozen to a 
few thousand neurons require a different approach: Neurons can be electrically 
contacted extracellularly with substrate-integrated electrode arrays. These arrays 
generally consist of a suitable substrate (e. g. glass, for concomitant light microscopy), 
covered with an array of conductive paths, which, in turn, are covered with a 
biocompatible insulation layer. Only the very tips of the conductors, which merge into 
an array in a small region on the substrate (typically ≈ 1 mm2), are de-insulated for 
recording of potential fluctuations. Since implanting these electrode arrays in live 
animals is problematic and has only been achieved reliably during the past decade, the 
groups of Thomas and Gross independently developed in vitro recording systems that 
allow for recording from neuronal cell cultures residing on MEA plates [68, 69]. Both 
primary, embryonic tissue and slices from adult brain areas can be used with this 
technique.        

 



 56 

 

 Fig. 1.24:  Intracellular recording of an action potential from two synaptically interconnected cortical 
pyramidal neurons [redrawn from 70]  

 
 

1.8.1.2 Cell-electrode coupling 

Recording electrical signals from outside a biological cell is only possible when 
the charge distribution on the membrane surface changes quickly, since the transduction 
is a capacitive process. In case of the neural cultures used here, the capacitor between 
the electrically active cell and the electrode is the coating of the multi-microelectrode 
plate (MMEP), a combination of the adhesion molecules poly-d-lysine and laminin, and 
a thin monolayer of glia cells (and/or fibroblasts) that serves as a feeding and support 
layer for the neurons. The absolute electric field created by the dipoles that consist of 
charged and uncharged membrane parts can be detected with the planar electrodes, 
depends on the distance z and follows the equation 

 

( )
3

2 cos

z
dVzE DP

γ
=

v
, 1-46 

 
where VDP is the voltage between the dipole parts, d is the distance between them and γ 
is the angle between the dipole axis and the electrode point [71]. We can deduct form 
this equation that the dipoles parallel to the electrode induce the largest fields, that large 
dipoles are more effective than small ones, and that the field dissipates proportionally 
with the third power of the distance to the cell membrane. Hence, the closer the cell is 
to the electrode, the better the signal transduction.  
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Fig. 1.25:  a) Simplified drawing (cross-section) of a neuron, glia cells and extracellular proteins on an 
MEA glass plate; b) 3D digital micrograph (taken at the IMETUM) of a laser-deinsulated electrode crater 
on a Center for Network Neuroscience (CNNS)-multi microelectode plate. 

 
 
This postulation is also apparent from simulations conducted in the laboratory 

of S. Martinoia [72]: Fig. 1.26 shows an equivalent circuit diagram mimicking the 
sealing impedance (corresponding to the cell-electrode connection minus the electrode 
impedance), and simulations of APs computed with the electric circuit simulation 
program SPICE using varying values for the seal resistance, which is a measure of the 
degree of electrode coverage by the cell. In the circuit diagram, Ri denotes the 
cytoplasmic resistance connecting two adjacent compartments; RCl and VCl are the 
chloride resistance and the chloride equilibrium potential. Iact represents the sum of all 
active ionic currents, Cme the membrane – medium capacitance. Rseal and Rspread are the 
seal resistance modeling the resistive component of the thin layer of solution between 
the cell membrane and the microelectrode, and the spreading resistance of the 
extracellular matrix. Cm is the membrane capacitance, Ch the Helmholtz capacitance, 

a 

b 

Glia Cell 
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and Cd the capacitance of the diffuse layer of ions in the solution. The parameters for 
the potential simulations were (a) Cme = 0.7 pF, Rseal = 0.2 MΩ, (b) Cme = 1 pF, Rseal = 1 
MΩ, (c) Cme = 1.4 pF, Rseal = 4 MΩ.  

 
 

  
 

Fig. 1.26:  a) Equivalent circuit of the active and passive electrical elements constituting the cell-
electrode contact, b) Schematic drawing of the membrane – surface interface showing the Helmholtz 
double layer (HDL); Action potential simulations generated with SPICE, using different seal impedance 
values. [a) redrawn from 72, b) with permission of the publisher of 72] 
 
 

 
The simulations show that with increasing coverage of the electrode area, the overall 
amplitude of the transferred signals increases dramatically. The sodium current, 
represented by the first peak, increases, while the second peak, representing the 
potassium outflow during repolarization, is reduced.  
 A precise explanation of the electrical processes leading to the possibility of 
extracellular electric recording requires the following considerations and assumptions 
[73-75]. The specific membrane capacity cm is assumed to be constant. The ionic 
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concentration gradient inside the gap between the cell and the electrode (membrane 
area AJM) is different from the rest of the cell membrane (AFM). Hence, the gradient-
dependent Nernst potential for every ionic species VJ0

i is different in this region. The 
ion channel specific factor  
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describes the ratio of the conductances of the junction part, i

JMg , and of the free part, 
i

FMg , of the membrane. The voltage inside the gap is different from the voltage 

between the free membrane and the extracellular medium. For a cell with no contact to 
a substrate, the conductivity of all ion channels for a specific sort of ions gFM

i is equal 
over the entire surface. The time course of the intracellular potential Vm depends on the 
injected current Iinj and the ionic currents through the membrane channels only: 
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Where cM is the membrane capacitance. Now, we consider a cell that is in contact with 
a substrate, the ratio of the area in contact, AJM, and the entire area AM   
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so that        
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Where AFM is the free membrane area that is not in contact with the substrate. Thus,  
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Since the membrane conductivity is much smaller than the conductivity of the medium 
in the gap, VM-VJ equals VJ. It can be assumed that the ionic concentrations in the gap 
are negligibly different from the medium surrounding the cell. Therefore, the Nernst 
potential in the gap is equal to the Nernst potential of the free surface. The capacitive 
currents in the gap area can also be neglected, since the time constant is of the order of 
1 µs. The current through the gap, gJ·VJ, depends on the charging current of the 
membrane and the bulk capacitance, and the current through the ion channels in this 
area: 
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Applying these simplifications and introducing the conductance ratio µj

i, the local 
extracellular voltage in the gap depends on the injection current, the conductivity of the 
free membrane area, and the intracellular voltage: 
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The ion channels can be distributed in five different ways (percent 
depletion/enrichment as examples): homogenous (µJ = 1), no channels or only ohmic 
resistance in the gap area (µJ = 0), homogenous depletion/enrichment of channels in the 
contact area, or inhomogeneous ion channel distribution changes. In case of 
homogenous ion channel depletion/enrichment, the extracellular voltage becomes 
proportional with the first temporal derivative of the intracellular potential:  
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In case of non-homogenous depletion or enrichment of the channels in the gap region 
(i. e. Na+ channels may be less expressed while K+ channels are more expressed 
compared with the free membrane area) the first derivative is still a major part of the 
equation, but the induced voltage is not merely the first derivative of the intracellular 
potential multiplied by a scaling factor: 
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Fig. 1.27:  Living neurons on a multielectrode array, showing various parts of the cells (bright elliptical 
bodies and dark dendritic and axonal processes) partially covering recording electrode craters (black 
spots). 
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1.8.2 Signal acquisition requirements 

The requirements for electrophysiological recording electronics depend strongly 
on the type of analysis that is desired to be performed with the acquired data. For purely 
quantitative data providing an overall measurement of the network activity, the system 
must be capable of detecting each AP reliably. However, this is only sufficient for 
applications where only the overall network activity is of interest. As soon as single 
APs from an overlapping group of recorded waveshapes need to be separated and 
studied in detail – whether in real-time or offline – their exact time courses must be 
recorded. Since the neurons are grown with minimal external influence, i. e. to a great 
extent randomly, a large portion of the electrodes usually receive signals from several 
cell parts, thus constantly creating superposition of signals. A wide range of 
applications, including analysis of subgroups of neurons, studies of ion channel 
blockers, network information processing, etc., require this detailed recording of APs. 
The Nyquist theorem states that for an exact reconstruction of any given signal, the 
sampling frequency of the reconstructing system must me at least higher than twice the 
bandwidth of the original signal: 

 

Bfs 2f  1-56 

 
 
Fig. 1.28 shows an example of a series of neuronal APs recorded using an 

MEA, at a bandwidth of 100 kHz. Most neuronal APs are roughly 0.5-2 ms long (hence 
the maximum frequency response between 0.5 and 2 kHz), but the exact waveform 
frequencies and shapes can vary quite drastically, depending on the cell-electrode 
coupling conditions, the type of neuron firing, which part of the neuron the signal is 
coming from, and whether the firing cell is under any chemically or physically induced 
altered condition that causes a change in receptor or ion channel kinetics. Empirically, 
the highest spectral components of a neuronal AP do not exceed 10,000 Hz. Therefore, 
the digitizing system should sample the neuronal signals at a frequency equal to or 
exceeding 20 kHz. 

 

 

Fig. 1.28:  Noise line without spikes (top), Spike series (middle), frequency response of the analog 
recording of spike activity (bottom) [from 76 with permission of the publisher] 
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1.8.3 Signal amplification  

Unless the information desired from an MEA recording is purely about the time 
points at which an AP occurred, the amplitudes and time courses of the signals need to 
be reliably described by the cell-electrode-electronics system. For most planar metal 
electrode MEA designs, the signal cannot be amplified directly at the site of origin, as 
opposed to systems that consist of field-effect transistors the cells grow on. 
Consequently, the signal has to travel a certain distance to where it can be picked up by 
the first amplification stage. This distance must be kept at a minimum. Usually, the first 
amplification stage is an operational amplifier with a gain of ten to 100, followed by a 
high-pass or band-pass filter cutting off unwanted noise components. A second 
amplification stage can then further process the signal before it is digitized. Different 
input impedances of the headstage amplifier have been shown to affect the recorded 
potentials significantly, especially when the APs contain low-frequency components, 
such as cardiac potentials. These signals can only be obtained reliably by using high 
input impedances. Great care should also be taken in terms of shielding and induced 
noise, since the signal to noise ratio of the cellular signals varies greatly depending on 
the quality of the cell-electrode coupling.              

 

 

 
1.8.4 MEA recording and equipment: State of the art 

In electrophysiology, patch-clamp recording has long been established as the 
reference method for measuring electrical activity in the form of APs on the cellular 
level, despite its invasiveness. On the other end of the spectrum, field potentials, which 
represent the activity of large groups of neurons, are routinely recorded using 
Electroencephalogram (EEG) technology, whether the recording electrodes are applied 
externally or subdurally. For recordings of APs and field potentials on the local network 
level (up to a few hundred neurons), the use of MEAs has been constantly gaining 
popularity over the past 3 decades. As discussed earlier, there are many factors that 
determine the quality and stability of neuronal recordings. A variety of electrode 
geometries and materials have been proposed, manufactured and tested. Most of the 
designs now available are centered around square or hexagonal arrays of 30-256 
electrodes with diameters of 10-40 µm. The arrays cover areas between 0.5 mm2 and 10 
mm2. Electrode surface materials have been subject to extensive experimentation. Most 
commonly, they are made of, or coated with, gold or platinum (black), although other 
materials that offer a much higher total surface area, such as titanium nitrite or carbon 
nanotubes, have been introduced as well. From long-term experience gathered at the 
CNNS, plain gold provides impedance values that are sufficiently low to generate good 
signal-to-noise ratios. The electrode material is merely one of many parameters that 
influence the quality of the cell-electrode coupling. Another factor is the grade of 
adhesion between the surface of the MMEP and the neurons. Nanoporous materials are 
especially popular when the cells are to be electrically stimulated through the recording 
electrodes, as their high capacitance values limit the faradaic currents applied to the 
neurons [136].  

The MEA substrate, usually glass (for simultaneous light microscopy), ceramic 
or silicon, is covered with a dielectric insulation material in order to exclusively expose 
the electrode spots to the cells and to shield the conductors from the culture medium. 
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Insulation materials such as several different siloxane derivatives, SU-8 epoxy, silicon 
nitrite and polyacrylamide are used nowadays. Each one of these materials has its 
advantages and pitfalls in biocompatibility, long-term stability in a saline environment, 
high dielectric constant, ease of handling, cost efficiency and sterilizability.   

The first amplification stage for the bioelectric signals from the active tissue is 
typically positioned as closely to the MMEP as physically possible. That way, noise 
levels can be kept at about 20-40 µV. The AlphaMed Sciences MMEPs have a nominal 
impedance of 10 kΩ at 1 kHz, which is 10-100 times less than most other 
manufacturers’ MMEPs. Therefore, they do not require a headstage amplifier. The total 
required gain of the amplification stage varies strongly with the cell-electrode coupling. 
While a gain of 1,000 may suffice for cases where a neuron is in direct contact with an 
electrode and covered by glial cells, we find that a gain of 10,000 is enough to amplify 
even such signals that are barely strong enough to be recognized as APs. Signal 
acquisition and spike detection programs have been evolving rapidly over the past 
years, and providing a comprehensive description of the available programs is beyond 
the scope of this work. Many laboratories have been tailoring individual programs 
using Matlab- or Labview-based platforms around their special needs. From our 
perspective, the data acquisition and real-time spike detection software provided by 
Plexon Inc., and the online and offline data analysis program Neuroexplorer offer 
outstanding quality and flexibility.  

What other components does an MEA workstation need? The answer to this 
question depends entirely on the specific application aimed at. The encapsulation of the 
MMEP can be designed in one, user-friendly piece (e.g. Multichannel Systems), 
bearing the advantage of short assembly times and portability. For short-term 
recordings, as is often the case with brain slices, this approach is certainly useful. 
However, for recordings that last days or weeks, a reliable, sterile life-support system is 
required. The AlphaMed Sciences setup can be kept in a humidified, CO2-controlled 
incubator, as there are no electronic parts in the enclosure holding the MMEP. 
However, this approach does not allow for simultaneous optical inspection of the cells. 
The design developed by Prof. Gross (CNNS, Denton) is capable of keeping cell 
cultures alive under in vivo-like conditions on the microscope stage for up to 14 days (7 
days routinely). Using a modified, closed chamber setup with constant, slow medium 
circulation, recordings of 4-6 weeks in duration have been achieved. The CNNS 
MMEPs feature translucent ITO conductor lines that enable the user to monitor the 
morphology of the cells over the entire course of an experiment. 

Currently, complete MEA systems for neuronal recordings, i.e. MMEPs, an 
enclosure, amplifiers, A/D-conversion, and signal acquisition software, are available 
from four individual companies. A brief overview is provided below. 
 

• Multichannel Systems, Tübingen, Germany 
o MEAs and amplifiers with up to 6 wells and 256 electrodes, largest 

variety of MEA geometries, conductor materials, and electrode surfaces. 
Insulation material: Silicon nitrite 

o Sampling frequency of amplifiers: 40 kHz, gain: up to 5,000 
o Data transmission: USB 2.0 
o Real-time data acquisition software, limited real-time spike sorting 
o Stimulation pulse generators 
o No integrated life-support system with  CO2- and water supply 
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• Ayanda Biosystems, Lausanne, Switzerland 
o MEAs and amplifiers with up to 9 wells and 256 electrodes, 3D MEAs 

with 1 or 4 wells. Insulation material: SU-8 epoxy, conductors: platinum 
o Sampling frequency: 13 kHz, max. gain: 750 
o Data transmission: USB 2.0 
o Real-time data acquisition, no real-time spike sorting 
o No integrated life-support system with  CO2- and water supply 

• BioCell Interface, Morteau, France 
o MEAs with up to 40 electrodes. Only for brain slices 
o Amplifier can handle 8 of the 40 input signals, gain: 500 or 5,000 
o Limited real-time data acquisition software 
o Perfusion system for life support of slices 

• AlphaMed Sciences, Osaka, Japan 
o MEA with 64 or 2x32 electrodes, ITO conductors, platinum black coated 

for 10 kΩ impedance at 1 kHz, therefore no pre-amplifiers. Insulation 
material: polyacrylamide 

o Amplifier: gain 1,000, sampling frequency: 20 kHz, integrated 
stimulation pulse generator 

o Real-time spike sorting and data analysis software 
o No integrated life-support system with  CO2- and water supply 

 
In addition to these companies, Plexon Inc., Dallas, USA and the Center for Network 
Neuroscience (CNNS), University of North Texas, Denton, USA, offer complementary 
amplification and MEA systems, respectively: 
 

• Plexon Inc., Dallas, USA 
o Amplifiers with up to 128 channels at a sampling frequency of 40 kHz, 

gain: up to 14,000 
o Real-time and offline data acquisition, spike sorting and data analysis 

software 
• CNNS, Denton, USA 

o MEAs with up to 256 electrodes and 8 wells 
o Electrodes: gold-plated, conductors: ITO, insulation: 

polydimethylsiloxane 
o Complete life-support system with sterile CO2- and water supply for 

long-term recordings on the microscope stage. Closed-chamber setup for 
recordings of up to 6 weeks available.  
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Chapter Two: Materials and Methods 

 

2.1 List of materials and devices used in this study 

2.1.1 Devices 

2.1.1.1 Cell culture 

2.1.1.1.1 Sterilization 

• Steam autoclave, “Autoklav 23”, MELAG, Germany 

• Dry sterilization oven, Memmert, Germany 

 

2.1.1.1.2 Cell preparation and incubation  

• CO2-incubator, Binder, Germany 

• CO2-incubator, Advantage-Lab, Belgium, 

• Laminar flow safety workbench, vertical flow, BDK, Germany 

• Laminar flow safety workbench, horizontal, BDK, Germany 

 

2.1.1.1.3 Centrifuges 

• Centrifuge, for 15 ml vials: “Universal 320”, Hettich, Germany 

• Centrifuge, for Eppendorf cups, “Mini spin plus”, Eppendorf, Germany 

 

2.1.1.1.4 Microscopes 

• Inverted phase contrast microscope, “Axiovert 40 CFL”, Zeiss, Germany 

• Inverted phase contrast microscope, “Axiovert 200”, Zeiss, Germany 

• Inverted fluorescence/phase contrast microscope, “Eclipse TE 2000-W”, Nikon, 

Japan 

 

2.1.1.1.5 Other 

• pH meter, “inolab level 3”, WTW, Germany 

• Vapor pressure osmometer, “Vapro 5520”, Wescor, USA 

• Water bath, “K20”, Haake, Germany 
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• Haemocytometer, “Neubauer improved 0.1 mm depth, 0.0025 cm2”, Assistant, 

Germany 

• Automated cell counter, “Casy® 1”, Schärfe System GmbH, Germany 

• Single channel pipettors, “Series 2100 Research Pipettors”, 0.5-10 µl, 2-100 µl, 

100-1000 µl, Eppendorf, Germany 

• Pipetting aid, “Pipetus®”, Eppendorf, Germany 

• Gas flaming torch, “Microflam Brenner”, Proxxon, Germany 

• Stereo microscope, Zeiss, Germany 

• Digital Camera, “Digital Power shot A650IS”, Canon, Japan 

 

2.1.1.2 Experimental workstation 

• Neuronal signal acquisition system, “MEA-Workstation” (including 64 channel 

headstage amplifier, 64 channel computer-controlled variable gain main amplifier, 64 

channel BNC-bypass board, A/D conversion adapter, Desktop PC), Plexon, USA 

• Fluorescence imaging system, including monochromator “Polychrome IV”, air-

cooled CCD camera, controller box, Till Photonics, Germany 

• External USB audio adapter, “SB0270”, Creative, USA 

• Impedance/Gain-phase analyzer, “SI 1260”, Solartron Analytical, United 

Kingdom 

• DC power supply, “63G32RU30 32V/32A”, Gossen Konstanter, Germany 

• Digital/analog oscilloscope, “HM 507”, Hameg Instruments, Germany 

• Mono Hifi amplifier, “K 4007”, Velleman, USA 

• DC power supply, “PS152A”, Voltcraft, Germany 

• DC power supply, “VLP 1405 pro”, Voltcraft, Germany 

• Stereo PA amplifier, “TA 3200”, the t.amp, USA 

• Magnetic stimulator, “MagPro”, Medtronic, Denmark 

• Magnetic stimulation coil, “S100”, Medtronic, Denmark 

• Peristaltic tubing pump, “IPC-N 8”, Ismatec, Switzerland 

• Peristaltic tubing pump, “MS-CA 2/820”, Ismatec, Switzerland 

• Syringe pump, Harvard apparatus, USA 

• pH-meter, “950”, Fisher Accumet, USA 
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• Vapor pressure osmometer, “Vapro 5500“, Wescor, USA 

• Dry heating thermostat, VWR, USA 

• Temperature controller, “ETC 742”, Suran Enda, Germany 

• HEPA Laminar flow module, ”FMS 24”, Spetec, Germany 

• HEPA Laminar flow module, ”FMS 56”, Spetec, Germany   

 

2.1.2 Consumables 

• Dulbecco’s Modified Eagle Medium, Gibco Invitrogen, USA 

• Minimal Essential Medium, Gibco Invitrogen, USA 

• Heat inactivated horse serum, Gibco Invitrogen, USA 

• Fetal calf serum, Gibco Invitrogen, USA 

• B-27 supplement, Gibco Invitrogen, USA 

• PBS, Biochrom, Germany 

• Sodium hypochlorite, Merck, Germany 

• Ethanol, VWR, Germany 

• Trypsin-EDTA solution, Biochrom, Germany 

 

2.1.3 Chemicals 

• HEPES, Sigma-Aldrich, USA 

• Sodium Chloride, Sigma-Aldrich, USA 

• Poly-D-Lysine, Sigma-Aldrich, USA 

• Sucrose, Sigma-Aldrich, USA 

• D-Glucose, Sigma-Aldrich, USA 

• Sodium bicarbonate, Sigma-Aldrich, USA 

• Laminin, Gibco Invitrogen, USA 

• DNAse I, Gibco Invitrogen, USA 

• Papain, Gibco Invitrogen, USA  

 

2.1.4 Animal tissue 

• Timed-pregnancy Balb/C mice, E 15, Harlan-Winkelmann, Borchen, Germany 
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2.1.5 Software 

• Plexon Workstation software package, Plexon, USA 

• Neuroexplorer, Nex Technologies, USA 

• Impedance measurement: ZPlot 1.0, Solartron Analytical, United Kingdom 

• SMaRT impedance software, Solartron Analytical, United Kingdom 

• Remote control software for magnetic stimulator, “MagTrig”, Medtronic, 

Denmark 

• Statistical analysis program, “Origin 8.0”, Microcal, USA 

• Statistical analysis program, “SigmaPlot 8.0”, SPSS Inc., USA 

• Statistical analysis program, “SigmaStat 3.0”, SPSS Inc., USA 

• Statistical analysis program, “Prism 5” (demo version), Graphpad, USA  

 
 
 
 
 
 
2.2 Electrical stimulation using glass chips with deinsulated electrodes 

2.2.1 Cell culture 

For the growth manipulation experiments, an L929 cell line was used. These 
cells were derived from normal subcutaneous connective tissue of an adult C3H strain 
mouse. The cells were treated with 20 µM methylcholanthrene and produced sarcomas 
when injected into C3H strain mice. Their proliferation kinetics therefore resemble the 
ones of many tumorous cell lines well with a doubling time of approximately 21 hours 
and very limited contact inhibition. However, their cellular shape is more regular and 
smooth than many other cancer cell lines’, and while they do continue to divide after 
the monolayer is confluent, they do so at a reduced proliferation rate, and they do not 
grow over each other excessively. Since the doubling time was determined to be 21 
hours, this was also the length of the stimulation period chosen for the experiments. 
That way, every cell should be stimulated at least once during every part of the cell 
cycle. 

The cells were kept in an incubator at a temperature of 37 °C, 95 ±5% humidity 
and 8 % CO2. The CO2 concentration had to be adjusted to that value because the ratio 
of cell number on the stimulation chips to the medium volume was very low, and thus 
the buffer capacity of the medium, which came with a NaHCO3 concentration of 3.7 
g/l, would have been too high. Cells were split once every week at a ratio of 1:15. The 
stock cultures were kept in 25-cm2 polystyrol culture flasks with 6 ml of DMEM 
supplemented with 5 % fetal calf serum (FCS). The following protocol was used for 
every round of cell splitting:  
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• Aspirate old medium from culture flask. 
• Wash cells once with 6 ml pre-warmed PBS. 
• Add 2 ml trypsin solution; incubate at 37 °C for 7 – 10 minutes. 
• Check under microscope whether cells are completely detached. 
• Add fresh DMEM + 5% FCS to the trypsinated cells. 
• Shake and transfer cell suspension to a centrifuge vial, spin down at 800 

RPM for four minutes and discard supernatant. 
• Resuspend the cells in 6 ml fresh DMEM + 5% FCS carefully using a 

transfer pipette. 
• Adjust the final cell density to 0.8 * 105 cells/ml and seed a total 

suspension volume of 6 ml. 
 

 
 

2.2.2 Glass chips 

2.2.2.1 Design 

A number of cell carrier plates with thin-film biohybrid sensors on glass or 
ceramic substrates have been developed at the Heinz Nixdorf-Lehrstuhl für 
Medizinische Elektronik (LME). For the electrical stimulation experiments, a design 
was chosen that featured two pH-sensor spots with ruthenium oxide, two clark-
electrodes for the monitoring of oxygen consumption, a Pt1000 temperature sensor and 
two rod shaped stimulation electrodes (fig. 2.1). The plate, referred to as “glass chip” 
below, is 30 x 40 x 0.5 mm in size, all conductors and structures were made using 
sputtered and photo-etched platinum, and the insulation layer was made of SU-8 
photoresist, a material that can withstand high temperatures (<200 °C) and that is 
chemically inert and thus biocompatible. A thin layer of titanium was deposited 
between the glass and the platinum as an adhesion promoter. These chips were in part 
supplied by Heraeus Sensor Technology, Germany, and in part provided by the Heinz 
Nixdorf Lehrstuhl f. Med. Elektronik, TU München, Germany.   

 
 

2.2.2.2 Pre-treatment 

Several coatings and procedures for improved cell adhesion on the glass chip 
were evaluated: 

 
1. Coating with Poly-D-Lysine (PDL) 
2. Coating with Poly-L-Lysine (PLL) 
3. Flaming of the surface 
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Fig. 2.1:  Biohybrid analytic chip with glass substrate, platinum conductors and SU-8 insulation: a) 
schematic, b) photograph (taken by the author). 

 
 

 
 

 
Fig. 2.2:  L929 cells on glass chips with different kinds of coatings: a) PDL, b) PLL, c) flamed [taken 
from 127]. 
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It is well known that positively charged polymers, such as PDL and PLL, can improve 
the adhesion of cells to synthetics or glass. In addition, poly-lysine enhances the 
adsorption of serum proteins that are contained in the extracellular matrix to the 
substrate. Flaming utilizes the fact that the insulation material contains methyl groups 
that oxidize when briefly exposed to strong heat. This process turns the hydrophobic 
surface hydrophilic, which is essential for good cell adhesion. Flaming proved to 
generate the most even distribution of cells, as fig. 2.2 demonstrates. 
 
 

2.2.2.3 Growing cells on the glass chips 

Preparation of the chips and seeding of the cells were carried out subject to the 
following process: 

• Clean the chips using cotton swabs and a 10 % solution of Deconex® 
12PA, inspect chips for cleanliness and intact insulation under the 
phase contrast microscope. 

• Sterilize chips in the dry oven for four hours at 130 °C, allow 2 – 3 
hours for cooling. 

• One by one, put chips on an autoclaved aluminum block with a droplet 
of autoclaved water between the chip and the aluminum. Flame the area 
between the stimulation electrodes using a gas torch for 1 second, 
pause for 2 seconds, and flame once more for 1 second, both at a 
distance of 1 cm above the chip. 

• Transfer chip to a polystyrol Petri dish and stick a square silicone gasket 
onto the glass chip using a small amount of autoclaved silicone grease. 

• After splitting the cells, collect a portion of the fresh cell suspension and 
dilute to a density of 4.5 * 105 cells /ml. 

• Seed 1 ml of the final cell solution onto the 1.5 cm2 growth area on the 
chip, generating a plating density of 3 * 104 cells/cm2. 

• Place 2 ml of sterile ultra-pure water into the Petri dish around the chip 
for evaporation control. Keep in incubator for 48 hours. By that time, 
the cells have entered the exponential growth phase and can be used for 
the experiments. 

 
 
 
2.2.3 Generation and application of electrical pulses 

   The signal shape chosen to stimulate was a positive monophasic square 10 ms 
pulse, at 5 Hz and 750 mV amplitude (similar to the parameters used by Wang et. al. 
[111]). The signal was generated and replayed by a sound-editing program, transmitted 
through an external USB sound adapter (Creative labs, USA) for reduced noise levels, 
and amplified using a mono Hifi-amplifier (Velleman, USA) driven by a 28 V power 
supply (Gossen Konstanter). Fig. 2.3 a) shows the generated pulse shape, while b) 
reveals that the pulse the cells receive is somewhat distorted. This is partially due to the 
capacitive characteristics of the cell layer covering the electrodes. However, the main 
reason for the distortion is that the Hifi-amplifier was not capable of reproducing the 
high-frequency components of the rectangular input signal that exceeded its bandwidth. 
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However, this did not impair the experimental protocol, since the decisive factor for 
polarizing the cells was the plateau of the pulse, but not the time course of the slope. 

 
 

    
Fig. 2.3:  Stimulation pulse shapes. a) Generated shape, b) Stimulation pulse with connected cell chip 
[taken from 127]. 

 
 

 
 

2.2.4 Assembly of experimental components 

For fixation of the glass chips holding the cells, they were installed in custom 
made culture chambers made of poly-ether-ether-ketone (PEEK), a thermoplastic that is 
widely used for medical implants and other applications that require high chemical 
inertness and biocompatibility (fig. 2.4 a). Before each experiment, two chambers were 
sonicated it a 10% Deconex solution for 15 minutes, and twice in ultra-pure water. 
After autoclaving the chambers at 2 bar steam pressure and 130 °C for 20 minutes, they 
were allowed to cool down, and sterile o-rings were placed in the circular groove in the 
top part of the chamber. The culture medium and the silicone ring were removed from 
the chip, it was mounted in the chamber, and the medium was returned to the open well 
in the chamber block, covering the cells.  

The chambers were then mounted in an aluminum plate with holes in the bottom 
for microscopic inspection of the cells. These base plates also provided slots for 
insertion of the connectors that constituted the interface between the contact pads on the 
glass chips and the stimulation/recording electronics. The aluminum base plate with the 
glass chips was placed inside a CO2 incubator at 37 °C and 95 % humidity, providing 
exactly the same conditions for the treated cultures as for the control ones.  

Before each stimulation cycle, the Solartron impedance analyzer was used to 
verify the contacts between the glass chips and the cable. The actual connectors 
attaching the chip to the cable were gold-plated spring contact pins which are fragile in 
nature. Fig. 2.5 shows a typical impedance curve of an intact contact ranging from 1 Hz 
to 1 MHz. If the impedance values were in this range, the stimulation was started and 
kept going for 21 hours. 

b a 
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Fig. 2.4:  a) Base plate with PEEK culture chamber; b) culture chambers mounted in base plate with 
connectors; c) complete setup in front of incubator with stimulation electronics; d) schematic of setup. 

 
 
 

2.2.5 Simulating the field geometry numerically  

Using the program package COMSOL, the two-dimensional field geometry on 
the glass chip with culture medium was simulated. COMSOL solves the Maxwell-
equations in a discretized geometry using the finite-element method (FEM). The 
simulation indicates that a very strong spatial field gradient is present near the 
electrodes. The relatively constant field strength between the electrodes is between 120 
and 200 V/m at a stimulation voltage of 750 mV. 
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Fig. 2.5:  Graph showing the absolute impedance value |Z| (Ω) of the glass chip with cells measured 
using the Solartron impedance analyzer 

 
 

 

 
 

Fig. 2.6:  a) Spatial distribution of the electrical field on the glass chip. b) One-dimensional field 
distribution between the stimulation electrodes (following the red line in a) [adapted from 127]. 
 
 
 
 

2.2.6 Current density on the glass chip 

In order to determine the current density that the cells are experiencing on the 
glass chip, an equivalent schematic diagram of the components is needed (fig. 2.7). 
Assuming the specific conductivity g of the culture medium to be homogenous and on 
the order of 1.25 Ω-1m-1 [20], the medium resistance is  

 

Ω=⋅= 69
1

st

a
A

l

g
R   ,                                                                                  2-1 

 
where Ast = 0.35 cm2 is the area between the stimulation electrodes, and l = 3 mm is the 
distance between the electrodes. 
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 The membrane capacitance is the product of the specific capacitance of the 
membrane and the surface area Ac: 
 

Cm = cm ⋅ Ac = cm ⋅ 4πrz

2 = 6pF   ,                                                                  2-2 

 
assuming cm = 0.01 F/m2, and rz = 7 µm. 
 
 The impedance of the cell Z equals the membrane impedance parallel to the 
membrane capacitance. Therefore, the complex impedance of the entire cell-medium-
cell arrangement Z*

 computes as  
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The absolute value of the impedance is thus 
 

( ) Ω=+= 822* 10*7.32 aRZZ ,                                                                   2-4 

 
assuming Rm = 26 * 107 Ω [112], and f = 5 Hz. 

 
 

 
Fig. 2.7:  Equivalent schematic of the cell-chip arrangement assuming homogenous medium distribution 
[adapted from 127] 
 
 
 

 With a stimulation voltage of U = 750 mV, the total amount of current flowing 
through the system is  
 

 nA
Z

U
I tot 2

*
==  .                                                                                           2-5 

 
     
Since the stimulation electrodes are 11.5 mm long, 0.3 mm wide and 0.5 µm tall, the 
front surface can be neglected, and the surface area per electrode is  
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26105.3 mAstim

−⋅=    ,                                                                                     2-6 

 
which leads to the current density at the electrode: 
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Thus, assuming a cell surface area of 200 µm2, the current density at each cell is 
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2.2.7 Experimental schedule 

 
 

 
 
Fig. 2.8:  Time course of the glass chip experiments: incubation time of controls (blue), treatment 1 
(green), and treatment 2 (red). Grey: times during which cells were counted and photographs of the cells 
were taken [adapted from 127]. 
 
 
 

At the beginning of each experimental cycle, cells were seeded on seven glass 
chips. After the initial 48 hours of incubation, two chips were stimulated for 21 hours 
(“treatment 1”, fig. 2.8). Treatment 2 started 72 hours after the seeding. After the end of 
treatment period 1, one control and on treated chip were disassembled, and the cells 
were counted. The other treated chip remained inside the incubator until 24 hours later, 
when it was finally evaluated, along with both chips of treatment 2, and another control.  

Since only the cells between the stimulation electrodes were treated, the rest 
was carefully removed under the stereo microscope using a cell scraper. The cells were 
detached from the glass substrate according to the protocol described above. However, 

(h) 



 77 

they were centrifuged in a 0.5 ml Eppendorf cup at 3500 RPM and resuspended 
because of the considerably lower total cell count. The number of cells was determined 
using a dual Neubauer-counting chamber. The values from all eight 1-mm2-squares 
were averaged, and the cell density θ was calculated according to the formula  
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where xi is the number of cells per square, i is the number of squares, V is the volume 
of the cell suspension, and Ast = 0.35 cm2 is the area between the stimulation electrodes.  
 
 
 
2.2.8    Staining dead cells with Trypan blue 

The Neubauer counting chamber was also used to quantify the percentage of 
dead cells after each treatment, both in the supernatant and the trypsinated cells that had 
been part of the monolayer. Trypan blue is a dye that cannot pass the membrane of 
intact cells and can therefore be used to selectively stain cells that underwent necrosis, 
apoptosis or lysis. A 64 µL sample of the cell suspension was mixed with 36 µL of a 
0.5 % Trypan blue solution, and the dead cells were counted. This procedure was 
carried out quickly, since the Trypan blue becomes cytotoxic after a while and might 
induce cell death itself, which would then distort the results of the counting.   

 
 
 

2.2.9 Temperature control on the glass chip during stimulation 

When applying currents over a prolonged period of time to electrolytic 
solutions, Joule heating of that medium is a process that cannot be avoided. Despite the 
very low amplitude of current generated in these trials, we utilized the temperature 
sensors embedded on the glass chips to investigate whether there were any significant 
temperature changes during the stimulation period. A Pt1000 temperature sensor is 
made of a thin, meandering film of platinum which exhibits temperature-induced 
resistance changes. For calibration of the absolute values and the slopes of each sensor, 
the resistances at 37 and 40 °C were measured. The slope of 3.7 Ω/°K was the same for 
every Pt1000 used. 
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2.3 Capacitive stimulation using 6-well plates 

2.3.1 Stimulation device design 

The direct electrical stimulation with deinsulated stimulation electrodes did 
prove effective in reducing the cell count in comparison with the control cultures. In 
order to explore whether the plain electric field is capable of inducing the same sort of 
effects through purely non-galvanic, capacitive coupling, a new stimulation device was 
designed. Coupling the electric field capacitively with the cells means that the charges 
in the double layer fluctuate according to the charges at the electrode surface, without 
actual transfer of any electrons. That way, only the amount of charge is transmitted that 
is stored in the double layer. In this case, the double layer is the bottom of the 6-well 
plate. Whereas the glass chip stimulation setup was limited to the simultaneous 
treatment of two cell cultures, the new stimulation board is capable of stimulation the 
wells of a standard format 6-well culture plate (fig. 2.9). This approach offers two 
major advantages: A higher number of cultures can be stimulated using different 
stimulation parameters, attaining statistically valid results within a shorter period of 
time. Additionally, the number of treated cells per well is much higher, which lessens 
the statistical error made when counting and calculating cell densities.      

    
 

  
Fig. 2.9:  a) Electronic circuit board controlling electrical stimulation of cultures in 6-well plates with 
voltage supply block, clock generator, voltage stabilization and adjustments for cycle duration, duty cycle 
and voltage amplitude; b) Layout of the stimulation board. The 6-well plates with the cells were set on 
top of this board for stimulation. 
 
 
 
 

2.3.2 Seeding of the cells 

0.45 * 105/ml L929 cells were seeded 48 hours before every trial, which 
corresponds to a cell density of 2.64 * 105 cells per well. The interspaces between the 
wells were then filled with 4 ml sterile water each, in order to minimize evaporation. 
Prior to each treatment, the cultures were pre-incubated for 48 hours. 

 

a 

b 
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2.3.3 Signal generation 

The new stimulation circuit can produce voltages between 24 and 96 V 
continuously. The voltages are generated by three DC/DC transformers. The stepless 
control is performed by an LM317 – voltage converter. The circuit generates square 
wave signals with a variable duty cycle. 13 V AC voltage is transferred to the voltage 
stabilizer using an external power-switching adapter. The voltage is converted to and 
stabilized at 12 V and passed on to a clock generator which produces a cycle duration 
of 200 ms (corresponding to 5 Hz) and an “on-time” of 10 ms, before amplifying the 
signal to its final amplitude by using another DC/DC transformer. 

 
 
 

2.3.4 Field simulation using the finite-elements method 

In order to reach the electric field strengths needed for the experiments, several 
simulations were plotted to quantify the amplitudes needed (fig. 2.10). Independently of 
the applied voltage, the spatial field distribution remained the same, as expected. The 
field strength needed to achieve 150 – 300 V/m (resembling the stimulation parameters 
on the glass chips) was 9 V. Field strengths resulting from 24, 60 and 90 V were 
evaluated, as well, resulting in field amplitudes of 0.6 – 1.1 kV/m, 1.5 – 3 kV/m, and 
2.2 – 4.5 kV/m, respectively. Approximately 70 % of the well area is covered uniformly 
by the same field strength. At the perimeter, the field becomes drastically stronger. 
However, the percentage of cells that experience a high field gradient is very low in 
comparison with the glass chips.   

 
 

 
 

Fig. 2.10:  FEM-simulation of the spatial distribution of the electric field strength, excitation voltage: 9 
V, area in well: 9 cm2, a) top view of a well, b) field line following cut through well. Field strength 
throughout well: 150-300 V/m. [taken from 127]  

 
 
 
2.3.5 Current density in the 6-well plate 

The equivalent schematic in fig. 2.11 shows how the cells are interconnected 
with their surroundings during the stimulation. The current densities present the various 
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stimulation voltages and 5 Hz stimulation frequency are summarized in table 2.1. The 
detailed calculation of these currents can be found in appendix A.  

 

 

Fig. 2.11:  Equivalent schematic of a spherical cell grown inside a 6-well plate in homogeneous medium: 
Cp = Capacitance of the well-plate bottom, Cm = membrane capacitance, Rm = membrane resistance, Ra = 
medium resistance. 

 
    

Stimulation voltage (V) 9 24 60 90 

Current density at cells 

(A/m
2
) 

10
-6

 2.7*10
-6

 6.7*10
-6

 9*10
-6

 

 
Table 2.1: Current densities at different excitation voltages inside a well of the 6-well plate 

 
 

 
 
 

2.3.6 Experimental setup and schedule 

48 hours after seeding, one plate was placed on top of the stimulation device 
inside a CO2-controlled incubator that was kept at 37 °C and 95 % humidity for 21 
hours. In fig. 2.12, the stimulation device and its placement inside the incubator is 
demonstrated. Fig. 2.13 verifies the shape and amplitude of the voltage pulses applied 
by showing a respective oscilloscope screenshot. 

 

 
Fig. 2.12:  Experimental setup of the 6-well plates on the newly developed stimulation device (left), 
stimulation board with 6-well plate containing cells and medium inside the incubator. [source: 127] 
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Fig. 2.13:  Shape of the stimulation pulse as applied to the 6-well plate stimulation board. Amplitude: 9 
V, pulse duration: 10 ms, period between two pulses: 200 ms. [taken from 127] 
 
 
 

Four 6-well plates each were prepared at the beginning of each experimental 
cycle. Plates one and two were used as controls, plate three for treatment 1 (between 48 
and 69 hours after seeding), and plate four treatment 2 (72 – 93 hours after seeding). 
For a detailed explanation of the experimental time course, see fig. 2.14. The grey 
boxes at the bottom of the diagram denote the times at which photographs of the 
controls and the stimulated cultures were taken. With the area inside each well 
amounting to A = 9 cm2, the cell count x, determined using the Casy automated cell 
counter, could be easily converted into the cell density  

 

 2/ cmCells
A

Vx
Z

⋅
= .                                                                               2-10 

 
 
 
 

 
Fig. 2.14:  Time course of one experimental cycle (5 days) for the electrical stimulation using 6-well 
plates. [adapted from 127] 
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2.3.7 Electrical stimulation using a 6-well stimulator with IDES structures 

Contrary to what was expected, purely capacitive stimulation did not cause any 
significant inhibition in cell growth as observed after direct stimulation using the glass 
chips. Therefore, one hypothesis that was explored was whether the high spatial field 
gradient on the glass chip was responsible for its effectiveness. The fraction of cells 
experiencing a high gradient was much larger on the glass chip than inside the 6-well 
plates. Therefore, a new stimulation board was designed with the directive to generate 
gradient fields, one with a relatively coarse structure, one with a finer one. Three of the 
interdigital electrode structures (IDES) on the board had a 3 mm pitch, while the fingers 
of the other three were spaced 1 mm apart from each other. This approach is depicted in 
fig. 2.15 which shows the respective layout. 

 
 

 
Fig. 2.15:  Layout of the 6-well stimulation board featuring 3 mm- and 1 mm-IDES structures for two 
levels of spatial field heterogeneity [taken from 127].  

 
 
 

2.3.8 Field simulation of the IDES structures 

The two-dimensional field geometry obtained from both 1 mm and 3mm IDES 
structures was simulated using an FEM program. At 90 V, the electric field strength at 
the level of the cells is between 0.72 – 1.05 kV/m and 1.12 – 1.35 kV/m (IDES 1 mm 
and 3mm, respectively. The cells are located 2 mm above the top of the stimulation 
board. As fig. 2.16 shows, the field distribution is highly heterogeneous. The gradient 
near the electrodes is rather strong, and in the middle of the well, it becomes attenuated. 



 83 

 
Fig. 2.16:  Left: Spatial distribution of the electric field using 1 mm (top) and 3 mm (bottom) IDES 
structures as stimulation electrodes. Right: Traces of the electric field strength along a cut from back to 
front through the well [adapted from 127]. 
 
 
 
 
 
 
 

2.4 Magnetic stimulation 

2.4.1 Comparison of different stimulation coil geometries 

For transcranial and peripheral, therapeutic magnetic stimulation, there are two 
preferred types of coil geometries that are commercially available:  

 
• Circular coil: Induces eddy currents in biological tissue which run 

parallel to the plane of the coil turns. The trough-shaped field 
distribution complicates stimulating certain areas of a few mm or cm in 
diameter in a focused manner. Used to stimulate motor cortex areas. Fig. 
2.17 shows the schematic mechanism of TMS (a) and the E-field vector 
generated by a circular coil. 

• Butterfly coil: Side-by-side combination of two circular coils driven by 
currents flowing in opposite directions. Electrical field components add 
up in the middle of the coil and enhance focality drastically (fig. 2.18). 
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Fig. 2.17:  a) Model of a circular coil stimulating the cortex of the brain. b) E-field vector of a circular 
coil [adapted from 61] 

 
 

 
Fig. 2.18:  a) Simulation of the field lines created by a butterfly coil; b) the respective E-field vector 
[adapted from 61] 
 
 

Initially, a miniaturized stimulation coil had been developed for the trials in this 
study. It was supposed to be positioned in very close proximity of the cells, thus 
requiring only a fraction of the energy needed to drive the commercially available TMS 
coils. That way, an ordinary HiFi amplifier could be used to drive the coil, providing 
the possibility of using an infinite variety of different waveforms and frequencies for 
stimulation. In order to achieve a good focality of the field, the miniaturized coil was 
evaluated in a butterfly configuration (fig. 2.19). 

 
 

 
Fig. 2.19: Drawing of the miniaturized coil in “butterfly” configuration: a) plan view, b) cut through 
plane indicated in a), red line [source: 125].  
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2.4.2 Magnetic field simulation of the miniaturized coil 

The magnetic flux generated by the miniaturized coil was simulated at 5 mm 
distance from its bottom (fig. 2.20). In the simulation, the coil was fed a biphasic cosine 
pulse, amplitude 21 A, wavelength 238 µs. It shows that the maximum magnetic flux 
generated by the coil was 45 mT. However, there is no focusing of the field in the 
middle of the structure, as was expected. Between the coils, the flux is 35 mT. In 
addition to the poor focusing of the magnetic field, problems with the cooling of the 
coils arose, because they had to be positioned very close to the cells, making an 
efficient removal of heat impractical. Larger circular coils that are routinely used in 
TMS applications can be positioned at a greater distance to the cells due to their very 
high amounts of energy transferred. In addition, they can be cooled very easily using a 
standard PC cooling fan. For these reasons, a commercially available stimulator by 
Dantec was finally chosen as the pulse source. The coil chosen was a Dantec circular 
coil S100, diameter: 10 cm.    

 

 
Fig. 2.20:  FEM simulation of the spatial distribution of the magnetic flux generated by a miniature 
butterfly coil. Simulated at 5 mm distance from the coil’s bottom [adapted from 127].  

 
 
 
 

2.4.3 Signal generation and application 

Based on the study by Yamaguchi et. al. [40], stimulation parameters were 
chosen that allowed for a continuous treatment with single 350 µs pulses, and repetition 
rate 1 Hz. Stimuli were spread out temporally as much as possible using the control 
software of the Dantec stimulator: The cycle “500 pulses, 120 s silence” was repeated 
for 17 hours. Fig. 2.21 shows the stimulation device with the laptop control computer 
(a), and the waveform chosen for application (b). 

 
 



 86 

 
Fig. 2.21:  a) Magnetic stimulator Dantec MagPro, b) stimulation pulse shape 

 
 
 
 

2.4.4 Current density at the site of the cells 

Assuming a frequency of f = 2.9 kHz, the current density at the site of the cells 
can be calculated as follows. A coil probe (diameter: 4.5 mm, n = 25) measured the 
voltage induced by the stimulation coil: 

 
( )tUnUm ωsin0 ⋅⋅=   ,                                                                                  2-11 
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Therefore, the current flowing through the cells amounts to 
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where IZ is the current through the cell, and ZZ is the impedance of the cell. The 
impedance of the cell Z* at f = 2.9 kHz is 
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The voltage induced has the signal shape of a biphasic cosine at f = 2.9 kHz, which 
results in the impedance 
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Where Rm is the membrane resistance and Xc is the reactance of the membrane. The 
maximum current at the site of the cell is IZ = 2 nA. Therefore, the current density at the 
cell is 
 

 
2

11
m

A

A

I
j

Z

Z
Z ==     ,                                                                                     2-15 

 
where AZ = 1.54 * 10-10 m2 is the cross sectional area of the cell.  
 
 
 
2.4.5 Seeding of the cells on the magnetic stimulation glass plates 

In order to be able to always position the cell cultures the same way using the 
culture chambers at hand, they were grown in a 0.8 cm2, circular area on a 5 x 5 cm 
glass plate (“mag-stim chip”). This way, the cells were located in a relatively small area 
that the peak of the magnetic field could be focused on.  

Cleaning and sterilization of the mag-stim chips is a critical step to ensure a 
growth behavior of the cells that is highly repeatable. After each run, the chips were 
sonicated in a 10% solution of the special laboratory cleaner Deconex 12 PA for 15 
minutes at 70 °C. Subsequently, the chips were rinsed with ultra-pure water, sonicated 
twice in ultra-pure water for 15 minutes each, and rinsed again. Under the phase-
contrast microscope, they were thoroughly inspected for cleanliness. The chips were 
then autoclaved in a steam pressure sterilizer at 120 °C for 15 minutes.  

The surface preparation was performed under the sterile safety workbench. 
Flaming was performed in accordance with the procedures used for the electrical 
stimulation glass chips. The only difference was that we used a custom made stainless 
steel flaming mask to limit the area that was hydrophilized.  

The seeding area on the mag-stim chips was defined using a self-adhering 
gasket made of silicone. These gaskets were manufactured according to the following 
protocol. The 2-component silicone elastomer kit Sylgaard 184 was mixed according to 
the user manual, de-gassed in a vacuum desiccator, and dispensed onto planar, cleaned 
glass plates. Pre-cut silicone rings were put down onto the Sylgaard material, and it was 
cured in the drying oven at 125 °C for 20 minutes. During this process, the silicone 
rings were bonded permanently to the Sylgaard elastomer. The final product was then 
carefully removed from the glass plate, and excess Sylgaard was removed carefully 
using a medical scalpel. The bottom surface of the rings was then smooth enough to 
stick to the smooth surface of the mag-stim chips without the aid of silicone grease. 

The cell suspension was diluted to a final density of 3*104 cells/cm2, which 
corresponds to 0.75*105 cells/ml. 200 µl of the cell suspension were dispensed onto the 
chip and incubated for 2 hours to allow adhesion of the cells to the flamed surface. 
After that time, adhesion was confirmed under the microscope and a large gasket was 
attached to the chip around the small seeding gaskets, so that an additional 2 ml of 
culture medium could be added. 8 ml autoclaved, ultra pure water were added to the 
Petri dish around the mag-stim chip for compensation of water evaporation. 
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2.4.6 Experimental setup 

For the proper connection to the life-support systems and the stimulation 
equipment (figs. 2.22, 2.23), the following protocol was developed: 

 
• Add 100 ml pre-heated and pH-adjusted culture medium (DMEM + 5% 

fetal calf serum (FCS)) to a 75 cm2 culture flask. Block the opening of 
the flask with a silicone cork which was pierced with four sterile needles. 
These needles serve as ports for the tubing supplying CO2, ultra-pure 
water, for transporting the medium to the culture chamber, and the fourth 
one remains open as an exhaust.  

• A custom made, closed culture chamber made of PEEK is used to mount 
the chip into place the chip onto the aluminum base plate. The cover 
glass on the bottom of the culture chamber seals the cells against 
external influences. Before placing the chip onto the base plate, it must 
be dried using sterile filter paper. 

• Remove ¾ of the culture medium from the chip, then remove the 
silicone gasket that was holding the medium. Carefully place the closed 
chamber over the chip, making sure not to introduce any air bubbles that 
might harm the cells. 

• Prime the tube that connects the medium reservoir with the culture 
chamber, so that it is devoid of air, then connect it to the chamber. 
Connect the outflow tubing to the other side of the chamber, holding the 
base plate vertically, so that remaining air bubbles can escape into the 
outflow tubing. During this procedure, the medium reservoir flask must 
rest at an elevated level, so that no medium can flow backwards into the 
flask.  

• Attach a syringe to the end of the outflow tubing and gently prime the 
rest of the culture chamber that had not been filled with medium. Close 
both the inflow and the outflow tubing off using a clamp. 

• Transfer the base plate with the culture chamber, the tubing and the 
medium reservoir to the microscope stage, attach it firmly using the 
Plexon pre-amplifier as a spacer and custom made brackets, and put 
medium tank inside the heated holder. 

 
The physiological life-support parameters were maintained by continuously 

pumping fresh DMEM through the culture chamber at a speed of 21 µl/min, using a 
peristaltic pump the outflow tubing was attached to. The pH in the culture chamber was 
kept constant at 7.4 by maintaining a 10% CO2 atmosphere inside the medium 
reservoir. This way, the pH inside the reservoir was at 7.2, and on the way to the 
chamber, a fraction of the CO2 in the medium evaporated, so that the pH was 
empirically determined to be 7.4 at the site of the cells. The inflow tubing was wrapped 
with a tungsten heating wire that kept the temperature of the medium moving through 
the tubing at a constant temperature of 35 °C. The temperature of the medium reservoir 
was maintained at 38 °C, while the culture chamber itself was heated to 33 °C. This 
procedure proved necessary, since it was the only way to reliably keep gas bubbles 
from forming inside the culture chamber. These bubbles appear when the medium is 
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heated up; therefore we made sure that the temperature of the medium constantly 
declined on the way from the reservoir to the cell chamber.  

 

 
 

Fig. 2.22:  Experimental setup for magnetic stimulation trials: a) heated aluminum base plate, b) Plexon 
pre-amplifier, used as spacer for attachment on microscope stage, c) Base plate with cell chip and closed 
chamber attached to medium reservoir. 

 
 

 
 

Fig. 2.23:  Schematic flow-chart illustrating the components of the experimental setup, showing all life-
support and stimulation components. 
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The chamber temperature had to be set to 33 °C for another reason as well. While 
mounted above the culture plate on the microscope, the stimulation coil had to be 
cooled to maintain a temperature of 35 °C, which a cooling fan was employed for. This 
fan, however, did not only cool the coil, but the culture chamber as well. The culture 
chamber was heated indirectly through heating resistors that were attached the base 
plate the culture chamber was mounted to. Due to the resistors’ limited heating 
capacities, 33 °C at the site was near the maximum temperature achievable while being 
cooled by the fan.  

For each treated culture, two controls were set up the exact same way, and then 
kept inside a 33 °C, CO2-controlled incubator for the entire stimulation period of 17 
hours.  

 
 
 

2.4.7 Experimental schedule 

After a pre-incubation time of 48 hours, one culture was set up for treatment, 
along with two control chips. The cells were treated for 17 hours (“treatment 1”, fig. 
2.24) and then counted. Treatment 2 began 72 hours after seeding, again accompanied 
by two control cultures. After another 17 hours, these cultures were counted as well. 
The cells were detached and counted according to the procedure described previously. 
Microscopic photographs of the treated and control cultures were taken at the time 
points marked with grey squares. 

 

 

Fig. 2.24:  Time line of the magnetic stimulation experiments [adapted from 127]. 

 

 

 

 

 

(h) 
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2.5 Neuronal network experiments 

2.5.1 Neuronal cell culture 

2.5.1.1 Material preparation  

A few days in advance of the dissection day, the necessary tools and materials 
need to be cleaned. The MMEPs were cleaned using the laboratory detergent Deconex 
12 PA. Remaining organic material and silicone grease was removed gently with a 
cotton swab. The plates were rinsed with ultra-pure water and soaked in it for at least 
one day, so that any remaining detergent would be completely removed. On the day 
before dissection, they were autoclaved. In order to protect the insulation layer from 
cracking, the plates were cooled down as slowly as possible. Since the materials the 
plates are composed of – glass, ITO, gold and polysiloxane – all have different heat 
dissipation coefficients, they expand and contract differently when heated or cooled, 
which increases the probability of cracks induced by shear forces. This is especially 
problematic at the corners of the conductors. 

For the same reason, the plates were placed inside an aluminum block (fig. 2.25) 
when flamed. A droplet of autoclaved water was placed between the flaming block and 
the plate. Flaming is necessary in order to hydrophilize the surface of the MMEPs 
which are naturally hydrophobic. A hydrophobic surface would not allow the cells to 
adhere firmly. In order to only flame the area in the middle of the MMEP where the 
neuronal network was actually supposed to grow, a planar, stainless steel flaming mask 
was used to coverall of the MMEP except a 5 mm diameter hole in the middle. 

  

 

Fig. 2.25:  Schematic drawing of the aluminum flaming block 

 

After the flaming, 20 µl of a Poly-D-Lysine solution was applied carefully to the 
center of each MMEP.  PDL serves as a nonspecific attachment factor for in vitro cell 
culture preparations. It is a positively charged polymer of the amino acid lysine and 
works by promoting the favorable ionic interaction between the negatively charged 
cellular membranes and the cell culture surface. The negatively charged carbonyl 
oxygen can interact with the cations of the flamed surface, while the positively charged 
side chains are free to attach to the neuronal cell membranes. The PDL was left to settle 
down on the MMEPs over night. 
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2.5.1.2 Tissue isolation 

2.5.1.2.1 Preparation 

Before beginning dissection, all the necessary materials must be in place, and 
the first part of surface preparation must have taken place the day before dissection. 
That means that MMEPs and coverslips are appropriately hydrophilized and coated 
with PDL. The second part of surface preparation includes coating the culture area 
additionally with laminin, and labeling the petri dishes. The laminin should be applied 
at least 45 minutes prior to the beginning of the dissection procedure. The following list 
contains the materials needed for dissection. 
 

• 2 pairs sterile dissection scissors 
• 2 pairs sterile large forceps 
• 2 pairs sterile long, fine surgical forceps 
• 1 dissection mat 
• 70% Ethanol 
• 4% NaOCl (sodium hypochlorite) 
• Several sterile petri dishes  
• 3-5 sterile 40 – 50 ml conical tubes 
• 1-3 sterile 15 ml tubes 
• Several sterile small fine surgical forceps 
• Small bore, sterile transfer pipettes  
• 2 – 6 sterile scalpels (2 per tissue type) 
• 300 ml sterile D1SGH 
• 3 to 10 ml papain (depending on number of tissues to be isolated) 
• 200 to 600 µl DNAse 
• ~50 ml DMEM 5/5 and/or MEM 10/10, depending on tissues to be isolated 

(MEM needed for spinal cord, though DMEM may be used in its place, but 
not vice versa) 

• Chloroform (or other volatile anesthetic, such as isoflurane) 
• 1 desiccation chamber for anesthetization  
• 3 sterile laminar flow workbenches 
• 1 fume hood 
• 1 stereo microscope for dissection 
• 1 haemocytometer 

 

Ideally, the animal to be dissected has arrived one to two days prior to the 
dissection date and has been housed in a calm, non-stressful environment. The 
desiccation chamber (fig. 2.26 a) is prepared by adding a small amount of chloroform 
and closing it tightly under the fume hood. Five minutes should be allowed for the 
chloroform to diffuse throughout the chamber. During this time the dissection hood 
(fig. 2.26 b) should be prepared. The photo below depicts an ideal example of how to 
prepare the hood for removal of the embryos from the mother. A tube of cold, sterile 
D1SGH is needed to transport the embryos to the second dissection area. The second 
dissection hood should also be prepared in advance to minimize the time between 
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removal of the embryos and cell isolation. This ensures the best possible tissue culture 
health. Under this hood, one will need a dissecting microscope, several petri dishes, 
half way filled with cold D1SGH, and large and small fine surgical forceps. See figure 
2.27. 
 

 

 
 

Fig.2.26:  a) Desiccation chamber with chloroform inside and animal shipping container under fume 
hood; b) Initial dissection hood preparation. 1) 50 ml conical tube half full of cold D1SGH, 2) Dissection 
mat, 3) large forceps and scissors, 4) 70% Ethanol, 5) 4% sodium hypochlorite solution. 

 

 

Fig. 2.27:  Dissection hood 2. Here dissecting microscope and other dissecting supplies can be seen. All 
supplies and surfaces should be thoroughly sterilized prior to preparation and dissection. 

 

After dissection of the embryos, supplies for preparing the cells from the 
isolated tissue for seeding are needed. Once again, these should be ready in advance to 
avoid any delays which might lead to poor cell/culture quality. These can be set up in 
an additional hood. See figure 2.28. 

a b 
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Fig. 2.28:  Workbench prepared for cell trituration and seeding. 1) Papain. 2) Isolated tissue. 3) Scalpel 
(at least 2 needed). 4) Seeding media with DNAse. 5) Tube for liquid waste. 6) Labeled tubes for cell 
suspensions. 7) Seeding media. 

 
 

2.5.1.2.2 Animal dissection 

Once all preparation is complete dissection may begin. The animal is removed 
from the shipping container as gently as possible and placed into the chamber with the 
chloroform. After a short time (several seconds) the animal will be still breathing but 
have stopped moving. The animal should be left in the chamber until it ceases 
breathing. Whether the animal is thoroughly anesthetized can be checked by touching 
its whiskers and eyes.  

 

 
 

Fig. 2.29:  a), b) Termination of the animal 

 
The animal is laid prone (belly down) with its limbs outstretched onto the surgical mat. 
To kill the animal, the blunt end (handle) of the large forceps is placed caudal to its 

a b 
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head and held firmly in place. (fig. 2.29) The base of the tail is grasped and pulled 
caudally until one feels the popping of the cervical spine column. At this time, the 
animal may urinate or defecate as its sphincter muscles relax. Now, the animal is laid 
supine (belly up, see fig. 2.29 b). The abdomen and lower body are rinsed with bleach 
and alcohol, going against the hair. Using the forceps, the skin of the lower abdomen is 
lifted and carefully cut with the scissors to penetrate the skin. The incision is extended 
towards the sternum making a ‘Y’ shape. (fig. 2.30 a) At this point the uterus enclosing 
the fetuses should be visible. The cranial end of one horn of the uterus is lifted carefully 
with the forceps. The connective tissue and blood vessels along the dorsal side are cut, 
gradually freeing the horn from the abdominal cavity. The body of the uterus is 
transected at the base, and continuing cutting the connective tissue along the other horn, 
the entire uterus is freed from the abdomen (fig. 2.30 b). 

 
 

 
 
Fig. 2.30:  a) Making the 'Y' incision to expose the internal organs and uterus. b) Removing the uterus 
and embryos from the abdominal cavity. 

 
 
 

 

The uterus is rinsed with alcohol and placed into the conical tube of cold 
D1SGH. The tube containing the embryos is transferred to the other prepared dissection 
hood. Under the hood, the embryos are transferred to a Petri dish, and using the long 
fine tipped forceps they are delivered from the uterus to a Petri dish containing D1SGH 
(See fig. 2.31 a). To do this, the placenta is exposed by gently tearing through the 
uterus. The placenta is removed from the uterus, and the amniotic sac is worked away 
from the embryo (see fig. 2.31 b). Once the embryo is free from the placenta and 
amnion, it is transferred to a new petri dish containing D1SGH. This procedure is 
repeated for the remaining embryos. At this point, the embryos are counted and 
checked for abnormalities. Any abnormal embryos are discarded of before proceeding. 
The embryos are decapitated by grasping the neck, between the shoulder and base of 
the skull, with both pairs of fine forceps and then squeezing those closest to the base of 
the skull tightly shut. (see fig. 2.32). The head is transferred to a fresh petri of D1SGH. 
From here, the procedures for isolating the different tissues diverge. 

a b 
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Fig. 2.31:  a) Removing the placenta and the amniotic sac, b) removing the embryos from the uterus 
 

 

                 

Fig. 2.32:  a) Decapitating the embryos, b) Removing the skin and skull to reach the brain. 

 
 
 
2.5.2 Frontal cortex dissection 

Using two fresh pairs of fine tipped forceps and working under the dissecting 
microscope, the head is placed right-side up and grasped by inserting the tips of one 
pair of forceps into the eye sockets and gently squeezing the cartilage located between 
the eyes. With the tips of the second set of forceps, an incision in the skin is made 
stretching from between the eyes to the base of the skull. The skin is peeled away to the 
sides of the head; however, it is not necessary to completely remove the skin. The thin 
skull is now visible. Using the tip of the second pair of forceps, a small incision just 
above the base of the skull is made, not poking too far inward so as not to damage the 
brain. Carefully, one tip of the forceps is slid between the skull and the brain, gently 
pulling up to make an incision matching the one made in the skin. The skull is peeled 
away to the sides. To remove the brain from the skull, the tips of the second pair of 
forceps are closed together and slid under the olfactory bulbs at the front of the brain. 
Slowly and gently lifting and pushing back, the brain comes wholly out of the skull. 
The brain is transferred to the next petri dish of D1SGH. This routine is, again, repeated 
for the remaining embryos. The olfactory bulbs are removed from the front of the brain. 
The meninges are removed by grasping the membrane at the hole left by the olfactory 
bulbs. To isolate the frontal cortex, one tip of the forceps is inserted into this hole. A cut 

a b 

a b 
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is made extending about a third of the way back in the cortex on both the dorsal and 
medial sides of the hemisphere. By making a snip, these two cuts are joined. The 
circumscribed tissue is the frontal cortex. This new tissue is transferred to a new petri 
dish containing D1SGH.  

  
 

 
 

Fig. 2.33:  a) The whole brain, b) removing the olfactory bulbs, c) removing the meninges 

 
 
 
 
2.5.3 Midbrain  dissection 

Isolating the midbrain tissue is more difficult than removing the frontal cortex. 
The substantia nigra is a part of the midbrain, which lies partly between the cortex and 
the brainstem, partly underneath the cortex. The dopaminergic cell density is 
particularly high in the substantia nigra pars compacta, which is depicted in Fig. 2.35 b. 
In the live tissue, the substantia nigra does not actually appear darker than the rest of 
the brain. This will only occur if the tissue is fixed. Fig. 2.34 shows how the midbrain 
slice containing the substantia nigra is cut out using a sterile scalpel (a). The outside 
parts of the slice are part of the cortex and have to be removed (b). The remaining piece 
is cut in half, and the bottom half is kept.   
 

a 

b c 

a 
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Fig. 2.34: a) Cutting the midbrain slice, b) Remo-       Fig. 2.35: a) Location of the midbrain slice,            
ving parts of the cortex                                                  b) Location of the substantia nigra pars compacta                                                                                                      

 
 
 
2.5.4 Cell separation and seeding 

Right after the respective tissue is isolated, the cells need to be dissociated for 
seeding, since the new networks will only form properly if the cells are completely 
separate from each other. The dissociation is a two-step process. Firstly, they are 
mechanically minced using two sterile scalpels (fig. 2.36 a), then incubated at 37 °C 
with papain (b). The incubation times vary for the different tissue types. Papain has 
been established as the digestion enzyme of choice, since it is powerful enough to break 
up the remaining cell-cell connections, yet gentle enough not to injure the cells 
significantly. The final steps in the seeding process are re-suspending them in DMEM 
containing DNAse, diluting them to their final concentration and plating them on the 
prepared MMEPs. The DNAse is needed because some cells are of course destroyed 
during the mincing/digestion process, thus leaking DNA, which is sticky and causes 
clumping of the cells. The cells are counted using a haemocytometer, and the density of 
the suspension is adjusted to 300,000 – 500,000 cells per ml, depending on the culture 

[M. Smeyne, Brain Research Protocols 9 (2002) 105–111] 
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b 
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density desired. 100 µl of this suspension are finally pipetted onto the MMEP (fig. 
2.37) and then incubated for 2 hours, before more medium is added. This time is 
required for the cells to settle down and achieve adhesion to the surface.  
 

   

Fig. 2.36:  a) Mechanical mincing of the cells using sterile surgical scalpels, b) Digestion of the cellular 
connections using papain. 
 
 
 

 

Fig. 2.37:  Plating of 100 µL cell suspension on a laminin-coated MMEP with a Sylgard gasket 

 
 
 

2.5.5 Maturation of the neuronal cultures 

Observing the neuronal cell cultures grow over the first two weeks of their 
existence reveals major morphological transformations that are best described by 
showing phase contrast photographs. Since the morphology of the neurons changes 
from relatively small, elliptical objects to larger, taller, branched-out structures with a 
vast number of interconnections, the phase contrast is ideally suited to monitor these 
changes in the live cultures, since it visualizes the three-dimensionality of the cells. The 
further a structure sticks out from the surface, the brighter it will appear in the phase 
contrast. In fig. 2.38, we see that the freshly isolated and dissociated cells appear round 
and small, and no distinction between neurons and glia cells can be made. The cells are 

b a 
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taken from the embryo within a time frame during which they are not pluripotent 
anymore, but not fully differentiated either, which means that they can fully recover 
from being separated and grow back together. Figures 2.39 through 2.43 show both FC 
and midbrain cultures at different developmental stages as denoted in the respective 
legends. 

 
 

   

Fig. 2.38:  a) Frontal cortex, seeding day, in counting chamber, b) Frontal cortex, day 1 after seeding, on 
a dual-matrix MMEP 

 

   

Fig. 2.39:  a) Frontal cortex, day 3 after seeding, on a single-matrix MMEP; b) midbrain cells, day 3, on a 
dual-matrix MMEP 

a b 

a b 
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Fig. 2.40:  a) Midbrain, day 9, on a single-matrix MMEP; b) Frontal cortex, day 9, single-matrix MMEP 

 

  

Fig. 2.41:  a) Midbrain, day 11, on dual-matrix MMEP; Frontal cortex, day 11, on single-matrix MMEP 

 

  

Fig. 2.42:  a) Frontal cortex, day 14, single-matrix MMEP; glia carpet without neurons. 

a b 

a b 

a b 



 102 

    

Fig. 2.43:  a) Mature frontal cortex culture, 25 days in culture, on a single-matrix MMEP; b) Mature 
midbrain culture, 29 day in vitro, on a single-matrix MMEP 

 
 
 
 
2.5.6 Recording equipment 

2.5.6.1 Multi-microelectrode plates 

MMEPs are 1 mm thick glass plates that contain a multi electrode array (MEA) 
with 64 electrodes on an area of approximately 1 mm2 in their middle (fig. 2.44 a). 
There are also dual MMEPs that have two 32-electrode matrices (fig. 2.44 b). Both 
designs were designed and fabricated at the Center for Network Neuroscience (CNNS), 
University of North Texas, USA, and used in this study. Except for the different 
geometry, they share most of their characteristics. The conductors (black structures in 
fig. 2.44) are made of indium tin oxide (ITO), which was sputtered and photo etched 
before an insulation layer was deposited onto the whole area of the MMEP except for 
the contacts on the sides. The insulation material is a custom composed 
Methyldimethylpolysiloxane with optimized balance of durability (hard bake) and 
minimal brittleness (soft bake), which is a tightly balanced procedure. Finally, the 
electrode spots in the middle of the MMEP are deinsulated using a Laser that is coupled 
into an inverted microscope. The laser-induced craters are electrochemically filled with 
gold which lowers the resistance of the electrode considerably to about 1 MΩ at 1 kHz. 
The dielectric properties of the polysiloxane allow for a 10 µm thick layer to have an 
impedance of >10 MΩ at 1 kHz. This ratio of the electrode-to-shunt impedance has to 
be in the order of 10, so that the majority of the signals will be detectable. The shunt 
impedance is the impedance of the insulation layer that covers the conductors outside of 
the de-insulated electrode points.  
 

 

a b 
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Fig. 2.44:  a) Single multi-microelectrode plate layouts with 64 recording electrodes (“MMEP4”), b) 
Dual CNNS MMEP with 2 x 32 electrodes (“MMEP5”), designed at the Center for Network 
Neuroscience. 
 
 
 
 
 

2.5.6.2 Plexon amplifier and signal acquisition system 

The recording system used to acquire the neuronal APs was provided by Plexon, 
Dallas, USA. The MEA workstation consists of a headstage amplifier with a fixed gain 
of 50, a variable gain (40 – 350) computer controlled main amplifier, a workstation PC 
containing the 64-channel A/D converter card, the data acquisition software, a BNC 
output panel, and a digital/analog oscilloscope. The headstage is required to amplify 
and bandpass-filter the neuronal signals as close to where they are generated as 
possible, because the voltages detected by the gold-plated electrodes are usually on the 
order of 50 – 500 µV, while the noise amplitude is around 30 µV. Without immediate 
amplification, external fields would add to the noise and make it impossible to 
reconstruct the actual signals. After full amplification, usually at a total gain of 10,000, 
the signals are digitized at a sampling rate of 40 kHz. The waveshapes of the APs are 
initially displayed as raw, unsorted waveforms in a fixed-width, single-triggered 
window. The trigger threshold can be adjusted individually for each channel, as the 
signal characteristics vary from one electrode to the next. In order for the software to 
recognize and record the waveshapes, they need to be sorted. For that purpose, a 
template set of waveforms is collected and then assigned as one or several AP shapes. 
The software can discriminate up to four different waveforms per channel. There are 

a 
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different ways to have the program recognize a waveshape, but the preferred one is the 
following: Active units are discriminated by template matching. A template is an 
average of a group of waveforms selected from the APs of one class, or unit. Incoming 
waveforms are compared to the template, or templates if more than one unit is recorded 
by a specific electrode, using a sum of squared differences calculation (SSQD) over the 
points of the waveform and template. The SSQD is compared to a tolerance or tightness 
of fit value. If it is less than that value, the waveform is assigned to the class (unit) 
represented by that template. The tolerance value is manually adjusted by observation 
during the selection of units. Waveforms are accepted or rejected on this basis. Artifacts 
have a very large SSQD compared with waveforms of the unit classes and are rejected 
as an active unit. This sorting algorithm is performed in real-time by the Plexon 
software. Activity windows (fig. 2.45, #18) showed both the discriminated waveforms 
of the currently chosen unit AP, all the active waveforms recorded from the current 
MMEP, and a real-time raster window of adjustable time scale showing all the recorded 
APs as timestamps.  

 

 

Fig. 2.45: Workstation for neuro-electrophysiological experiments showing all the necessary life-support  
and data acquisition equipment: 1) Faraday cage, 2) HEPA air filter unit, 3) Temperature controller for 
cell culture chamber, 4) Inverted phase contrast/fluorescence microscope, 5) Manual control pad for 
microscope, 6) Power supplies for heating and stimulation devices, 7) Control unit and monochromator 
for fluorescence microscopy, 8) Microscope control PC, 9) Precision syringe pump for osmolarity 
maintenance, 10) Low-volume gas flow meter, 11) Gas humidification bottle, 12) CO2/air mixing 
controller, 13) Infusion pump, 14) Plexon data acquisition PC, 15) Live cell culture display, 16) 16-
channel pre-amplifier/filter system for audio output of electrical activity, 17) Analog/digital storage 
oscilloscopes for variable-resolution (temporal) activity display, 18) Activity display, 19) 64-channel 
Plexon BNC board for connection of analog signals to audio amplifiers. 
 

19 
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2.5.7 Eight-network recording system 

For the muscimol experiment using eight networks, grown on a single MMEP 
(layout shown in fig. 2.46 a, photograph with chamber block and eight headstage 
amplifiers (black): b), a robotic pipetting machine was used (Biotek Precision 2000, fig. 
2.46 c). This apparatus can pick up eight pipette tips simultaneously and perform 
complex liquid handling tasks that are programmed by the user before each 
experimental run. The liquid aspirating/dispensing head moves in x- and z-direction, 
while the y-direction is covered by the base tray (5). Before each experiment, the 
MMEP8 is carefully positioned on the base plate. The contacts are cleaned and dried 
and the circuit board holding the 8 headstage pre-amplifiers is connected using carbon-
zebra strips which are held in place between the MMEP8 plate and the circuit board by 
a custom made plastic holder. This setup provides good electrical coupling between the 
amplifiers and the MMEP8, but poses some difficulties during assembly. For example, 
it is almost impossible to guarantee perfect alignment of the circuit board with the 
MMEP8. This means that the numbering of the channels on the MMEP8 plate might 
not be accurately reflected in the numbering of the digitized channels. This downfall 
was addressed in the design under development and will be amended.  

One of the most challenging aspects using the robot for liquid supply of the 
neuronal cultures is the sensitivity of the neurons to mechanical stress and to overdoses 
of compounds. An overdose occurs when a compound is added without extensive 
mixing with medium. However, an “underdose” might occur just as well, depending on 
the exact position of the pipette tip while dispending the compound. If one adds a 
compound using a standard pipette tip and it is positioned right above the cells, they 
will experience almost the concentration of the stock solution. One possible way around 
this problem is to mix the medium beforehand, which is the standard approach when 
applying a compound to the cultures on single- or dual MMEPs. However, the pipetting 
robot can only aspirate and dispense up to 120 µl, which means it would have to 
remove the medium in 10 steps, if the majority of the medium was to be mixed with the 
compound before applying it. The total volume per well required for the neurons to be 
active in a stable manner is 1.5 ml. Therefore, a more efficient mixing method was 
needed.  
 

 

a 

b 
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Fig. 2.46:  a) Layout of the eight-network MMEP (“MMEP8”), designed and manufactured at the Center 
for Network Neuroscience, Prof. Gross; b) complete assembly with culture chamber block for eight 
separate networks and the eight headstage pre-amplifiers; c) Pipetting robot at the Center for Network 
Neuroscience (CNNS): 1: Anodized steel base, 2: Pipetting head, 3: Water reservoirs, 4: 96-well plate for 
fresh medium supply and waste disposal, 5: Base tray for movement in y-direction, 6: MMEP8 with 
chamber block and pre-amplifiers, 7: Aluminum pipette tip holder; d) Robot workstation: 1: manual 
control pad for pipetting robot, 2: UV sterilization lamp housing, 3: CO2-control unit, 4: Temperature 
controller, 5: Loudspeaker array, 6: Analog/digital oscilloscopes, 7: Audio amplifier/filter system, 8: 
Plexon system computers, 9: Flatscreen real-time activity displays, 10: Plexon computer-controlled 
analog amplifiers, 11: Sterile acrylic Glovebox, 12: Pipetting robot inside glovebox, 12: Humidity 
controller 

 
 

c 

d 
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Using a concentrated dye, we could show that the standard pipette tips with one 
hole pointing vertically downwards did not mix the fluids in the wells appropriately. 
Instead, the dye was merely pushed outwards to form a circle at the perimeter of the 
well. In an attempt to improve the mixing efficiency of the pipette tips, we modified 
them using a biocompatible silicone sealant to close off the vertical hole, and we 
introduced four horizontal holes just above the very tip of the pipette (fig. 2.47). This 
procedure was performed under the stereo microscope using 28.5 gauge needles. The 
new design did improve the mixing efficiency, which was verified by another dye test. 
In addition, the artifactual spikes in activity were diminished. These horizontal ejection 
tips were used for all MMEP8 experiments shown in this study. 

 
 

 

Fig. 2.47:  Stereo microscope photographs of the horizontal ejection pipette tip prototypes. 
Magnification: 25x 

 
 
 

2.5.8 Experimental procedures 

2.5.8.1 Conducting a compound titration 

The major group of applications the MEA system is tailored to are 
pharmacological and toxicological experiments with one or several substances with 
unknown or partially known inhibitory or excitatory – or a combination of both - 
characteristics, thus generating a dose-response correlation. In these types of tests, a 
substance of a potentially neuroactive power is dissolved in a suitable carrier solution 
and then added to the culture medium. The carrier solution should be formulated in 
such a way that does not interfere with the chemical composition and configuration of 
the active ingredient, and that does not affect the neuronal activity by its own 
properties. If it does, it should do so in a highly repeatable, linear fashion, so that its 
effects can be easily subtracted from – or added to – the gross effect of the solution 
with the compound under investigation in it. This is often the case when complex 
molecules, such as proteins or enzymes, are to be evaluated. These molecules often 
require certain storage conditions, such as a particular pH value, in order to remain 
intact and at their desired activity. In these cases, the carrier solution must be tested 
first, so that its own neuroactivity can later be taken into account when analyzing the 
data. Additionally, the solution should be well soluble in water, isotonic, pH-neutral 
and similar in temperature to the culture medium. Ideally, the initial stock solution 
should be highly concentrated, so that a very small amount α of that solution can be 
mixed with a certain amount of pre-conditioned culture medium β (i. e. the medium that 
the cells have been in since the start of the respective recording) to yield a 
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concentration that can then be further diluted to yield the final working concentration in 
the culture medium. Since the researcher will always wish to test a range of 
concentrations, amount β should be calculated based on the range of molarities desired 
for testing and the minimal step size of fluid volume that can be reliably measured with 
the equipment at hand. The amount α will also depend on the minimal step size, as well 
as on the maximum solubility of the compound in the carrier solution chosen. For 
example, if compound x has a maximal solubility of 100 mM in water, the minimal step 
size is 0.5 µl and the amount of culture medium is 2 ml, the desired concentrations for 
testing are 0.1, 0.2, 0.5, 1 and 2 µM, amount β will be 3.8 µl. The concentration of 
solution β is 0.4 mM, and the concentration of solution α is 3.04 mM. Assuming a 
maximum solubility of 100 mM, solution α could be adjusted so that final 
concentrations up to 33-fold greater could be achieved.  

Once the solutions are made and ready for application, great care has to be taken 
about the way they are added to the culture medium. It is critical that all cells 
experience the correct working concentration at the same time without subjecting them 
to excessive mechanical stress that would be reflected in an artifactual distortion of the 
electrical activity. It is advisable to aspirate a certain amount of medium (usually about 
0.5 – 1 ml) from the culture chamber using a small syringe, add solution β into the 
syringe using a microliter-pipette, shake it until mixed well and then dispense it back 
into the culture chamber. Pulling some medium out and pushing it back in 2-3 times 
facilitates the mixing process. As mentioned earlier, there has to be a balance between 
the thoroughness of mixing and the care taken not to stress the cells mechanically. Not 
all cultures react the same way to a mechanical stimulus. If a short-term upward or 
downward spike in activity is observed immediately after the addition of a compound, it 
should be ignored in the analysis of the data.  

 
 

2.5.8.2 Interpretation of experimental data 

The electrode spots detect APs from both axons, somas, and dendrites. For 
convenience, a neuronal cell part is referred to as a unit. The number of units recorded 
from depends on the cell density, the grade of interconnectedness, the percentage of 
healthy, active cells in the population, and the quality of the MMEP. Every recorded 
AP that is recognized as a valid waveshape assigned by the experimenter or the 
software is accounted for as a single event by the data acquisition software. For 
convenient visualization of the activity, a histogram of the average number of APs per 
time period of the recording can be plotted in real time using either Neuroexplorer (Nex 
Technologies, USA), or CNNS custom designed program VernAC (based on Labview, 
National Instruments, USA). For practical reasons, the time base for each data point of 
the histogram is usually chosen to be one minute. Before each drug addition, a 
reference activity plateau with a minimal slope has to be achieved. This slope refers to 
fluctuations in the 10 – 30 minutes range. Short-term fluctuations from one minute to 
the next often cannot be avoided since they are due to intrinsic properties of the 
neuronal network or the culture medium. They usually result from the complex 
mechanisms governing the spontaneous neuronal activity. Without any external input, 
e. g. from sensory neurons, the neuronal networks are in an idle state of activity. This 
means that the cells are trying to keep the amount of APs produced as low as possible 
in order to save energy, while being forced to expend enough energy to keep the 
synaptic connections that make up the structure of the network from degenerating. 
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Certain pacemaker cells that are the primary source of excitatory input are present in 
every network, but their influence depends on the degree of their interconnectedness 
with the other cells in the network. This is particularly obvious in frontal cortex 
networks, which always express a highly coordinated activity structure: Either all the 
cells in the network fire simultaneously in a short sequence (burst) of APs, or they are 
silent, except for the pacemaker cell(s) which often fire tonically, providing a 
stimulatory input to the cells they are connected with. Since the activity is quantized in 
this case, fluctuations in the time periods between activity bursts are reflected in 
relatively big fluctuations in the activity histograms, especially if the average period 
between two bursts is on the order of several tens of seconds. Other tissue types display 
different spontaneous activity structures. For example, spinal cord networks always 
contain several subgroups that have coordinated activity whose dynamics vary from 
one group of neurons to the next. Midbrain cultures display spontaneous activity with a 
high degree of apparent randomness with embedded waves or bursts of coordinated 
firing of all or some of the neurons. All of these different activity dynamics are due to 
the distribution and expression of the different types of excitatory and inhibitory 
receptors in the different types of neurons, and on the developmental stage of the 
networks. Activity generated by midbrain or spinal cord tissue usually does not display 
such large minute-by- minute deviations, so that the zero-slope reference activity 
plateau might be reached earlier than in cortical cultures. Once the plateau has been 
stable for at least 15 minutes, the first dose should be added. For a proper dose-response 
curve, another stable activity plateau for each drug concentration is required. The time 
required to reach the next plateau can vary significantly from substance to substance 
and depends highly on the chemical kinetics of both the binding reaction to the cellular 
structure it affects, and on the speed of the intracellular signaling cascade that 
ultimately modulates the firing rate. Substances that affect the membrane potential or 
that block sodium or potassium channels directly certainly have a more immediate 
effect on the activity than those that interact with the cell through more complex 
mechanisms. After the endpoint of a substance titration has been reached, one usually 
attempts to determine whether the effects observed are reversible by exchanging the 
culture medium with a fresh compound-free solution. Depending on the binding affinity 
of the substance under investigation, this procedure may have to be repeated several 
times. 

When quantifying changes in network activity, it is crucial to investigate the 
single units that the network consists of first. The activity rates are never the same for 
every neuron in one network. In fact, they can vary by as much as several orders of 
magnitude, especially between pacemaker cells and “normal” neurons. The most 
convenient and quickest way of determining a measure for the network activity is of 
course calculating the average of the firing rates of all the cells in the network. 
However, this approach does not treat every member of the network equally, but gives 
more weight to those units with higher firing rates than the rest. It also ignores the fact 
that the activity rates of the network population usually follow a bell-shaped 
distribution. In many pharmacological experiments, the response of the whole network 
is the significant, dependent variable. Therefore, every member of the network should 
be treated equally. In addition, since a dose-response curve consists of single values for 
each data point, one single value that represents the network activity has to be 
determined for every drug concentration that is evaluated. Analysis of the activity 
distribution across all recorded units shows that in most cases this distribution is 
approximately normal during the initial reference period, and then becomes skewed 
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after the addition of a compound. In a perfectly normal distribution, the mean equals the 
median, whereas this is not the case in a skewed distribution: Here, the average still 
represents the value that would be needed to achieve the same sum if all the values 
were the same, but the median is a more robust indicator of the value that is surrounded 
by the majority of the data points. It also ignores the values of outliers which can affect 
the mean significantly. Hence, the median is a more accurate and reliable indicator of 
the behavior of the majority in the network.  

 
 

2.5.8.3 Analysis approaches: Overview 

In order to fully grasp the complexity of the data analysis procedure preceding 
the generation of a meaningful dose-response curve, one must consider the different 
ways in which the data can be analyzed. Fig. 2.48 summarizes all possible approaches 
that can lead to a dose-response curve derived from recordings from several different 
networks. The input variables (“raw data”) are the numbers of spikes binned in one-
minute steps from all individual units. The first decision that needs to be made is 
whether every unit’s spikes/min values are to be normalized with respect to their 
respective average values during the initial reference period of the recording. If so, 
every unit’s values will have the same weight on the overall network behavior that is 
calculated during the next steps. If not, either the median or the mean values for each 
minute are calculated directly, thereby yielding a single network activity value for each 
minute in the first step of the analysis procedure. Subsequently, one value for each 
titration step’s activity plateau must be calculated, either using the median or the mean 
of these values. In order to combine the values from several recordings in one dose-
response curve, a normalization of the values with respect to the reference network 
activity must be performed, either before or after the calculation of the plateau values. 
Finally, the activity values from the different recordings must be combined, which, 
again, can be accomplished by either calculating the mean or the median of these 
values. If a unit-wise normalization is performed in the first step, it is advisable to 
continue with the median as the network activity value. Normalizing every unit’s 
activity means that the absolute spikes/min values are transformed into values reflecting 
only the change in activity with respect to each unit’s own native reference activity. If, 
for example, the average activity rate in a network (without normalization) is 300 
spikes/min, but there is one unit that changes from 20 spikes/min in its reference state 
to 600 spikes/min in an excited state, e. g. after the addition of a disinhibitory 
substance, this change will not be considerably apparent when calculating a network 
activity value before normalizing, whereas it will be immediately visible within the 
normalized data with a jump from 100% to 3000% activity rate. Therefore, it is 
advisable to use the median of the distribution and not the mean, since outliers will 
always have a considerable influence on the mean, but far less so on the median.  
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Fig. 2.48:  Theoretical number of different ways to analyze MEA-derived network activity data 
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Chapter Three:  Electrical and magnetic manipulation of tumor cell growth 

3.1 Electrical stimulation 

3.1.1 Glass chips with deinsulated stimulation electrodes 

3.1.1.1 Retardation of cell proliferation 

After the L929 cell cultures were treated in accordance with the procedures 
described in chapter 2.2, they were counted at the respective points in time. A 
comparison between the treated and untreated cells reveals a reduction in the number of 
cells by 29% after being treated between 48 and 70 hours after seeding, 33% after 
treatment from hour 72 until 93, and 51% after the first round of treatment plus an 
additional 24 hour incubation period (Fig. 3.1). The three groups of treated and 
untreated data points were evaluated for statistically significant divergence using a one-
way ANOVA with a multiple post-test (Sidak-Holm test). For both analysis times, hour 
71 and 95, the treated groups differed significantly from the control. These results 
indicate that the treatment using electrical stimuli delivered through deinsulated 
platinum electrodes did significantly reduce the number of cells compared with the 
controls, and therefore the growth rate of L929 cells.  

 

 
Fig. 3.1:  Electrical growth retardation: C: control groups, 1: treated between hour 48 and 70, then either 
counted at hour 71, or incubated for an additional 24 hours. 2: Treated from hour 73 until 94, then 
counted. 
 
 

 
In order to determine whether drastic cytoskeletal changes induced by the 

electrical pulses may account for the growth retardation, cells from both the treatment 
and control groups were photographed at every significant point in time during the 
experimental procedure (fig. 3.2) No obvious morphological differences between the 
control groups and the treated groups were recognized. The black structures in the 
pictures are parts of a platinum Clark-electrode (sensor for dissolved oxygen) that was 
located on each chip. 
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Fig. 3.2:  L929 cells: a) control, 48 h; b) control, 70 h; c) before treatment 1, 48 h; d) the same culture 
after treatment, 70 h; e) control, 70 h; f) control, 94 h; g) before treatment 2, 70 h; h) after treatment 2, 94 
h; i) after treatment 1, 70 h; j) after treatment 1 and 24 hours of additional incubation. Magnification: 200 
x 
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3.1.1.2 Quantification of dead cells 

 

It is critical to show whether the reduced cell count was due to a highly 
aggressive process that actually killed a portion of the cells, or whether the proliferation 
was slowed down through a more complex mechanism that is based on the alteration of 
the membrane potential. If a large percentage of dead cells were detected in the treated 
groups, one might suspect that excessive thermal energy or toxic byproducts of the 
electrochemical processes were released at the electrodes. Both scenarios would pose 
serious problems if a therapeutic device based on the technology presented here were to 
be used as an implant. Hence, we show in figure 3.3a that the number of dead cells in 
the supernatant alone was either lower (treatment 1) or insignificantly higher (treatment 
2) than in the control cultures. 3.3b demonstrates that when combining the counts from 
both the supernatant and the cell culture layer, the percentage of dead cells does not 
differ significantly between the treated and untreated groups. Dead cells were identified 
using Trypan blue staining technique. These results indicate that cells were not 
mortified directly by the application of the electrical pulses applied in the experiments.   
 

 

 
 

Fig. 3.3:  a) Number of dead cells in the supernatant before and after treatments and in control cultures; 
b) Percentage of dead cells in the supernatant and culture layer combined  
 

a 

b 
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Time after seeding (h) 
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3.1.1.3 Temperature control recording 

Since the electrical voltage pulses are applied to an electrolytic solution, there 
will be certain currents flowing through that solution, a process that releases thermal 
energy. Whether this thermal effect is large enough to cause damage to the cells and 
therefore contribute to the proliferation decrease is explored in fig. 3.4. It shows that in 
two independent control recordings during stimulation, the resistance measured from 
the Pt1000 sensors on the chip increased by only a few Ohm, which translates to 0.8 
°K, within 21 hours. This extremely slow temperature increase cannot be held 
accountable for the growth retarding effects that were measured.  

 

 
Fig. 3.4:  Temperature recording using on-chip Pt1000 sensors, during stimulation over 21 hours. Pt1000 
sensors were not matched in the manufacturing process and had to be individually calibrated. 
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3.1.2 Electrical stimulation in 6-well-plates 

3.1.2.1 Effect on cell proliferation 

After the proliferation rate of L929 cells had been shown to be manipulable 
through direct stimulation with deinsulated electrodes, the question consequently 
following this recognition was whether the same effect could be achievable using 
electrodes that are galvanically separated from the cells and the culture medium. This 
approach, relying on purely capacitive coupling of the electric field with the cells, 
would have big implications for possible new cancer treatment approaches, since it 
would circumvent the electrochemical complications mentioned earlier. Therefore, a 
stimulation device was used that was designed to apply electric fields to cells grown in 
6-well culture plates of industrial standard dimensions. The 6-well plates offer three 
main advantages over the glass chips: Their surface is pre-treated and does not need any 
hydrophilization or coating with adhesion proteins. There is no need for cleaning, since 
it is a disposable product, and the area the cells can grow on inside each well is 20 
times larger than the area on the glass chips. A higher number of cells for the treatment 
and control groups generally results in lower standard error values.  

Based on recreating the same electric field strengths that were generated on the 
glass chips, the voltages applied to the stimulation board were 9, 24, 60 and 90 V, 
according to the simulations shown above. The greater availability of 6-well plates and 
the fact that the seeding cell density could be lowered because of the larger area 
enabled us to extend the total period of one experiment to 117 h. That way, half of the 
cultures that underwent the second treatment could be incubated for an additional 24 
hours, just like the ones from treatment 1. Figure 3.5 summarizes the measurements in 
terms of proliferation rates: The results from the 9 V stimulation are shown in a), the 24 
V ones in b), 60 V in c), and 90 V in d). None of the stimulations were as effective as 
the ones performed using the glass chips. All the data groups were positively tested for 
normal distribution. Subsequently, a one-way ANOVA revealed that none of the 
differences measured between the control groups and the respective treatment groups 
were statistically significant. 

The geometries of the electric fields simulated in figs. 2.6 and 2.10 showed that 
the percentage of cells experiencing a high degree of spatial field gradient were much 
larger for the cultures grown on the glass chips than in the 6-well plates. Therefore, a 
new design incorporating IDES structures was implemented in the second version of 
the stimulation plate. Since no effects had been observed using the standard plate even 
at stimulation voltages as high as 90 V, this voltage was the first one to be evaluated on 
the IDES plate, both with 3 mm and 1 mm structures. However, fig. 3.6 confirms that 
even at 90 V stimulation voltage, both types of IDES structures did not improve the 
effectiveness of the stimulation. In fact, a spatial gradient of the geometries used here 
can be ruled out to modulate the proliferation rate of L929 cells. 
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Fig. 3.5:  Proliferation rates after electrical stimulation on 6-well plates. Stimulation field strengths: a) 
150-300 V/m, b) 400-800 V/m, c) 1-2 kV/m, d) 1.5-3 kV/m.     

 
 
 

 
 

Fig. 3.6:  Proliferation rates with IDES electrical stimulation: a) IDES 1 mm pitch, b) IDES 3 mm pitch, 
C: control cultures 
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3.1.2.2 Cell morphology 

In order to rule out any major effects on the cell morphology, pictures of the 
cells were taken before and after each experiment. Fig. 3.7 shows a selection of these 
micrographs: a) control culture at 48 hours after seeding; b) control 70 h after seeding; 
c) culture before treatment 1 at 48 h; d) the same culture after treatment 1, at 70 h after 
seeding; e) control culture at 70h; f) control at 94 h; g) culture before treatment 2 at 70 
h; h) the same culture after treatment 2 at 94 h; i) culture after treatment 1, 70 h; j) the 
same culture after an additional 24 h incubation time; k) culture after treatment 2; l) the 
same culture after an additional 24 hours in the incubator.  

Figure 3.7 provides phase-contrast micrographs of the L929 cell monolayers at 
the specific analysis time points mentioned above. We could not recognize any major 
differences between the control cells and the respective treatment groups at the same 
time. The only obvious observation is the relatively high density of phase-bright cells in 
the culture shown in j), which might indicate a higher density of cells undergoing 
mitosis at that particular point in time.  
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Fig. 3.7:  Treated and untreated cells grown on 6-well plates. Magnification: 200 x. a) control culture at 
48 hours after seeding; b) control 70 h after seeding; c) culture before treatment 1 at 48 h; d) the same 
culture after treatment 1, at 70 h after seeding; e) control culture at 70h; f) control at 94 h; g) culture 
before treatment 2 at 70; h) the same culture after treatment 2 at 94 h; i) culture after treatment 1, 70 h; j) 
the same culture after an additional 24 h incubation time; k) culture after treatment 2; l) the same culture 
after an additional 24 hours in the incubator. 
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3.2 Magnetic stimulation 

Imposing a circular, transient magnetic field onto an electrolytic solution creates 
eddy currents inside that solution, which, in this case, is the culture medium 
surrounding and containing the L929 cells. The result of this inductive coupling of 
electrical energy, in terms of current applied, is more similar to what was achieved 
using the deinsulated electrodes on the glass chips than the stimulation board and the 6-
well plates, as the calculations have shown. Since the electrical field alone was shown 
not to be able to slow down the cell proliferation, both with and without a gradient 
geometry, one might suspect that the application of a certain current strength is 
required. Therefore, the effects resulting from magnetic stimulation are expected to be 
higher than the ones from the capacitive electrical stimulation. Fig. 3.8 supports this 
hypothesis by showing that treated cultures had 30 ±9 (SD) % (n = 4, control cultures: n 
= 8) less cells than the control cultures after applying the magnetic pulses between the 
48th and 67th hour after seeding. Treatment between hour 72 and 91 after seeding had an 
even stronger effect with 49 ±18.6 % (n = 3, controls: n = 6) reduction in cell number. 
In addition to the control cultures that were kept under the same conditions as the 
stimulated cultures during each experiment, sham stimulations with the lowest possible 
stimulator setting of ca. 5 % of the maximum field strength (regular stimulations were 
carried out at 65 % of the maximum field strength) are also shown in figure 3.8 (black 
bars). These were repeated twice with two control cultures each and showed no 
significant differences over the controls (3.6 ±4.8 %; 1.7 ±14 %).  

The morphological analysis in figure 3.9 indicates that no obvious changes in 
cell shape were caused by the magnetic stimuli: a) control at 48 h after seeding; b) 
control 70 hours after seeding; c) before treatment, 48 h; d) the same culture after 
treatment, 70 h; e) control at 70 h; f) control, 94 h; g) culture prior to treatment, 70 h; h) 
the same culture after treatment, 94 h. 
 

 
Fig. 3.8:  Cell count reduction in comparison with the respective control cultures. Error bars: standard 
deviation  
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Fig. 3.9:  Cell morphology prior to and after magnetic stimulation experiments. Magnification: 200 x.  
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Chapter Four:  Neuronal network experiments and data interpretation 

4.1 Recordings 

4.1.1 Midbrain recordings 

4.1.1.1 Characterizing typical midbrain activity patterns 

To date, most pharmacological and toxicological studies using primary neuronal 
cell cultures on MEAs have used cortical or spinal tissue. The midbrain is an extremely 
old structure in terms of mammalian evolution and contains the superior and inferior 
colliculi (visual and auditory pathways), the cranial nerve nuclei, the reticular system, 
the red nucleus, and the substantia nigra, which is primarily associated with motivation 
and motor control. The substantia nigra is the region of the brain that accommodates the 
highest density of dopaminergic neurons in the brain and is implicated in 
neurodegenerative ailments, such as Parkinson’s disease. The evaluation of potentially 
neurotoxic substances on this area and the comparison with recordings from other parts 
of the brain is therefore of great interest. 

The following figure exemplifies the correlation of a healthy, low-density 
midbrain culture and the activity characteristics recorded from it. It shows all 64 
electrode recording sites (black dots, 20 µm in diameter) on a 1.25-mm2 square.  

 

 
 

Fig. 4.1:  Photo-micrograph of a living low-density midbrain culture on a multielectrode array, 44 days in 
vitro, magnification: 100x. Insert: Three healthy neuronal cell bodies with partially overgrown processes. 
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In the background, glia cells are visible that appear grey and low in contrast in 
the phase-contrast micrograph. The neuronal cell bodies, which are 10-15 µm in 
diameter, appear as the brightest structures in this picture, since they have a very strong 
cytoskeleton and are rather thick compared to the other cell types present in the culture. 

With approximately 84 neurons on the electrode matrix area plus an 
undetermined number of cells outside the matrix whose processes overlap onto the 
matrix, 62 units (73.8 %) could be recorded from. However, only 2.6 % of the area is 
covered by the electrode spots. If every unit represents a distinct cell, there must be a 
high number of interconnections, even though the majority of them cannot be seen 
clearly in this photograph. This is often the case and can be explained by the interaction 
of the neuronal processes with the glia cells and their tendency to be overgrown by 
them.  

A screenshot of the initial activity pattern of this particular culture (fig. 4.2) 
reveals a number of observations: The active cells display an even spatial distribution, 
according to the multichannel window in the Plexon software. The cell-electrode 
coupling is decent but rather irregular, which is reflected in the varying waveshape 
amplitudes. The tick marks in the raster display on the right side of the image represent 
temporal occurrences (time stamps) of single APs.  

 

 

Fig. 4.2:  Typical activity pattern of midbrain tissue: little obvious coordination of firing, hardly any 
bursts visible. 40 seconds of activity shown. 

 
 

Looking at the activity from the same culture (Fig. 4.3) after addition of 10 µM 
barbital-sodium, the pattern has changed with groups of neurons now firing in 
synchrony. Wave-like fluctuations of periods with high and low activity rates with time 
constants of 10-15 seconds are visible. Interestingly, the amount of spikes per minute 
did not change significantly during this period (Fig. 4.4, black curve) despite the 
obvious changes in pattern dynamics. At 400 µM, the activity did decrease 
substantially, but the number of active units remained constant (red curve). At 650 µM, 
the activity level finally dropped by 50 %. This relation between the activity and the 
number of active units may often be an important factor when determining mechanisms 
and analyzing the data in depth. The amount of spikes/min is a good indicator of the 
overall health and functionality of the network and serves as the most important 
parameter when generating a dose-response curve. However, it does not describe the 
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changes in pattern dynamics as shown in figures 4.2 and 4.3. These effects may be 
subtle but nonetheless significant. 

 
 

 

Fig. 4.3:  Activity pattern of the same culture as in fig. 4.1 under the influence of 10 µM barbital-sodium. 

 
 
 

 
 

Fig. 4.4:  Standardized median activity values (black curve, left y-axis) and number of active units (red 
curve, right axis) from the midbrain culture discussed above. Duration of recording episode: 381 minutes. 
Letters denote the following cumulative concentrations of barbital sodium: a: 10 µM, b: 50 µM, c: 150 
µM, d: 400 µM, e: 650 µM. F: full medium change. 
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4.1.1.2 Analysis of unit-specific responses:  

 

 

Fig. 4.5:  Cultured midbrain neurons on multielectrode array (electrodes: black dots), spacing between 
electrodes: 125 µm, 69 cells on matrix, 45 days in vitro. 

 
 

Fig. 4.6 shows an offline analysis graph, the raster plot, as generated using the 
program Neuroexplorer. The heterogeneous distribution of activity, generated by the 
cells shown in Fig. 4.5, across the units makes it impossible to visualize all the 
timestamps for every unit on one screen, if the time period depicted exceeds a few 
seconds. In this case, 410 seconds of activity are shown. Black timestamps are single 
events. Where the density of timestamps is too high to plot them separately, they are 
shown in red, and as the density becomes even higher, in yellow. This approach makes 
a quick assessment of the heterogeneity of the network in terms of activity possible. 
The program Neuroexplorer also enables the user to examine the development of the 
activity over the entire span of an experiment for each unit separately. Fig. 4.7 shows 
how this approach may be used to investigate unit-specific responses to a particular 
event. In this example, 200 µl of fresh medium were added 102 minutes into the 
recording (green bars, figure 4.7). Eleven units responded to the medium addition with 
a >10% increase in activity, 15 with a >10% decrease, and 13 with no significant 
change. In addition to the variations in the spikes/min values, one can see that the 
temporal evolution, or onset time, of these changes is not uniform, either. The degree of 
unit-specific responsiveness and the onset time dynamics constitute two more 
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parameters that may be used in the data analysis, particularly regarding possible 
interaction  mechanisms of the respective compounds. 

 

Fig. 4.6:  Raster plot of spontaneous midbrain activity. Each row represents one unit. 
 
 

 
Fig. 4.7:  Activity rate histograms of individual units. Time period shown: 120 minutes. Green bars: time 
of 200 µl medium addition. 
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4.1.1.3  Disinhibitory effects of bicuculline on midbrain tissue 

Contrary to the relatively subtle activity pattern modulations shown in Fig. 4.3, 
a major transformation occurs when midbrain tissue is subjected to bicuculline. 
Bicuculline is an antagonist of GABAA, whose influence on frontal cortex and spinal 
cord networks in culture has been studied. However, this is not the case for midbrain 
tissue. The activity pattern resulting from 20 µM bicuculline displays long, rhythmic 
bursts and is shown in figure 4.8. After washing the bicuculline out with two 
consecutive medium changes, the pattern returns to its native, apparently random state 
(Fig. 4.9). The culture in this example was 42 days old, and 60 units were recorded.  

 

 

Fig. 4.8:  Midbrain activity 35 minutes after the addition of 20 µM bicuculline. Time period shown in 
activity window: 40 seconds.  

 
 

 

Fig. 4.9:  Activity pattern and waveshapes of the same midbrain culture after wash-out of the bicuculline. 

 
 
The activity response of the network to the addition of bicuculline can be 

analyzed in several different ways. Figure 4.10 shows the unedited spikes/min values of 
all the units for a period of 438 minutes with every one of the colored curves 
representing one unit. The activity rates range from 10 to 2,000 spikes/min during the 
reference activity period (minute 1-186), and from 10 to 5,000 during the time under 
bicuculline. After 186 minutes, bicuculline was added. For the next 36 minutes, the 
activity increased steadily, before leveling off at a value between the initial reference 
activity and the peak activity around minute 222. In Fig. 4.11, the spikes/min values 
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from all the units over 8 minutes (160-167) were plotted as a histogram with a bin size 
of 20 spikes/min. Most of the units display activity rates within two groups: 20-160 
spikes/min (210 data points, or 56%) and 180-440 spikes/min (146 data points, or 
39%), with a very low number of outliers around 1040 and 1320 spikes/min. The 
distributions among these groups are quite different, and it is obviously hard to 
determine a single value for the “network activity”. The values deviate even more after 
20 µM bicuculline were added: Fig. 4.12 shows that there are now 5 groups of neurons: 
52% of the data points belong to the first group, 35% to the second one, and 9% to the 
third group. This makes it even more difficult to find one single value that could 
describe the network behavior. The curve fits in figures 4.11 and 4.12 are Lorentzian, 
which is a common method used to describe a distribution that is Gaussian in shape but 
with longer tails. The goodness-of-fit parameters R2 are acceptable, but not excellent 
(0.69, 0.78, respectively). The median (blue line) and the mean (orange line) of the 
distributions vary by as much as 1 and 2 σ, and are located outside the peak of the fitted 
distribution. Therefore, they cannot be considered sufficiently accurate parameters that 
describe the network behavior. 

     
 

 

Fig. 4.10:  Numbers of spikes/min (y-axis) of all the recorded units plotted as individual curves. Black 
bar: Addition of 20 µM bicuculline; yellow shaded area: time to maximum effect; white shaded area: 
reference time period for analysis in figure 4.11; red shaded area: time period for analysis in figure 4.12.  
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Fig. 4.11:  Activity histograms of spikes/min values of all units, bin size: 20 sp/min, minutes 160-167. 
Blue line: median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.69 
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Fig. 4.12:  Histograms of all recorded activity between minute 317 and 324, bin size: 50 sp/min. Blue 
line: median, orange line: mean; curve fit: Lorentzian, R2 = 0.78 
 

 

 
The same data can be analyzed differently by normalizing each unit’s activity 

rate first, avoiding the automatic ranking of neurons by their absolute spike output 
values (figure 4.13). Here, all units were normalized by their respective average value 
of the first 15 minutes of activity. This way, the distribution of activity during the initial 
reference activity phase became more uniform (Fig. 4.14), and a single value 
representing the peak of the distribution, and thereby the network behavior, could be 
assigned. Since these distributions are hardly ever perfectly symmetrical, the median is 
mathematically best suited to describe where the distribution’s majority of values lie. 
After the addition of bicuculline, the activity distribution looks neater, even though the 

( ) 
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goodness-of-fit value of the curve fit is still not superb. However, 83% of the values are 
now located inside the major peak, and 14% in the second one, so that the network 
activity can now be reasonably well quantified with one value, the median (blue line), 
which is also located considerably closer to the peak of the fitted curve than the mean.  

 
 

 
 

Fig. 4.13:  The same data as in Fig. 4.10 after normalization with respect to the average spikes/min value 
of the first 10 min of the recording. Y-axis: standardized spikes/min. White shaded areas: time period 
data for histograms were taken from.  
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Fig. 4.14:  Distribution of spikes/min during the reference activity period. Values standardized to each 
unit’s respective initial activity levels. Bin size: 0.05. Blue line: median, orange line: mean. Curve fit: 
Lorentzian, R2 = 0.91 

 

( ) 



 131 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
0

5

10

15

20

25

Bin Center (standardized activity)

c
o
u
n
t

 
 

Fig. 4.15:  Distribution of spikes/min values under 20 µM bicuculline. Bin size: 0.2. Blue line: median, 
orange line: mean. Curve fit: Lorentzian, R2 = 0.78 

 
 
In figure 4.16, the different analysis approaches are summarized. The white and 

black curves represent the median and the average of the activity values that were 
normalized first for each unit, respectively, while for the green (median) and light green 
(average) curves, the values were normalized after the median and mean were 
calculated from the actual spikes/min values. Depending on the type of analysis, the 
maximum rise in activity after the addition of 20 µM bicuculline was between 160% 
(average taken before normalization), and 310% (median taken before normalization). 
The median value taken after normalization yielded a maximum increase of 175%. The 
activity dynamics did not differ significantly, showing a time to maximum effect of 36 
minutes. 
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Fig. 4.16:  Average (black curve) and median (white curve) spikes/min of the data with prior 
normalization of the individual units’ activity values, and without such normalization (green, light green, 
respectively). A: Addition of bicuculline, b: time of maximum network response. 
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4.1.2 Frontal cortex networks under bicuculline  

4.1.2.1 Example 1: Low number of units 

In frontal cortex tissue, bicuculline has an excitatory effect on the activity as 
well. A major difference that was observed in comparison with midbrain cells is the 
short onset time of merely 1-2 minutes. In the following example, the data analysis of 
an experiment with a very low density culture is exemplified. First, the spikes/min 
values for all individual units as well as the average and the median are shown (Fig. 
4.17), followed by the activity rate plot of the same data after normalization of every 
single individual unit with respect to their own initial reference activity. 
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Fig. 4.17:  Spikes/min values for all units over 88 minutes of recording. Black bar: addition of 50 µM 
bicuculline. Thick green line: average, thick light green line: median 

 
 
A broad range of activity rates can be seen, which, in this case, is even more 

obvious after normalization of the data (Fig. 4.18). Fig. 4.19 summarizes the values 
resulting from the different analysis methods: average and median values before 
normalization, and average and median values after normalization. In this recording, the 
activity distributions of the reference period (minute 1-18) could be fitted almost 
equally well for both the unedited spikes/min data points (Fig. 4.20) and the unit-wise 
normalized activity values (Fig. 4.22) with R2-values of 0.93 and 0.98, respectively. 
Under the influence of 50 µM bicuculline, however, the spikes/min values cannot be 
fitted satisfactorily anymore (Fig. 4.21: R2 = 0.58). The average line is located outside 
the majority of the distribution, while the median still gives an acceptable indication of 
the peak of the distribution. Using the initial normalization for each individual unit 
provides a significantly tighter fit of the bell-shaped Lorentzian curve (R2 = 0.92). The 
median describes the location of the distribution peak very well, while the average does 
not.  
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Fig. 4.18:  Activity rates normalized by the initial average reference activity of each individual unit. 
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Fig. 4.19:  The same data as in Fig. 4.18, zoomed in for better visibility of the average and median 
curves. Note the relatively high temporal fluctuations of the initial activity plateau when analyzed as the 
average value, both before (thick green curve) and after (thick black curve) normalization. 
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Fig. 4.20:  Activity histogram of spikes/min values of all units, bin size: 20 sp/min, minutes 1-18. Blue 
line: median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.93 
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Fig. 4.21:  Activity histogram of spikes/min values of all units, bin size: 10 sp/min, minutes 53-63. Blue 
line: median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.58 
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Histogram of all units, minute 1-18
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Fig. 4.22:  Activity histogram of spikes/min values of all units, bin size: 0.2, minutes 1-18. Blue line: 
median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.98 
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Fig. 4.23:  Activity histogram of spikes/min values of all units, bin size: 0.4, minutes 53-63. Blue line: 
median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.92 
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4.1.2.2 Example 2: High number of units 

In the following recording, 80 units were identified and monitored. The FC cells 
were subjected to a very high concentration of bicuculline, 250 µM. Fig. 4.24 shows the 
largely deviating values for the different analysis types, as described above. The reason 
for this is illustrated in figures 4.25 to 4.28, which show the distributions of unit activity 
values during the reference period (4.25, 4.27), and while under the influence of 
bicuculline (4.26, 4.28): The histograms depicting the reference activity can both be 
fitted equally well with a Lorentzian curve. Then, under bicuculline, the network splits 
up into several subgroups, in terms of activity rates, which is most apparent in the raw 
spikes/min values in figure 4.26. Here, no single value for the network activity can be 
assigned because of the even distribution of values over a wide range. However, when 
normalized first, the values can be fitted reasonably well, and the median describes the 
network behavior. 
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Fig. 4.24:  Network activity rates before and after the addition of 250 µM bicuculline. White curve: 
median of unit activity rates after normalization; black curve: mean of unit activity rates after 
normalization; green curve: mean of unit activity rates calculated before normalization; light green curve: 
median of unit activity rates calculated before normalization. Shaded areas: Times during which values 
for the following histograms were taken. 
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Fig. 4.25:  Activity histogram of spikes/min values of all units, bin size: 50 sp/min, minutes 2-9. Blue 
line: median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.95 
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Fig. 4.26:  Activity histogram of spikes/min values of all units, bin size: 50 sp/min, minutes 23-32. Blue 
line: median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.79 
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Histogram of all units min 2-9
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Fig. 4.27:  Activity histogram of spikes/min values of all units, bin size: 0.1, minutes 2-9. Blue line: 
median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.95 
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Fig. 4.28:  Activity histogram of spikes/min values of all units, bin size: 2, minutes 23-32. Blue line: 
median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, R2 = 0.95 
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4.2 Midbrain responses to ethanol 

4.2.1 Example recording 

The acute neurotoxicity of pure ethanol has been studied extensively using a 
variety of animal and cell culture models, including cortical neuronal cultures grown on 
MEA plates [3].  The frontal cortex is the primary area of conscious decision-making, 
including prioritization, foresightedness, and inhibition or control of actions, which is 
why a glass of wine loosens us up. However, with diminished inhibition and control in 
the frontal cortex, more basic functions, such as motor control, are still mostly intact. 
Many of these functions are located in the midbrain, specifically in the substantia nigra, 
where the density of dopaminergic neurons is very high. Not many pharmacological 
studies have been focused on this part of the brain, especially using the MEA 
technology.  

Fig. 4.29 shows an exemplary ethanol titration with five cumulative 
concentrations: 68.5, 137, 205.5, 342.5 and 411 mM, followed by a full medium 
exchange. Note the relatively long delay after each ethanol addition before the effect of 
the new concentration set in. Using the median as the measure for the network activity, 
the culture is almost entirely silent at 411 mM ethanol. The median must be used in this 
case, as shown in the histograms in Figs. 4.30 and 4.31. 
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Fig. 4.29:  Midbrain recording showing a step-wise reduction in activity resulting from administration of 
the following ethanol concentrations (in mM): a: 68.5, b: 137, c: 205.5, d: 342.5, e: 411. F: full medium 
change. White and black curves: data were normalized first (median, mean, respectively). Green and light 
green curves: average, median of data that were normalized afterwards. Dark red curve: Number of 
active units (on secondary y-axis). Shaded area: period analyzed in the following histograms.    
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Histogram of all units, minute 107-114
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Fig. 4.30:  Activity distribution under 411 mM ethanol, unedited spikes/min values, R2 = 1 
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Fig. 4.31:  Activity distribution under 411 mM ethanol, normalized spikes/min values, R2 = 0.99 

 
 

 
 
In previous tests conducted at the CNNS, cortical neurons had been shown to 

survive prolonged periods of exposure to high concentrations of ethanol (up to 160 
mM), which would lead to coma and death in humans. Since this had not been 
attempted in a midbrain culture, the medium was replaced with fresh DMEM5 after the 
first titration of ethanol, and 548 mM were added 42 minutes later (Fig. 4.32). Another 
79 minutes later, the medium was replaced again, and 20 minutes after that 40 µM 
bicuculline were added. The medium change resulted in a very strong reaction of one 
particular unit (fig. 4.33) that was up to 420 times as active as in its reference state after 
the addition of bicuculline and that dominated the network average after normalization 
(black curve in fig. 2.32). Fig. 2.34 shows that this particular unit was an extreme 
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outlier and that the majority of the active units were located around the median value 
(white curve in figs. 4.32 and 4.34. Figs. 4.35 and 4.36 verify this assumption: The blue 
lines depict the median in both graphs and give a more accurate indication of the 
distributions’ peaks than the means (orange lines). In addition, the curve fit of the 
normalized data (R2 = 0.99) is much better than the one using the original spikes/min 
values (R2 = 0.85). 

 

 

Fig. 4.32:  Second part of the experiment after first medium wash. A: addition of 548 mM ethanol, b: full 
medium change, c: addition of 40 µM bicuculline. White and black curves: data were normalized first 
(median, mean, respectively). Green and light green curves: average, median of data that were 
normalized afterwards. Dark red curve: Number of active units (on secondary y-axis).  
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Fig. 4.33:  Second part of the experiment after first medium wash: Normalized data of all individual 
units. Green curve: Unit that was up to 420 times more active after medium wash and addition of  
bicuculline.  
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Fig. 4.34:  Second part of the experiment after first medium wash: Normalized data of all individual 
units, zoomed in to visualize the majority of the units. White curve: median.  
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Fig. 4.35:  Activity distribution under 411 mM ethanol, minutes 136-146, spikes/min values, R2 = 0.85 
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Fig. 4.36:  Activity distribution under 411 mM ethanol, minutes 136-146, normalized spikes/min values, 
R2 = 0.99 

 
 
 

4.2.1.1 Summary of data from two networks 

Combining the data points from two distinct networks, the dose-response 
relation in figure 4.37 can be constructed. The sigmoidal decay curve fit has a 
goodness-of-fit value of R2 = 0.98. The IC50 calculated from this curve is 224 mM. 
This value is approximately 6 times as high as the average IC50 determined using 
cortical cultures on MEAs at the CNNS (fig. 4.38).  
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Fig. 4.37:  Dose-response curve with data points from two different midbrain networks. R2=0.974 
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The equation used for all dose-response curves shown here is: 
 

( )HillslopexEC
y

−+

−
+=

50log101

minmax
min                                                                                 4-1 

 
 
 
 
 

Best-fit values  Goodness of Fit   

Bottom -0.03226 Degrees of Freedom 11 

Top 0.9591 R square 0.9740 

LogIC50 2.351 Absolute Sum of Squares 0.06274 

HillSlope -1.826 Sy.x 0.07553 

IC50 224.2 Runs test  

Span 0.9914 Points above curve 12 

Std. Error   Points below curve 3 

Bottom 0.04821 Number of runs 7 

Top 0.03382 P value (runs test) 1.0000 

LogIC50 0.05297 Deviation from Model Not Significant 

HillSlope 0.3356  

Span 0.06123  

Table 4.1:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.37 
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Fig. 4.38:  Dose-response curve of frontal cortex responses to ethanol, source: [3] 
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4.3 Lidocaine experiments 

 
4.3.1 Frontal cortex 

4.3.1.1 Sample recording I 

The first example of a culture treated with lidocaine is a good example for strictly 
coordinated bursting activity, as seen in figure 4.39: All units fired precisely in unison, 
except for two units, one of which produced far more APs per minute than the rest of 
the network. This unit fires tonically with increasing spike frequency before each 
network burst, except for a period of approximately 1.5 seconds after each burst, giving 
the impression that it is involved with their initiation. It is represented by the thick 
yellow curve in figure 4.40. Its average reference spike rate is around 1400 spikes/min, 
which is 23 times as high as the network’s median reference spike rate. Hence the y-
axis had to be scaled in a logarithmic fashion. This graph pictures the spikes/min values 
of all the units over 62 minutes, during which 3 doses of lidocaine were given: a: 1 µM, 
b: 2 µM, and c: 50 µM. Evidently, the majority of units fell silent after the addition of 
50 µM lidocaine, except for the one extraordinarily active unit. The resulting average 
activity (thick green line) is strongly biased and does not reflect the behavior of the 
network’s majority. 
This problem is alleviated by normalizing every unit’s individual activity progression 
with respect to their level of reference activity (Fig. 4.41), and using the median as the 
measure of the network activity. Figure 4.42 shows that, in this case, even the network 
average (thick black curve) provided a good estimate of the network’s activity. 
Interestingly, the number of bursting and active units did decline all the way to zero, 
but intermittently, a portion of the units partially regained their function for a short 
period of time. This might suggest that a large dose of lidocaine initially causes an 
overreaction, inhibiting AP generation completely, followed by a recovery phase. The 
activity suppression was entirely reversible through two full medium changes in this 
recording. This was the case for all lidocaine experiments in this study.  
 
 

 

Fig. 4.39:  Screenshot of the Plexon software showing frontal cortex reference activity: Single cell AP 
waveshapes (left window), multichannel window (middle), raster window: one row per unit, APs 
depicted as time stamps, 40 s time period shown (right). 
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Fig. 4.40:  Frontal cortex recording showing responses to three lidocaine additions: a: 1 µM, b: 2 µM, c: 
50 µM. Thick yellow curve: highly active unit.  Note the logarithmic scale on the y-axis. 
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Fig. 4.41:  Normalized activity values of all units recorded from, including the highly active one (thick 
yellow curve). Green curve: average values normalized after their calculation (same data as in figure 
4.40)  
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Fig. 4.42:  Median and average activity graphs, both calculated before (light green, green) and after 
normalization (white and black curves, respectively).  

 
 
 
 
 
 

4.3.1.2 Sample recording II 

 

 

Fig. 4.43 a):  Frontal cortex recording with lidocaine titration. Cumulative doses of lidocaine (in µM): a: 
1, b: 3, c: 6, d: 14. e: full medium change.  
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In this second example of an FC recording under the influence of lidocaine, four 
different cumulative concentrations were evaluated (black vertical bars in figure 4.43 
a): a: 1 µM, b: 3 µM, c: 6 µM, d: 14 µM. As evident in this particular recording, the 
average and median values, whether normalized first or after their calculation, can be 
almost identical in cultures whose neurons respond in a very uniform way to a 
particular compound. However, upon close inspection of the individual unit histograms 
of the same recording period (fig. 4.43 b), another interesting observation is made: 
Seven (red rectangles) out 35 units do not follow the trend of the rest of network, which 
is a gradual decrease in activity that follows the cumulative lidocaine concentration in 
magnitude. Instead, some of them respond the strongest to the first lidocaine addition, 
some to the second, and others to the third one.    

 
 

 

Fig. 4.43 b):  Histograms of the individual units from the recording shown in fig. 4.43 a). Black vertical 
bars correspond to the ones in fig. 4.43 a). Time period shown: 190 minutes. Red rectangles: Units 
showing early maximum responses to lidocaine.  
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4.3.1.3 Summary of data from 11 networks 

4.3.1.3.1 Dose response curve using network mean before normalization 

The first analysis approach shown here is to use the mean spikes/min values and 
normalize with respect to the reference activity afterwards. The dose-response curve 
(figure 4.44) shows a high degree of variability. Lidocaine apparently causes slight 
differences in the networks to respond highly heterogeneously. Table 4.2 summarizes 
the important parameters associated with the curve fit used in this graph.  

 

 
Fig. 4.44:  Dose response curve generated with data from 11 recordings, IC50 = 1.374 ±1.48 µM, R2 = 
0.42 

 
 

 
Best-fit values   Goodness of Fit   

Bottom 0.2203 Degrees of Freedom 39 

Top 0.8886 R square 0.4180 

LogIC50 0.1378 Absolute Sum of Squares 2.798 

HillSlope -1.999 Sy.x 0.2678 

IC50 1.374 Runs test   

Span 0.6683 Points above curve 19 

Std. Error   Points below curve 24 

Bottom 0.1161 Number of runs 20 

Top 0.1747 P value (runs test) 0.2970 

LogIC50 0.1698 Deviation from Model Not Significant 

HillSlope 1.435 Number of points   

Span 0.2396 Analyzed 43 
 
Table 4.2:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.44 
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4.3.1.3.2 Dose response curve using initial normalization with subsequent calculation 

of the network median activity 

 

Fig. 4.45 shows how the dose-response curve shifts when the same data are 
normalized unit-wise first, and the median is used as the measure of the network 
activity. The IC50 has not changed considerably (1.148 instead of 1.374 µM), but the 
distribution is fitted more easily to the logarithmic decay curve (R2 = 0.51 instead of 
0.4). The statistical parameters are summarized in table 4.3.  

 

 
Fig. 4.45:  Dose response curve generated using data from 11 recordings, IC50 = 1.148 ±1.661 µM, R2 = 
0.51  
 
 
 
Best-fit values  Goodness of Fit   

Bottom 0.09914 Degrees of Freedom 41 

Top 1.036 R square 0.5142 

LogIC50 0.05992 Absolute Sum of Squares 2.797 

HillSlope -1.115 Sy.x 0.2612 

IC50 1.148 Runs test   

Span 0.9369 Points above curve 15 

Std. Error   Points below curve 30 

Bottom 0.1569 Number of runs 27 

Top 0.1477 P value (runs test) 0.9905 

LogIC50 0.2063 Deviation from Model Not Significant 

HillSlope 0.5369 Number of points   

Span 0.2367 Analyzed 45 
 
Table 4.3:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.45 
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4.3.2 Midbrain 

4.3.2.1 Sample recording I 

 

The following graph (figure 4.46) shows a typical example of a long-term recording 
with a lidocaine titration leading to a step-wise reduction in electrical activity. Despite 
the relatively low number of units recorded from (17), the overall activity development 
follows the increasing lidocaine concentration with a steady decrease. The cumulative 
lidocaine concentrations applied were 20, 40, 60, 80, 100, 120 and 200 µM. The 
activity decrease is partially due to a complete dropout of some of the units (red curve 
in figure 4.46). However, the activity did almost vanish entirely at 200 µM, while up to 
four units were still (barely) active. This means that lidocaine did not just abruptly shut 
down the units one by one, but rather caused a general activity decrease in all of the 
units, with some of them dropping out completely earlier than others.    
It is obvious that the different analysis methods yield results that deviate from each 
other significantly. For example, the median activity after the third lidocaine addition 
reads approximately 50% of the initial activity if it is calculated before normalizing it 
with respect to the initial reference value (light green curve in fig. 4.46), whereas it is as 
low as 30% if the normalization is carried out first. This discrepancy is explained by the 
following figures. 
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Fig. 4.46:  Activity reduction caused by lidocaine in a midbrain culture. White, black curves: median, 
mean values after normalization, respectively; green, light green curves: mean, median values calculated 
before normalization, respectively. Dark red curve: number of active units (secondary y-axis). Vertical 
bars denote cumulative lidocaine concentrations (in µM): a: 20, b: 40, c: 60, d: 80, e: 100, f: 120, g: 200. 
h, i: medium changes. 
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Histogram of all units, minute 163-180
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Histogram of all units, 125-152
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Histogram of all units, minute 205-216
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Histogram of all units, minute 320-347
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Histogram of all units, minute 557-597
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Fig. 4.47:  Histograms depicting the distribution of activity during the reference period (a), and the 
subsequent activity plateaus induced by lidocaine (b-i). Blue vertical lines: medians of the distributions; 
orange vertical lines: means of the distributions. Note the varying scalings of the x-axes. 
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Histogram of all units, minute 125-152
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Histogram of all units, minute 163-180
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Histogram of all units, minute 205-216
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Histogram of all units, minute 557-597
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Fig. 4.48:  Histograms depicting the distribution of activity during the reference period (a), and the 
subsequent activity plateaus induced by lidocaine (b-i). Blue vertical lines: medians of the distributions; 
orange vertical lines: means of the distributions. Note the varying scalings of the x-axes. 
  

 
 
 
 
 
 
 
4.3.2.2 Sample recording II 

Another example of a lidocaine titration in a midbrain culture indicates that 
dose-dependent activity plateaus are easily achievable using this substance (fig. 4.49). 
In this recording, the network overreacted to each lidocaine addition first (a: 83 µM, b: 
96 µM, c: 192 µM). Not all the units quit producing APs when the median network 
activity reached its lower limit around minute 300, but the activity rates of these units 
were very low (between 5 and 20 spikes/min. After the medium wash at minute 320, 
another overreaction is observed: the activity rates and (especially) the number of active 
units return to almost their initial reference levels, only to drop back down by 
approximately 35% before climbing gradually towards their initial values. A second 
medium change brought the activity rate all the way back up to its reference value (not 
shown in this diagram). 

The rather large discrepancy between the unit-wise normalized and non-
normalized median curves (white, light green, respectively) is explained by the activity 
histograms in figure 4.50: In c), after the second addition of lidocaine, the distribution 
becomes skewed and three subgroups can be seen, with the one around 0.2 dominating. 
The one around 2.5 is so far away from the rest of the distribution, that its members 
make a significant contribution to the overall network mean value (orange line). 
Similarly, d) and e) exhibit subgroups as well, which make it difficult to assign one 
single value as the network activity, but in both cases the median is better suited to 
describe the network behavior.   
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Lidocaine SN 10-16-07
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Fig. 4.49:  Lidocaine titration in midbrain network. White and black curves: median, mean of unit-wise 
normalized data; light-green and green curves: median and mean calculated using the unedited data, then 
normalized. Dark red curve: number of active units.  
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Histogram of all units minute 219-243
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Histogram of all units minute 398-408
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Fig. 4.50:  Activity histograms of standardized spikes/min values of all units, bin size: 2, blue line: 
median of distribution, orange line: mean of distribution. Curve fit: Lorentzian, a: R2 = 0.99, b: R2 = 0.94, 

c: R2 = 0.9, d: R2 = 0.99, e: R2 = 0.88. 

 
 
 
4.3.2.3 Summary of data from seven networks  

4.3.2.3.1 Dose-response curves generated with standard calculation of average: 

A total of 40 data points from seven recordings were combined and analyzed by 
fitting them to the logarithmic decay function from equation 4-1. The result is shown in 
figure 4.51. This graph contains the average values that were computed before 
normalizing them, whereas figure 4.52 shows the median values that were calculated 
after the unit-wise normalization of the spikes/min values. While the unit-wise 
normalization and the use of the median caused a shift in the IC50 (27.5 instead of 40.7 
µM), the goodness-of-fit parameter stayed almost the same (R2 = 0.77, R2 = 0.79, 
respectively).  

 

-1.0-0.8-0.6-0.4-0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6
0.0

0.2

0.4

0.6

0.8

1.0

1.2

log concentration (µµµµM)

S
ta
n
d
a
rd
iz
e
d
 a
c
ti
v
it
y

 
Fig. 4.51: Dose response curve generated using data from 11 recordings, IC50 = 40.7 ±1.5 µM, R2 = 0.79 
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Best-fit values  Goodness of Fit  

Bottom -0.06681 Degrees of Freedom 36 

Top 1.080 R square 0.7927 

LogIC50 1.610 Absolute Sum of Squares 1.028 

HillSlope -0.8663 Sy.x 0.1690 

IC50 40.74 Runs test   

Span 1.147 Points above curve 16 

Std. Error   Points below curve 24 

Bottom 0.1621 Number of runs 20 

Top 0.09519 P value (runs test) 0.5371 

LogIC50 0.1711 Deviation from Model Not Significant 

HillSlope 0.2784 Number of points   

Span 0.2159 Analyzed 40 

Table 4.4: Analysis and fit parameters from the data used to generate the dose-response curve in fig. 4.51 

 

 

4.3.2.3.2 Dose-response curves generated with median of normalized data: 
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Fig. 4.52:  Dose response curve generated using data from 11 recordings, IC50 = 27.5 ±1.46 µM, R2 = 
0.77 

 
 
 

Best-fit values  Goodness of Fit  

Bottom -0.05586 Degrees of Freedom 29 

Top 0.9577 R square 0.7712 

LogIC50 1.440 Absolute Sum of Squares 0.7128 

HillSlope -1.008 Sy.x 0.1568 

IC50 27.52 Runs test  

Span 1.014 Points above curve 13 
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Std. Error  Points below curve 20 

Bottom 0.1386 Number of runs 19 

Top 0.1216 P value (runs test) 0.8465 

LogIC50 0.1655 Deviation from Model Not Significant 

HillSlope 0.3876 Number of points  

Span 0.2145 Analyzed 33 
 
Table 4.5:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.52 

 
 
 
 
 
 
 
 
 

4.4 Barbital-sodium experiments 

4.4.1 Frontal cortex, data from three networks 

4.4.1.1 Network averages calculated before normalization 

Similarly to the lidocaine responses, the values from the barbital-sodium 
experiments were combined and fitted as shown in figure 4.53 and figure 4.54. Again, 
the first graph shows the average values that were calculated before normalization, and 
the second one shows the medians after normalization. The IC50 is now at 490 µM 
using the second method (567 µM using the first), and the curve fit is slightly better (R2 
= 0.84 instead of R2 = 0.79. 
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Fig. 4.53:  Dose response curve generated using data from 3 recordings, IC50 = 567 ±1.7 µM, R2 = 0.79 
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Best-fit values  Goodness of Fit  

Bottom -0.1721 Degrees of Freedom 13 

Top 0.9993 R square 0.7887 

LogIC50 2.754 Absolute Sum of Squares 0.3187 

IC50 566.9 Sy.x 0.1566 

Span 1.171 Number of points   

Std. Error   Analyzed 16 

Bottom 0.2547 Runs test  

Top 0.06473 Points above curve 6 

LogIC50 0.2275 Points below curve 10 

Span 0.2480 Number of runs 9 

  P value (runs test) 0.7063 

  Deviation from Model Not Significant 
 
Table 4.6: Analysis and fit parameters from the data used to generate the dose-response curve in fig. 4.53 
 
 
 
 

4.4.1.2 Network median after normalization 
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Fig. 4.54:  Dose response curve generated using data from 3 recordings, IC50 = 490 ±1.82 µM, R2 = 0.84 

 
 
 

Best-fit values  Goodness of Fit   

Bottom -0.1116 Degrees of Freedom 12 

Top 0.9559 R square 0.8419 

LogIC50 2.690 Absolute Sum of Squares 0.2133 

HillSlope -1.117 Sy.x 0.1333 

IC50 490.1 Runs test   

Span 1.067 Points above curve 10 

Std. Error   Points below curve 6 

Bottom 0.2957 Number of runs 10 

Top 0.06721 P value (runs test) 0.8636 
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LogIC50 0.2599 Deviation from Model Not Significant 

HillSlope 0.5593 Number of points   

Span 0.3265 Analyzed 16 

  Outliers (not excluded, Q=1.0%) 0 

 
Table 4.7: Analysis and fit parameters from the data used to generate the dose-response curve in fig. 4.54 

 
 
 
 
 
 
 

4.4.2 Midbrain, data from two networks: 

4.4.2.1 Network averages before normalization 

Only two recordings using midbrain tissue could be made, but the analysis of 
this limited data set shows impressively how large the differences can be that the two 
analysis methods used here can produce. While there is hardly any chance of fitting the 
data when analyzed with the network average method without initial normalization (R2 
= 0.49, IC50 and other parameters not computable; figure 4.55, table 4.8, respectively), 
the fit is almost perfect when the median values are used and the spikes/min values are 
normalized first (R2 = 0.99, IC50 = 1064 ±1.5 µM; fig. 4.56, table 4.9).    
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Fig. 4.55: Dose response curve generated using data from 2 recordings, IC50 = NA, R2 = 0.49 

 
 

Best-fit values  Goodness of Fit   

Bottom ~ -15.41 Degrees of Freedom 10 

Top 1.130 R square 0.4858 

LogIC50 ~ 10.17 Absolute Sum of Squares 0.8404 

HillSlope ~ -0.1755 Sy.x 0.2899 
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IC50 ~ 1.478e+010 Runs test   

Span ~ 16.54 Points above curve 7 

Std. Error   Points below curve 7 

Bottom ~ 1387 Number of runs 11 

Top 1.183 P value (runs test) 0.9749 

LogIC50 ~ 254.4 Deviation from Model Not Significant 

HillSlope ~ 0.9534 Number of points   

Span ~ 1388 Analyzed 14 

Table 4.8: Analysis and fit parameters from the data used to generate the dose-response curve in fig. 4.55 

 
 

4.4.2.2 Network median after normalization 
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Fig. 4.56: Dose response curve generated using data from 2 recordings, IC50 = 1064 ±1.5 µM, R2 = 0.99 

 
 

Best-fit values  Goodness of Fit   

Bottom -0.4164 Degrees of Freedom 10 

Top 0.9943 R square 0.9925 

LogIC50 3.027 Absolute Sum of Squares 0.008478 

HillSlope -0.6535 Sy.x 0.02912 

IC50 1064 Runs test   

Span 1.411 Points above curve 7 

Std. Error   Points below curve 7 

Bottom 0.1869 Number of runs 8 

Top 0.02544 P value (runs test) 0.6166 

LogIC50 0.1774 Deviation from Model Not Significant 

HillSlope 0.08947 Number of points   

Span 0.2018 Analyzed 14 

 
 Outliers (not excluded, 

Q=1.0%) 0 

 
Table 4.9: Analysis and fit parameters from the data used to generate the dose-response curve in fig. 4.56 
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4.5 Cisplatin experiments 

4.5.1 Frontal cortex responses 

 

4.5.1.1 Sample recording 

 
Cisplatin (CisPt) is a very common chemotherapeutic drug that has been 

associated with severe neurological side-effects. These effects have not been 
investigated satisfactorily on the cellular or network level. The exemplary recording in 
figure 4.57 shows that at low concentrations up to 10 µM, CisPt did not cause the spike 
rate to decrease substantially. At a cumulative concentration of 30 µM, the activity 
decreased by approximately 45%, and at 50 µM it was down to 20% of the original 
reference activity. At this point, up to 11 out of the 30 active units occasionally stopped 
firing in bursts, or altogether (dark green and red curves in figure 4.57). After a 
complete exchange of the culture medium, the spiking rate returned to its original 
value, indicating that the acute toxicity of cisplatin was reversible. 
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Fig. 4.57: FC recording with three cisplatin additions: a: +10 µM, b: +20 µM, c: +20 µM. d: full medium 
change. dark red curve: number of active units, dark green curve: number of bursting units. White shaded 
areas: time periods data for following histograms were taken from  
 
 
 

The activity histograms (fig. 4.58) characterize the distribution of spike rates 
across all units beyond the mere quantification of activity levels as shown in figure 
4.59. The network activity rate did not change significantly after the first addition of 
cisplatin (One-way-ANOVA, p>0.05). Neither differed distributions a and b from e 
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significantly, which means that the original reference activity was recovered adequately 
by washing out the cisplatin. However, the structures of the distributions in a, b and e 
were not entirely the same. All distributions resembled bell-shaped arrangements with 
varying degrees of skewness and were therefore fitted with a Lorentzian curve-fit. In a, 
the goodness-of-fit parameter was R2 = 0.88, while it was 0.95 in b. This indicates a 
more synchronized activity behavior of the network units under 10 µM cisplatin than in 
plain culture medium. Following the subsequent cisplatin additions, the distributions 
were equally well fittable (R2 = 0.9, 0,94 in c and d, respectively). After washing out 
the cisplatin, the median and the mean of the activity returned to the same level as 
during the reference period, but the spike production was distributed differently across 
the network. The curve fit is not as good (R2 = 0.75), which means that the units did not 
follow the network trend homogenously, and it is much wider than before (span: 2.1, 
instead of 0.75), which also supports that interpretation. 
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Histogram of all units, minute 65-75
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Histogram of all units, minute 121-128
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Fig. 4.58:  Histograms of the minute median values from all units over the respective time periods 
indicated in figure 4.57. Blue vertical lines: medians; orange vertical lines: mean values. Goodness-of-fit 
parameters: a: R2 = 0.88, b: R2 = 0.95, c: R2 = 0.9, d: R2 = 0.94, e: R2 = 0.75 
 
 
Dunn's Multiple Comparison Test Difference in rank sum Significant? P < 0.05? 

min 3-13 vs min 37-47 -68.93 No 

min 3-13 vs min 65-75 515.9 Yes 

min 3-13 vs min 93-101 974.3 Yes 

min 3-13 vs min 121-128 -102.8 No 

min 37-47 vs min 65-75 584.8 Yes 

min 37-47 vs min 93-101 1043 Yes 

min 37-47 vs min 121-128 -33.91 No 

min 65-75 vs min 93-101 458.4 Yes 

min 65-75 vs min 121-128 -618.7 Yes 

min 93-101 vs min 121-128 -1077 Yes 
 
Table 4.10:  Results from one-way ANOVA with post-test comparing the activity distributions from 
figure 4.58 with each other. No significant differences between histogram a and b, a and e, and b and e 
(rows shaded grey). 

 
 
 
 
 
 
 
 
 
 
 
4.5.1.2 Morphology of the neurons under CisPt 

Before and after the MEA recording shown in figure 4.57, pictures of a portion of the 
neurons were taken. In figure 4.59, the neurons had not been subjected to cisplatin, 
whereas the picture in fig. 4.60 was taken while the cells were under the influence of 50 
µM cisplatin. At this magnification (100x), no significant morphological changes were 
identified that would indicate any acutely cytotoxic properties of cisplatin.   
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Fig. 4.59:  Neurons and glia cells on the MEA plate used in the recording, before cisplatin was added. 

 

 

Fig. 4.60:  Neurons and glia cells on the MEA plate used in the recording, after addition of cisplatin. 
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4.5.1.3 Summary data from six networks 
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Fig. 4.61: Dose response curve generated with data from 6 recordings, IC50 = 20.5 ±3.45 µM, R2 = 0.78 
 

 
Best-fit values  Goodness of Fit   

Bottom -0.02464 Degrees of Freedom 22 

Top 0.9743 R square 0.7756 

LogIC50 1.311 Absolute Sum of Squares 0.4209 

HillSlope -0.8393 Sy.x 0.1383 

IC50 20.48 Runs test   

Span 0.9989 Points above curve 12 

Std. Error   Points below curve 14 

Bottom 0.5024 Number of runs 13 

Top 0.08666 P value (runs test) 0.4296 

LogIC50 0.5377 Deviation from Model Not Significant 

HillSlope 0.5155 Number of points   

Span 0.5525 Analyzed 26 
 
Table 4.11:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.61 
 

 
 

4.5.2 Cisplatin responses after preincubation with 0.3 mM vitamin C 

 
4.5.2.1 Data from 2 networks 

In an attempt to protect the neurons from the acute cisplatin toxicity, two 
networks were pre-treated with 0.3 mM vitamin C, according to a clinical case study, in 
which this dose had proven useful (see introduction). As figure 4.62 shows, the network 
responses (medians) did indeed shift to the right, which means that the neurons were 
less susceptible to CisPt than the ones not treated with vitamin C. However, 
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concentrations above 100 µM in the culture medium could not be achieved with the 
cisplatin stock solution available. Therefore, the dose-response curve fit is not 
complete, and the IC50 value is only an estimate.  
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Fig. 4.62:  Dose response curve generated using data from 11 recordings, IC50 ≈ 100 µM, R2 = 0.66 

 
 
 

4.5.3 Midbrain responses: 
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Fig. 4.63:  Dose response curve generated using data from 6 recordings, IC50 = 114 ±103 µM, R2 = 0.56 
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Midbrain cultures responded to cisplatin addition in a dose-dependent manner 
(fig. 4.63). However, complete inhibition of all activity was not caused at the doses 
applied (up to 400 µM). Higher concentrations could not be achieved since the 
concentration of the available, hypotonic stock solution would have required extensive 
volumes to be added. Thus the osmolarity of the recording medium would have been 
lowered significantly, which generally affects neuronal activity levels. The IC50 
calculated from the midbrain recordings was 114 µM, 5.5-fold higher than for FC, 
supporting the notion that FC neurons are more sensitive to many different 
pharmacological substances than midbrain ones. 

 
Best-fit values  Goodness of Fit   

Bottom 0.1468 Degrees of Freedom 19 

Top 1.019 R square 0.5639 

LogIC50 2.057 Absolute Sum of Squares 0.3339 

HillSlope -0.5959 Sy.x 0.1326 

IC50 113.9 Runs test   

Span 0.8721 Points above curve 14 

Std. Error   Points below curve 9 

Bottom 1.234 Number of runs 14 

Top 0.1427 P value (runs test) 0.8721 

LogIC50 2.015 Deviation from Model Not Significant 

HillSlope 0.6907 Number of points  

Span 1.301 Analyzed 23 
 
Table 4.12:  Analysis and fit parameters from the data used to generate the dose-response curve in fig. 
4.63 

 
 

 
4.6 Chloroacetaldehyde experiments 

4.6.1 Frontal cortex responses 

CAA is the most prevalent and neurotoxic metabolite of Ifosfamide, a potent 
anti-neoplastic drug. Contrary to cisplatin, this compound proved to be highly 
neurotoxic, and its effects were not reversible through one or several consecutive 
medium changes.  

Fig. 4.64 shows that 0.2 µM CAA sufficed to elevate the spike rate initially by 
60% and then to reduce it by 70% over the following 20 minutes. Another 0.2 µM dose 
of CAA caused another initial, short activity increase. This increase was again 
approximately 60% in amplitude, measured based on the activity plateau that was 
generated by the first CAA dose. Over the subsequent 15 minutes, the activity 
decreased again, this time down to about 7% of the initial reference value. At the same 
time, the number of entirely inactive units rose to 50% of the original number. After the 
first CAA addition, 85% of the cells were still active. In contrast to the previous 
experiments using cisplatin, ethanol, lidocaine or barbital-sodium, a medium change 
was not sufficient to reverse the CAA effect permanently. After a very short 90%-
recovery of the activity rate, the network activity declined again, this time until there 
was hardly any activity left, and 70% of the active units had fallen silent. This trend 
could not be stopped by a second medium change 37 minutes later, so that all activity 
was gone 190 minutes after the first addition of CAA.  
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Fig. 4.64:  CAA titration on FC tissue: a: +0.2 µM CAA; b: + 0.2 µM CAA; c, d: full medium change. 
Arrows: time points at which the pictures shown in figure 4.65 were taken. 
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Fig. 4.65:  Photographs of neurons taken at the time points denoted in fig. 4.64. Magnification: 100x. 
Green arrows in 1): Examples of neuronal cell bodies undergoing major cytoskeletal transformations 
throughout the CAA titration. Red arrows: electrode spots on MEA, ca. 15 µm diameter each. 
 
 
 

An examination of the phase-contrast micrographs taken at the respective times 
denoted by arrows in figure 4.65 reveals dramatic morphological changes brought about 
by CAA. In 1), some of the neuronal somata are marked with green arrows for better 
orientation. The red arrows denote the recording electrodes. In this case, three de-
insulated spots are located at the end of each conductor. By the time the activity had 
declined to almost zero (3), many of the cell bodies had become necrotic, and this 
transformation continued until hardly any phase-bright structures are visible in 5). 

 
 
 
 
 
Another six CAA titrations are shown in figure 4.66. The following CAA 

concentrations were added to the respective cultures: a: 10 µM, then one medium 
change; b: 2 µM, then three medium changes; c: 6 µM, then one medium change; d: 30 
µM, then three medium changes; e: 0.2 and 0.2 µM, then three medium changes; f: 5 
and 20 µM, then one medium change. The recordings in e) and f) were interrupted due 
to technical problems, so that it is unclear whether the final activity plateau was reached 
before the end of the recording. 
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Fig. 4.66:  Six independent recordings showing network responses (median, white curve) as well as 
number of participating units (active units: dark red curve; bursting units: dark green curve) resulting 
from CAA additions. Secondary y-axes: Number of active and bursting units. 
 
 
 
 
 

4.6.2 Midbrain responses 

Three cell cultures were used to evaluate the neurotoxicity of CAA on midbrain 
tissue. As it was the case for FC tissue, CAA caused irreversible activity suppressions, 
such as shown in fig. 4.67 a), where 20 µM CAA were added and a full medium change 
was administered only ten minutes later. After a short 160% increase in activity, the 
cells died very quickly. In b), 2 µM CAA caused the activity to decrease slowly. 

 Fig. 4.68 shows an attempt at protecting the cells from CAA using the 
antioxidant vitamin C. The result is in fact quite promising, as two additions of 1 µM 
CAA each did not cause a fatal activity decrease, and the activity recovered completely 
after a full medium change. Unfortunately, the recording could not be continued beyond 
the time period shown in the diagram because of a technical problem. This particular 
experiment should certainly be repeated in the future. 
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Fig. 4.67:  a) +20 µM CAA, then one medium change; b) +2 µM CAA at black vertical bar. White 
curves: median network activity; green curves: bursting units, dark red curves: active units (both on 
secondary y-axis) 
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Fig. 4.68:  Recording under 0.3 mM vitamin C. a, b: + 1 µM CAA, c: full medium change. 

 
 

 
 
 
 
 
4.7 Amyloid-beta experiments 

4.7.1.1 Analysis summary 

Other than the compounds used in the investigations previously reported, beta-amyloid 
peptides are macromolecules which require more careful handling than ethanol, 
lidocaine, bicuculline or even cisplatin. Two main problems have to be addressed when 
using these peptides for actual titrations with cell cultures in order to make sure the 
cells actually experience the intended substance concentration. The first concern is 
whether the peptides interact with the culture medium, especially with the serum. Under 
conventional conditions, the cultures grow in culture medium that is supplemented with 
5% horse serum, and that usually does not change during the recordings. The question 
whether the beta-amyloid peptides interact with or become inactivated by horse serum 
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could not be definitely answered before the first test runs. However, the weak and 
heterogeneous responses obtained during these first recordings (fig. 4.69) indicate that 
there is, in fact, a complex and significant interaction, which is not entirely digressive. 
Serum contains hundreds of different species of proteins, amino acids and other 
macromolecules that are well known to interact with each other.  

On the other hand, it is equally important to maintain the functional integrity of 
the peptides before they are added to the culture medium. Since these substances react 
sensitively to changes in pH, they must be stored in appropriate buffer solutions that 
help avoid pH fluctuations. Serum-free recordings with a separate test of these buffer 
solutions were performed and are shown in fig. 4.70. Since two different types of beta-
amyloid peptide were used here, and the stock concentrations were different with 
respect to the buffer molarities, several x-axes had to be plotted denoting the buffer 
concentration (black) and the amyloid-beta monomer/dimer concentrations (green/blue, 
respectively).    
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Fig. 4.69: Recordings in normal culture medium with 5 % horse serum (HS), showing inconclusive 
activity changes as a result of amyloid-beta monomer or oligomer additions. 
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Fig. 4.70: Buffer tests (black) and monomer/dimer recordings (green/blue). The black x-axis quantifies 
the buffer concentrations tested, while the green and blue axes denote the monomer and dimer 
concentrations, respectively. 
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4.7.2 PH-buffer tests 

4.7.2.1 Effects on activity levels 

The beta-amyloid peptides used in this study are chains of 42 amino acids. This 
subtype of the amyloid-family is the dominating one found in human neurofibrillar 
plaques associated with AD. These peptides start out as single macromolecules 
(monomers) after they are cleaved by beta- and gamma-secretase, but they can quickly 
aggregate and form dimers, trimers, and so forth. After a long period of time, these 
oligomers can form even larger complexes, the fibrils, which in turn can clump together 
and precipitate as water-insoluble plaques in the brain, causing neuronal malfunction 
and death. However, recent findings have indicated that the smaller beta-amyloid 
aggregates may be acutely neurotoxic by interfering with the functions of cellular 
substructures, such as certain receptors or the cell membrane, directly. Available to us 
were small batches of monomers, dimers, and a mixture of oligomers (dimers, trimers, 
etc) without a precise description of the composition. Depending on the degree of 
aggregation, the peptides were stored in certain pH-buffers in order to maintain their 
functional integrity. Unfortunately, these buffer solutions, Tris and ammonium acetate 
(AA), were found to have certain neuroactive qualities of their own. Figure 4.71 shows 
that Tris buffer did suppress the spike production by as much as 50% at a concentration 
of 360 µM (around minute 145-160). In the second part of the experiment, a total 
concentration of 1 mM AA caused a 20% activity drop. 

      

 

Fig. 4.71:  Frontal cortex recording, 91 units total, culture: 48 days in vitro. a), b): +40 µM Tris; c): +80 
µM Tris, d): +200 µM Tris, e): medium change, f): +250 µM Ammonium acetate (AA), g): +750 µM 
AA, h): medium change. White shaded areas: periods for analysis in the following histograms.    
 
 
 
 
 
 
 



 176 

4.7.2.2 Burst parameter analysis 

Since the buffer solutions did affect the activity rates by themselves, a 
quantification of the beta-amyloids’ neuroactivity solely based on spike rate changes 
might prove difficult, even though a trend towards a stronger response to the buffer 
solutions with the peptides than to the buffers alone is visible (fig. 4.70). Therefore, a 
closer look at the internal structures of the activity dynamics is likely to be useful. As 
mentioned earlier, frontal cortex neurons always fire in unison, at least in vitro. By 
organizing the activity in short periods of concerted spiking, the so-called bursts, and 
relatively long periods of silence, a number of bursting parameters emerge that can be 
modulated. Fig. 4.72 shows what the burst pattern from the recording in figure 4.71 
looked like, both in its reference state (a, b), and under 40 µM Tris (c, d). One 
important parameter is the burst period, which is a “network parameter”, not a unit-
specific parameter, given all the units always participate in every burst. Another 
important parameter is the spike frequency inside the bursts, which is unit-specific. This 
can be seen in b and d, which are detailed depictions of the bursts marked in a and c, 
respectively. The third basic parameter used to describe the burst pattern is the number 
of spikes in a burst, which is unit-specific, too.  
 

 
 

 

Fig. 4.72:  Burst patterns taken from the recording in fig. 4.71, showing the activity pattern (a, c) and a 
detailed view of one burst each (b, d, respectively) Window widths: a, c: 47 seconds; b, d: 364 
milliseconds.  

a 

b 

c 

d 



 177 

 
 

The values for the burst period can be plotted as shown in figure 4.73. There is 
hardly any difference between the mean and the median burst period calculated from 
the individual unit values, which verifies the claim that it is a network parameter and 
requires no further in-depth analysis as to which way it should be quantified to yield the 
highest statistical precision and significance. In this case, 360 µM Tris elevated the 
burst period by 78%, while 1 mM AA raised it by only 14%. 

 
Burst period

0

0.5

1

1.5

2

2.5

3

1 16 31 46 61 76 91 106 121 136 151 166 181 196 211 226 241 256 271 286 301 316 331 346

time [min]

S
ta
n
d
a
rd
iz
e
d
 v
a
lu
e
s

median Burst period mean Burst Period

a b c d

f

e

g h

 

Fig. 4.73:  Graph showing the evolution of the burst period over the entire recording. Yellow curve: 
Mean burst period.  

 
 
In case of the spike frequency inside the bursts (“burst Hz”) and the number of 

spikes per burst, the analysis is more complicated. Bursts are complex structures 
comprised by each participating units of a short chain of single events, the APs. Their 
distribution is highly dynamic and sometimes differs significantly from unit to unit, as 
we saw in fig. 4.72 b) and d). Just like the total number of spikes/min, which has been 
the main parameter for activity evaluation so far, there is a distribution of both the 
number of spikes per burst and the burst Hz, over all the active units. This means that 
before being able to quantify changes in those two parameters accurately, we have to 
investigate first which analysis approach is best suited, similar to what was done earlier 
with the spikes/min values. The key questions are again whether the data should be 
normalized first with respect to each unit’s reference period, and whether it makes 
sense to use the median of all units’ values as the one number describing the network 
behavior. Figures 4.74 and 4.75 reveal by how much the results vary depending on 
which method is chosen: In 4.74, the median and mean values of the burst Hz (dark 
blue and light blue lines, respectively) and of the spikes per burst (dark red and red 
lines, respectively) were calculated first and then normalized, while in 4.75 the process 
was carried out the other way around. The differences appear to be only marginal for 
the burst Hz graphs but major for the spikes per burst values.  
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Fig. 4.74:  Light blue and dark blue curves: mean and median values of the spike frequency inside the 
bursts (“burst Hz”), respectively; red and dark red curves: mean and median of the number of spikes per 
burst. All values were calculated before normalizing with respect to the initial reference activity period. 
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Fig. 4.75:  Light blue and dark blue curves: mean and median values of the spike frequency inside the 
bursts (“burst Hz”), respectively; red and dark red curves: mean and median of the number of spikes per 
burst. All values were calculated after normalizing with respect to the initial reference activity period. 
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4.7.2.2.1 Detailed analysis: Number of spikes per burst 

In order to quantify the discrepancies between the values resulting from the 
different analysis methods, histograms of the non-normalized spikes/burst values of all 
individual units over the time periods shown in figs. 4.74 and 4.75 were plotted (fig. 
4.76, a)-i)). In addition, these data were combined in a multiple box plot (fig. 4.76 j) 
showing the 25th-75th percentile of the data as the box, the median as the line crossing 
it, the mean as a cross inside the box, with the whiskers representing the 1st-99th 
percentile and the black dots the outliers. Statistical analysis of these data reveals poor 
R2-values of the Lorentzian curve fits performed on each of the histograms (between 
0.488 and 0.817, see the legend of fig. 4.76). Additionally, a one-way ANOVA with a 
post-test comparing every histogram’s median with each other’s for significant 
differences was carried out (table 4.13). According to this evaluation, only ten out of 
the 36 possible comparisons were considered significantly different.  

Normalizing each unit’s values first before calculating the network mean or 
median provides a different picture: The distributions are not as obviously split up into 
several subgroups as before, and they follow their fitted curves much more rigorously 
(R2-values 0.91 – 0.98, see the legend of fig. 4.77). The ANOVA-analysis (table 4.14) 
reveals that 21 out of 36 possible combinations yield significant differences now when 
compared with each other. This means that there is an increase in sensitivity towards 
changes in the number of spikes per burst when calculated after normalizing each unit’s 
values first. Visual inspection of the histograms in fig. 4.77 also shows that the median 
values (blue vertical bars) either give a better indication of the location of the 
distribution’s peak than, or the same as, the network mean which is labeled with an 
orange vertical line. In summary, the number of spikes per burst decreased by 8.4% as a 
response to 360 µM Tris, and by 6.8% under 1 mM AA. 
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Histogram of all units, minute 54-71
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Histogram of all units, minute, 127-133
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Histogram of all units, minute 154-161
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Histogram of all units, minute 196-202
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Histogram of all units, minute 247-254

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34
0

20

40

60

80

100

Bin Center (spikes/burst)

c
o
u
n
t

Histogram of all units, minute 287-294
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Histogram of all units, minute 338-345
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Fig. 4.76:  a)– i): Spikes/burst histograms for all time periods indicated in fig. 4.71. R2 values (a – i): 
0.488, 0.736, 0.563, 0.617, 0.633, 0.817, 0.604, 0.619, 0.699. j): box plot summarizing the histograms     
 
 
 
 
 
Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant? 
P < 0.05? 54-71 vs 196-202 430.8 Yes 

1-6 vs 22-30 416.0 Yes 54-71 vs 247-254 206.5 No 

1-6 vs 54-71 175.2 No 54-71 vs 287-294 278.5 No 

1-6 vs 127-133 474.8 Yes 54-71 vs 338-345 380.3 Yes 

1-6 vs 154-161 579.7 Yes 127-133 vs 154-161 104.9 No 

1-6 vs 196-202 605.9 Yes 127-133 vs 196-202 131.1 No 

1-6 vs 247-254 381.7 Yes 127-133 vs 247-254 -93.11 No 

1-6 vs 287-294 453.7 Yes 127-133 vs 287-294 -21.09 No 

1-6 vs 338-345 555.4 Yes 127-133 vs 338-345 80.65 No 

22-30 vs 54-71 -240.8 No 154-161 vs 196-202 26.26 No 

22-30 vs 127-133 58.78 No 154-161 vs 247-254 -198.0 No 

22-30 vs 154-161 163.7 No 154-161 vs 287-294 -126.0 No 

22-30 vs 196-202 189.9 No 154-161 vs 338-345 -24.24 No 

22-30 vs 247-254 -34.33 No 196-202 vs 247-254 -224.3 No 

22-30 vs 287-294 37.69 No 196-202 vs 287-294 -152.2 No 

22-30 vs 338-345 139.4 No 196-202 vs 338-345 -50.50 No 

54-71 vs 127-133 299.6 No 247-254 vs 287-294 72.02 No 

54-71 vs 154-161 404.5 Yes 247-254 vs 338-345 173.8 No 

   287-294 vs 338-345 101.7 No 

Table 4.13:  Results of a one-way ANOVA analysis with post-test comparing each histogram’s data 
distribution from figure 4.76 j) with each other for significant differences in the medians.  
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Histogram of all units, minute 22-30
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Histogram of all units, minute 54-71
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Histogram of all units, minute 127-133
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Histogram of all units, minute 154-161
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Histogram of all units, minute 247-254
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Histogram of all units, minute 338-345
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Fig. 4.77: a) – i): Spikes/burst histograms for all time periods indicated in fig. 4.71. R2 values (a – i): 
0.984, 0.928, 0.964, 0.964, 0.95, 0.912, 0.977, 0.954, 0.937. j): box plot summarizing the histograms     

 

 

Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant? 
P < 0.05? 54-71 vs 196-202 1261 Yes 

min 1-6 vs 22-30 1383 Yes 54-71 vs 247-254 775.1 Yes 

min 1-6 vs 54-71 893.2 Yes 54-71 vs 287-294 953.1 Yes 

min 1-6 vs 127-133 1688 Yes 54-71 vs 338-345 1074 Yes 

min 1-6 vs 154-161 1938 Yes 127-133 vs 154-161 249.5 No 

min 1-6 vs 196-202 2154 Yes 127-133 vs 196-202 465.7 Yes 

min 1-6 vs 247-254 1668 Yes 127-133 vs 247-254 -20.19 No 

min 1-6 vs 287-294 1846 Yes 127-133 vs 287-294 157.8 No 

min 1-6 vs 338-345 1967 Yes 127-133 vs 338-345 278.3 No 

22-30 vs 54-71 -490.0 Yes 154-161 vs 196-202 216.2 No 

22-30 vs 127-133 305.2 No 154-161 vs 247-254 -269.7 No 

22-30 vs 154-161 554.7 Yes 154-161 vs 287-294 -91.66 No 

22-30 vs 196-202 770.9 Yes 154-161 vs 338-345 28.82 No 

22-30 vs 247-254 285.0 No 196-202 vs 247-254 -485.9 Yes 

22-30 vs 287-294 463.0 Yes 196-202 vs 287-294 -307.9 No 

22-30 vs 338-345 583.5 Yes 196-202 vs 338-345 -187.4 No 
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54-71 vs 127-133 795.2 Yes 247-254 vs 287-294 178.0 No 

54-71 vs 154-161 1045 Yes 247-254 vs 338-345 298.5 No 

   287-294 vs 338-345 120.5 No 

Table 4.14: Results of a one-way ANOVA analysis with post-test comparing each histogram’s data 
distribution with each other for significant differences in the medians. 

 

 

4.7.2.2.2 Detailed analysis: Spike frequency inside bursts 

The differences in the analysis of the burst Hz values are not as pronounced as it 
was the case for the spikes/burst distributions. Here, the R2 values for the histogram 
curve fits lie within similar ranges: 0.89 – 0.96 for the distributions calculated from the 
raw values (fig. 4.78), as opposed to 0.94 – 0.99 for those calculated from normalized 
data (fig. 4.79). The ANOVA tests found 21 out of 36 combinations to be significantly 
different when analyzed using the raw data, but 28 out of 36 when the calculations were 
based on the normalized numbers. Therefore, the median values of the normalized data 
should be used here as well. As a result, the burst Hz increased by 8.7% under the 
influence of 360 µM Tris, whereas dropped by 2% after the addition of 1 mM AA. 
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Histogram of all units, minute 154-161
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Histogram of all units, minute 247-254
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Histogram of all units, minute 287-294
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Histogram of all units, minute 338-345
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Fig. 4.78: a) – i): Spikes/burst histograms for all time periods indicated in fig. 4.71. R2 values (a – i): 
0.984, 0.928, 0.964, 0.964, 0.95, 0.912, 0.977, 0.954, 0.937. j): box plot summarizing the histograms     

 

 

 

e f 

g h 

i j 



 186 

Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant? 
P < 0.05? 22-30 vs 247-254 -391.5 Yes 

min 1-6 vs 22-30 969.2 Yes 22-30 vs 287-294 -211.9 No 

min 1-6 vs 54-71 825.5 Yes 22-30 vs 338-345 -208.7 No 

min 1-6 vs 127-133 274.4 No 54-71 vs 127-133 -551.2 Yes 

min 1-6 vs 154-161 134.6 No 54-71 vs 154-161 -690.9 Yes 

min 1-6 vs 196-202 -161.9 No 54-71 vs 196-202 -987.4 Yes 

min 1-6 vs 247-254 577.7 Yes 54-71 vs 247-254 -247.8 No 

min 1-6 vs 287-294 757.2 Yes 54-71 vs 287-294 -68.29 No 

min 1-6 vs 338-345 760.5 Yes 54-71 vs 338-345 -65.05 No 

22-30 vs 54-71 -143.6 No 127-133 vs 154-161 -139.8 No 

22-30 vs 127-133 -694.8 Yes 127-133 vs 196-202 -436.2 Yes 

22-30 vs 154-161 -834.6 Yes 127-133 vs 247-254 303.3 No 

22-30 vs 196-202 -1131 Yes 127-133 vs 287-294 482.9 Yes 

127-133 vs 338-345 486.1 Yes 196-202 vs 247-254 739.5 Yes 

154-161 vs 196-202 -296.5 No 196-202 vs 287-294 919.1 Yes 

154-161 vs 247-254 443.1 Yes 196-202 vs 338-345 922.3 Yes 

154-161 vs 287-294 622.6 Yes 247-254 vs 287-294 179.6 No 

154-161 vs 338-345 625.9 Yes 247-254 vs 338-345 182.8 No 

   287-294 vs 338-345 3.238 No 

Table 4.15: Results of a one-way ANOVA analysis with post-test comparing each histogram’s data 
distribution with each other for significant differences in the medians. 
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Histogram of all units, minute 154-161
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Histogram of all units, minute 247-254
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Histogram of all units, minute 338-345
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Fig. 4.79: a – i: Spikes/burst histograms for all time periods indicated in fig. 4.71. R2 values (a – i): 
0.989, 0.967, 0.98, 0.971, 0.939, 0.985, 0.994, 0.99, 0.985. j: box plot summarizing the histograms  
 
 
Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant?  
P < 0.05?    

1-6 vs 22-30 -857.3 Yes 54-71 vs 247-254 1781 Yes 

1-6 vs 54-71 -1340 Yes 54-71 vs 287-294 1455 Yes 

1-6 vs 127-133 -875.3 Yes 54-71 vs 338-345 1253 Yes 
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1-6 vs 154-161 -1430 Yes 127-133 vs 154-161 -554.2 Yes 

1-6 vs 196-202 -274.5 No 127-133 vs 196-202 600.9 Yes 

1-6 vs 247-254 440.8 Yes 127-133 vs 247-254 1316 Yes 

1-6 vs 287-294 114.7 No 127-133 vs 287-294 990.0 Yes 

1-6 vs 338-345 -87.24 No 127-133 vs 338-345 788.1 Yes 

22-30 vs 54-71 -483.1 Yes 154-161 vs 196-202 1155 Yes 

22-30 vs 127-133 -18.00 No 154-161 vs 247-254 1870 Yes 

22-30 vs 154-161 -572.2 Yes 154-161 vs 287-294 1544 Yes 

22-30 vs 196-202 582.9 Yes 154-161 vs 338-345 1342 Yes 

22-30 vs 247-254 1298 Yes 196-202 vs 247-254 715.3 Yes 

22-30 vs 287-294 972.0 Yes 196-202 vs 287-294 389.1 Yes 

22-30 vs 338-345 770.1 Yes 196-202 vs 338-345 187.2 No 

54-71 vs 127-133 465.1 Yes 247-254 vs 287-294 -326.1 No 

54-71 vs 154-161 -89.10 No 247-254 vs 338-345 -528.0 Yes 

54-71 vs 196-202 1066 Yes 287-294 vs 338-345 -201.9 No 

Table 4.16: Results of a one-way ANOVA analysis with post-test comparing each histogram’s data 
distribution with each other for significant differences in the medians. 

 
 
 
4.7.3 A-beta monomers and oligomers 

4.7.3.1 Example recording with monomers 

The recording shown below (fig. 4.80) was analyzed with respect to its burst 
parameters the same way as the buffer test recording above. In summary, the final 
cumulative dose of 0.7 µM a-beta monomers caused the burst Hz to increase by 26%, 
the burst period by 270%, and the number of spikes per burst to decrease by 44%. The 
dashed vertical line in figure 4.85 denotes the respective final concentration of Tris 
from the buffer tests. Interpolating to that position, the burst Hz would have increased 
by 24%, the burst period by 60%, and the spikes/burst would have decreased by 28%. 

 

 

Fig. 4.80:  a: +80 µM Tris buffer, b: +80 µM Tris +0.1 µM A-beta monomers, c: +80 µM Tris +0.1 µM 
A-beta monomers, d: +400 µM Tris + 0.5 µM A-beta monomers 
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Fig. 4.81:  Burst period evolution during the experiment shown in fig. 4.80 
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Fig. 4.82:  Light blue and dark blue curves: mean and median values of the spike frequency inside the 
bursts (“burst Hz”), respectively; red and dark red curves: mean and median of the number of spikes per 
burst. All values were calculated after normalizing with respect to the initial reference activity period. 
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Histogram of all units, minute 112-123
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Histogram of all units, minute 181-191
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Fig. 4.83:  a) – f): Spikes/burst histograms for all time periods indicated in fig. 4.80. g): box plot 
summarizing the histograms  
 
 
 
Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant? 
P < 0.05? 112-123 vs 148-166 835.3 Yes 

17-25 vs 66-80 620.4 Yes 148-166 vs 181-191 286.5 Yes 

66-80 vs 112-123 -6.477 No 181-191 vs 342-362 250.2 Yes 
 
Table 4.17:  Selection of ANOVA results comparing all distributions from fig. 4.83: Differences are 
significant from one analysis period to the next, except for the second to the third one.   
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Histogram of all units, minute 112-123
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Histogram of all units, minute 148-166

0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
1.
4
1.
6
1.
8
2.
0
2.
2
2.
4
2.
6
2.
8
3.
0
3.
2
3.
4
3.
6
3.
8
4.
0

0

50

100

150

200

Bin Center (Standardized Hz)

c
o
u
n
t

 

Histogram of all units, minute 181-191
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Fig. 4.84:  a – f: Spikes/burst histograms for all time periods indicated in fig. 4.80. g: box plot 
summarizing the histograms 

 

Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant
? P < 0.05? 112-123 vs 148-166 -711.0 Yes 

17-25 vs 66-80 -546.5 Yes 148-166 vs 181-191 -2.635 No 

66-80 vs 112-123 83.16 No 148-166 vs 342-362 -41.73 No 

66-80 vs 148-166 -627.9 Yes 181-191 vs 342-362 -39.10 No 
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Table 4.18: Selection of ANOVA results comparing all distributions from fig. 4.84: Differences are 
significant from one analysis period to the next only for the first to the second, the second to the fourth, 
and the third to the fourth.   
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Fig. 4.85:  Summary of burst parameter changes caused by the addition of a-beta monomers. Dashed 
vertical bar: Maximum Tris concentration in buffer tests. Burst period: on secondary y-axis 
 
 

4.7.3.2 Example recording with dimers 

This recording was analyzed the same way as the ones shown above. The results 
are summarized in figure 4.91. At a concentration of 0.3 µM a-beta dimers, which 
corresponds to 1 mM AA, the maximum concentration used in the buffer tests, the burst 
Hz were 17% above the reference level. The burst period was prolonged by 200%, and 
the number of spikes per burst declined by 60%.  

 
Fig. 4.86:  a: +80 µM Tris buffer, b: +80 µM Tris +0.1 µM A-beta monomers, c: +80 µM Tris +0.1 µM 
A-beta monomers, d: +400 µM Tris + 0.5 µM A-beta monomers 
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Fig. 4.87:  Burst period evolution during the experiment shown in fig. 4.86. 
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Fig. 4.88:  Light blue and dark blue curves: mean and median values of the spike frequency inside the 
bursts (“burst Hz”), respectively; red and dark red curves: mean and median of the number of spikes per 
burst. All values calculated after normalizing with respect to the initial reference activity period. 
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Histogram of all units, minute 473-488
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Fig. 4.89:  a – f: Spikes/burst histograms computed from non-normalized data for all time periods 
indicated in fig. 4.86. g: box plot summarizing the histograms 

 

 

 

Dunn's Multiple 
Comparison Test 

Difference in 
rank sum 

Significant? 
P < 0.05? 235-241 vs 263-276 663.1 Yes 

4-25 vs 115-135 947.3 Yes 263-276 vs 370-389 600.4 Yes 

115-135 vs 184-199 489.8 Yes 370-389 vs 473-488 -84.74 No 

184-199 vs 235-241 539.9 Yes   

Table 4.19: of ANOVA results comparing all distributions from fig. 4.89 g). 
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Histogram of all units, minute 184-199
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Fig. 4.90: a – f: Spikes/burst histograms computed from individually normalized data for all time periods 
indicated in fig. 4.86. g: box plot summarizing the histograms 
 

Dunn's Multiple Comparison Test Difference in rank sum Significant? P < 0.05? 

4-25 vs 115-135 -1098 Yes 

115-135 vs 184-199 97.25 No 
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115-135 vs 235-241 -370.9 Yes 

184-199 vs 235-241 -468.2 Yes 

235-241 vs 263-276 -122.2 No 

235-241 vs 370-389 -553.5 Yes 

235-241 vs 473-488 -132.8 No 

263-276 vs 370-389 -431.3 Yes 

263-276 vs 473-488 -10.59 No 

370-389 vs 473-488 420.8 Yes 

Table 4.20: ANOVA results comparing all distributions from fig. 4.90 g) 
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Fig. 4.91:  Summary of burst parameter changes caused by the addition of a-beta monomers. Dashed 
vertical bar: Maximum AA concentration in buffer tests. Burst period: on secondary y-axis. 
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4.8 Multi-network titration of muscimol with a liquid handling robot 

4.8.1 Simultaneous recording of eight networks: 

The CNNS has been devoting a considerable portion of its resources to 
developing a high-throughput system that will allow users to perform a number of 
MEA-based recordings simultaneously. Obviously, this undertaking is accompanied by 
a plethora of new challenges and problems that need to be addressed in order for such a 
system to function reliably and in a practical way. One of the many challenges that have 
recently been worked on is the automatic addition of water for osmolarity control and 
of compounds for automated experiments. For the first time, an eight-site culture plate 
with eight separate, spontaneously active cortical cultures has been recorded from and 
subject to a fully automatic addition of bicuculline and muscimol (a GABA agonist), 
using a computer-controlled liquid handling system. While fig. 4.92 captures a moment 
in the live display of the recording, fig. 4.93 summarizes the response of the eight 
networks to the muscimol titration, after they had received 40 µM bicuculline each 
beforehand. 

 

 
 

Fig. 4.92:  Simultaneous recording of 8 separate networks using 4 PCs: Plexon Sortclient software, and 
CNNS custom made program “VernAC”, based on LabView. 
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Fig. 4.93:  Activity displays from all eight separate networks, analyzed both without unit-wise 
normalization (mean only, green curves) and after normalization (mean: black curves, median: white 
curves). 
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4.8.2 Analysis with initial normalization of individual units, using medians: 

The 8-network data were analyzed in the two different ways described 
previously, in order to find out whether one or the other method would yield favorable 
results in this case. Calculating the median values after unit-wise normalization yielded 
the individual network dose-response curves in fig. 4.94 a), with most IC50 values 
around 4 µM. Two networks seemed to respond far more sensitively to muscimol, with 
IC50 values of approximately 1 µM and 0.5 µM (network 2 and 7, respectively). After 
combining the data points from all the networks into one dose-response relation, the 
box plot in figure 4.94 b) was generated. According to the subsequent ANOVA analysis 
(table 4.21), there were no significant differences between the reference activity and the 
activity after the first and second doses of muscimol, as well as between the first and 
the second, the second and the third, and between the third the fourth additions. 
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Fig. 4.94:  Dose-response curves of the separate networks (a, error bars: standard deviation), and 
combined in one box plot (b, whiskers: min-max, cross: mean, bar: median).  

 
 
 
Bonferroni's Multiple 
Comparison Test Mean Diff. t 

Significant? 
P < 0.05? -0.30 vs 0.568 0.4318 6.187 Yes 

-1.3 vs -0.3 0.03723 0.5333 No -0.3 vs 0.756 0.8316 11.91 Yes 

-1.3 vs 0.041 0.1135 1.627 No 0.041 vs 0.23 0.1832 2.624 No 

-1.3 vs 0.23 0.2967 4.251 Yes 0.041 vs 0.568 0.3555 5.093 Yes 

-1.3 vs 0.568 0.4690 6.720 Yes 0.041 vs 0.756 0.7553 10.82 Yes 

-1.3 vs 0.756 0.8688 12.45 Yes 0.23 vs 0.568 0.1723 2.469 No 

-0.3 vs 0.041 0.07630 1.093 No 0.23 vs 0.756 0.5721 8.198 Yes 

-0.3 vs 0.23 0.2595 3.717 Yes 0.568 vs 0.756 0.3998 5.728 Yes 

 
Table 4.21:  ANOVA test results comparing the distributions of data points from fig. 4.94 b) with each 
other. 

 
 
 
 
 

a b 
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Fig. 4.95 shows logarithmic decay curve fits of the medians (a, blue curve), and 
of the means (b, orange curve) from the box plot in fig. 4.94. The goodness-of fit 
parameters are both decent, but interquartile ranges (in a) and the standard deviations 
(in b) are very high, limiting the statistical value of these particular analyses.  
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Fig. 4.95:  Curve fits of the median (a) and mean (b) values from the box plot in fig. 4.94: Error bars in a: 
interquartile range, in b: standard deviation, IC50 (a) = 3.5, IC50 (b) = 3.1, R2 (a) = 0.93, R2 (b) = 0.98. 

 
 
 
 

4.8.3 Calculation without initial normalization of individual units, network means: 

Using the traditional way of determining the network activity values from the 
unedited spikes/min values prior to normalizing, we see that in this particular case the 
results are almost the same as with the normalization/median method. Both the 
ANOVA analysis and the curve fits of the combined data are virtually the same as in 
the analysis shown above. 
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Fig. 4.96:  Dose-response curves of the separate networks (a, error bars: standard deviation), and 
combined in one box plot (b, whiskers: min-max, cross: mean, bar: median).  
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Bonferroni's Multiple 
Comparison Test Mean Diff. t 

Significant? 
P < 0.05? -0.3 vs 0.568 0.4947 6.423 Yes 

-1.3 vs -0.3 0.03064 0.3978 No -0.3 vs 0.756 0.8790 11.41 Yes 

-1.3 vs 0.041 0.1087 1.411 No 0.041 vs 0.23 0.1886 2.449 No 

-1.3 vs 0.23 0.2973 3.860 Yes 0.041 vs 0.568 0.4167 5.410 Yes 

-1.3 vs 0.568 0.5253 6.821 Yes 0.041 vs 0.756 0.8010 10.40 Yes 

-1.3 vs 0.756 0.9097 11.81 Yes 0.23 vs 0.568 0.2281 2.961 No 

-0.3 vs 0.041 0.07804 1.013 No 0.23 vs 0.756 0.6124 7.952 Yes 

-0.3 vs 0.23 0.2666 3.462 Yes 0.568 vs 0.756 0.3843 4.990 Yes 

 
Table 4.22:   ANOVA (repeated measures) test comparing the distributions of data points from fig. 4.96 
b) with each other. 
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Fig. 4.97: Curve fits of the median (a) and mean (b) values from the box plot in fig. 4.96: Error bars in a: 
interquartile range, in b: standard deviation, IC50 (a) = 3.4, IC50 (b) = 3.5, R2 (a) = 0.96, R2 (b) = 0.98. 

 
 
 
 
 
 
 
 
 
 
4.8.4 Excluding networks 2 and 7: 

Since the poor separation of responses, in terms of significant activity changes 
from one muscimol dose to the next, was most likely due to the greatly enhanced 
sensitivity of networks 2 and 7, fig. 4.98 shows what happens when the data from these 
two networks are excluded from the analysis. The separation becomes much better, and 
tables 4.23 and 4.24 provide a quantification of these differences. Calculating the 
medians from the normalized values does improve the sensitivity in this case over using 
the raw data to calculate the means before normalization. 
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Fig. 4.98: Box plots showing the data from networks 1,3,4,5,6,8 and 9; a): normalized data, medians, b: 
non-normalized, means. 
 
 
 
Bonferroni's Multiple 
Comparison Test Mean Diff. t 

Significant? 
P < 0.05? -0.3 vs 0.568 0.3464 6.994 Yes 

-1.3 vs -0.3 0.02515 0.5079 No -0.3 vs 0.756 0.8741 17.65 Yes 

-1.3 vs 0.041 0.01612 0.3254 No 0.041 vs 0.23 0.1769 3.571 Yes 

-1.3 vs 0.23 0.1930 3.897 Yes 0.041 vs 0.568 0.3554 7.177 Yes 

-1.3 vs 0.568 0.3715 7.502 Yes 0.041 vs 0.756 0.8832 17.83 Yes 

-1.3 vs 0.756 0.8993 18.16 Yes 0.23 vs 0.568 0.1786 3.606 Yes 

-0.3 vs 0.041 -0.009033 0.1824 No 0.23 vs 0.756 0.7063 14.26 Yes 

-0.3 vs 0.23 0.1678 3.389 Yes 0.568 vs 0.756 0.5278 10.66 Yes 

Table 4.23:  ANOVA analysis (repeated measures) results comparing the columns of data shown as box 
plots in fig. 4.98 a). 
 
 
 
Bonferroni's Multiple 
Comparison Test Mean Diff. t 

Significant? 
P < 0.05? -0.3 vs 0.568 0.4299 7.204 Yes 

-1.3 vs -0.3 0.02536 0.4250 No -0.3 vs 0.756 0.9346 15.66 Yes 

-1.3 vs 0.041 0.003557 
0.0596
0 No 0.041 vs 0.23 0.1856 3.110 No 

-1.3 vs 0.23 0.1891 3.169 No 0.041 vs 0.568 0.4517 7.569 Yes 

-1.3 vs 0.568 0.4552 7.629 Yes 0.041 vs 0.756 0.9564 16.03 Yes 

-1.3 vs 0.756 0.9600 16.09 Yes 0.23 vs 0.568 0.2661 4.459 Yes 

-0.3 vs 0.041 -0.02180 0.3654 No 0.23 vs 0.756 0.7708 12.92 Yes 

-0.3 vs 0.23 0.1638 2.744 No 0.568 vs 0.756 0.5047 8.458 Yes 

Table 4.24: ANOVA (repeated measures) test results for the data from fig. 4.98 b). 
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4.9 Microchips for 24-network platform 

4.9.1 Morphological assessment 

In order to shed light on the biocompatibility of the new MEA-chips developed 
at the LME for a new 24-network recording system, cortical cultures were grown using 
a slightly modified version of the culture protocol. Fig. 4.99 shows good development 
of the glial cell monolayer at 6 days in vitro, as well as some emerging neurons with 
interconnections and smooth cell bodies. 

The second picture (fig. 4.100) was taken one day later and shows that the 
neuronal cell bodies are now growing and the interconnections are becoming longer. 
Again, the cell health is good, and adhesion to the substrate seems to be unproblematic. 

The last picture (fig. 4.101) taken from this particular chip shows the neuronal 
network on the entire electrode matrix after 10 days of development in the incubator. 
The network has now reached its final shape, and the cortical neurons usually start 
firing in coordinated bursts around this time. 
 

 

Fig. 4.99:  Low density frontal cortex culture 6 days after seeding on a new 32-electrode microMEA 
chip.  
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Fig. 4.100:  Low density frontal cortex culture 7 days after seeding on a new 32-electrode microMEA 
chip. 

  

 
Fig. 4.101:  Frontal cortex culture 10 days after seeding. The morphological development is nearly 
complete.  
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4.9.2 First recording 

After mechanical difficulties with the adaptation of the new chips to the 
electronics that were available, electrical activity was recorded for the first time from 
cells grown on one of the newly developed MEA-microchips. Even though the cells 
were morphologically far from ideal (fig. 4.102 ), six cells were shown to be active (fig. 
4.103). Figs. 4.104 and 4.105 reveal large differences in the spike rates among the 
individual units, as well as a strong, albeit very short, response to 20 µM bicuculline. 
 

 

 
Fig. 4.102:  a) Recording equipment: 1) Adapter with zebra strips for contacting MEA chips, 2) Bottom 
side of circuit board holding the pre-amplifiers, 3) Aluminum base plate, 4) microMEA chip without 
fluidics well, 5) 3D micrograph of electrode crater on microMEA chip, 6) microMEA chips with silicone 
medium well on top. b) Micrograph of the newly developed micro-MEA chip the activity shown in fig. 
4.103 was recorded from (magnification: 100 x). Cell culture: FC, 48 days in vitro. 

a 
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Fig. 4.103:  Live screenshot of the recorded activity 
 
 
 
 

 

 

Fig. 4.104:  Time course of recorded activity, raw data. Shaded area: Response to 20 µM bicuculline. 
Thick green line: mean values. 
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Fig. 4.105:  Time course of recorded activity, normalized data. Shaded area: Response to 20 µM 
bicuculline. Median and mean values are shown as white and black curves, respectively. Median and 
mean values calculated without initial normalization are also shown (light green, green lines, 
respectively). 
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Chapter Five:  Discussion 

5.1 Electrical and magnetic inhibition of L929 cell proliferation 

 
The rationale for this set of trials stems from a thesis first postulated by Cone 

and Tongier [134], and later by Binggeli and Weinstein, which state that mitotic 
activity might be functionally coupled with the TMP level and associated cellular ionic 
concentrations. Specifically, Binggeli and Weinstein showed that normal proliferating 
cells as well as uncontrollably dividing tumor cells always have a resting TMP less 
negative (i. e. higher) than -36 mV [10, 22]. They showed that other cells, which grow 
and cease growing in a controlled manner, reach more negative potentials and remain 
quiescent after one or two cell cycles in culture, whereas tumor cells are trapped at 
higher potentials and do not quit dividing. Since they point out that this relationship 
between membrane potential and proliferative activity may be causal in nature, we 
attempted to manipulate the growth rates of cells from a fibroblast cell line that had 
been treated to grow in a tumor cell-like fashion. We used different types of pulsed 
electrical fields with strengths ranging from 100 to 1350 V/m, which translates to 1.5 - 
20.25 mV induced membrane potential change at the individual cells, according to 
equation 1-12. This, in turn, rendered the TMP more negative, as it is defined as the 
difference of the internal and the exterior potential. With the field application methods 
available, it is impossible to induce a uniform TMP shift in radial direction all over the 
cell surface. The field lines produced by our application geometries were approximately 
linear around the single cells and crossed them in one direction, polarizing the cell 
surface in accordance with figure 1.10. We used only positive stimulation pulses to 
make sure the surface potential not be shifted in both positive and negative directions, 
annihilating the desired effects. Applying the field in a DC mode would certainly have 
maximized the field exposure and polarization that one side of the cell membrane 
experiences. However, even with the inert platinum electrodes used here, 
electrochemical phenomena, but no hydrolysis (which occurs at 1.2 V), would 
eventually have been induced by the voltages we applied and affected the cells’ 
viability. Therefore, pulsed fields with a duty cycle of 2.5% were chosen. To our 
knowledge, no cytotoxic electrochemical effects caused by these parameters have been 
reported. 

In order to make sure the cells were merely inhibited but not directly killed by 
the voltages applied, treated and control cultures were stained with Trypan blue, a dye 
that only passes fatally disrupted cell membranes, thus selectively staining dead cells. 
No considerable differences between the treated and untreated cultures were observed. 
Another potential, artifactual cause of growth inhibition could be excessive heating 
induced by the electrical pulses. In a 21 hour test recording under realistic stimulation 
conditions, using Pt1000 sensors embedded on the glass chip, a temperature elevation 
of 0.8 °C was confirmed. However, no evidence from the literature was found 
suggesting that this amount of heating might inhibit cell proliferation. In fact, the 
opposite effect would have been more likely to occur. Finally, the cells were also 
photographed before, during and after each treatment, so that apparent morphological 
irregularities could be spotted. This, however, was not the case. 

A limited number of studies suggest that electrical inhibition of cell growth is 
possible. For instance, the proliferation of endothelial cells was inhibited using a 200 
V/m DC electric field for 24 hours [111]. In another study, L929 fibroblasts were 
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exposed to sine shaped electric fields at an amplitude of 100 V/m and various 
frequencies. Below 1 kHz, the cells were proliferating significantly slower, whereas 
above 1 kHz, the treatment induced an enhanced growth rate [63]. The author 
hypothesized that at low frequencies, the local ionic densities and dipoles could have 
been altered, and that mechanically sensitive and voltage-gated ion channels could have 
been influenced by the electric fields, leading to higher influx of calcium ions. At 
frequencies exceeding several kHz, the transport rates of cellular ionic pumps and 
exchangers was postulated to be the decisive factor of manipulation. Even higher 
frequencies were used in a study using a variety of human and rodent tumor cells [114]. 
At 100 – 300 kHz and field strength amplitudes of 200 V/m, proliferation was inhibited. 
The authors propose two mechanisms of action, the first one being the electric field 
forces orienting tubulin dimers in the direction of the field lines during early mitosis, 
the second one, at later stages of the cell cycle, interference with cytokinesis through 
polarization and movement of organelles. All of these studies indicate that electrical 
inhibition of cell proliferation is within the realm of possibilities, but they either gave 
an incomplete description of the stimulation parameters and no conclusion about which 
aspect of the field was the decisive one that actually caused the cell cycle arrest, or they 
showed results we were unable to reproduce. Some of them did not entirely clarify the 
field characteristics at the site of the cellular stimulation. Therefore, we made an effort 
to apply electrical energy to cell cultures in two distinct ways, comparing direct cell-
electrode coupling with purely capacitive interaction using the same cell line and very 
similar incubation conditions. Field amplitudes and geometries were simulated using 
FEM methods, and calculations of the current densities at the cell layer level were 
performed as well. In the first phase of the inhibition trials, the cell cultures were 
treated electrically using a glass chip developed and fabricated at the LME with 
selectively deinsulated electrodes. In the second tier of the electrical stimulation 
experiments, we used a stimulation device that was designed to apply pulsed electric 
fields to industry-standard 6-well culture plates. The treatment parameters were chosen 
according to a comparison of the parameters from the literature and to practical 
considerations: For sufficient transmission of electrical energy, the fields should be 
pulsed, yet at the same time, there should be plateaus in each pulse that are long enough 
to actually polarize the cell. Using the glass chip with platinum stimulation electrodes 
developed at the LME, an effective current density of jz = 10 A/m2 at the site of the 
cells was calculated. We observed a significant cell number reduction of 30 % when the 
cells were counted right after the 21 hour stimulation period (independent of whether 
the treatment was administered 48 or 72 hours after seeding), and a reduction of 50 % 
in those cultures that were incubated for an additional 24 hours after the treatment. This 
indicates that the 21 hour generation time of the L929 cells may not be valid for all the 
cells in culture, and that the effect on those cells with a longer cell cycle may not have 
been observable right after the treatment period but after an additional incubation 
period. We conclude that the polarization induced by the electric field and currents 
sufficed to inhibit proliferation rates in a substantial way. The statistical significance of 
the differences between the treated cultures and the controls was confirmed by an 
ANOVA with multiple post test (Sidak-Holm, p < 0.001). 

The capacitive stimulation device was designed to have adjustable voltage 
settings, so that field strengths between 0.6 kV/m and 2.2 kV/m at the level of the cells 
in the 6-well plate could be evaluated. The current densities experienced by the cells 
were between 10-6 and 6*10-6 A/m2  and thus 6 – 7 orders of magnitude smaller than the 
ones produced on the glass chips. The data from several dozens of treatment cycles 
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demonstrate that these field strengths were not capable of inhibiting the proliferation 
rates in any significant way. Thus, a new stimulation board was designed featuring 
interdigital stimulation electrodes (IDES) of various dimensions which created a field 
gradient pattern as illustrated in fig. 2.16. The presence of a field gradient was proposed 
to be one potential reason for the greater inhibitory efficiency of the electrodes on the 
glass plates (fig. 2.6) over the 6-well stimulation board. Yet, a significant influence 
over the proliferation rates was not observed, which leads to the conclusion that the 
field gradient alone cannot be held accountable for the effects observed from the glass 
chip experiments. 

A third method of external application of electrical energy involves the use of a 
stimulation coil that induces an electrical current inside the intra- and intercellular 
electrolytic fluids. Inductive coupling of electromagnetic energy with biological tissue 
has been used for several decades, partially with astonishing results. Transcranial 
magnetic stimulation, for example, has been used to treat symptoms of stroke, severe 
depression, epilepsy and other disorders of the central nervous system. The motor 
function-related symptoms of Parkinson’s disease are greatly alleviated with electric 
deep brain stimulation, which could most likely be achieved non-invasively if 
stimulation coils were capable of penetrating the tissue deeply enough. However, the 
exact mechanisms of these (inter)actions on the cellular level remain elusive to date. 
Efforts have been made to stop cells from proliferating using magnetic stimulation in 
the past, but there are discrepancies between the results obtained by different 
laboratories. One study concludes that a 50 Hz, sine shaped magnetic fields of 1 mT 
flux can inhibit proliferation of lymphocytes [115], and another laboratory inhibited 
SV40-3T3 cell growth by 10 % using a 2 mT, 50 Hz field (60 min application, 300 
minutes post-incubation time) [116], while a third group found no significant growth 
rate changes of tumor cells after exposure to alternating magnetic fields. They applied 
50 and 60 Hz fields at 2, 20, 100 and 500 µT for 24 hours [117]. In a combined in vitro 
and in vivo study, artificially tumors were shrunk substantially by application of a 0.25 
T (maximum amplitude) pulsed magnetic field in live mice. 1000 pulses were applied 
per day at a repetition rate of 25 Hz for 17 days, after which the tumors had reduced in 
weight by 70 %. The results indicated that the magnetic pulses activated the immune 
functions of the mice, thus causing the reduction in tumor size. However, the cell 
cultures used for the in vitro stimulations, which confirmed that the cell proliferation 
was not directly inhibited, only received a fraction of the number of pulses applied to 
the mice. Therefore, a convincing conclusion ruling out direct growth-inhibiting effects 
was missing.  

The final portion of the inhibition tests was conducted using a magnetic 
stimulator. Initially, a miniaturized stimulation coil had been developed, but the actual 
field strengths, as measured using a Gauss meter, were not high enough to induce the 
currents needed. Therefore, a commercially available magnetic stimulation device was 
used. The stimulation parameters were chosen to resemble the ones used in the study 
that demonstrated tumor reductions in live mice. However, the pulses were given in a 
more evenly distributed way, so that a total amount of 40,000 pulses were given over a 
period of 17 hours. The current density at the site of the cells was jz = 11 A/m2, which 
was comparable in amplitude to the currents measured on the glass chips. The cultures 
were mounted in a custom made culture chamber with a closed-loop medium supply on 
a microscope stage for sterile, incubator-like life-support maintenance. For each treated 
culture, there were two controls that were kept under the same conditions during the 
stimulation period. The cell number of the treated cultures was between 30 % (n = 4) 
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and 50 % (n = 3) lower than in the controls, depending on the time of stimulation. In 
addition, two sham stimulations were conducted using approximately 5 % of the 
stimulation energy. The cultures did not respond to these weak fields, which provides 
further evidence that the effects were actually due to the applied fields. 

In summary, we were unable to show a purely field-induced proliferation 
inhibition at the field strengths we provided. Higher field strengths are certainly 
possible. However, if one imagines an implant applying these fields inside a human 
body for treatment of a solid tumor, safety concerns do arise. At current densities of 
6*10-6 A/m2 at the cell level, no effects on the growth rates were induced. However, 
using deinsulated stimulation electrodes or a high-energy magnetic coil that induced 
eddy currents in the culture medium, the cells’ proliferation rates were diminished 
significantly. Since a direct penetration of the interior of the cell is only possible at 
frequencies beyond 106 Hz, the results indicate that the outside of the cell membrane 
was sufficiently manipulated to slow down the cell cycle. The membrane potential is a 
likely candidate for a cellular mechanism, since it is directly affected by external fields 
and currents.  

As shown in figure 1.8, the cellular mechanisms responsible for uncontrolled 
mitosis in cancer cells are manifold. Initially, a healthy cell is transformed into a 
tumorous one through a fatal mutation in the DNA, which causes the cell to lose control 
of the proper protein production parameters. While many cellular processes 
subsequently lose their balance, the most important change that influences mitotic 
behavior occurs at the plasma membrane where faulty transmembrane proteins no 
longer form gap junctions that ensure cell-to-cell adhesion and –communication. 
Furthermore, the inflow of sodium ions increases and the TMP becomes more positive, 
it depolarizes. The increased sodium levels stimulate DNA synthesis which, in turn, 
fuels the division of the cell, and the problems concerning the gap junctions and the 
membrane properties render the cell unable to repolarize (towards a more negative 
TMP) and to sense the neighboring cells. Thus, contact inhibition cannot be established 
and there is no feedback from the surrounding cells indicating the cell to stop dividing. 
This feedback may be the TMP itself, as some publications have pointed out [10, 22, 
134]. Ultimately, this cycle cannot be stopped, and the cell divides irrepressibly. 
Breaking the cycle by artificially depolarizing the cell is not inconceivable. Of all the 
mechanisms keeping the uncontrolled division going, it may well be the one whose 
correction requires the least invasion and the one that would cause the least severe side-
effects. After decades of searching for a cure for cancer in genetics and molecular 
biology, applying electromagnetic fields seems like an outdated approach. However, we 
believe that altering the membrane potential is a more global approach than trying to 
silence certain genes or to prohibit certain proteins from forming. Many of these gene 
manipulation approaches have failed in the past because most cells’ signaling pathways 
are so immensely redundant that it is very difficult to completely shut the cells’ activity 
down. From what was observed in this study, application of pulsed currents appears to 
have the potential for a new, alternative treatment strategy for certain tumor types. The 
most elegant, minimally invasive method is certainly the application of pulsed magnetic 
fields. However, currently available application devices are only capable of producing 
sufficient field strengths up to 3-5 cm away from the stimulation coil, which limits the 
application to certain tumor types that are in close proximity to the skin. New coil 
geometries and stimulation sources are currently under development at the Institut f. 
Medizintechnik (IMETUM) of the TUM. The use of these devices in future trials may 
substantiate the evidence for the anti-neoplastic potency of electromagnetic fields and 
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eventually lead to clinical trials for validation of this new experimental treatment 
method. 

 
 
 
 
 

5.2 Neuronal network experiments 

 
Recording electrical activity from electrically active – meaning AP producing – 

cells and tissues has continually gained popularity among researchers from many 
corners of biological science over the past decades. One core application that is 
emerging as more and more experience with the technology and the behavior of the cell 
cultures is gained is the screening of pharmacological and toxicological compounds 
using primary neuronal networks grown on MEAs. For commercialization of such a 
system in today’s competitive world of medical research to become a success, certain 
characteristics will be crucial:  

• Generation of a high number of data points in short periods of time 
• Reliability of the system and repeatability of the results   
• A high degree of automation for elimination of operator-induced errors 
• Minimal training time for the experimenter 
• Minimal training time for the cell culture technician 
• Cost-efficiency of both the equipment and the consumables 

In order to accomplish all of these objectives, Dipl.-Ing. Florian Ilchmann and other 
members of the Heinz Nixdorf-Lehrstuhl f. Med. Elektronik of the TUM have been 
developing a radically new concept that unites the latest engineering technologies with 
viable solutions for cell cultivation and maintenance for long-term stability. Following 
industry standard multi-well plate dimensions, a 24-network layout was chosen and 
named NeuroPlate. This will, on average, generate up to 24 dose-response relations 
with ~10 data points within one session. In comparison with the commercially available 
four- and eight-network systems (the MMEP8 is not commercially available), this will 
translate into an increase in throughput of 500% and 200%, respectively.  

One important feature is the new MEA plate that is 12 x 12 x 0.5 mm in size 
and therefore well suited for concomitant high-resolution light microscopy. The silicon 
nitrite insulation layer’s optical transmission characteristics are excellent. A silicon 
cylinder that is cast on top of the plate serves as the container for the culture medium 
during cultivation and recordings. This cylinder is easily accessible with a standard 
pipette tip. The small size of the individual plates will keep the production costs low 
enough for them to be disposable. This is a crucial advantage of the new system, as it 
will guarantee each plate to be in the exact same condition before cells are seeded on 
them. Re-use of MMEPs by means of cleaning and re-sterilizing is still quite common 
in most laboratories, but it is a major source of quality fluctuations of the culture 
quality. While the plates are situated in an anodized aluminum plate, an adapter 
containing zebra strips will connect the plates with the electronics board that sits on top 
of the plates. This board contains all the components required for amplification, 
filtering and digitization of the recorded APs. Using multiplexers now available at 
sufficient speeds, the signals from the 768 individual electrodes will be transmitted to a 
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workstation computer as a single, digital data stream. Real-time data acquisition and 
automated spike sorting will be performed by programs that are being developed. 
Efficient visualization of the temporal evolution of electrical activity is a particular 
challenge, since it is hard to keep track of 24 individual activity diagrams as shown in 
fig. 4.92 on a manageable number of computer displays. Plotting all the wave shapes 
gathered from 768 electrodes appears to be an overwhelming surge of data for one 
operator to handle. The solution to this could be that from an overview display that 
shows the current and past activity levels of all 24 networks, one can optionally move 
to a detailed display of up to four networks at a time to make sure all units are identified 
correctly. The reliability of the spike identification algorithms will be of utmost 
importance. As the result of each experiment, the program should generate a dose-
response relation of the spike activity and all the desired spiking and/or bursting 
parameters, depending on the nature of the activity of the tissue type used. 
Sophisticated new statistical analysis methods will be incorporated. They will give a 
more detailed and comprehensive insight into the changes of the population- and 
subpopulation-dynamics evoked by the chemical stimuli of the compounds than 
currently available. An outline of promising approaches to a mathematically sound 
network activity analysis is discussed below. 

At the start of each experiment, the automated data analysis program will have 
to make a decision as to when to apply the first dose of the compound under 
investigation. An initial reference – or equilibrium – period of several minutes is 
required for the statistical analysis of every single recording to be valid. Empirically, 15 
– 20 minutes of steady activity have been agreed upon as being sufficient. Since most 
pharmacological responses quantified with this system are acute in nature and display 
onset times between a few seconds and a few minutes, a reference period exceeding 20 
minutes would be unnecessary. The activity values usually oscillate temporally around 
a certain level at different time scales. While there are always variations from one 
minute to the next, there can also be inconsistencies at time constants of several 
minutes. Additionally, there is always a very slow activity drift due to nutrient 
depletion of the medium and buildup of metabolites, such as ammonia, that can be 
harmful to the neurons, but the slope of the mid-range fluctuations is in the main focus 
here. The stability of the reference activity is characterized by a slope of the mid-range 
variations that is ideally zero, while minute-to minute variations of a certain amplitude 
are acceptable. However, the culture should not be used – at least not at that particular 
time – if these fluctuations exceed a certain limit that reduces the sensitivity of the 
culture so much that small activity reductions induced by a compound could not be 
recognized in a statistically significant way. Therefore, one goal for an optimized 
experimental procedure is to minimize minute-to-minute fluctuations. This might be 
achieved biologically by automation of the seeding and culture maintenance process, or 
possibly by optimizing the mathematical data analysis methods. While it would be 
highly desirable to eliminate as much “operator-induced error” from the process, fully 
automated cell culture systems for primary neuronal cultures are not available, and the 
development of such a system would require a substantial amount of time and funding. 
The latter approach, however, may be relatively straightforward to be at least proven 
useful or aimless.  

In pharmacological studies utilizing neuronal cultures on MEAs, changes in the 
electrical activity are mostly due to receptor-agonist (or -antagonist) interactions. 
However, other cellular mechanisms, such as energy production, necrosis, apoptosis 
etc., can be monitored by tracing the electrical activity as well. The rate of AP 
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production provides an immediate feedback of the cell’s functional integrity, and many 
nuances of reversible and fatal neurotoxicity can be distinguished. However, the 
interpretation of activity changes is, to be honest, difficult. To date, there is no answer 
to the question, “What is the best representation of the network responses?” [129]. 
Unfortunately, it depends on the exact problem one is trying to investigate. One 
complication is the fundamental interaction of subpopulations which is highly non-
linear and dynamic, both temporally and in terms of structural changes of the network 
connectivity. Yet, these challenges have received minimal attention in the past. On the 
path to high-throughput systems based on MEA technology, they need to be addressed. 
Several different types of data visualization and analysis may eventually co-exist, so 
that the user can choose from a set of statistical methods in order to always have the 
suitable approach at hand. A global population analysis and a subpopulation analysis 
should ultimately run side-by-side and be treated as independent parameters of the same 
network. For example, it is conceivable that steady network activity is possible even 
though subpopulations are highly dynamic. An automated program controlling the 
recording of several dozen cultures should also be capable of computing advanced 
statistical measurements, such as continuous variability control of EC50 values. Such 
information can then be used as important feedback for the cell cultivation.   

The goal of a high-throughput system based on MEA technology is an efficient 
application of compounds and a productive data analysis in one program package that is 
based on the standard statistical methods tailored around the specific application. There 
is no standard selection of statistical analysis methods as found in many other scientific 
areas, where statistical methods have been established and are used the same way by 
the entire community. The significance of such a new set of statistical methods is to 
have an automated high-throughput system that delivers robust, trustworthy data that 
are in the best possible agreement with data from studies using other in vitro or in vivo 
techniques available in the literature. Decisions during the experiment or its analysis, 
such as “When should outliers be eliminated?”, or “When should unstable networks be 
ignored?” are still made by the user. In a future, automated system, this should be made 
in a more reproducible manner by a program. As the reliability and automation of the 
high-throughput system are optimized, pharmacological studies investigating the 
neurotoxicity of chemicals may even emerge to be preferably carried out using this in 

vitro assay, rather than focusing on animal trials where compounds are metabolized and 
the interaction of the entire organism can complicate the evaluation of an effect on an 
individual organ, in this case the brain. 

The CNNS and the group of Prof. Weiss of the University of Rostock have been 
using the mean values of the recorded spiking and bursting parameters as measures of 
the many facets of network activity in the past and have been obtaining good results 
that agree with most data from the literature. However, no systematic effort has been 
made to optimize the network analysis in terms of how the network activity should be 
described and quantified. A study performed at the CNNS showed that dissociation 
constants can be determined using the MEA system [113]. The values obtained from 
these recordings showed remarkable similarity with data from publications using 
different animal models. However, many “ill-behaved” networks could not be used in 
this study. Thus, an optimization of the experimental process is needed. 

 Recently, members of the CNNS have created new, Labview-based programs 
that are used as a display of the spike and burst production of the network. One version 
of this program uses the total number of units that were active at the beginning of the 
recording as a fixed denominator for calculation of the network average, another 
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approach in use is to update the number of active units from minute to minute and 
divide by that number. While the latter approach reflects more accurately the activity of 
those units still firing under a certain, externally induced chemical influence, it can also 
generate misleading numbers, especially when a lot of scarcely active units have quit 
firing, and only a few, but rather strong, units remain. The fact that groups of neurons 
react to a given compound more sensitively than others might indicate that one single 
value (per unit of time) might not be enough to provide a satisfying description of the 
behavior of the entire network. The network, even if comprised of a mere few dozens of 
neurons, is a highly dynamic, intricate system that owes its complexity mostly to the 
complicated architecture of the synapses, their interactions, and the sheer number of 
interconnections in the network.    

The data shown in this study suggest that there is a large range of aspects along 
the statistical analysis process that hold potential for significant optimization. One of 
them is certainly to have separate analysis approaches for distinct activity pattern types 
generated by cells from different regions of the brain. Tissue from the frontal cortex 
typically generates coordinated bursting activity, as shown in the previous sections. 
Midbrain cultures with a high percentage of dopaminergic neurons are also 
spontaneously active, but in a – seemingly - more chaotic pattern. However, under 
certain conditions, the network can synchronize its activity through its interconnections, 
as shown in figure 4.3. This is an example for a response to a drug addition that was 
visible through changes in the internal pattern dynamics, but not by merely quantifying 
the AP output. It is obvious that only a portion of the neurons in that particular network 
responded significantly to the external stimulus, which leads to the suggestion that a 
subpopulation analysis might be a valid approach to quantify such changes.  

Even a simple replacement of old culture medium with fresh solution can trigger 
heterogeneous, unit-specific responses, as fig. 4.7 reveals. In this case, analysis of the 
global activity would have concluded that the activity rose by a few percent as a 
response to the medium change. However, the array of histograms shows that some 
members of the network lost their activity entirely, while others’ activity grew by more 
than 100%. It is certainly essential to incorporate this sort of information in future 
systems for a comprehensive description of the network dynamics. 

A more drastic activity transformation can be seen in figures 4.8 and 4.9. 
Bicuculline, a GABAA antagonist, was used here to create a coordinated activity pattern 
out of a seemingly chaotic distribution of spikes. At first glance, this seems to be a 
uniform, global transformation, since the majority of units apparently switch from 
random chatter to orchestrated waves of activity. Yet, a closer look at the histograms in 
figs. 4.11/12 (showing the spikes/min values recorded throughout the respective 
periods) and 4.14/15 (the same data, but normalized by each unit’s reference activity) 
changes one’s realization quickly. During the reference period (no bicuculline), four 
groups of neurons with distinct firing rates are distinguishable easily, and in the 
normalized data set, it is of course only one, because the normalized data display 
changes with respect to the reference activity only. After the addition of bicuculline, 
however, the raw data now show five subgroups, while the normalized data go from 
one distribution to three. This means, on the one hand, that the bicuculline induced a 
shift and a splitting of subgroups, and on the other hand that normalizing the data unit-
wise yields considerably different results from monitoring the absolute activity values: 
As opposed to the raw data, it shows how each unit’s own activity evolves in relation to 
its own reference activity. Therefore, it shows relative changes. For the subsequent 
calculation of a value representing the network behavior, this means that normalizing 
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provides each unit with an equal weight, while without it, units with higher reference 
activity levels have a heavier weight in the calculation of the network value than those 
with weaker activity.  

Another parameter that may be significant when investigating molecular 
mechanisms of substances is the temporal evolution of the activity during the transition 
time between the addition of the compound and the final activity level generated by it. 
In figures 4.10 and 4.13 we can see that, unlike in cortical tissue, the response to 
bicuculline by midbrain tissue is not apparent immediately, but it grows over a period 
of nearly 40 minutes. This in itself is interesting, as it might point towards different 
synaptic distributions of GABA- and other receptors. Additionally, the response 
kinetics are not uniform: some units reach their maximum activity after 20 minutes, 
while it takes twice as long for others. Onset kinetics are another variable that should be 
included in future sub-population analysis approaches. 

Both recordings with a small number of units (figs. 4.17 – 4.23, 15 units) and 
those with a high sample number (figs. 4.24 – 4.28, 80 units) benefit from normalizing 
each unit’s activity first and then using the median as the measure of network activity: 
Fig. 4.21 shows that under the influence of bicuculline, this FC network splits up into at 
least four subgroups. Therefore, it is almost impossible to mathematically describe the 
histogram as one distribution using a curve fit (R2 = 0.58). This is even more apparent 
when a high number of units is available for recording (fig. 4.26). Normalizing the data 
first changes the shape of the distribution drastically. It creates a more pronounced peak 
that can be used to represent the network behavior. Normalizing also moves some of 
the outliers even further outward – especially those units that initially were weakly 
active and now increased their activity by a high factor (purple curve in fig. 4.18: up to 
27.5 times as active as during initial period). Since these outliers have a strong 
influence over the mean (orange lines in all the histograms), the median is better suited 
to represent the behavior of the network’s majority of units. One might argue that more 
active units have a greater influence on the network’s activity because they usually 
have more synaptic connections than other members of the network. Hence, they should 
be granted stronger mathematical influence over the calculated network values as well. 
However, one does not always record from these types of cells. On a 64-electrode array 
with an electrode diameter of 10-15 µm, the limit of the effective radius around the 
electrode from which APs could be recorded was previously estimated to be 30-100 µm 
[132, 133]. Given the spacing of the electrodes is 150 µm, this translates into 8-100% 
coverage of the entire area of the square. However, the numerical simulations from 
[133] did not take into consideration many morphological parameters found in 
biological cell cultures, and the experiments from [132] were performed in acute brain 
slices, which obviously present a different geometric, and thus electric, tissue 
arrangement that changes the spreading and seal resistances considerably. From our 
own experience, these numbers seem like an unrealistically high estimate of the 
electrodes’ reach. The sensitivities of the electrodes are highly variable and depend on 
numerous factors, such as glial overgrowth, stability and actual area of the gold plated 
crater, and the medium biochemistry, all of which are reflected in the spreading 
resistance and the seal impedance (fig. 1.26). Based on experience gathered at the 
CNNS from decades of recording from primary cultures, a 30-µm radius within which 
an electrode can sense an AP is an overestimation. The actual radius depends on the 
glia-neuron-electrode arrangement which can be ‘neuron on top of electrode’, ‘neuron 
(including neuronal processes) on top of glia cell(s) on top of electrode’, or ‘glial cell(s) 
on top of neuron on top of electrode’. In this order, the sensitivity of the electrode 
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generally increases, meaning that in the first and second case, the neuron almost always 
has to be in direct contact with the electrode, and in the third case it may be several µm 
away and still be able to pick up signals. Considering the lucky case of having 64 
electrodes with a “sensitivity radius” of 10 µm, the active area on the matrix would still 
be a mere 2.95%. In addition, the networks grown on the MMEPs usually spread out 
over 10-30 mm2, so that the electrodes’ coverage of the whole network is at least one 
order of magnitude smaller. Coming back to the problem of whether to normalize the 
units’ individual activity or to give the highly active units more influence over the 
values representing the network state, it appears logical to assume that many neuronal 
networks have “outliers”, highly active cells, but because of the sparseness of the 
electrode coverage, one will probably not always be able to record activity from them. 
Thus, when outliers are present, one should normalize their activity values and assign 
them the same weight as all the other members of the network. With larger, denser 
electrode arrays - possibly available in the future - that could cover a neuronal network 
more fully, this issue should be revisited. 

An unexpectedly blatant example of tissue specificity is given in fig. 4.37, 
which shows data from two ethanol titrations in midbrain cultures. Just like in frontal 
cortex tissue, which has been extensively studied (fig. 4.38, courtesy of CNNS), high 
concentrations of ethanol stall the electrical activity of the network altogether. While 
this is achieved at approximately 150 mM in frontal cortex tissue, 500 mM were needed 
to stop all activity in midbrain cultures. Accordingly, the IC50 for midbrain tissue was 
224 mM, while it is 30 mM in FC. This is a remarkable discrepancy, which needs to be 
explored further in future trials. When translating these results to in vivo phenomena, it 
may be valid to conclude that when mammals are under the influence of ethanol, 
cortical functions such as planning, inhibition and control of conscious actions are 
inhibited first, while tasks that are controlled by older brain areas, such as motor control 
in the midbrain, are still working satisfyingly. For a strikingly convincing display of 
this hypothesis, one might spend a day at the Oktoberfest in Munich.  

The data presented in this work are not limited to midbrain recordings. 
Lidocaine was tested using seven midbrain cultures and eleven FC ones, and figure 
4.39 provides a screenshot of an interesting FC recording with highly coordinated 
bursting and two units that do not follow the rest of the network’s pattern, one of which 
(the yellow unit) is considerably more active than the other one. Their firing seems to 
lead up to each network burst, pauses for a few seconds and starts back up. This might 
indicate that it is a pacemaker cell that drives the network’s bursting rhythm. 
Interestingly, this particular cell was not nearly as strongly affected by the high dose of 
lidocaine (50 µM) as the rest of the network. Note the logarithmic scale on the y-axis in 
fig. 4.40. This single unit had a considerable influence over the network mean (green 
curve in fig. 4.41), while the median, representing the majority of the network 
population, is at zero under that high lidocaine concentration (fig. 4.42). Pacemaker 
cells may generally be less sensitive to inhibitory compounds because their spiking may 
not be primarily triggered by the input from other neurons but by intrinsic mechanisms 
that are independent of synaptic input. In other words, while the “normal” neurons are 
rendered silent one by one with more and more of them dropping out, failing to provide 
input to the remaining ones, the pacemaker cells keep generating APs because that is 
what they were designed to do.   

A high degree of variability in the responses to lidocaine was observed in the 
FC cultures in general. Fig. 4.43 b) points out a particularly unexpected observation: In 
this experiment, four incremental lidocaine doses were applied: 1, 2, 3, and 8 µM. 
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While the global network activity decreased steadily with increasing cumulative 
lidocaine concentration (fig. 4.43 a), some of the individual units displayed their 
strongest responses after the first, second or third application, and then recovered while 
more lidocaine was added. This type of nonlinearity in the pharmacological response 
eludes explanation at this point and will require more attention in future trials that 
incorporate subpopulation analysis.  

The high inter-cultural variability is reflected in the large amount of variability 
in figs. 4.44 and 4.45. These graphs summarize the data from eleven networks. A 
sigmoidal curve fit was attempted, but the goodness-of-fit parameter is very poor (R2 = 
0.4) when the data points showing the network mean value before normalization were 
used, and still poor, but considerably better, when the data was derived using unit-wise 
normalization before calculating the network median values (R2 = 0.51). The IC50s are 
in a range between 1.15 and 1.37 µM, but their standard errors are very high. These 
data may point towards an extremely selective mode of action of lidocaine that affects 
certain subtypes of cortical neurons differently than others. Since the primary cultures 
used here contain a mixture of neuronal cell types as present in the embryonic tissue 
they were isolated from, slight deviations in the proportion of these cell types may have 
major influences over the dose-response behavior. 

The midbrain data show less variability, even though the curve fit is still not 
perfect. In this instance, using the medians of the normalized data did not improve the 
tightness of the fit (fig. 4.52), but it gives a lower value of 27.5 µM for the IC50 than 
the network mean (40.7 µM, fig. 4.51). However, both of these values are 20-35 times 
higher than the ones derived from FC tissue. This is a remarkable tissue specificity that 
may help pinpoint mechanisms of action in future studies. 

A substantially higher concentration of the global anesthetic barbital-sodium is 
required to achieve activity suppression than of lidocaine. Data from three FC networks 
yielded IC50s of 567 µM and 490 µM, depending on the analysis method applied. The 
lower value was again yielded using the normalized medians, just as seen in the 
lidocaine data. The curve fit did not improve significantly either way.  

A major improvement using the normalized median values was seen when the 
data from two midbrain recordings were combined. Using the means of the raw data, 
the data points could not be fitted to a sigmoidal curve (Fig. 4.55, table 4.8), whereas 
the fit was almost perfect for the normalized median data, and an IC50 of 1 mM could 
be assigned (fig. 4.56, table 4.9). Therefore, barbital-sodium did not induce such 
varying responses in the two tissue types as lidocaine or ethanol. The FC IC50s 
correspond very well with anesthesia-inducing values from the literature [85].     

 The chemotherapeutic drug cisplatin has been demonstrated to cause a broad 
range of cellular and biomolecular reactions, e. g. blockage of sodium and potassium 
current in myelinated axons, decrease of glutathione (an intracellular antioxidant) 
levels, reduction of calcium currents in small dorsal root ganglion (DRG) neurons, and 
cytotoxicity resulting from blockage of DNA replication and transcription [77, 78]. We 
saw that cisplatin did acutely reduce electrical activity with IC50s of 21 and 114 µM 
(FC and midbrain, respectively). Drastic morphological changes that would reflect fatal 
cytotoxicity were not seen (figs. 4.59, 4.60). Cytotoxicity would also have been 
recognized by the failure to reverse the activity suppression by replacing the culture 
media, which was not observed. However, a subtle shift in the activity distribution seen 
in an FC recording may indicate that there may be several coexisting mechanisms of 
action, or that there is only one that acts in various ways at different concentrations: 
Fig. 4.57 shows that there was no significant change in spike production after the first 
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addition of cisplatin. This is confirmed by the ANOVA that was performed over all the 
data groups that are plotted in the separate histograms (table 4.10). Meanwhile, the unit-
specific and temporal distribution changed, as shown in fig. 4.58 a/b, form a somewhat 
bell-shaped distribution (R2 = 0.88) to an almost perfect one (R2 = 0.95). In addition, 
the median of the distribution is not significantly different from the reference activity 
after the medium change, but the shape of the distribution is. This might point towards 
a combination of mechanisms that act on different time-scales. While the acute effect 
was completely reversible, there may have been another one that just started unfolding 
at the end of the recording.    

A very interesting observation was made when two FC cultures were pre-treated 
with 0.3 mM vitamin C, and 100 µM cisplatin were needed to reduce the activity by 50 
%, as opposed to 21 µM without vitamin C. This approach had proven useful in a 
clinical case report [79], but no other studies on this particular issue were found in the 
literature. The search for compounds that have neuroprotective capacities will certainly 
become one of the most important application areas of a high-throughput MEA-
screening system. 

Unlike all the compounds discussed so far, CAA proved to be toxic in a way 
that was generally not reversible by simply washing it out of the culture medium, both 
for FC and midbrain cultures. At the range of concentrations tested, it would always 
cause the network to cease all electrical activity after a limited period of time. 
Interestingly, medium changes that were supposed to rescue the cells often seemed to 
facilitate the fatal loss of activity and viability instead. Fig. 4.64 exemplifies this 
process and shows, that even at a very concentration of 0.2 µM, the activity decayed 
drastically after an initial excitation phase, which might be important for the 
identification of mechanisms of action. After another dose of CAA and a subsequent 
medium change, all activity vanished within 2 hours. During that time, several pictures 
of the neurons were taken. They document the gradual neuronal cell death induced by 
the CAA.   

Another type of study that will be carried out with the novel high-throughput 
system focuses on simulating neurodegenerative disease states in vitro on the culture 
plate. The most talked about neurodegenerative disease is certainly AD. It is widely 
accepted among researchers that AD builds up over long periods of time through the 
accumulation of amyloid-beta peptides, fragments of APP, a protein of unknown 
function which gets cleaved by other proteins and thus splits up into the beta-amyloid 
peptides that form polymers spontaneously. These water-insoluble proteins then 
become longer chains, later fibrils and eventually plaques that ultimately lead to the 
diagnosis Alzheimer’s, which to date is only safely made post mortem. Recently, 
however, evidence that points towards acute neurotoxicity of the smaller peptide 
chains, such as single fragments, the monomers, or oligomers, has been collected [88-
100]. We used both monomers, dimers and a general mixture of oligomers, which 
encompasses everything from two-peptide chains to several dozens of peptides. During 
the first trials, the results obtained remained inconclusive (fig. 4.69). Since all cultures 
are usually kept in medium containing 5 % horse serum, interaction of the proteins in 
the serum with the amyloid-beta peptides and interference with their functionality was a 
concern. Thus, two recordings with amyloid-beta monomers and dimers were done 
using serum-free medium. Since the conformational state of the peptides may influence 
their biological activity [131], they had to be stored in certain pH buffer solutions for 
stability, and thus the neuroactivity of these buffers had to be evaluated as well. As 
shown in fig. 4.71, the two buffer solutions, Tris and ammonium acetate (AA) were 
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indeed reversibly neurotoxic, so that the superposition of their effects and the amyloids’ 
actions may have been hard to untangle, based on activity level changes alone. Thus, 
the effects on three different burst parameters were quantified in addition: the burst 
period, the spike frequency inside the bursts (“burst Hz”), and the number of spikes per 
burst. The burst period is a global network parameter, since all the units in an FC 
network usually follow the same bursting rhythm. The burst Hz and spikes per burst 
values, on the other hand, are unit-specific. Therefore, their distributions during the 
respective analysis periods were investigated. The spikes per burst distributions did 
prove to be non-uniform and dynamically changed at different buffer concentrations 
(fig. 4.76). Normalizing the data first (fig. 4.77) proved effective in achieving a better 
statistical separation of the data from the separate analysis periods. This was confirmed 
by a one-way ANOVA with a post test, comparing the medians of every group with 
each other (tables 4.13, 4.14). The burst Hz histograms revealed visible distribution 
changes in response to the buffer solutions as well. However, the subgroups that 
emerged, e. g. in fig. 4.78 d, g, or i, were much closer to the main peak of the 
distribution, indicating that the variations in spike frequency within the network were 
more subtle than the activity or spikes per burst variations. Again, an ANOVA test 
confirmed that the groups were separated more clearly when normalized value were 
used and the network median was taken instead of the mean. The analysis showed that 
at the maximum concentration of Tris, the burst Hz increased by 11 %, the burst period 
by 84 %, and the spikes per burst decreased by 19.5 %. AA caused a 15 % rise in burst 
period, but no considerable changes in burst Hz and spikes per burst (-2 %, +4 %, 
respectively). In contrast, the beta-amyloid dimers dissolved in AA buffer elevated the 
burst Hz by 17 %, the burst period by 200 %, and the number of spikes per minute 
declined by 60 %. The monomers caused significantly stronger responses than the Tris 
buffer alone as well (spikes/burst: - 28 %, burst Hz: + 24 %), except for the burst period 
(+ 60 %). Therefore, both monomers and dimers did alter the internal bursting pattern 
of the networks significantly, even though the activity changes alone (fig. 4.70) did not 
show an unambiguous difference between the responses to the buffers alone and the 
buffers with the proteins. This implies that the beta-amyloid peptides may not block ion 
channels or certain receptors directly, since this should reduce the overall activity levels 
in a direct, dose dependent manner, as it is the case with agents such as muscimol, a 
GABAA receptor agonist, or tetrodotoxin (TTX), the poison of the puffer fish, which 
inhibits neuronal and muscular AP production by blocking fast-type Na+ channels. In 
contrast, changes in burst pattern dynamics can be caused by a large variety of 
interactions with receptors, slow-type ion channels, other membrane proteins and the 
membrane and its potential itself. At this point, it is impossible to say which specific 
mechanisms combine to cause the observed effects. However, the mechanisms 
proposed in recent publications involving NMDA receptors [89], mitochondria [90], or 
dendritic spines [97, 98], do not contradict the observations made in this study. In a 
study from the early 1990s [131], primary neuronal cultures were used and evaluated 
for neurotoxicity screening of amyloid beta peptides. Here, pre-incubation times of the 
proteins were much longer (between 12 hours and 14 days), and morphological changes 
were reported. It will be interesting to see in future experiments whether morphological 
changes can be correlated with activity changes, provided the neurons do not move 
away from the electrodes so that their signals are lost. Combining extracellular 
recordings on MMEPs with fluorescence-microscopic and biomolecular methods has 
the potential to become an invaluable tool in the investigation of acute and 
intermediate-term toxicity of beta-amyloid peptide.  
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It is important to point out that the experiments using neuronal cell cultures 
shown here served two purposes. One was to answer some important questions 
regarding the neuroactivity of a range of compounds previously not investigated: We 
were able to show that midbrain cultures are considerably less susceptible to lidocaine, 
ethanol, and cisplatin, but not to barbital-sodium. Pre-incubation with 0.3 mM vitamin 
C protected cortical cultures partially from the activity decrease induced by cisplatin, 
while it did not help protect the cells against chloroacetaldehyde, which was always 
irreversibly cytotoxic. Alzheimer-inducing beta amyloid peptides exhibited a more 
complex interaction with the electrical activity, as they did not reduce the number of 
generated spikes significantly, but caused changes in spike and burst patterns. The other 
purpose of these trials was to establish guidelines for the further development of an 
MEA-based high throughput system and to point out difficulties regarding reliability of 
cell culture behavior, recording stability and automated data acquisition and analysis. A 
new high-throughput cell-based screening system has to be developed both in the 
electronics and engineering laboratory and in the biological laboratory where the 
interaction of electronic circuits and live biological tissue can be evaluated and fed back 
into the development process. Practical aspects concerning the handling and integration 
of biological tissue, sterility, life-support and addition of compounds are crucial 
components of the final product. Those aspects will only be solved successfully if the 
whole system is extensively used and tested in its early stages with real cells in a real 
biological laboratory environment.  

The CNNS has been accompanying its efforts in developing an eight-network 
MEA system with laboratory environment tests since the first prototypes were made. 
Over the years, a workstation for the MMEP8 experiments has emerged that is capable 
of providing long-term life-support for the neuronal cultures, so that recordings over 
periods of several weeks are now possible. In fact, one culture we recorded from was 
kept alive for 31 days. The workstation features a liquid handling robot which is 
installed inside a CO2- and temperature-controlled, sterile glove box. The base of the 
robot holds the 8-network MMEP that was developed at the CNNS, as well as supplies 
and dump stations for water and compound additions. The pipetting robot is 
programmed by the user to maintain the osmolarity by regularly adding water, to 
replace culture medium and to add compounds. For the first time, we show an 
automatic compound addition, in this case one dose of bicuculline followed by a step-
wise titration of muscimol, in an FC culture. Six of the eight active networks responded 
to the muscimol in a reasonably uniform way. The other two were far more sensitive 
and quit firing when the rest had merely lost 50 % of their activity (figs. 4.94, 4.96). 
This may indicate that on the eight-network MMEP, not all the cultures grew the 
exactly same way. The handling of the MMEP8 plates is still being optimized. The data 
also show that in this case, there were no outlier units within each culture, because no 
considerable difference between the two analysis methods “normalize data, then 
compute the median”, and “mean values of raw data, then normalize” were seen (figs. 
4.95, 4.97, tables 4.21, 4.22). No cells with extremely high activity levels were 
recorded from in any of the networks. However, the separation between the plateau data 
groups does improve when the two “ill-behaved” networks are excluded (fig. 4.98, 
tables 4.23, 4.24). This may be a valid step in the analysis, if it is shown that the cells in 
these networks differed, physiologically and/or morphologically, from the rest. 
However, in a high-throughput setting, all the components of the system must function 
reliably. That includes MEA plates which, following a tailored cell cultivation protocol, 
yield >90% long-term viable cultures that are morphologically and physiologically as 
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similar to the parent tissue as possible. In summary, the automatic addition of water and 
compounds using a pipetting robot appears to be the most efficient one at the moment, 
but some substantial modifications will have to be made for the system to work reliably 
and to ensure a high sensitivity of the cultures to neuroactive compounds.  

One problem that has not been addressed adequately in the past is the mixing of 
compounds in the culture medium without damaging the neurons. Since the pipetting 
robot concept only works in an open setup without a fluidic system providing 
continuous flow of medium in a closed chamber, and since the neurons do need a 
relatively large volume of culture medium to keep functioning properly, a compound 
that is added has to be mixed thoroughly with this large volume. Normal pipette tips 
eject their contents straight down towards the bottom of the well, where the neurons 
reside. This means that the cells will always experience a concentration of the 
compound that is much higher than what was intended, and that they are also 
mechanically stressed by the shear forces of the fluid stream exerted on them. The 
pipetting robot is capable of mixing the medium after the addition of a compound by 
aspirating and dispensing a pre-defined number of times while keeping the bottom of 
the pipette tip immersed in the medium. However, in a mixing test using phenol red as a 
dye, we saw that this pumping action did not homogenize the solution, but merely 
distributed the dye outward towards the perimeter of the well. This is most likely due to 
the large size of the wells in the MMEP8 chamber block (diameter: 15 mm, max. 
volume: 2.4 ml, max. mixing volume: 50 µl). In a 96-well plate, the type of mixing 
provided by the robot certainly works better. We modified some pipette tips by sealing 
the bottom hole with biocompatible silicone sealant and piercing four holes into the 
walls of the tips using a 28.5 gauge needle to allow passage of the medium sideways in 
all four directions (fig. 2.47). This approach did prove to be helpful, as in another dye 
test good swirling of the dye was observed, and when used on the neuronal cultures, 
much less artifactual activity disturbance was seen than with the normal tips. However, 
there were still some irregularities (see figure 4.93). The analysis of the onset time and 
the time needed to achieve the maximum effect of a certain compound is only 
meaningful if all the cells experience the correct final concentration within a very short 
time after the application. The kinetics of a drug’s interaction with the cells after 
application may contain valuable information hinting at possible mechanisms of action. 
In the future, a new fluidics system for the high-throughput platform will have to be 
developed that might incorporate the sideways ejection of medium for enhanced mixing 
and mechanical protection of the neurons. 

Another important aspect of the handling of cultures for the new 24-network 
system under development at the LME is the actual design of the MEA chips. Since the 
size of the MMEP8 does pose problems with the preparation and incubation of the 
cultures, we have tested prototypes of miniaturized, single MEA plates with 32 
electrodes each. These plates will eventually be supplied pre-sterilized and disposable, 
so that the cleaning of the MMEPs, one major source of error in the culture preparation 
chain, will become obsolete. Figs. 4.99 – 4.102 show that neurons and glia grown on 
these silicon-nitrite insulated plates developed within the normal parameters. After 10 
days, a morphologically proper network was photographed for fig. 4.101. A first 
attempt at recording from these chips is depicted in figs. 4.103 – 4.105. Although the 
number of cells was rather low, and the activity was not as well coordinated as 
expected, the cells did respond to 20 µM bicuculline. A large number of tests have yet 
to follow, but we feel confident that this new MEA design will ultimately play an 
important role in the overall system of the high-throughput platform. 
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