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Abstract

Multi-hop networking is considered to be an essential technology for future wireless
network architectures. This thesis is concerned with the application of beamforming
and multi-user detection in multi-hop networks. At first, centrally optimized, dis-
tributed and emergent methods for improving the connectivity using beamforming
are proposed, leading to a considerably better connectedness of multi-hop networks.
Then, this work contributes by a novel cross-layer approach to MAC layer design. In a
concept called MUD-MAC, it facilitates multi-user detection in multi-hop networks,
showing significant throughput improvements over a single-user system. Finally, the
cross-layer approach is applied to beamforming. The resulting new MAC protocol,
called BeamMAC, shows similar throughput improvements. The work provides an
analytical and simulation-based evaluation of the different approaches, and discusses
aspects of their implementation in practice.

Zusammenfassung

Multihop Networking wird in künftigen drahtlosen Netzarchitekturen eine wesentliche
Rolle spielen. Diese Arbeit beschäftigt sich mit der Anwendung von Beamform-
ing und Mehrnutzerdetektion in Multihop-Netzen. Zunächst werden zentral opti-
mierte, verteilte und emergente Verfahren zur Verbesserung der Konnektivität mittels
Beamforming vorgeschlagen, die zu deutlich besser verbundenen Multihop-Netzen
führen. Anschließend liefert die Arbeit Beiträge durch einen neuartigen schichtenüber-
greifenden Ansatz für den Medienzugriff. In einem MUD-MAC genannten Konzept
ermöglicht dieser die Anwendung von Mehrnutzerdetektion in Multihop-Netzen, und
zeigt dabei erhebliche Durchsatzverbesserungen im Vergleich zu einem Einnutzer-
system. Schließlich wird der schichtenübergreifende Ansatz auf Beamforming ange-
wandt. Das sich daraus ergebende MAC-Protokoll, genannt BeamMAC, zeigt ähnliche
Durchsatzverbesserungen. Die Arbeit liefert eine analytische und rechnergestützte
Auswertung der verschiedenen Verfahren, und diskutiert Aspekte ihrer praktischen
Realisierung.
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1 Introduction

Wireless radio is virtually the only technology for distant mobile communication. Its
commercial success began with Marconi’s “Wireless Telegraph and Signal Company”
in 1897. At that time, wireless communication was tantamount to point-to-point
communication. The biggest upturn in civil wireless communication took place because
of the cellular principle. While introduced already in the 1950’s, it started to boom
with the introduction of fully digital systems in the 1990’s, in particular GSM [EVB01b],
allowing even for international roaming.
Besides cellular communication, so-called packet radio networks have been subject-
matter of international research for decades. Advances in microelectronics and new
applications have fostered work in this direction. Specific developments lead to new
system architectures, such as ad hoc networks, wireless sensor networks, or relay
systems for the extension of cellular networks. We can summarize and characterize
such developments as multi-hop networks. Multi-hop means that, in between the
source and the destination of a message, a chunk of data, or multimedia content, two
or more continuous segments of the communication path are implemented by wireless
technology.
The notion of multi-hop networking leads to a diversification of wireless system
architectures. Instead of communicating only with basestations of cellular systems or
access points of WLANs, mobile devices get more and more interconnected. Driving
forces for multi-hop networks, in part reality already today, are the need for

– establishing a network where otherwise no (suitable) network would be avail-
able (e.g. wireless sensor networks for building automation, mesh networks for
metropolitan area Internet access, tactical fault-tolerant networks),

– improving the performance of existing networks (e.g. cellular multi-hop for
increased data rates in next-generation (“4G”) cellular networks), and

– introducing new proximity-based services (e.g. vehicular communication for
safety applications, social ad hoc networking).

A classification of different multi-hop architectures is provided in the following chapter.
In the mainpart of this thesis, signal processing techniques are studied and utilized from
a networking perspective. Contributions to three major research topics on multi-hop
networking are made:

– Network layer based beamforming: The absence of basestations raises the prob-
lem of disconnected devices in multi-hop networks. On the other hand, if many
devices are co-located in a small area, mutual interference affects the reliability
of transmissions. Methods and communication protocols are necessary to ad-
dress both issues. The coupling of beamforming antennas with network-level
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1 Introduction

information has promise to this end.
– Multi-User Detection (MUD) in multi-hop networks: Multi-user detection tech-

niques have been thoroughly investigated for the case of cellular systems. But the
same is not the case for multi-hop networks. In particular, new networking mech-
anisms and protocols are necessary to exploit multi-user detection in multi-hop
networks.

– Medium Access Control (MAC) with beamforming antennas: Using adaptive
beamforming for interference suppression has long been envisaged for cellular
systems. In the context of multi-hop networks, this is a quite novel idea. Sev-
eral MAC protocols for beamforming in ad hoc and multi-hop networks have
been proposed, but several open questions have not yet been addressed by the
networking community.

The thesis is structured as follows.
Chapter 2 provides an overview of multi-hop networking, and highlights applications
and research areas. It emphasizes two main limitations of multi-hop networks, namely
connectivity and throughput performance. This chapter also describes different system
models that will be used repeatedly in this thesis.
Chapter 3 discusses the coupling of network layer (NET) information with beamform-
ing on the physical layer (PHY). We call this approach persistent beamforming. First,
we recall different antenna array concepts and beamforming techniques, and review
connectivity concepts in graph theory. Based on these fundamentals, a methodology
for optimizing a connectivity-related measure by persistent beamforming is developed
and applied. Distributed and emergent approaches for practical implementations are
the following subject-matter. Their impact is examined in static and mobile networks.
Finally, a persistent scheme to interference suppression using adaptive beamform-
ing is proposed. Like the approaches for connectivity improvements, it is based on
neighborhood information obtained from the network layer.
Chapter 4 covers the design of MAC protocols for multi-user detection. We begin
with a review of interference cancellation, and derive requirements influencing MAC
layer design. Based on these requirements, a novel MAC framework called MUD-
MAC is designed. For a simulation-based study of MUD-MAC, means to reduce the
computational complexity of simulations are discussed. Then, the chapter provides
network simulations of the new protocol, evaluating the throughput as performance
measure. The final focus of chapter 4 is on receiver heterogeneity. We analyze how
receivers with different complexity can interact, and study effects on network and
per-node throughput.
Chapter 5 provides a thorough survey of existing MAC proposals for beamforming
antennas. Critical assumptions in connection with these protocols are highlighted, and
requirements for MAC protocol design for beamforming are identified. Then, chapter 5
applies paradigms of MUD-MAC to beamforming, resulting in a novel MAC protocol
called BeamMAC. As opposed to the persistent schemes of chapter 3, it is intended to
allow for beamforming on a per-packet basis. The protocol description is followed by a
simulative analysis in different network scenarios. Finally, chapter 5 sheds some light
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Figure 1.1: Structure of this thesis.

on the integration of beamforming and multi-user detection by discussing MAC layer
issues of an integrated approach called PHY-MAC.
Chapter 6 concludes this thesis by summarizing its contributions and potential further
research.
Appendix A illustrates sample antenna patterns obtained from methods used in this
work. Appendix B details the linear formulation of an optimization problem in connec-
tion with chapter 3. Appendix C describes the simulation software that was developed
in the course of this work. It is an integrated tool that was used for nearly all the numer-
ical work of this thesis, and is vigorously used in further research projects. Appendix D
summarizes symbols, notations and abbreviations used in the text.
The materials of this thesis have been published in part before, as indicated in subse-
quent chapters. These publications contain research results that have been achieved
together with the respective co-authors.

3



2 Communication in Multi-Hop Networks

2.1 Multi-Hop Network Architectures

Present and future multi-hop networks come in different flavors and architectures.
An attempt to a classification was made in [EEH+07], where the following multi-hop
concepts, illustrated in Fig. 2.1, are identified:
In cellular multi-hop networks, a mobile device (typically a mobile phone) is not
necessarily communicating directly with the basestation. Instead, it can use another
device in the cell as relay. Initially, such an architecture was supposed to extend the
range of the basestation, thereby improving network coverage. While full coverage
has been achieved – at least in most inhabited parts of developed countries – even
without multi-hop extensions, it is still an interesting option for future 4G systems.
Due to the high frequencies and high data rate demands, it is envisaged as means to
achieve sufficient Quality of Service (QoS) also at the cell edge, thereby improving the
“coverage-by-data-rate”. Although devices communicate directly with each other, the
network operator is still in full control of the system.
In pure ad hoc networks, devices interconnect without any supporting infrastructure.
The devices, typically all mobile, have to establish a network in a completely self-
organizing manner. The term ad hoc often implies point-to-point communication, for
instance when looking at todays WLAN card configurations or consumer market
solutions for home multimedia. But pure ad hoc networks are classical multi-hop
networks. While not yet deployed widely, pure ad hoc networks find some application
already today, e.g. in sensor networks or military systems. Another major future
application is vehicular communication.
Ad hoc access networks are connected to the Internet. Today, there is still a coverage
issue with low-cost broadband Internet access. Ad hoc access networks could be used
to circumvent this issue. New problems such as gateway discovery arise in these
networks, and have received ample attention by the research community. Sensor
networks and car-to-car networks may be connected to the Internet or some other sort
of backbone. In this case they also fall in this multi-hop category.
Mesh networks are characterized by an immobile backbone of access points. This
backbone may be set up in a planned or unplanned manner. The use case of mesh net-
works is similar to ad hoc access networks, but mesh networks are expected to provide
higher reliability and better QoS. This comes along with the need for maintaining the
backbone, and installing the access points including power supply.
The findings of this thesis is not restricted to a particular architecture. It attends to
distributed self-organizing methods and algorithms that may be applied in any type of
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2 Communication in Multi-Hop Networks

(a) Cellular multi-hop network. (b) Pure ad hoc network.

Internet

(c) Ad hoc access network.

Internet

(d) Mesh network.

Figure 2.1: Different classes of multi-hop networks [EEH+07].

multi-hop network. With cellular multi-hop networks, however, there is no inevitable
need for network self-organization. This is because the basestation can control the
usage of operator-owned radio resources in a centralized manner. Also, the number of
hops is expected to be very low.
The concepts of this work are well applicable to ad hoc and mesh networks. The
concepts are fully decentralized, and have particular merit in larger networks. Some
approaches work best in networks with low to moderate mobility, and may therefore
be of special interest in mesh networks.

2.2 Research Challenges

The different multi-hop architectures raise specific research challenges. With cellular
multi-hop networks, the efficient use of operator-owned radio resources is critical.
When multi-hop networking relies on fixed relays between the user equipment and
the basestation, the (possibly adaptive) assignment of relay nodes to basestations is
of particular importance. In pure ad hoc networks, major research issues are efficient
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2 Communication in Multi-Hop Networks

spectrum sharing, scalable routing, energy efficiency, and connectivity aspects. Ques-
tions specific to ad hoc access networks are with respect to gateway organization,
and gateway discovery. In mesh networks, the provisioning of quality of service and
security aspects are important topics.

The most severe limitations of multi-hop networks are with respect to
connectivity and throughput.

In single-hop networks, the question of connectivity is simply a question of the network
coverage. A mobile device can send and receive data as soon as it is within commu-
nication range of a basestation or access point. In multi-hop networks, this question
cannot be simply answered by the notion of coverage. Instead, the probability of the
connectedness of two devices is a function of the location of other nodes. For a given
node, it is per se unclear how many neighboring nodes it can directly communicate
with, and whether or not there is a multi-hop path to other devices.
Even with sufficient connectivity, limited data throughput can render a multi-hop
network useless. Large distances between mobile devices affect the throughput in
sparse networks. Mutual interference between devices limits the throughput in dense
networks. In such cases, multi-hop networks have difficulties sustaining applications
with high data rate demands, such as multimedia applications.
For addressing the issues of connectivity and throughput – and ultimately for im-
proving over the current state of art, smart antennas and multi-user detection play an
important role in this thesis. These are wide and diversified research areas which have
received ample attention in the signal processing research community. The focus of
this work is strongly put on involved networking aspects.

2.3 Modeling and Analysis

Today, the analysis of multi-hop networks is mostly based on mathematical methods
and computer-based simulation. Prototypes and testbeds are often prohibitive due to
time and cost efforts. As an interesting meta-solution, some researchers use hardware-
in-the-loop devices which operate like real devices of a wireless network, while other
parts are emulated by software (e.g. [RSO+05]).
For mathematical and simulative analysis, the considered multi-hop network has to
be represented by models that are suitable for mathematical methods and computer
programs, respectively. Such models should be accurate enough to capture relevant
aspects of real networks, yet simple enough to be useful. Besides, they should be
generic enough to allow for general conclusions. The choice of a model typically
depends on the desired sort of analysis. A detailed model may make a problem
too complex for its analysis. On the contrary, a simplistic model may not allow for
meaningful results.
Splitting up a complete wireless network into models is often guided by the func-
tional separation of real devices and software. Most notably, the Open Systems
Interconnection (OSI) layers are used for both implementation and modeling. But
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not the complete stack of hardware, communication protocols and applications has
to be modeled for a given problem. For instance, for research on signal processing
it may suffice to model the characteristics of the wireless channel, while a researcher
working on security issues may be able to make contributions with virtually no channel
assumptions.
In this thesis, models span from channel and mobility models to teletraffic models
and queuing. The resulting plethora of modeling options, parameters and possible
interdependencies between models suggests to use models that are as general as
possible, omitting details of secondary importance, and still capturing essential effects
and aspects. The used models and parameters are summarized in the following.

2.3.1 Scenarios and Node Distributions

In Sec. 2.1 different architectures of present and future wireless systems have been
discussed. This thesis considers the special case of multi-hop networks which are
pure ad hoc networks without any infrastructure, and all devices are assumed to be
basically equal. Still, the major ideas of this work are well applicable to other network
architectures in which multi-hop communication plays a major role.
Let a multi-hop network be composed by N devices, or nodes, forming a node setN .
In the network topologies of this thesis, these nodes are placed independently in a
two-dimensional square system area, according to a certain stochastic process.
For homogeneous node distributions in space, this stochastic process follows a uniform
distribution. A sample of the resulting node distribution is used e.g. in Fig. 4.13 on
page 98. It has properties similar to humans located in a pedestrian area, sensor devices
in habitat monitoring, or networked buildings or cars on a city scale.
In many cases, inhomogeneous node distributions are of interest as model for realistic
scenarios. Then, nodes form clusters in space with more or less tight interconnection.
Such distributions are generated in this thesis by first placing c cluster centers according
to the above uniform distribution, and then placing N

c
nodes per cluster with a two-

dimensional Gaussian offset from the respective cluster center. The standard deviation
of the Gaussian offset is chosen as 10% of the edge length of the square system area.
The resulting Gaussian mixture is truncated such that all nodes are located within the
system area. This is achieved by simply re-placing nodes according to the Gaussian
distribution around the cluster center until its coordinates are within the system area.
We choose c = 5 since a number of clusters close to 1 or close to N would not result in
a substantially clustered network. A sample network for the inhomogeneous case is
used e.g. in Fig. 3.11 on page 38.

2.3.2 Mobility Model

Mobile scenarios are generated by placing nodes in a uniform fashion, and then letting
them move according to the random direction mobility model. Nodes reaching the border
of the system area are “reflected” back so as to keep the number of nodes in the network
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constant. As shown in detail in [Bet03a], the random direction mobility model with this
so-called bounce back border behavior results in a stationary uniform node distribution.
According to the random direction mobility model, nodes choose a random direction,
move for a random time, then pause for a certain time and randomly select a new
direction. This procedure is continued indefinitely. In the simulations of this work, the
random durations in between direction changes are uniformly distributed in [0; 60 s],
and pause times are set to 0. When re-selecting a direction, it is chosen uniformly in
[0; 2π] at random, i.e. there are no correlations between consecutive motion segments.
The node velocity is fixed as indicated in the description of the respective simulation.

2.3.3 Teletraffic and Routing

The parts of this thesis concerned with medium access and throughput aspects require
a model for teletraffic to be specified.
The traffic model assumes that data is generated as fixed size packets with negative
exponentially distributed inter arrival times, which is a commonly used model. The
offered traffic of a data source is varied by varying the inter arrival time of packets.
This model is quite generic and not bound to the statistics of a specific application.
In case of transmission backlog, packets are queued on a First In First Out (FIFO) basis
without any kind of packet prioritization.
The data packets are transmitted in a unicast fashion from the source node to the
specified destination node. Unless traffic relationships are specified differently, each
node n ∈ N generates traffic destined to a randomly chosen destination nD ∈ N \ {n}.
If the destination cannot be reached by a single-hop transmission, it is assumed that
an underlying routing protocol discovers the shortest path in terms of the number of
hops between the source and the destination, and that all intermediate nodes along
the shortest path forward packets accordingly. Thus, this thesis is not concerned with
details of routing, and network coding is not considered.

2.3.4 Antenna Models

Although its focus is on networking, antenna models play an important role in this the-
sis. Antenna design allows the dissemination of energy into the propagation medium
on transmission, and the collection of energy on reception, to be direction-dependent.
Examples for directional antennas are horn, dish, PCB or Yagi antennas. Even a dipole
antenna does not have perfectly omnidirectional, i.e. direction-independent characteris-
tics.
In contrast to the aforementioned antenna types, antenna arrays can be steered electron-
ically instead of mechanical steering. This is achieved using a beamforming circuitry,
controlling the signals applied to or tapped from the antenna elements. The terms
adaptive or smart antennas are also used for such multi-element antennas.
It is assumed here that the individual antenna elements are ideal isotropic radiators.
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Two types of configurations are considered: Uniform Linear Array (ULA) antennas,
where m antenna elements are equally spaced on a line, and Uniform Circular Array
(UCA) antennas, where m antenna elements are placed in equidistant manner on a
circle. Both configurations are repeatedly used in the literature. More details on the
antenna models are given in Sec. 3.1.

2.3.5 Channel and Link Model

This section describes the basic channel and link model used in this thesis. Some
particular parameters will be given in subsequent chapters.
The channel is modeled as Line of Sight (LOS) channel without shadowing or fast
fading. As transmitted signals propagate, their attenuation is modeled by a modified
free space path loss model with path loss coefficient α, with α = 3 throughout this
thesis. It should be noted that we do not model the multi-path characteristics of the
channel, i.e. angular signature and delay characteristics.
Given a transmission power pt and a distance dn1,n2 between a transmitter n1 and a
receiver n2, the received power at the receiver is modeled as

pr = pt ·
(

λ

4π · dn1,n2

)2(
d0

dn1,n2

)α−2

, (2.1)

where λ is the carrier wavelength, and d0 is a reference distance. The path loss coef-
ficient α = 3 accounts for attenuation effects of reflection, diffraction and scattering
[Rap02].
We have to account for the antenna gain of the transmitter and the receiver, as illustrated
in Fig. 2.2. The antenna gain is effective both on transmission and reception. The gain
of the transmitter n1 in the direction of the receiver n2 is denoted as g1, and g2 is the
gain of n2 in the direction of n1.
Unfortunately, it is not possible to find a visual pattern representation where links
exist as soon as patterns overlap. Instead, Fig. 2.2 illustrates linear antenna gains. As
throughout this thesis, the antenna patterns are not stylized, but actual gain patterns
resulting from the respective antenna model.
Considering antenna gains and a reference distance d0 = 1 m, the power of the received
signal is

pr = pt · g1 g2 ·
(
λ

4π

)2(
1

dn1,n2

)α
. (2.2)

The models for the channel, antennas and nodes lead to the simplifying assumption of
having only symmetric, bidirectional links in the network.
So far, we have only considered one transmitter-receiver pair. In multi-hop networks,
we have to account for interference as well. Let node n1 transmit a signal s1(t) to
node n2, and a node n3 transmit a signal s2(t) to a node n4. The received signals
at n2 and n4 are r1(t) and r2(t), respectively. The mathematical model for the inter-
ference channel used in this thesis is an Additive White Gaussian Noise (AWGN)
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g1 g2n1

n2
dn1,n2

n4

n3

Figure 2.2: Illustration of directional transmission and directional reception.
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Figure 2.3: Interference channel for two transmitter-receiver pairs.
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channel [Pro00], which abstracts the channel as shown in Fig. 2.3. The signal r1(t)
received at n2 has a noise component z1(t) and an interference component s2(t) origi-
nating from n3, attenuated by a channel coefficient hn3,n2 , i.e.

r1(t) = hn1,n2s1(t) + hn3,n2s2(t) + z1(t) . (2.3)

This model can be extended straight forward to more than two transmitters.
Threshold models are then used to decide on whether or not a signal can be successfully
received and decoded. This is the case when the received signal power exceeds the
receiver sensitivity pr,min = −81 dBm, and the threshold SINR0 is exceeded:

SINR =
pr∑
pi + pz

≥ SINR0 , (2.4)

where pr is the power of the desired signal, the pi are the interference powers at the
receiver, and pz is the prevailing noise power.
Using this interference channel model, we can compute Signal to Interference and
Noise Ratio (SINR) values for each transmission in the multi-hop network. Error-free
transmissions are assumed when SINR0 = 10 dB is exceeded. Below this value, the
collision model depends on the modulation and coding scheme, as will be discussed in
more detail in the material on multi-user detection.

2.3.6 Numerical Analysis

Unless stated otherwise, the data points of the simulation results in this work have
a confidence level of 95% for a confidence interval of ±5% around the simulation
average. The underlying assumptions are independent and identically distributed
samples, and the assumption that the central limit theorem holds. At least five samples
were gathered before deciding on confidence.

2.4 Synchronization of Multi-Hop Networks

Several methods of this thesis require that the wireless devices forming a network are
synchronized in time. The synchronization of networks can be categorized into

– synchronization to an absolute global time [EGE02, GKS03, MKSL04], and
– slot synchronization [HS05a, HS05b, TAB06].

A synchronization to an absolute time can be important to furnish sensor data with
time labels. Slot synchronization is a prerequisite e.g. for slotted MAC protocols.
The synchronization can be guided by one or several pacemaker nodes (master nodes),
which define a global time or – for slot synchronization – the slot beginnings. This re-
quires a node hierarchy defining pacemaker nodes. A different approach is distributed
synchronization, where synchronization is achieved in a peer-to-peer manner without
pacemaker nodes. The references given above can thus be further categorized into
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– hierarchical synchronization [GKS03, HS05b], and
– distributed synchronization [EGE02, MKSL04, HS05a, TAB06].

In this thesis, we always suppose slot synchronization. Since the methods of this thesis
are all distributed, we prefer distributed self-organizing synchronization approaches.
A promising scheme in this respect is inspired by a role model in biology. This role
model has been described mathematically, and adopted for wireless network synchro-
nization (Fig. 2.4). In the course of this work, MAC layer adaptations have been made
to this synchronization method, which enabled an implementation on wireless sensor
modules (Crossbow MICAz). In experiments, a network synchronization of up to 3µs
was achieved, which would be sufficient for the methods of this thesis. Throughout
the subsequent chapters, we assume that the network is already synchronized to slots.

[BB76]

Synchrony of fireflies

Description as pulse−coupled oscillators

[MS90]

Application to sensor networks

[HS05a]

[TAB06]

Adaptation for realistic transceivers

MAC adaptations and implementation

on actual hardware

Figure 2.4: Toward distributed slot synchronization.
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PHY-MAC cross-

layer design

PHY-NET cross-

layer design
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Beamforming

beamforming
MUD-MAC

PHY-MAC

Persistent

The use of beamforming antennas in packet-based wireless networks can be categorized
into two approaches. The first approach is to carry out beamforming on a packet basis.
Then, transmitting and/or receiving nodes adjust their beamforming pattern for the
duration of each data packet, separately. This means that the beamforming may change
in the order of milliseconds, since subsequently transmitted (received) packets can
be destined to (received from) different neighboring nodes. According to the second
approach, the beamforming pattern of the antennas is maintained on a larger time
scale, e.g. for the duration of a data flow, a connection between a client and a server, or
for even longer time periods.
In this chapter we look at the second approach, which is in the following referred to
as persistent beamforming. With persistent beamforming, the beamforming is adjusted
to traffic relationships on a networking level, rather than to instantaneous channel
conditions between transmitters and receivers. We can thus categorize all methods and
approaches of this chapter as cross-layer design between the physical layer and the
network layer.
The work presented in this chapter is one of the first steps toward this kind of cross-
layer interaction for beamforming antennas. Most publications on beamforming in
wireless multi-hop networks focus on the above-mentioned first approach. It was
shown that standard MAC approaches do not work well with per-packet beamform-
ing [KSV00, Ram01, CYRV06], which is why the vast majority of these publications
only considers MAC protocol design (cf. survey in Sec. 5.2).
Besides medium access, some previous research addresses the design of neighbor
discovery [Ste03], routing [Rho04, NC06, RSB+03, NMMH00, SJ04], broadcasting and
multi-casting [HHH03, WNE02], power control [AKM04], and capacity issues [PS03,
YPK03, SR03b, SR03a] with beamforming antennas. Interestingly, the actual changes

13
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in the network topology – i.e. the properties of the network graph resulting from beam-
forming in comparison to the properties of the graph resulting from omnidirectional
antennas – have long not been studied. This lack of research is very surprising since
the network topology has significant impact on various performance measures, such as
route lengths, end-to-end delay, reachability, and capacity. An adequate understanding
of these changes in topological properties is therefore crucial for assessing the benefits
of beamforming in multi-hop networks.
This chapter provides a thorough analysis of connectivity-related aspects with beam-
forming antennas. It demonstrates that significant improvements in terms of connec-
tivity – but also throughput – can be achieved with persistent beamforming.
Since the system dynamics introduced by persistent beamforming are significantly
lower than with per-packet beamforming, persistent beamforming can be deployed
without changing network functionalities such as medium access control, neighbor
discovery, or routing.
Sec. 3.1 of this chapter reviews signal processing methods for adaptive beamforming,
used in subsequent sections as well as in chapter 5. Sec. 3.2 summarizes connectivity
aspects and terms. Sec. 3.3 is devoted to optimizing the node degree of multi-hop net-
works assuming full network knowledge. Algorithms for improving the connectivity
of practical multi-hop networks are subject-matter of Sec. 3.4. Improving connectivity
can be accomplished by interconnecting disconnected network partitions. Sec. 3.5
considers such partitioning. It diversifies the material of this work by discussing a
quite unorthodox class of algorithm: emergent behavior. Persistent beamforming can
also be used to increase the throughput of multi-hop networks. Sec. 3.6 suggests means
for throughput improvements by adaptive, yet still persistent, interference suppression.
Sec. 3.7 reviews related work in the field. Finally, Sec. 3.8 summarizes this chapter.
This chapter is in part based on research previously published in [VBMH05, VBH05,
VWAH06, VWAH07, HKV08].

Sec. 3.2–3.5

Connectivity Throughput
improvement improvement

Sec. 3.6

beamforming
Persistent

3.1 Signal Processing for Digital Beamforming

Signal processing methods for multi-element antennas can roughly be categorized into
– beamforming methods,
– diversity schemes (e.g. antenna selection), and
– spatial multiplexing.
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In this thesis, multi-element antennas are used for beamforming only. In subsequent
sections, beamforming methods are used for a) range extension and b) interference
suppression. Two pertinent signal processing methods from the literature are presented
in this section. The first one is a standard approach for phased arrays, maximizing the
antenna gain in a given direction (Sec. 3.1.3). The second one is an approach to nullify
the antenna gain in one or several directions (Sec. 3.1.4). The simulation tool developed
in the course of this work comprises an implementation of both methods.
It is important to note that the PHY-NET cross-layer interaction in this chapter is not
bound to these two methods. The same holds for chapter 5, where the methods are
applied as well. The methods are rather exemplary, revealing general aspects of cross-
layer interaction with beamforming antennas in a multi-hop context that would arise in
a similar way with different, more advanced beamforming schemes. In this regard, the
reader is referred to [TKU05] for a comprehensive collection of state-of-the-art methods
and algorithms for smart antennas.

3.1.1 Digital Beamforming

The general structure of a digital beamformer is illustrated in Fig. 3.1. It consists of a
digital signal processor and one transceiver unit for each of the m antenna elements.
On transmission, the transmit signal is supplied to the digital signal processor. The
processor creates m binary streams (baseband signal composed of in-phase (I) and
quadrature-phase (Q) component), one for each transceiver. On reception, the processor
receives m signals from the transceivers and outputs a combined receive signal.
Each transceiver performs frequency up-/down-conversion, filtering and amplification,
and thus the conversion between the baseband signal and the narrow band band-pass
signal applied to/tapped from the antenna element. The conversion between the
digital and the analog regime is performed using an ADC at the transceiver side of the
digital signal processor.
With ideal filters, sufficient sampling rate and high ADC accuracy, the digitally pro-
cessed signals comprise all information that is available at the antenna array. The
concept of digital beamforming can then be used for a wide range of beamforming
methods (subsuming analog methods), allowing for shaping the antenna response
with beams and nulls in a relatively arbitrary way.
Two methods that may be implemented in the digital signal processor will be described
shortly, after a brief summary of antenna array concepts and terms.

3.1.2 Antenna Array Concepts and Terms

The most important concepts of antenna array theory for this work are summarized
in this section [Bal97, LL96]. The reciprocity of antenna arrays makes the following
definitions for transmitting antennas applicable to receiving antennas as well.

Radiation pattern and antenna gain The radiation pattern of an antenna array de-
scribes its relative distribution of radiated power as a function of angular direc-
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Figure 3.1: Digital beamforming [LL96].

tion. This pattern is, in the far-field of the array, quantified by the antenna gain,
which is defined as

g(θ, φ) =
4π · power radiated per unit solid angle in direction θ, φ

Total input power to antenna
, (3.1)

where θ is the azimuthal angle and φ is the elevation angle. In this thesis, the
antenna efficiency is assumed to be 1, which means that the total power radiated
by the antenna is equal to the total input power. The antenna gain g(φ, θ) is
then equal to another quantity from antenna theory, namely the directive gain. In
practice, the antenna efficiency is smaller than 1.

Array factor and pattern multiplication The far-field radiation pattern of an array
depends on the geometric arrangement of its antenna elements. The notion of
the array factor F (θ, φ) is used to represent the radiation pattern for an array
with isotropically radiating antenna elements. For non-isotropical elements – all
realistic elements are non-isotropical – the pattern multiplication principle states
that the overall antenna gain is obtained by multiplying the array factor F (θ, φ)
with the radiation pattern f(θ, φ) of the individual antenna elements,

g(θ, φ) = f(θ, φ) ·F (θ, φ). (3.2)

In this thesis, the antenna elements are assumed to be perfectly isotropical with
f(θ, φ) = 1. The pattern multiplication principle is still important since it provides
that the methods of this thesis can be applied to realistic arrays as well.

Main lobe and side lobes The radiation pattern of a beamforming antenna typically
exhibits noticeable lobes (or beams). The lobe containing the maximum radiation
power is called main lobe. All other lobes are called side lobes.
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3.1.3 Array Factor and Main Lobe Steering

Linear Arrays

The far-field antenna pattern of an array is described by the array factor F (θ, φ). For
the ULA geometry with m antenna elements as shown in Fig. 3.2, the array factor is
given by

F (θ, φ)ULA =
m−1∑

i=0

xi e
jiπ sin θ, (3.3)

i.e. by the inner product of the complex-valued weight vector x and the array propaga-
tion vector describing the Direction of Arrival (DOA) information of the incident wave
front.

1 2 3 m

. . .

θ

Figure 3.2: Geometric configuration of a ULA antenna with far-field wavefront.

For a ULA, the antenna pattern is rotationally symmetric, its array factor therefore
independent of the elevation angle φ. The above array vector holds for an element
spacing of half the carrier wavelength. This is assumed throughout this work. The
array factor for a general element spacing can be found in [LL96].
When assuming an equal phase difference ∆ between the complex-valued entries of x,
these xi with magnitude Ai can be expressed as

xi = Ai e
ji∆, i ∈ 0, . . .m− 1. (3.4)

With this phase shift ∆ between consecutive antenna elements, the array factor becomes

F (θ, φ)ULA =
m−1∑

i=0

Ai e
j (iπ sin θ+i∆). (3.5)

Consequently, the antenna response can be maximized in a direction θ0 by providing
that

∆ = −π sin θ0, (3.6)

and ∆ thereby becomes a means for steering the main lobe of the ULA.
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Circular Arrays

The array factor of an UCA antenna can be derived in an analogous manner. With UCA
antennas, the m radiators are evenly spaced on a circle. This is exemplified in Fig. 3.3
for m = 8. Since there is no rotational symmetry as with linear arrays, an elevation
angle φ has to be considered in addition to the azimuthal angle θ in order to obtain the
three-dimensional antenna characteristic. The following description is simplified by
only looking at the lateral cut of the antenna pattern. This is sufficient for the numerical
evaluations of this work, where planar multi-hop networks are assumed, with antenna
arrays perfectly perpendicular to the ground.

R

θi

Figure 3.3: Geometric configuration of a UCA antenna.

With this simplification, the array factor expressing the phase shift with respect to the
center of the UCA is

F
(
θ, φ=

π

2

)
UCA

=
m−1∑

i=0

xi e
−j 2π

λ
R cos(θ−θi), (3.7)

where λ is the carrier wavelength, R is the radius of the circle on which the antenna
elements are arranged, and θi is the angular location of the (i+1)-th element on the
circle.
Again, it is possible to steer the main lobe into a direction (θ0, φ0). In our case, φ0 = π

2
,

since we want the main lobe to be aligned with the planar network. The azimuthal
main lobe direction θ0 can be set by choosing

xi = Ai e
j 2π
λ
R cos(θ0−θi) (3.8)

for the elements of the weight vector.

3.1.4 Adaptive Nulling

The concept of adaptive nulling is used to suppress co-channel interference by nullifying
the antenna gain in the angular direction of incident interference. A variety of nulling

18



3 Persistent Beamforming

methods can be found in the literature. Looking at early work, [App76] has considered
nulling where the degrees of freedom remaining after nulling are used for maximizing
an SIR index. A different scheme in [DM69] maximizes the antenna gain with nulling
constraints. In [Ste82], Steyskal determines weight vectors minimizing the mean square
difference between the antenna pattern before nulling and the antenna pattern after
nulling, subject to desired nulling directions.
The latter method is adopted in this work. With this method, placing and removing
nulls leads to only minor changes of the remaining antenna pattern, at least when there
is a reasonable number of antenna elements available. Consequently, as nulls are added
and removed by the MAC layer (in PHY-MAC cross-layer design) or networking layer
(in PHY-NET cross-layer design), the behavior of the antenna array is “predictable” for
these layers.
With persistent beamforming approaches described in this chapter, the beamforming
pattern is maintained for different communication partners, and not adapted per-
packet. Therefore, nulling methods maximizing an SIR index with respect to one
single communication partner are inappropriate, while the synthesis method of [Ste82]
is well-suited for this purpose.

Synthesis Method

Assume that an adaptive array antenna is used to form an antenna gain pattern g(θ),
where θ is the azimuthal angle. In the following, we assume that an array vector x0

has already been chosen to form a pattern g0(θ). According to [Ste82], we call this the
quiescent pattern. A special case of the quiescent pattern is a pattern without a directive
characteristic, i.e. an omnidirectional pattern, where the antenna gain is equal to one in
all directions. This pattern can be achieved by setting one entry of x0 to one, and the
remaining entries to zero.
The synthesis method is used to impose antenna gain nulls on the quiescent pattern (no
matter whether it is omnidirectional or directive), resulting in an approximate pattern
ga(θ). The term approximate describes that we are interested in the closest approximation
to the quiescent pattern, i.e. we want to change the original pattern as little as possible
when imposing nulls.
The approximate pattern is subject to the nulling constraints. A nulling constraint
specifies that the antenna gain shall be zero in a given angular direction. In addition,
we can demand the ν-th derivative of the pattern to be zero. This may be necessary to
suppress wide-band interference in a given angular direction, and thereby counteract
the frequency dependency of the antenna array. In this thesis, it is always assumed
that the interference source is narrow-band enough such that imposing a zero-order
null is sufficient to suppress its interference. Still, the following formulations include
the general case ν ≥ 0.
For imposing M1 nulls up to the M2-th derivative, the corresponding constraints can
be formalized as

dν

dθν
ga(θµ)

!
= 0, µ = 1, . . .M1, ν = 0, . . .M2, (3.9)
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where θµ is the desired angular direction of the µ-th null. Since the Degrees of Freedom
DOF of the antenna array are limited to m, we have to ensure that

M1 (M2 + 1) ≤ m, (3.10)

i.e. given m antenna elements, the higher the order M2 of the antenna gain nulls, the
less nulls can be formed.
In [Ste82], it is shown that finding the best approximation ga(u) minimizing the error
ε(ga),

ε(ga) =
1

2

∫ 2π

0

|g0(θ)− ga(θ)|2 dθ, (3.11)

is equivalent to minimizing the mean square error of the corresponding weight vectors,
i.e.

min : ‖x0 − xa‖2 . (3.12)

The main idea in [Ste82] to determine the weight vector of the approximate pattern, xa,
is that the weight vector of the quiescent pattern, x0, has two projections on orthogonal
subspaces Y and Z, respectively. The projection on the subspace Y represents the
constraints given by (3.9). The subspace Y is of dimension M1 (M2 + 1), one dimension
per constraint. By decomposing x0 into the subspaces Y and Z, i.e.

x0 = y0 + z0, y0 ∈ Y, z0 ∈ Z, (3.13)

it follows that xa must be in subspace Z, and orthogonal to Y . This is illustrated in
Fig. 3.4. The projection of x0 into subspace Z is the best approximation of x0 under the
nulling constraints, and therefore the desired solution xa.

Y

Z

z0 = xa

y0
x0

Figure 3.4: Illustration of the approximation problem [Ste82].

Speaking in terms of the desired antenna pattern, ga(θ) consists of the quiescent pattern
g0(θ), and M1 (M2 + 1) superimposed cancellation beams.
The problem of finding, finally, the desired weights xa requires a linear equation system
corresonding to Fig. 3.4 to be solved, as detailed in [Ste82].
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Application to Linear and Circular Arrays

The steps for computing the sought-after antenna pattern ga(θ) for a ULA or UCA
antenna are

– determining, from the quiescent weight vector x0 and the desired nulling direc-
tions θµ, xa according to the synthesis method described above,

– substituting x = xa in the array factor (3.3) or (3.7), respectively, and
– normalizing the resulting pattern by the integral over all angular directions, such

that the same energy is radiated with nulls as it is without nulls.
Sample approximate patterns ga(θ) for different quiescent patterns and nulling direc-
tions for ULA and UCA antennas are given in appendix A. In the examples for ULA
antennas, it can be seen that the antenna pattern is always symmetric to the antenna
axis, and that imposing a null at θµ causes a null at −θµ as well.

3.2 Connectivity Concepts in Graph Theory

Multi-hop networks are modeled as graphs in this thesis. This has the merit that
connectivity-related concepts from graph theory can be applied to characterize the
connectedness of wireless devices forming a network. The following terms and con-
cepts [DA93, GM95] will be used in subsequent sections:

– A graph is connected if there exists at least one path from each node to all other
nodes. Otherwise, the graph is disconnected.

– If there exist at least k node-disjoint paths between each pair of nodes, then the
graph is k-connected. For instance, if a graph is 2-connected, all intermediate
nodes forming the route between a source and a destination may fail and it is still
provided that there is a second path that can be used as backup route. A routing
protocol that is capable of discovering disjoint routes is called multi-path routing
protocol.

– The path probability pPath is defined as the probability that there exists a path
between two randomly selected nodes. It can be determined by averaging over a
large number Ω of random topologies:

pPath = lim
Ω→∞

1

Ω

Ω∑

i=1

number of connected node pairs
number of node pairs

(3.14)

The path probability is a relaxed measure as compared to the graph theoretical
notion of connectivity, the latter defining a graph to be either connected or dis-
connected. The path probability is therefore a very useful measure to characterize
the connectedness of a multi-hop network, and closely relates to the experience
of a user wishing to connect to another device.

– The node degree δ of a node is equal to the number of neighbors of the node. For
instance, a node with links (or edges) to three other nodes has a node degree of
δ = 3, while an isolated node has δ = 0.
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– The Penrose Theorem [Pen97, Pen99] interrelates node degrees to connectivity.
Informally speaking, it states that a random geometric graph is connected with
high probability when there is no isolated node in the graph.

Random geometric graphs are of great importance in this thesis. When placing nodes
randomly in a system area and adding links between these nodes based on a maximum
allowed node distance (= transmission range), then this results in a random geometric
graph. A theorem analogous to the Penrose Theorem exists for purely random graphs,
where the probability for the existence of a link is independent of the node distance.
The analysis of multi-hop networks with beamforming antennas is extremely compli-
cated by the fact that such networks are neither strictly geometric graphs, nor strictly
random graphs: The existence of links correlates with the node distance, but is further-
more dependent on the beamforming patterns of the nodes. Most of the numerical
results in this chapter are therefore based on simulations.

Significance of Node Degree and Path Probability

The notion of the path probability is obviously related to the usability of a multi-
hop network. The higher the path probability, the better the user experience. Many
applications may even require pPath = 1.
The significance of the node degree is more complex. On the one hand, higher node
degrees are beneficial:

– There are more one-hop neighbors which can be communicated with very effi-
ciently (no routing necessary, short delay),

– higher node degrees result in the existence of more node-disjoint paths, which
can be important for fault-tolerant multi-path routing in mobile applications, and

– there is a higher potential for network coding techniques in case multi-casting is
a communication requirement.

But there are also disadvantages:
– Higher node degrees mean higher contention on a MAC level, and thus reduced

per-node channel access opportunities because of MAC layer blocking, and
– redundant message transmissions may occur excessively when flooding a mes-

sage, leading to large flooding overhead.
For these disadvantages of high node degrees, Sec. 3.6 discusses means to reduce
the node degree by nulling undesired neighboring nodes, resulting in higher data
throughput. Among the primal and most limiting problems with multi-hop networks
are, however, a lack of connectivity, large hop distances that disallow for high-quality
multimedia applications for delay reasons, and short path life times in mobile scenarios.
Unless the node density is very high and mobility is low, we should therefore still aim
for rather high node degrees.
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3.3 Optimal Beamforming with Node Degree Criterion

In this section, we control the beamforming directions of wireless devices so as to
maximize the node degree, i.e. the number of neighbors a wireless device can directly
communicate with. It is known from graph theory that there is a close relationship be-
tween the node degree and the overall connectedness of a network (Penrose Theorem),
so maximizing the node degree is a major step toward optimizing connectivity.
The basic question answered in this section is:

In which direction should the mobile devices point their main lobe so as
to maximize the sum of the node degrees of all nodes in the multi-hop
network?

This problem is formulated as a Mixed Integer Linear Program (MIP) [Dan63, BT97].
Even though such a central optimization approach with full network knowledge is
not feasible in self-organizing multi-hop networks, the results obtained through opti-
mization are of great interest: By comparison with the global optimum, we are able to
assess distributed algorithms which can be applied to realistic multi-hop networks, and
estimate their performance gap to the optimal solution. Such distributed algorithms
will be discussed in later sections.

3.3.1 Modeling Assumptions

It is the intention to formulate the problem of maximizing node degrees as a MIP. This
is virtually impossible for realistic antenna patterns as exemplified for a UCA with
m = 8 antenna elements in Fig. 3.5(a).
To make the antenna model accessible for a linear formulation, its characteristic is in
the following simplified and abstracted by the so-called keyhole model. It has been
used repeatedly in the literature (e.g. [Ram01]). We assume that the mobile devices
are located in a plane, and antennas are perfectly perpendicular to the ground. The
keyhole model can thus be limited to two dimensions. It is then characterized by an
angular range with high antenna gain GM (main lobe), and a low antenna gain GS in
the remaining directions (Fig. 3.5(b)). GS models the side lobes of a realistic antenna
array. In the following, we assume GM = 10 dBi within an antenna aperture of α = 30◦,
and GS = −10 dBi outside the aperture.
We assume that each node in the network’s node set N is equipped with the same
beamforming antenna characterized by (GM, GS, α), and that all nodes ni ∈ N can
adjust the direction γni of the main lobe independently.

3.3.2 Linear Problem Formulation

We can start developing a linear formulation of the optimization problem by looking
at two nodes {n1, n2} ⊂ N only. An illustration is given in Fig. 3.6, where two nodes n1
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(a) Realistic phased array. (b) Keyhole model.

Figure 3.5: Gain patterns.
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Figure 3.6: Illustration of optimization variables and parameters.

and n2 with node coordinates (xn1 , yn1) and (xn2 , yn2), and main lobe steering angles
γn1 , γn2 ∈ [0; 2π[ are shown.
The two nodes may or may not be able to establish a link ln1,n2 between them, de-
pending on the respective antenna gains g(γn1) and g(γn2), and depending on their
Euclidean distance

dn1,n2 =

√
(xn2 − xn1)

2 + (yn2 − yn1)
2. (3.15)

Using the path loss model (2.2) and a minimum required receive signal strength Pr,min

(in decibel), we can formulate the link budget inequation in logarithmic notation by

0 ≤ Pt +G (γn1) +G (γn2)− PL,n1,n2 − Pr,min , (3.16)

where Pt is the transmission power, G (γni) are the antenna gains in decibel with
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G =

{
GM within aperture α,
GS else,

(3.17)

and PL,n1,n2 is the logarithmic path loss given by

PL,n1,n2 = −10 · log

(
λ

4π

)2

− 10 · log
(
dn1,n2

−α) . (3.18)

The two nodes n1 and n2 are able to establish a link ln1,n2 iff the received power Pr is
large enough to fulfill (3.16). This is the case within a maximum transmission range

dr = 10
1

10 ·α ·
(
−Pr,min+Pt+G(γn1)+G(γn2)+10 · log( λ

4π )
2
)
, (3.19)

which is a function of the antenna gains. Looking at the keyhole model more closely,
we can distinguish three basic cases: The nodes n1 and n2 are

– always out of communication range,
– always within communication range, or
– within communication range in case of proper main lobe steering angles γni .

Always out of Communication Range

When dn1,n2 is large, then Pr may be smaller than Pr,min even if the two nodes point
their main lobe toward each other. The critical distance for this is, with (3.19),

dmax = dr
∣∣
G(γn1)=GM, G(γn2)=GM

. (3.20)

Obviously, node pairs {n1, n2}with dn1,n2 > dmax are not of interest for the optimization.

Always within Communication Range

In case dn1,n2 is so small that Pr is sufficient independent of γni and γn2 , i.e. not exceeding

dmin = dr
∣∣
G(γn1)=GS, G(γn2)=GS

, (3.21)

then there is always a link between n1 and n2. All node pairs {n1, n2}with dn1,n2 ≤ dmin

can safely be ignored in the optimization.

Within Communication Range in Case of Proper Steering

For all nodes pairs {n1, n2}with

dmin < dn1,n2 ≤ dmax (3.22)
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the existence of a link depends on the main lobe steering angles γn1 and γn2 . In essence,
these are the variables of the optimization.
According to Fig. 3.6, we can determine βn1,n2 ∈ [0; 2π[ by

tan (βn1,n2) =
yn2 − yn1

xn2 − xn1

. (3.23)

For a given aperture α and an antenna orientation γn1 , G(γn1) equals GM (i.e. the signal
is amplified by the high antenna gain) iff

– for α
2
≤ γn1 ≤ 2π − α

2
:

βn1,n2 ≤ γn1 +
α

2
∧ βn1,n2 ≥ γn1 −

α

2
, (3.24a)

– for 2π − α
2
≤ γn1 ≤ 2π:

βn1,n2 −
α

2
≤ γn1 ≤ 2π ∨ βn1,n2 ≥ γn1 −

α

2
+ 2π, (3.24b)

– and for 0 ≤ γn1 ≤ α
2

:

0 ≤ γn1 ≤ βn1,n2 +
α

2
∨ βn1,n2 −

α

2
− 2π ≤ γn1 ≤ 2π. (3.24c)

In the following, we will repeatedly use indicator variables with range ]−∞; 1] ⊂ R. In
the context of these indicator variables, a value of 1 will always be used to indicate
that a constraint is fulfilled, a link is active, etc. Using an indicator variable a′n1,n2

∈
]−∞; 1] ⊂ R, we can reformulate the first inequality of (3.24a) as

a′n1,n2
≤ γn1 +

α

2
− βn1,n2 + 1 , (3.25a)

where a′n1,n2
can be 1 iff the first part of (3.24a) is fulfilled. Furthermore, we can put a

tighter bound on a′n1,n2
, because the right-hand side of (3.25a) can only be as small as

−2π + 1 + α
2

with positive-valued angles. Consequently, a′n1,n2
∈
[
−2π + α

2
+ 1; 1

]
is

sufficient to keep (3.25a) feasible.
For link budget calculations, we use a′n1,n2

to set a binary variable b′n1,n2
to 1 iff a′n1,n2

≤ 0,
and to 0 otherwise. This can be achieved by the constraint

(
−2π + 1 +

α

2

)
· b′n1,n2

− a′n1,n2
+ 1 ≤ 0. (3.25b)

The second inequality of (3.24a) can be formulated in a similar manner using a second
indicator variable a′′n1,n2

∈
[
−2π + α

2
+ 1; 1

]
⊂ R and a binary variable b′′n1,n2

, resulting
in

a′′n1,n2
≤ βn1,n2 − γn1 +

α

2
+ 1 (3.25c)

(
−2π +

α

2
+ 1
)
· b′′n1,n2

− a′′n1,n2
+ 1 ≤ 0. (3.25d)
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The variables b′′n1,n2
and b′n1,n2

can become 0 iff both constraints are fulfilled for a node
pair {n1, n2}, allowing the binary variable bn1,n2 ∈ {0, 1} to become 1 in the constraint

bn1,n2 ≤
1

2

(
1− b′n1,n2

)
+

1

2

(
1− b′′n1,n2

)
. (3.26)

Due to the angle discontinuity at 2π as apparent from (3.24b) and (3.24c), we still need
to take care of those cases where βn1,n2 is in the range of

[
2π − α

2
; 0
]

and
[
0; α

2

]
. To this

end, we use the following set of constraints in case of βn1,n2 ≥ 2π − α
2

for an indicator
variable c′n1,n2

∈
[
−βn1,n2 + α

2
+ 1; 1

]
:

c′n1,n2
≤ γn1 −

(
βn1,n2 −

α

2

)
+ 1. (3.27a)

Again, a binary variable b′n1,n2
is generated by

(
−βn1,n2 +

α

2
+ 1
)
· b′n1,n2

− c′n1,n2
+ 1 ≤ 0. (3.27b)

While the last constraint detects the obvious case where γn1 ≥ βn1,n2 − α
2
, it is also

possible that γn1 ≤ βn1,n2 + α
2
− 2π, which is detected by

c′′n1,n2
≤
(
βn1,n2 +

α

2
− 2π

)
− γn1 + 1, (3.27c)

and a binary variable is analogously set according to the fulfillment of the previous
constraints in

(
−4π + βn1,n2 +

α

2

)
· b′′n1,n2

− c′′n1,n2
+ 1 ≤ 0. (3.27d)

The opposing node n2 is in the keyhole of the antenna iff one of the two binary indicator
variables b′n1,n2

, b′′n1,n2
is 0, which we indicate by

bn1,n2 ≤ 1− b′n1,n2
+ 1− b′′n1,n2

. (3.28)

The case where βn1,n2 ≤ α
2

(shown in (3.24c)) is formulated in a similar manner:

c′n1,n2
≤ βn1,n2 +

α

2
− γn1 + 1 (3.29a)

(
−2π + βn2n2 +

α

2

)
· b′n1,n2

− c′′n1,n2
+ 1 ≤ 0 (3.29b)

c′′n1,n2
≤ γn1 −

(
βn1,n2 −

α

2
+ 2π

)
+ 1 (3.29c)

(
−βn1,n2 +

α

2
− 2π + 1

)
· b′′n1,n2

− c′′n1,n2
+ 1 ≤ 0 (3.29d)

bn1,n2 ≤ 1− b′n1,n2
+ 1− b′′n1,n2

. (3.30)
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At this point, we are able to formulate the conditioned link budget according to (3.16)
as a linear constraint

0 ≤Pt + (1− bn1,n2) ·GS + bn1,n2 ·GM+

+ (1− bn2,n1) ·GS + bn2,n1 ·GM

− ln1,n2 ·PL,n1,n2 − Pr,min .

(3.31)

All node pairs {n1, n2} ⊂ N can satisfy the above constraint by setting the binary link
indicator variable ln1,n2 to 0. In order for a link to become active (i.e. ln1,n2 = 1), the link
budget has to be sufficient. Maximizing the number of active links,

max
∑

{n1;n2}⊂N
ln1,n2 , (3.32)

causes the MIP solver to try to set as many ln1,n2 to 1 as possible. This requires nodes
that are only within communication range in case of proper main lobe steering to turn
their beamforming direction such that bn1,n2 can be set to 1 (representing a node in
the main lobe), thereby finding a configuration with as many links as theoretically
possible.

Complete Formulation

For the link budget given by (3.16), a set of nodesN , corresponding (precomputed) dis-
tances dn1,n2 ∈ R+

0 ∀ {n1, n2} ⊂ N , and angles between nodes βn1,n2 ∈ [0; 2π[ ∀ {n1;n2} ⊂
N , the complete mixed-integer program reads as follows:

max
∑

{n1;n2}⊂N
ln1,n2 (3.33)

subject to

– ∀ {n1;n2} ⊂ N : βn1,n2 <
α
2
∧ dmin < dn1,n2 ≤ dmax

c′n1,n2
≤ βn1,n2 +

α

2
− γn1 + 1 (3.34a)

(
−2π + βn1,n2n2 +

α

2

)
· b′n1,n2

− c′′n1,n2
+ 1 ≤ 0 (3.34b)

c′′n1,n2
≤ γn1 −

(
βn1,n2 −

α

2
+ 2π

)
+ 1 (3.34c)

(
−βn1,n2 +

α

2
− 2π + 1

)
· b′′n1,n2

− c′′n1,n2
+ 1 ≤ 0 (3.34d)

bn1,n2 ≤ 1− b′n1,n2
+ 1− b′′n1,n2

(3.34e)
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with

c′n1,n2
∈
[
−2π + βn2n2 +

α

2
; 1
]
⊂ R,

c′′n1,n2
∈
[
−βn1,n2 +

α

2
− 2π + 1; 1

]
,

b′n1,n2
, b′′n1,n2

, bn1,n2 ∈ {0, 1} .

– ∀ {n1;n2} ⊂ N : α
2
≤ βn1,n2 ≤ 2π − α

2
∧ dmin < dn1,n2 ≤ dmax

a′n1,n2
≤ γn1 +

α

2
− βn1,n2 + 1 (3.35a)

(
−2π + 1 +

α

2

)
· b′n1,n2

− a′n1,n2
+ 1 ≤ 0 (3.35b)

a′′n1,n2
≤ βn1,n2 − γn1 +

α

2
+ 1 (3.35c)

(
−2π +

α

2
+ 1
)
· b′′n1,n2

− a′′n1,n2
+ 1 ≤ 0 (3.35d)

bn1,n2 ≤
1

2

(
1− b′n1,n2

)
+

1

2

(
1− b′′n1,n2

)
(3.35e)

with

a′n1,n2
∈
[
−2π +

α

2
+ 1; 1

]
⊂ R,

a′′n1,n2
∈
[
−2π +

α

2
+ 1; 1

]
⊂ R,

b′n1,n2
, b′′n1,n2

, bn1,n2 ∈ {0, 1} .

– ∀ {n1;n2} ⊂ N : 2π − α
2
< βn1,n2 ∧ dmin < dn1,n2 ≤ dmax

c′n1,n2
≤ γn1 −

(
βn1,n2 −

α

2

)
+ 1 (3.36a)

(
−βn1,n2 +

α

2
+ 1
)
· b′n1,n2

− c′n1,n2
+ 1 ≤ 0 (3.36b)

c′′n1,n2
≤
(
βn1,n2 +

α

2
− 2π

)
− γn1 + 1 (3.36c)

(
−4π + βn1,n2 +

α

2

)
· b′′n1,n2

− c′′n1,n2
+ 1 ≤ 0 (3.36d)

bn1,n2 ≤ 1− b′n1,n2
+ 1− b′′n1,n2

(3.36e)

with

c′n1,n2
∈
[
−βn1,n2 +

α

2
+ 1; 1

]
⊂ R,

c′′n1,n2
∈
[
−4π + βn1,n2 +

α

2
; 1
]
⊂ R,

b′n1,n2
, b′′n1,n2

, bn1,n2 ∈ {0, 1} .

29



3 Persistent Beamforming

– ∀ {n1;n2} ⊂ N : dmin < dn1,n2 ≤ dmax

0 ≤Pt + (1− bn1,n2) ·GS + bn1,n2 ·GM+

+ (1− bn2,n1) ·GS + bn2,n1 ·GM

− ln1,n2 ·PL,n1,n2 − Pr,min .

(3.37)

with
bn1,n2 , ln1,n2 ∈ {0, 1} .

3.3.3 Numerical Evaluation

The solution of the optimization problem stated above yields those per-node beam-
forming directions which result in the maximum sum of node degrees in a multi-hop
network. It would now be interesting to obtain statistical data on this maximum –
and the path probability pPath that comes along with it – for a large number of net-
work topologies, and compare to multi-hop networks with omnidirectional antennas.
Alas, the computational complexity of solving this optimization problem is too high
to provide such data here. The application of the methodology is therefore limited
to one topology. In the example, N = 50 nodes are placed on a square system area
of size 1000 m×1000 m. The nodes are placed inhomogeneously, i.e. the network is
clustered. The optimization was implemented using CPLEX/Concert 9.1, running
on an AMD Opteron 2218 workstation with 6 GByte RAM. It was interrupted after
12 hours runtime, with a residual worst-case optimality gap of 65.4%.
Although results are only provided for this one sample network, it is not just a visual
validation of the solution. As we will see shortly, interesting observations can be made
when comparing this optimal persistent beamforming configuration to per-packet
beamforming.
Let us compare the following three cases:

– Omnidirectional antennas (G = 0 dBi for all nodes in all directions),
– per-packet beamforming, where it is assumed that all receivers and transmitters

can provide the high antenna gain GM for every single transmission taking place
in the network,

– the optimal solution for persistent beamforming, maximizing the sum node
degree according to Sec. 3.3.2.

The sample network and the resulting links for these three cases are illustrated in
Fig. 3.7. The corresponding values for the sum node degree and the path probability
are summarized in Tab. 3.1. Besides these three cases, Fig. 3.7 and Tab. 3.1 provide
results for a distributed approach, Maximum Node Degree Beamforming (MNDB),
which will be discussed later on.
Looking at Tab. 3.1, the increase in the sum node degree over the omnidirectional case
(232) is significant with optimal persistent beamforming (410), and quite drastic with
per-packet beamforming (1732). For optimal persistent beamforming, it is interesting
to note that the increase of the path probability is by far more significant than the
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(a) Omnidirectional antennas. (b) Per-packet, fully directional.

(c) Optimal persistent beamforming. (d) Links resulting from optimization.

(e) Distributed MNDB. (f) Links resulting from MNDB.

Figure 3.7: Connectivity in a sample network with N = 50 nodes.
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Table 3.1: Connectivity measures evaluated for the sample network.

Sum of node Path
degrees probability

Omnidirectional 232 0.580
Distributed MNDB 352 0.642
Optimal persistent beamforming 410 0.960
Per-packet, fully directional 1732 1

change in the sum node degree, although the latter is the objective function of the
optimization. With only one node being disconnected (cf. Fig. 3.7(d)), persistent
beamforming virtually reaches the path probability of per-packet beamforming.
We have here assumed that per-packet beamforming can establish fully directional
links, i.e. links that can only occur if both the transmitter and the receiver point their
main lobe toward each other. As will be discussed in chapter 5, it is not obvious that a
beamforming-aware MAC protocol is able to establish fully directional links. It is an
advantage of persistent beamforming that, even with very simple schemes, such links
happen to occur. This will be illustrated later in connection with Fig. 3.11.
MNDB (described in Sec. 3.4.2) is a heuristic working on the same criterion as the above-
presented optimal solution, i.e. the sum of node degrees. For the sample network, it
yields a significant increase of the sum of node degrees, and a moderate improvement
of the path probability as compared to omnidirectional antennas (cf. Tab. 3.1). While
these are only qualitative observations drawn from one sample network, quantitative
data for networks with varying node density will be provided in Sec. 3.4.3.

3.4 Distributed Beamforming Methods

Hitherto in this chapter, we have emphasized the fact that persistent beamforming can
be deployed in multi-hop networks without adapting core networking and medium ac-
cess functionalities. When assessing the practicality of beamforming, another important
question is how much channel information and information about the antenna array
setup is required. Non-persistent beamforming typically requires channel attenuation
information for individual antenna elements (channel matrix of the Multiple Input
Multiple Output (MIMO) system), or DOA information about neighboring nodes. This
information has to be updated in the order of milliseconds, in case the beamforming is
adjusted per packet.
In this section, we are interested in the following question:

What connectivity gains can be achieved with beamforming antennas if the
nodes have no channel information at all, and no or very limited informa-
tion about the network topology?
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3.4.1 Random Direction Beamforming

If a node has no information about beneficial beamforming directions, a naive and
straightforward approach is to transmit in a random direction. Like omnidirectional
transmission, beamforming in a random direction does not require any direction
estimation among nodes. It is thus a very practical approach and has low complexity
with respect to signal processing and signaling protocols.
Investigating beamforming in random directions is further interesting since it can
be used to obtain performance bounds. This is to say that, if no neighbor location
information is at hand, nodes may beamform randomly; once they obtain information
about their neighbors, they can optimize the beamforming.
The authors of [BHM05] made a first step toward an analysis of network topology
properties, where random direction beamforming was compared with omnidirectional
transmission. It was found that, when using the same transmission power as with
omnidirectional antennas, random direction beamforming significantly improves the
level of connectivity among nodes. As a measure for connectivity, the path probability
pPath was used. It was further found that beamforming antennas with a small number of
antenna elements are sufficient to increase the path probability significantly. Although
this result gave a first insight on the gains in connectivity that can be achieved with
beamforming, fundamental questions remained unanswered:

What is the impact of directional transmission on the hop distance between
two nodes?
What hop distance can be expected by a source node for reaching a certain
destination?
How many hops are necessary to broadcast information to all nodes in the
network?

An answer to these questions is by far not obvious. For example, one could argue
that long links appearing with beamforming increase the connectivity, but may lead
to “zigzag” routes and thus to increased hop distances. Resorting to beamforming
for the purpose of flooding may be counterintuitive in the first place. Provided that
the network is connected when using omnidirectional antennas, one might think that
omnidirectional transmission is better suited for flooding information. In particular,
if the flooding is started at a node located in the center of the network, it seems that
omnidirectional transmission lets the flooded message advance more effectively in all
directions than in the beamforming case.
Existing work on hop distances [BE03, VE05, MA05] does not give an answer to these
questions since it focuses on omnidirectional antennas. We consider each of these
questions in turn.

Description of the Algorithm

With Random Direction Beamforming (RDB), each node ni randomly chooses a main
lobe direction γni ∈ [0; 2π[ relative to its antenna array direction, and instructs its
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beamformer to maximize the antenna gain in this direction (Sec. 3.1.3). The main
lobe direction in the system plane is given by taking into account γni and the array
orientation. Once γni is chosen, the resulting pattern is fixed and used for transmission
as well as for reception.
The formalized Algorithm 1 is carried out by all nodes in the network independently
of each other.

Algorithm 1: Random Direction Beamforming
initialize γni = random() · 2π /* random() → ∈ [0; 1[ */1

Steer main lobe to γni2

In a practical realization, each node may choose γni when the device is turned on. We
assume that γni is fixed as long as the device is operative. Adjusting γni is subject-matter
of Sec. 3.4.2.

Simulative Analysis

This section provides a simulative analysis of RDB with respect to several measures
that are critical from a networking perspective. We consider two network scenarios
with equal node density:

– A small network scenario with N = 50 nodes on a square system area of 100 m×
100 m, and

– a large scenario with N = 5000 nodes on a square system area of 1000 m×1000 m.
In both types of networks, the nodes are placed homogeneously at random, as described
in Sec. 2.3.1.
We are interested in graph theoretical measures related to the hop distances between
nodes. The hop distance, i.e. the number of transmissions of a message between its
source and destination, has a direct impact on the end-to-end delay of this message.
Each node along its path causes various types of delay, such as coding and medium
access delay. Furthermore, each hop consumes energy, which is a scarce commodity
in most multi-hop networks. In mobile multi-hop networks, each additional hop of a
route increases the probability of a route break during communication, which usually
requires error detection and re-routing, both involving long delays caused by protocol
mechanisms. Finally, the hop distance characteristics of a network topology have a
direct impact on broadcasting and flooding. Broadcasting on a network level describes
the message distribution from a source node to all other nodes in the network. The
most commonly applied method for this is flooding. The number of hops that is
necessary to flood the network, i.e. the number of retransmission steps of a message
in a time-discrete manner, directly impacts the “costs” of flooding. These costs come
in the form of the message overhead (broadcast storm problem [NTCS99]), the delay,
resource consumption and temporal information inconsistency. The costs of flooding
have thereby an immediate effect on the overall performance of mechanisms that
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rely on flooding and broadcasting, such as routing protocols and data dissemination
schemes.
To clearly characterize the impact of beamforming on hop distances, the following
measures are investigated:

– The hop distance h between two nodes, defined as the minimum number of edges
forming a path in the graph between the two nodes, statistically described by the
probability mass function P (H = h) of the corresponding random variable H ,

– the network diameter d, defined as the maximum of all hop distances in the
network, statistically described by the probability mass function P (D = d) of the
corresponding random variable D, and

– the number of hops f needed to flood the network, statistically described by the
probability mass function P (F = f) of the corresponding random variable F .

It is the goal of simulation efforts to obtain good estimates for the probability mass
functions P (H = h), P (D = d), and P (F = f).
For P (H = h), we generate a random topology, measure the hop distances from each
node to each other node, and construct a histogram pi(h). The histogram represents
the hop distance distribution of the given topology. Unconnected node pairs are not
counted since their hop distance is not defined. The process is repeated for a large
number Ω of random topologies. The average

1

Ω

Ω∑

i=1

pi(h) ∀ h ∈ N (3.38)

converges toward the probability mass function P (H = h) for the respective type of
topology. In the simulations, Ω is chosen large enough such that all pi have a confidence
interval of 5% with a confidence level of 95%.
The methodology for obtaining P (D = d) is straight-forward, since only one value can
be obtained for each randomly generated topology. The generation of topologies is
again repeated until the above-mentioned confidence is achieved.
For P (F = f), each randomly generated topology with N nodes provides N values:
The flooding process is started for one of the nodes, and the number of forwarding
steps needed to completely flood the network (or the reachable sub-graph in case the
network graph is disconnected) is counted. This process is repeated for each of the
nodes. The probability mass function P (F = f) is estimated by averaging over N
source nodes and Ω topologies, with Ω again being large enough such that the desired
confidence is reached.

Numerical Results and Discussion

Fig. 3.8 depicts the estimated P (H = h) for the small and large network scenario,
comparing omnidirectional, UCA4 (UCA with m = 4 antenna elements), and UCA10
antennas. The results show that the use of randomized beamforming lowers the
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probability of large hop distances. In the small network scenario, hop distances h ≥ 5
occur less likely with beamforming than with omnidirectional antennas. In turn, small
hop distances h = 2, 3, and 4 occur with a higher probability. This decrease of hop
distances becomes much more significant in the large network scenario. The results
are emphasized by Tab. 3.2, which shows the expected value of H in the two different
scenarios. Using UCA4 antennas reduces E{H} by 43% in the large network case, with
UCA10 antennas the reduction amounts to 57%.

Table 3.2: Expected hop distance E {H}.
Small network Large network

N = 50 N = 5000
100 m×100 m 1000 m×1000 m

Omnidirectional 3.87 35.97
UCA4 3.26 20.60
UCA10 3.06 15.41

In summary, RDB significantly improves the statistics of the hop distance, especially
for large networks.
Fig. 3.9 shows the simulation results for the probability mass function P (D = d). As
expected from the results on P (H = h), RDB reduces the network diameter. For exam-
ple, the typical diameter of a large network with UCA10 antennas has less than half
the diameter of the same network with omnidirectional antennas. Since the network
diameter determines the maximum occurring delay in the transmission between two
nodes, this result illustrates the benefits of randomized beamforming.
From the results on P (D = d), it can be derived that RDB improves the worst case
for flooding, i.e. the case where a node located at the border of the network starts
flooding a message. As a generalization of this, we investigate the case where any node
of the network may start the flooding process, i.e. we investigate the above-defined
probability mass function P (F = f). As Fig. 3.10 shows, randomized beamforming
surprisingly reduces the number of hops needed to flood a network, in particular
in large networks. This reduction in flooding hops would then carry over to faster
message distribution and reduced signal processing in devices.

3.4.2 Iterative Distributed Approaches

The RDB approach may be used as wake-up or fall-back strategy when operating a
multi-hop network. It introduces no protocol overhead, no signal processing com-
plexity for DOA estimation and beamforming adjustments, avoids convergence and
stability issues in the interconnection of mobile devices, but still provides significant
connectivity improvements.
Despite its advantages, beamforming in a random direction is not optimal. For instance,
let us have a look at a clustered scenario with N = 100 nodes, depicted in Fig. 3.11. In
Fig. 3.11(a), the nodes and links with omnidirectional antennas are shown. Fig. 3.11(b)
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Figure 3.8: Probability mass function P (H = h) of the hop distance h between two
random nodes.
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Figure 3.9: Probability mass function P (D = d) of the network diameter d.
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Figure 3.10: Probability mass function P (F = f) of the number of hops f needed to
flood the network.
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(a) No beamforming (omnidirectional). (b) Random Direction Beamforming (RDB).

(c) Maximum Node Degree Beamf. (MNDB). (d) Two-hop Node Degree Beamf. (TNDB).

Figure 3.11: Sample topologies resulting from the different beamforming approaches,
for N = 100 nodes with inhomogeneous (clustered) node distribution. In general,
beamforming provides better connectivity than omnidirectional antennas. Information
about the neighborhood can be used to significantly improve the resulting topology as
evidenced for MNDB (one-hop information) and TNDB (two-hop information).

shows how RDB improves the connectedness of the network by the occurence of long
links. While no isolated nodes occur any more in this example, some of the nodes
located on the edge of the network beamform away from the network core. They
therefore run the risk of getting disconnected. This is clearly undesired.
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We have seen that finding optimal beamforming directions is prohibitive in practice,
in particular when realistic antenna patterns have to be considered. Therefore, let us
now propose heuristic approaches that aim at providing stronger connectedness of
multi-hop networks than RDB.
The intention is to develop beamforming strategies that are significantly improving
over RDB in terms of connectivity and robustness of routing, but still require limited
state information and are therefore feasible in self-organizing multi-hop networks.
The general idea behind the following strategies is to find suitable beamforming
directions using an iterative approach: each node chooses a preliminary beamforming
direction, waits for other nodes to adjust their beamforming as well, and then re-adjusts
the preliminary beamforming. These iterations are continued until no improvement by
re-adjusting the beamforming can be achieved any more.
In each iteration, the beamforming is adjusted on the basis of a connectivity criterion
that is computed from aggregate neighborhood information. This neighborhood
information is gathered by sweeps of the antenna main lobe. Sweeping the main lobe
means that a node steers the main lobe in nK directions with an angular separation of
2π
nK

. The most beneficial of these nK beamforming directions is chosen in an iteration,
and re-adjusted in the next iteration.
Such iterative schemes involve convergence issues which will be discussed in Sec. 3.4.4.

Maximum Node Degree Beamforming

The first iterative beamforming approach described here is referred to as Maximum Node
Degree Beamforming (MNDB). Sec. 3.3 provided an optimal solution to beamforming
based on the node degree criterion, assuming full topology knowledge and a simplified
antenna model. MNDB is a distributed heuristic aiming at reaching this optimal
solution as good as possible.
As opposed to the linear formulation in Sec. 3.3, which was bound to the keyhole
antenna model, MNDB can be applied to any kind of antenna setup and beamforming
method. In the following, we assume UCA antennas with m = 10 elements and gain
maximization as described in Sec. 3.1.3.
MNDB is a fully distributed algorithm consisting of only local interaction between
nodes. The steps to be carried out by each node ni can be formalized as in Algorithm 2.
With MNDB, the connectivity criterion δc is the node degree, i.e. the number of one-hop
neighbors.
As can be seen from Fig. 3.11(c), MNDB eliminates the problem of border nodes that
beamform away from the network. On the other hand, we can see that MNDB tends
to tighten node clusters. While the nodes point their beams such that they form
clusters with strong connectivity within the clusters, there are few connections between
different clusters.

39



3 Persistent Beamforming

Algorithm 2: Iterative beamforming
initialize γni = random() · 2π1

initialize nK , T2

repeat3

initialize δmax = 04

initialize γ∗ni = γni5

/* main lobe sweeping */
for k = 0 to nK − 1 do6

Steer main lobe to γni + k · 2π
nK

7

/* δc = # neighbors within 1 (MNDB) or 2 (TNDB) hops */

Maintain this direction for time tsweep

nK
, while determining δk8

if δc > δmax then9

δmax = δc10

γ∗ni = γni + k · 2π
nK

11

end12

end13

Steer main lobe to γ∗ni14

Wait for time T15

until γni converged16

Two-Hop Node Degree Beamforming

The second distributed approach proposed here is called Two-hop Node Degree Beam-
forming (TNDB). It aims at providing strong connectedness within node clusters and
between clusters.
Like MNDB, TNDB is a fully distributed algorithm. The steps to be carried out by each
node ni can be formalized the same way as with MNDB by Algorithm 2, except that, in
line 8, the connectivity criterion δc is the number of one-hop neighbors plus the number
of two-hop neighbors.
By maximizing the number of neighbors within two hops, nodes are more likely to
adjust the main lobe so as to interconnect clusters of nodes. Intuitively, the following
effect occurs with Two-hop Node Degree Beamforming (TNDB): If a node is at the
border of a cluster with strong internal connectivity, it will remain connected to the
cluster through its antenna side lobes, even if the main lobe does not point toward
the cluster. As a consequence, the node will only be connected to a few neighbors of
the own cluster, but these will in turn provide connectivity to the rest of the cluster.
If, at the same time, the main lobe is set in the direction of a remote cluster, the node
gains a large number of further two-hop neighbors in the remote cluster, while losing
only few neighbors in the own cluster as compared to MNDB. This can be observed in
Fig. 3.11(d), where connectivity between clusters is almost as strong as connectivity
within clusters.
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Algorithm Details

The connectivity criterion for MNDB in each of the nK beamforming directions can be
obtained either by passive monitoring of traffic, or by neighbor discovery using explicit
packet transmissions (beacons). A third possibility is to use networking protocols that
are anyway in place, e.g. protocols for neighbor discovery or routing. With any of these
possibilities, a node has to analyze source addresses contained in the transmitted data,
and perform bookkeeping of distinct node identifiers, e.g. MAC addresses. Passive
monitoring has the advantage that no wireless resources are used for determining the δk,
while beacons can be sent frequently irrespective of normal data transmissions, thereby
allowing for faster main lobe steering. For TNDB, one-hop neighborhood information
must be exchanged between neighbors so as to provide two-hop information. Using
explicit beacons is therefore the most practical solution for TNDB.
It is beneficial to keep the ratio of the sweep duration and the time between sweep
iterations, tsweep

T
, as small as possible. Thereby, negative effects on the stability of routing

protocols can be avoided. On the other hand, T should be small enough to follow
possible topology changes.
In the analysis of the algorithms, it is assumed that the nodes carry out the beamforming
adjustment one after the other, and it is disregarded that two (in particular neighboring)
nodes may adjust their beamforming simultaneously. An iteration is finished after all
nodes ni have re-selected γni . In the next iteration, the nodes act in the same order
again.
Such an ordered behavior can be achieved in practice by synchronizing the network
in time intervals with duration T + tsweep, with each node using its Identifier (ID) to
determine a node-specific offset from the beginning of the interval. While T should be
chosen as small as possible to allow for quick convergence of the distributed scheme, it
should be large enough to separate the beamforming adjustments of individual nodes
in time.
Synchronization has the further advantage that the exchange of beacons can be limited
to a short time period within T + tsweep. Thereby, limited additional overhead is
introduced even by frequent beaconing within that short time period, which in turn
allows for a small tsweep.
Looking at Algorithm 2, the beamforming iterations stop when all directions γni have
converged. Fortunately, most of the benefits of MNDB and TNDB are attained after
only few iterations (cf. Sec. 3.4.3). So, in practice, a node ni may stop when γni remained
unchanged for a certain number of iterations, or simply after a predefined number of
iterations.
Another technicality exists with respect to choosing an appropriate value for nK . The
larger nK , the better the spatial resolution of the main lobe sweep. On the other hand,
tsweep has to be increased with nK to have enough time to determine the connectivity
criterion δk in each direction. The simulations below assume nK = 36 resulting in 10◦

main lobe increments, which may be a suitable value in a practical implementation.
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3.4.3 Numerical Results and Comparison

The performance analysis of the distributed algorithms covers several aspects. First,
we analyze the network connectivity by evaluating the path probability pPath. Second,
the availability of node-disjoint paths is analyzed. Third, we study the convergence
behavior of the algorithms for static networks. Finally, we look at mobile scenarios,
and assess to what extent fixed beamforming can be used when nodes move.
All results in this section are obtained by averaging over Ω = 50 topologies. For each
topology, node-disjoint paths are determined for all possible node pairs. Thus, in the
case of a scenario with N = 100 nodes, the results are based on 247,500 node pairs.
The analysis is carried out both for scenarios with homogeneous node distributions
and for clustered topologies. The impact of the node density is studied by varying the
number of nodes on a fixed-size system area of 1000 m×1000 m.
Fig. 3.12 summarizes the results for connectivity and availability of node-disjoint
paths. The simple RDB beamforming scheme leads to a better connected network
when compared to omnidirectional antennas (Fig. 3.12(a)), as already observed in
previous work [BHM05]. In clustered scenarios, the benefit of RDB lies in the fact that
connections between clusters occur even without coordination between nodes. This
leads to a significant improvement even when the number of nodes in the system area
is already high. As expected, MNDB outperforms RDB in terms of connectivity, most
importantly when the node density is low. This is mostly because nodes close to the
system area border do not beamform away from the network, as is possible in the
case of RDB. However, with inhomogeneous node distributions, MNDB tends to form
clustered topologies. As a result, the path probability does not improve over the RDB
case when the network comprises many nodes (Fig. 3.12(c)). Comparing Fig. 3.12(c) to
Fig. 3.12(a), using omnidirectional antennas and RDB, the network is better connected
with a clustered distribution than with a homogeneous one. This is due to the fact that,
with a low number of nodes homogeneously distributed, a node would rarely find
neighbors within its communication range. However, in a clustered topology, a node
has a higher chance to connect to neighbors, and occasionally to its chosen destination
node. This effect is less pronounced with MNDB or TNDB, since they already show
much better connectivity even with low node densities. The best connectivity in all
cases can be achieved by exploiting two-hop information using TNDB. It is most
advantageous in increasing the path probability in the clustered case.
The average number of available node-disjoint paths is significantly higher with MNDB
than with RDB (Fig. 3.12(b) and Fig. 3.12(d)). With respect to the number of node-
disjoint paths, MNDB is the preferred beamforming scheme when looking at average
values. TNDB performs similarly when the node density is low.
Looking at both performance measures, TNDB can be regarded as the best-performing
beamforming scheme among the different distributed algorithms.
A natural improvement over iterative beam sweeping with the two-hop node degree
criterion would be, for a network with N nodes, a (N−1)-hop node degree criterion.
Such a method would be a distributed heuristic for maximizing the path probability
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Figure 3.12: Estimated means for the path probability and the number of node-disjoint
paths between two randomly chosen nodes on 1000 m×1000 m.

pPath. The inherent overhead for determining the (N−1)-hop node degree for each
beamforming direction is, however, prohibitive in large networks, and it is questionable
whether the performance gap to TNDB would justify the induced message complexity
even in small networks.

3.4.4 Convergence

A critical aspect of both MNDB and TNDB is convergence. Weak convergence means
that the network requires a large number of iterations before beamforming direc-
tions γni have been found that improve the network topology significantly.
In order to assess the convergence behavior, let us analyze the above-mentioned
performance measures after each iteration. Average values are gathered over Ω = 50
topologies with N = 100 nodes. The results are shown in Fig. 3.13.
Both MNDB and TNDB show quick convergence, and the performance measures are
stable after only few iterations. Moreover, the benefits of these iterative schemes would
be largely achieved even if limited to only one iteration. Interestingly, for MNDB

43



3 Persistent Beamforming

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  1  2  3  4  5  6  7  8  9  10

P
at

h 
pr

ob
ab

ili
ty

Iteration

Omnidirectional
RDB

MNDB
TNDB

(a) Homogeneous node distribution.

 0

 2

 4

 6

 8

 10

 12

 0  1  2  3  4  5  6  7  8  9  10

M
ea

n 
nu

m
be

r 
of

 p
at

hs

Iteration

Omnidirectional
RDB

MNDB
TNDB

(b) Homogeneous node distribution.

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  1  2  3  4  5  6  7  8  9  10

P
at

h 
pr

ob
ab

ili
ty

Iteration

Omnidirectional
RDB

MNDB
TNDB

(c) Clustered node distribution.
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Figure 3.13: Path probability and number of node disjoint paths for N = 100 nodes on
1000 m×1000 m with different location distributions.

with inhomogeneous (clustered) node distributions, further iterations after the first
one slightly reduce the path probability and the average number of node disjoint
paths. This is due to a tighter clustering after continued re-adjustments of the main
lobes toward locations with high node density. In contrast, TNDB profits from further
iterations.
As a means for preventing divergence in a practical implementation, threshold parame-
ters for re-adjusting γni may be useful: Then, nodes only change γni if this would result
in an improvement of the connectivity measure δk exceeding some preset threshold,
and/or when δk fell below a preset threshold. This would still require regular main
lobe sweeps, but the main lobe direction would be reset to the previous direction if
the node degree does not improve significantly. The dynamics introduced by main
lobe adjustments are thereby limited, and the need for re-routing in the network thus
reduced. In an extreme case, nodes may only start over with the iterative algorithm
when disconnected from the rest of the network (δ = 0).
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3.4.5 Applicability to Mobile Scenarios

The previous sections were concerned with static scenarios. A major caveat with
persistent beamforming is the question whether such approaches can perform well in
mobile scenarios. Intuition suggests that a directional antenna gain leads to failure-
prone links when nodes move independently of each other.
This section quantifies the life time of routes, comparing omnidirectional with direc-
tional antennas. The same modeling assumptions as in previous sections are assumed.
Routing protocols are not regarded in the analysis. It is assumed that all node-disjoint
paths between the node pair under consideration have been determined before nodes
start to move. For assessing the route life time, all possible node pairs in the scenario
are considered, and probability distributions for the route life time are estimated by
means of simulations. In the case of directional antennas, MNDB is deployed in this
section. Routes break due to changes in attenuation, which is caused by node mobility.
The random direction mobility model with bounce-back border behavior is used, the
speed of the mobile terminals is 5 km/h. The mobility model is rotation-aware in the
sense that the antenna array rotates in systems dimensions as the motion direction of a
node changes.
Fig. 3.14 shows the percentage of routes remaining after a given elapsed time as
Complementary Cumulative Distribution Function (CCDF). Initially, the CCDF for
MNDB is above the one for omnidirectional antennas since MNDB can provide a
higher number of paths. Then, areal shearing effects due to the directional antenna
characteristics lead to rapid path breaks. Consequently, the distribution of the route
life time downs even though the speed of the mobile terminals is relatively low. After
about 11 s, a lower percentage of established routes remains in the beamforming case
as compared to using omnidirectional antennas.
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Figure 3.14: Route life time with random direction mobility model for N = 100 nodes
on 1000 m×1000 m.

Let us here conclude that persistent beamforming should only be applied in scenarios
with low or moderate mobility. As the mobility increases, the beamforming scheme

45



3 Persistent Beamforming

(MNDB in this case) should be re-performed regularly, even when the scheme has
already converged before. With high mobility, omnidirectional antenna patterns lead
to more robust routes.
Such a need for adapting networking functionality to the multi-hop network envi-
ronment is also apparent in routing. As the level of mobility increases, route breaks
become more frequent, and re-routing must be performed often. With high mobility,
the overhead of routing can become excessive, and simple flooding may be more
efficient. Then, the RDB, MNDB and TNDB schemes can in fact again be helpful.

3.5 Partition-Based Beamforming

The previous sections showed the importance of connecting clusters of nodes so
as to improve the path probability pPath. Persistent beamforming using a two-hop
node degree criterion can already lead to better interconnection of clusters, but it is
suboptimal. On the other hand, we discussed the optimal solution maximizing the
path probability. It inherently improves connectivity, but it is prohibitive in distributed
multi-hop networks in practice. This section is devoted to the question of how to
explicitly interconnect clusters of nodes by beamforming. We are interested in a
completely distributed approach.
Fig. 3.15 shows a sample network with links as obtained by omnidirectional antennas.
Obviously, the network graph is partitioned into two subgraphs.

Figure 3.15: A clustered network with N = 50 nodes.

If the nodes had information about these two network partitions, nodes at the border of
the partitions could beamform toward each other, thereby establishing links between
them.
A solution to this could be a similar approach as discussed before: Nodes perform a
360◦ sweep of the main lobe, detect angular directions with disconnected clusters of
nodes, and fix the main lobe in these directions. While side lobes could still provide
connectivity to the own cluster, long links toward other network partitions could
significantly improve pPath.

46



3 Persistent Beamforming

This section does not go into details of main lobe sweeping and beamforming. Instead,
we are interested in much more substantial issues that must be solved before such
beamforming can by applied:

How do nodes detect that the network is disconnected?
How do nodes distinguish nodes belonging to the own partition from nodes
belonging to other partitions?
Can partitions be identified in a completely distributed fashion, without
knowledge of the entire network graph?
And finally, can these questions be addressed if the network is not discon-
nected, but still shows clusters of nodes with weak interconnection?

The latter is the case in both subgraphs of Fig. 3.15. Within the two subgraphs, there are
clusters of nodes with weak interconnection, and in the case of mobility and shadowing
these interconnections may break and the network thus get disconnected even further.
Beamforming should prevent such disconnections.
Up to now we have used the terms cluster and partition interchangeably. In the following
we will only use partition for the sake of clarity. The reason for this is that clustering
has a quite different meaning in the context of ad hoc networking. There, it is used to
describe the introduction of a network hierarchy into an otherwise “flat” network. By
the selection of cluster heads and the affiliation of the remaining nodes with exactly one
cluster head, multi-hop networks can be structured. This structure may then be used
to improve the scaling of all kinds of network functionalities, in particular routing.
In contrast to this, the present section considers the detection of “clouds” of nodes in
space.
Coming back to our questions stated above, it is most of the times not obvious what the
partitioning of a multi-hop network should finally look like. Intuitively, disconnected
subgraphs of the network graph should belong to different partitions. Partitions may
be connected, however, and we then would still want to identify agglomerations of
nodes as partitions. This corresponds to the last question stated above.
In essence, there are no “correct” or “wrong” partitionings. We can merely note that
“meaningful” partitionings exist which we finally want to achieve. The situation is
complicated by the fact that there are no reference nodes in the network with known
partition membership. It is even unknown how many partitions exist. For instance,
one could partition the network of Fig. 3.15 into two partitions, while a partitioning
into e.g. four partitions (cf. Fig. 3.19(b)) is meaningful as well.
The partitioning problem finds a close equivalent in pattern classification. There, it is
referred to as unsupervised learning or unsupervised clustering. By looking at the domain
of pattern classification, we can see that this problem is hard to approach even when
there is global knowledge about all node positions (features in pattern classification),
and when there exists a central entity (classifier) which defines partition borders in a
centralized fashion.
Applying the idea of unsupervised learning to the partitioning of multi-hop networks,
we see that this is even more involved. First, there is per se no knowledge about
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node locations which could be used for partitioning. Second, the clustering has to be
determined in a completely distributed fashion, without a central entity and, preferably,
only local neighbor-to-neighbor interaction.
As a solution to this complex problem, this section proposes to use emergent behavior
for the partitioning of multi-hop networks.
Before we clarify the notion of emergence, a centralized optimal solution to the parti-
tioning of multi-hop networks is formulated. The methodology is as follows (Fig. 3.16).
First, a mesh distance measure and a criterion function for partitioning are defined.
Based on these definitions, the partitioning problem can be formulated and solved
using an Integer Linear Program (ILP). The criterion function can further be used to
evaluate the partitioning results obtained from emergent approaches. Such approaches
consist of locally performed algorithms. They are hard to investigate analytically. We
therefore simulate such algorithms, and compare the results to the optimal solution.
As will be discussed later, emergent algorithms can hardly be derived rigorously for
a given problem. We therefore assist the construction of algorithms by randomizing
their parameters, and compare the performance of the parameterized algorithms by
means of simulation. This will become clearer in Sec. 3.5.2.

Define
criterion function

Randomize and
simulate

Centralized approach (Sec. 3.5.1) Emergent approach (Sec. 3.5.2)

Find optimum using
Integer Linear Program

Formulate optimization
problem for partitioning

Compare to
optimum

Define mesh
distance measure

algorithms, interactions
and parameters

Define local

behavior using
criterion function

Evaluate emergent

Figure 3.16: Methodology of Sec. 3.5.

3.5.1 Centralized Partitioning

The problem of partitioning a multi-hop network has a close counterpart in pattern
classification ([DHS01]. There, clustering seeks to find similarities between data samples
by identifying sample clusters (partitions, in our context) in the feature space. A typical
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approach is to first find partition centers, and then assign each sample to one of the
centers while minimizing a distance measure between the sample and the center. For
certain problems, minimizing the distances between samples and the partition center is
equivalent to minimizing the sum distance between the samples of a partition [DHS01].
The latter is the object of this section.
In order to be able to apply pattern classification techniques to wireless networks,
we could consider the coordinates of the geographical location of mobile devices as
features. But we consider a connectivity-related measure rather than geographical
locations, since link states are of higher relevance from a networking perspective, in
particular in the presence of shadow fading. Even without shadow fading, meaning-
less partitionings can result from position-based distance measures when assigning
somewhat closely located, but disconnected nodes to the same partition.

Mesh Distance Measure

An important measure in multi-hop networks is the hop distance, defined as the number
of edges of the shortest path between two nodes. Generally, we can say that the
smaller the hop distance, the higher the performance and reliability of the end-to-end
communication between two nodes. Another aspect of communication reliability is
the availability of node-disjoint paths. In case the shortest path (or, in general, the path
currently used for communication) breaks, node-disjoint paths can serve as backup
paths.
We define a distance measure sni,nj that reflects how well two nodes are connected
in a mesh topology. It is determined both by the hop distance and the number of
node-disjoint paths. Since the shortest path is usually used for communication, its
length has a higher relevance than the length of disjoint paths. For the set of N nodes,
N , we therefore define

sni,nj =

{dh,ni,nj
kni,nj

∀ ni, nj ∈ N ,
0 for ni = nj,

(3.39)

where sni,nj is called the mesh distance between node ni and nj , dh,ni,nj is their hop dis-
tance, and kni,nj is the number of node disjoint paths between them. The measure sni,nj
is small if two nodes have many short paths connecting them, and it is large for distant
nodes with few node disjoint paths. It thus captures aspects relevant to multi-hop
networking. In numerical computations, sni,nj is set to N2 in case there is no path
between ni and nj . Fig. 3.17 illustrates four cases. In each case, two nodes n1 and n2

(drawn as boxes) have a mesh distance sn1,n2 = 1.

Criterion Function

The distance measure defined in the previous section is now used to define a criterion
function for a given partitioning Πp. A network partitioning Πp partitions a network
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Figure 3.17: Four examples with a mesh distance equal to 1.

comprised of a set of nodesN into p partitions, P1,P2 . . .Pp, with P1 ∪P2 . . .∪Pp = N .
The criterion function is a measure for the quality of Πp. The optimum partition-
ing Πp,opt under the mesh distance measure is the one that leads to minimal mesh
distances between nodes belonging to the same partitioning, given p. We therefore
define the criterion function Je,

Je =

p∑

i=1

∑

(nj ,nk)∈Pi2, nj 6=nk

snj ,nk
2 , (3.40)

which is the accumulated square intra-partition distance under the mesh distance
measure, summed up over all partitions Pi.
The task is now to find Πp,opt by minimizing the criterion function Je,

min Je . (3.41)

Later, we will extend this criterion function so as to find an optimal number of parti-
tions, popt, en passant evaluating Je.

Optimal Partitioning

When partitioning a network with N nodes into p partitions, there are roughly pN/p!
different valid partitionings Πp of the network. This makes an exhaustive search for
the partitioning extremizing the criterion function (3.40) computationally complex.
For finding Πp,opt we formulate the problem as (binary) Integer Linear Program (ILP).
The resulting model is solved for the sample network of Fig. 3.15 with N = 50 nodes
using the CPLEX/Concert 9.1 software package.
First, we precompute the distance matrix S,

S =




sn1,n1 . . . sn1,nN
... . . .

snN ,n1 . . . snN ,nN


 . (3.42)

The criterion function for Πp can be calculated by

Je =

p∑

i=1

Je (i), (3.43)

50



3 Persistent Beamforming

with the per-partition cost functions

Je (i) = xT
(i) S x(i) . (3.44)

Thereby, we use partition membership indicator variables

x(i) ∈ [0, 1]N , i ∈ [1, . . . p] . (3.45)

This means that iff x(i)(j) is set to 1, then node nj is assigned to partition i.
A partitioning is valid iff it assigns each node to exactly one of p partitions, resulting in
the constraint

p∑

i=1

x(i) = 1 , (3.46)

where 1 is a vector of ones with dimension N .
The expression xT

(i) S x(i) selects those values from S which contribute to the per-
partition costs of the partition under consideration. It does not have a linear form as
required by the ILP, since it is a quadratic expression of x(i). But we are not computing
squares in the first place, but only want to select proper values from S. Therefore, we
can express (3.44) in a linear form by concatenating N duplicates of x(i), and replacing
certain duplicates with zero entries (cf. appendix B), thereby generating new solution
variables x(i) of dimension N2. In addition, we concatenate the rows of S into a vector
c of dimension N2. The criterion function is then

Je =

p∑

i=1

cT ·x(i). (3.47)

In order to have the x(i) be equivalent to the x(i), we impose constraints on x(i),

A′ ·x(i) = 0 . (3.48a)

A′′ ·x(i) ≤ 1 . (3.48b)

The constraint (3.46) can be reformulated for the x(i) as

A ·x = 1 . (3.48c)

The matrices A, A′ and A′′ are detailed in appendix B. x is the vector containing the
concatenated membership indicator variables of all p partitions.
The ILP model is fully described by (3.47), (3.48a), (3.48b), and (3.48c). The resulting
Je obtained from CPLEX is shown in Table 3.3 for different values of p. The run time
is the time it took an AMD Opteron 2218 workstation (6 GByte RAM) to complete
the optimization. For those optimizations where the solver could not decide on the
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global optimum within a preset time, the last column of the table shows the remaining
worst-case criterion function gap between the continuous and the discrete solution.
For the completed optimizations, the optimal solutions was always found well before
no gap remained. A visualization of the resulting partitionings Πp,opt is provided in
Fig. 3.19 for p ∈ [3, . . . 8].

Decision about the Number of Partitions

By defining the number of partitions, p, we add information to the optimization
problem that is not available per se. If the number of partitions is simply left to the
optimizer solving (3.41), it is clear that it will result in the partitioning ΠN , since then
Je = 0. Here, we forbid this trivial solution. We incorporate the issue of finding a
reasonable popt into the optimization problem by preferring partitionings with a rather
small number of partitions. This can be accomplished by defining the optimization
problem

min p4 · Je, p ∈ N+. (3.49)

Solving this optimization problem yields an optimal number of partitions, popt, along
with the optimal node partitioning minimizing Je given popt, i.e., Π(popt).
Separating a multi-hop network into a higher number of partitions has to result in a
significant reduction of Je in order to make it a preferable solution in the optimization.
The consideration of p to the power of 4 is motivated by the fact that we are considering
network partitioning in a two-dimensional space, and a criterion function containing
the square of the mesh distances. The values for p4 · Je in our sample network are also
shown in Table 3.3. As can be seen, (3.49) results in popt = 6, which is a choice that a
human analyzing the topology of the sample network might make as well. Fig. 3.18
depicts the values for p4 · Je, showing that other reasonable choices, p = 2 and p = 7,
are also preferred solutions of the centralized partitioning approach.

Alternative Approaches

The centralized solution presented above may appear as being somewhat arbitrary,
since – although the methodology is otherwise rigorous – both the mesh distance and
the criterion function have been defined somewhat arbitrarily. In particular, one might
trade off the hop distance and the number of node disjoint paths differently. Also,
instead of the hop distance, one might rather choose a distance measure that takes
into account outage capacities or expected path life times. Choosing the accumulated
square error criterion upon the distance measure is a similarly arbitrary choice.
In any case, problem-specific criterion definitions are a typical aspect of pattern classi-
fication. The above definitions reflect relevant aspects of multi-hop networking, and
result in very reasonable network partitions. This makes our centralized approach
conceptually consistent with paradigms of wireless multi-hop networks.
But let us go one step back and briefly review alternative approaches to graph par-
titioning. In [CR93], the authors study the NP-hard problem of partitioning a graph
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Table 3.3: Optimization results.

p Criterion Je p4 · Je Run time Gap

1 invalid invalid – –
2 1478.16 23650.6 < 1 s –
3 352.79 28576.3 < 1 s –
4 128.35 32857.6 00:04:16 –
5 45.07 28170.1 02:02:15 –
6 17.16 22238.6 00:00:15 –
7 9.51 22826.9 00:01:40 –
8 6.37 26089.1 19:24:00 –
9 4.73 31036.7 03:23:50 –

10 3.75 37451.0 68:19:48 35.2 %
11 3.24 47363.6 12:00:00 100.0 %
12 2.74 56817.7 12:00:00 100.0 %
...

...
...

45 0.06 259490.4 12:00:00 100.0 %
46 0.04 190052.8 12:00:00 100.0 %
47 0.03 142960.0 12:00:00 69.7 %
48 0.02 94372.0 5 days 50.0 %
49 0.01 51242.6 00:21:00 –
50 0 0 – –
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Figure 3.18: Selecting popt using a weighted criterion function.
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(a) p = 3 (b) p = 4

(c) p = 5 (d) p = 6

(e) p = 7 (f) p = 8

Figure 3.19: Optimal partitionings Πp,opt under the mesh distance measure. For p = 2
(not shown), the optimization identifies the two disconnected subgraphs as partitions.
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into a predefined number of node sub-sets. The sought-after solution is the one that
minimizes the edges cut of the partitioning. The authors describe several forms of this
problem and give integer programming formulations for a solution. A similar problem,
called clique partitioning problem, is subject-matter of [GW89]. Here, the authors look at
complete graphs, i.e. graphs where every pair of nodes is connected by an edge. For
our partitioning problem, however, problem formulations based on the notion of a
minimum cut would lead to quite undesired solutions. In [SKS07], the partitioning
problem is defined in the context of communication networks. The authors aim at
minimizing the physical distance between nodes belonging to the same partition, and
apply different optimization techniques to solve the problem.
From these approaches and the one presented in this section, it should be apparent that
the problem of partitioning (wireless) networks is non-trivial, even with full location
and link state information, and even when networks are small. Finding optimal
solutions is computationally extremely complex.
In the following section, we want to achieve a reasonable partitioning without any
sort of information about locations or link state. To make it applicable, a simple,
light-weight solution is desired. Light-weight in terms of communication overhead,
light-weight in terms of maintained state, and light-weight in terms of computational
complexity.

3.5.2 Emergent Partitioning

Emergent Behavior

Emergent systems are distributed, self-organizing systems in nature, economy, or
technology [Joh02]. As in any self-organizing system, local interactions between
system entities (mobile devices, in our context) play an important role [PB05]. But
what separates emergent self-organizing systems from non-emergent self-organizing
systems?
In emergent systems, we clearly distinguish between local operations and interactions
on the one hand, and the global (emergent) behavior on the other hand, resulting from
local operations. The following concepts are of particular importance:

– The local operation is much more simplistic than the global behavior.
– Interplay of convergence and divergence.
– Lack of self-awareness: no monitoring and no explicit control loops.
– Exploitation of implicit information.

The first concept is what makes emergent systems so appealing, and it clearly separates
emergent systems from traditional self-organizing systems. For instance, ad hoc link-
state routing protocols are self-organizing, and necessary information is exchanged
on a peer-to-peer basis by local interaction. But the local operation closely follows
centralized routing, and the locally performed shortest path computation exactly
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reflects the complexity of the routing problem. We would therefore not consider ad
hoc link-state routing to be an emergent process.
Emergent systems can be further characterized by describing limitations in terms of
design and analysis. Not all of them necessarily apply for an emergent system, but
several of them typically do:

– Functionality requires a critical number of entities.
– The global functionality and system properties cannot be inferred from one entity.
– A suitable local interaction cannot be derived rigorously from the desired global

behavior. Not only the functionality is emergent, but possibly also its develop-
ment.

– Slight changes in local operation and local interaction may yield a completely
different overall behavior.

– Desiring a slightly different global behavior may require that the local interaction
is changed completely.

In summary, an emergent system is not an intelligent system: it is rather simplistic,
ignorant. The entities are not “solving” an explicitly given task, they just perform.
Emergent systems have several disadvantageous properties in terms of design and
analysis. Due to their simplicity and robustness, emergence may still become an
increasingly considered paradigm when tackling complex tasks.

Design Process

We could image all kinds of local interactions that might lead to the desired partitioning
of multi-hop networks. As claimed above, a rigorous derivation of well-functioning or
even optimal interactions is not possible. The following describes an intuitive approach.
We will see that it leads to the desired global behavior in various scenarios.
Let us render the notion of partition membership by state information maintained in
the nodes. This state is in the following a three-dimensional vector ξ ∈ [0; 1]3 ⊂ R3. We
will decide on partition membership by making a threshold decision ξi ≥ 0.5 on each
of the entries of ξ. This means that, by rounding the soft values ξi to binary values, we
can distinguish eight partition IDs.
Nodes interact by exchanging this state ξ. The hope is that the state of nodes belonging
to the same partition converges, and diverges between nodes of different partitions.
Nodes broadcast their state every T = 1 s to their one-hop neighbors. In the beginning,
the elements of ξ are random in [0; 1]. Whenever a node receives a state from any neigh-
bor, it merges the received state ξr with its own state ξ. This represents a convergent
force.
In a connected network, the convergent force would lead to equal state information
in all nodes. To avoid this obviously undesired partitioning into p = 1 partition, a
divergent force is necessary. The divergent force is based on auxiliary state information
ξ̃ ∈ [0; 1]3 ⊂ R3. The elements of ξ̃ are random in [0; 1] in the beginning. The local
behavior consists of two basic rules:
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– When receiving a state information packet, ξ̃r is merged with ξ̃ the same way as
ξr is merged with ξ.

– Whenever a received state ξr is very similar to ξ, ξ̃ is substituted for ξ, and ξ̃ is
randomized again.

This approach is inspired by genetics. As nodes interact, their state (genes) is mixed.
Partitions of nodes with strong interconnection converge toward a common state
by frequent interaction, and thereby evolve differently from other partitions. In the
metaphor of genetics, using ξ̃ resembles mutations. This avoids that weakly connected
partitions converge toward the same state in the long run.

Various functions for merging ξ with ξr (ξ̃ and ξ̃r, respectively) have been implemented
and parameterized. Realizations included simple averaging by calculating 0.5 · (ξ + ξr),
but also various other linear and non-linear expressions of ξ and ξr. Each of these
realizations has been applied to sample multi-hop network scenarios, both with and
without mobility. From ten thousands of realizations – randomly constructed in their
mathematical details – we picked those that lead to a low Je (according to (3.40)) as
compared to the other realizations. This methodology has already been adumbrated
by Fig. 3.16.
A number of realizations was examined by a graphical output of the network, with
partition memberships indicated by node colors. Interestingly, quite different realiza-
tions lead to similar behavior. Furthermore, somewhat similar realizations showed
completely different behavior. This confirms the above statements on deficiencies of
emergent behavior with respect to rigorous design. The finally selected realization is
detailed in the following.

Local Rules for Interaction

In the basic algorithm, each node performs parameter initialization at startup, peri-
odically transmits state information (ξ, ξ̃) using a state information packet with period
T = 1 s, and merges its state information with each received state information packet.
Simulations showed that the basic algorithm works well with mobile nodes. In static
cases, its divergent forces are too strong. The basic algorithm is therefore complemented
by functionality for detecting mobility. The swapping of the state vector ξ with ξ̃ is
made dependent on whether or not mobility is detected.
The rules for detecting mobility should be kept simple. This is achieved by simply
detecting changes in the number of packets received during consecutive time periods T .
Since nodes broadcast state information periodically, this number should not change
in static environments. The two variables v and ṽ are used for this purpose, and
mobility is indicated by the Boolean variable M . It was found useful to communicate
the detection of mobility to nodes in the vicinity. This is done using a time-to-live value
hTTL in the broadcasted packets.
The complete algorithm is described by Algorithm 3–5. The random function used
therein returns a random number in [0; 1]. The lines 19–27 of Algorithm 5 implement the
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merging of the node’s own state with the state contained in a received state information
packet. The lines 5–18 implement the swapping of ξ and ξ̃ (mutation).
As discussed earlier, ten thousands of randomly generated algorithms have been
simulated. The one described in Algorithm 3–5 with parameters c1 = 1, c2 = 20,
and c3 = 7.78719 · 10−14 showed the smallest criterion Je, summing up Je over several
scenarios and evaluation time instants (in case of mobile scenarios).

Algorithm 3: Initialization
initialize ξi = random(), i = 1, 2, 31

initialize ξ̃i = random(), i = 1, 2, 32

initialize v = 0, ṽ = 0, M = false, hTTL = 03

Algorithm 4: Periodic state broadcast
initialize M = false1

if |v − ṽ| > c1 then2

hTTL = c23

M = true4

else5

hTTL = max(hTTL−1, 0)6

end7

ṽ = v8

initialize v = 09

Transmit packet containing ξ, ξ̃, and hTTL10

Reset broadcast timer with time T11

Behavior in Sample Networks

Let us test the emergent scheme in the static network of Fig. 3.15. This is possible by
using an application layer functionality for partitioning that was developed for the
simulator (cf. appendix C). In the simulation, it takes 22 s for the scheme to converge
to a partitioning, which is then stable. With T = 1 s, this means that each node has
broadcasted 22 packets containing six floating point values and one integer value before
a stable partitioning emerged. The partitioning is shown in Fig. 3.20. It comprises p = 3
partitions. It is not equal to the optimal partitioning Π3 shown in Fig. 3.19(a), but we
can still consider the result to be a desired emergent behavior.
It is now interesting to see what the emergent behavior looks like in mobile networks.
Let us confront the emergent scheme with two slightly different scenarios.
In a first scenario,N = 200 nodes are placed on a square network area of 1250 m×1250 m.
Nodes move with a speed of 10 km/h according to the random direction mobility model
with bounce-back border behavior. This is challenging for partitioning because nodes
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Algorithm 5: Merging state upon packet reception

Receive packet containing ξr, ξ̃r, and hTTL,r1

v = v + 12

hTTL = max(hTTL, hTTL,r−1)3

M = (M ∨ (hTTL > 0))4

if
∑3

i=1 |ξi − ξr,i| < c3 then5

if M then6

ξ = ξ̃7

else8

for i = 1, 2, 3 do9

if (ξi ≥ 0.5 ∧ ξ̃i ≥ 0.5) ∨ (ξi < 0.5 ∧ ξ̃i < 0.5) then10

ξi = ξ̃i11

else12

ξi = 1− ξ̃i13

end14

end15

end16

initialize ξ̃i = random(), i = 1, 2, 317

end18

for (y, yr) = (ξ1, ξr,1), (ξ2, ξr,2), (ξ3, ξr,3), (ξ̃1, ξ̃r,1), (ξ̃2, ξ̃r,2), (ξ̃3, ξ̃r,3) do19

if y ≥ 0.5 ∧ yr ≥ 0.5 then20

y = 1− 2 (1− y)2 (1− yr)221

else if y < 0.5 ∧ yr < 0.5 then22

y = 2 y2 y2
r23

else24

y = (y + yr) / 225

end26

end27

Figure 3.20: Emergent partitioning of the sample network.
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do not move in cliques, but completely independently of each other. Furthermore,
the chosen mobility model leads to a homogeneous node distribution [Bet03a], where
partitions do not clearly stand out against each other. The global behavior over 90 s,
illustrated in Fig. 3.21, shows that the rules for local interaction work quite well in this
mobile network.
In a second scenario, N = 200 nodes are placed on 1000 m×1000 m, and move according
to the random direction mobility model with bounce-back border behavior and a speed
of 5 km/h. The node density is slightly higher than in the first scenario. This leads to
a network that is well connected at almost all times. Identifying weakly connected
partitions in this network is challenging, much more than e.g. identifying completely
disconnected subgraphs of a network. As we can see from the results in Fig. 3.22, the
emergent behavior is still such that partitions are identified in a reasonable manner.

Complexity Aspects

The presented emergent algorithm can easily be implemented on today’s wireless
devices – even simple wireless sensor architectures. This has been verified by imple-
menting Algorithm 3–5 in nesC on Crossbow MICAz wireless sensor modules running
the TinyOS operating system. With these low-performance modules (128 kB program
memory, 8 MHz processor), three LEDs can be used to display the state vector ξ after
the threshold decision ξi ≥ 0.5. With N = 30 available hardware modules, the same
general behavior was observed as in the simulations.

The emergent partitionings distinguish eight partition IDs, since we chose ξ and ξ̃
to be three-dimensional vectors. When computing the optimal solution Π8 for eight
partitions using the centralized approach of Sec. 3.5.1, it took an up-to-date workstation
more than 19 hours to accomplish this for a network with N = 50 nodes (cf. Tab. 3.3).
For the network of Fig. 3.21 and Fig. 3.22 with N = 200 nodes, the runtime would be
significantly longer. This – in comparison to the MICAz implementation – should well
illustrate the complexity advantage of the emergent approach.
Besides the computational complexity, the message complexity is important, too. For
instance, in order to achieve the partitionings of Fig. 3.21(a) and Fig. 3.22(a) after
t = 15 s with N = 200 nodes, 15 · 200 = 3000 packets containing six floating point
values and one integer value have to be transmitted.
In a centralized scheme, where node IDs, neighbor lists and possibly node locations
have to be gathered at a central entity, and the partitioning results have to be reported
back to the individual nodes, we would roughly expect a similar message complexity.
However, these communication efforts have to be repeated for each re-partitioning.
This is in contrast to the emergent scheme, where the partitioning evolves continuously
over time. If the partitioning has to be computed often in mobile scenarios, a cen-
tralized optimization may therefore be prohibitive not only due to the computational
complexity, but also for message complexity reasons.
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(a) After 15 s. (b) After 30 s.

(c) After 45 s. (d) After 60 s.

(e) After 75 s. (f) After 90 s.

Figure 3.21: Emergent partitioning in a mobile network of size 1250 m×1250 m with
N = 200 nodes.

61



3 Persistent Beamforming

(a) After 15 s. (b) After 30 s.

(c) After 45 s. (d) After 60 s.

(e) After 75 s. (f) After 90 s.

Figure 3.22: Emergent partitioning in a mobile network of size 1000 m×1000 m with
N = 200 nodes.
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Application to Beamforming

Once partitions have formed, the application of beamforming is straight-forward.
For instance, a node can sweep a main lobe in different directions, and exchange
hello packets containing the state information ξ in each direction. Then, it can fix the
main lobe into the direction where the highest number of nodes belonging to other
partitions has been found. Alternatively, a node can choose the direction in which the
highest number of different partition IDs has been discovered. Advanced beamforming
schemes may form multiple beams, each to a node with a partition ID different from
the own partition ID. In a practical realization, further implementation details are
with respect to how often the adjustment of beamforming directions are repeated,
and whether state information packets are broadcasted omnidirectionally or using
beamforming.
The results achieved by emergent partitioning may not be perfect (which we should
anyway not aim for in self-organizing systems [PB05]), but appear to be sufficient for
the purpose of beamforming. Yet, this section does not intend to provide a numerical
analysis of potential connectivity improvements by partition-based beamforming.

3.6 Routing-Based Interference Reduction

In this section we explore a persistent beamforming approach intending to reduce
interference and increase the spatial reuse of radio resources. The eventual goal is to
improve the medium access opportunities of nodes by physical layer decoupling, and
thereby increase the throughput performance of the overall network.
The algorithm described in the following can be used without prior beamforming, but
also “on top” of the RDB, MNDB, and TNDB algorithms. The algorithm adapts the
beamforming pattern to the communication pattern in the neighborhood of a node.
This communication pattern is inferred from network layer information, in particular
the forwarding table of the routing protocol, and from overheard traffic.
By looking at the local packet forwarding information, a node distinguishes between
“desired” neighbors with which it communicates, and “undesired” neighbors. Adaptive
nulling is then used to suppress interference from the directions of undesired nodes.
The following questions are addressed in the following:

Is there room for placing antenna gain nulls in a persistent manner in multi-
hop networks, where a node may communicate with neighbors in many
different angular directions?
If so, what improvements in terms of interference and signal quality can be
achieved?
How do such improvements carry over to the end-to-end throughput per-
formance of the network?
Are there negative effects on the connectivity of a multi-hop network when
adaptive nulling is applied in a persistent manner?
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3.6.1 A Greedy Algorithm for Adaptive Nulling

For a given node, a neighbor is called a desired node if the node either transmits to or
receives from that neighbor in connection with any of the data flows in the network.
All nodes that are not desired nodes are called undesired.
For an individual packet transmission, even a generally desired node is a potential
interferer. This is a disadvantage of persistent beamforming, where the antenna
patterns are not adapted per packet. On the other hand, the persistent approach to
adaptive nulling has the advantage that it can be applied without affecting the MAC
layer functionality.
A suitable beamforming method to be used with information about desired and un-
desired nodes would be one that reduces the antenna gain in the direction of the
undesired nodes a much as possible, while increasing the antenna gain in the direction
of the desired nodes as much as possible, at least above a level that is necessary to
maintain the links with the desired nodes.
Such a scheme would raise several questions with respect to design and optimality.
The answer to such questions depends on whether the interference management in the
network completely relies on interference suppression by adaptive nulling, or whether
a MAC protocol is in place on top. The first extreme would clearly aim for high SINR
values, and the hope would be that beamforming alone can provide a sufficient SINR
for all of the transmissions taking place. The second would rather aim for a small
number of interference sources remaining after nulling. This is because each interferer
will gain its system bandwidth share in the MAC contention between nodes. It is
therefore better for a node to share the wireless medium with one strong interferer
(e.g. in time), than getting repeatedly blocked by a plurality of weak interferers. This
holds in particular for MAC protocols comprising carrier sensing, where channel access
attempts are only made when the channel is sensed free. This is the case for the vast
majority of MAC protocols.
In the following, we deploy a heuristic scheme that combines the nulling method of
Sec. 3.1.4 (physical layer) with a greedy algorithm based on network layer information.
Its intention is to completely suppress the interference of individual interference
sources. As a secondary goal, it aims at high SINR values by preferring the suppression
of strong interferers over the suppression of weak interferers.
To this end, each node in the network annotates its neighborhood table with informa-
tion from the physical layer about signal strengths. A node starts with establishing a list
of undesired and desired neighbors along with DOA estimation. It then nulls the unde-
sired node with the highest interference power using one Degree of Freedom (DOF) of
the antenna array. The remaining DOFs of the array are used to preserve the original
antenna pattern as good as possible. The changes may still be significant enough such
that links to communication partners are lost, and the corresponding multi-hop routes
break. Therefore, the node then checks whether the link budget of all desired neighbors
is still satisfactory. If the link budget falls below a given threshold, the node removes
the null. Irrespective of whether or not the null is maintained, the node subsequently
places a null toward the next highest interferer, and the same procedure is repeated.
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(a) Links before nulling. (b) Links after nulling.

Figure 3.23: Sample scenario with four data flows (corresponding routes indicated
by thick lines). The beamforming pattern is exemplified for the node in the center.
The nodes on the four routes perform adaptive nulling (dashed lines indicate null
directions).

The algorithm ends after nulling all undesired neighbors, or upon reaching the nulling
limitations at the node, which depend on the number of antenna elements m.
A sample nulling scenario with four multi-hop data flows is shown in Fig. 3.23. While
all active nodes – i.e. nodes that act as source, sink, or forwarding node of a flow –
carry out the nulling procedure, only the pattern of one node is illustrated for the sake
of clarity. After nulling as many undesired nodes as possible, the links toward the
desired nodes are still present.
Several factors advocate a re-computation of null directions:

– Changes in the network topology: when nodes move out of a node’s neighbor-
hood, and when nodes move in,

– changes in communication patterns: when data flows or connections end and
communicating nodes become potential interferers (and vice versa),

– changes in channel conditions: when shadowing and changes in path loss signifi-
cantly change the signal strength of communicating nodes and interferers.

The frequency of updating null directions depends on the application scenario and
must take the above factors into consideration. To allow for an establishment of new
routes between nodes where a null exists, it is possible to either periodically send and
receive control packets in an omnidirectional manner, or let the nulls time out after a
certain period. For now, we consider the case of given traffic relationships between
nodes that do not change for the duration for which the beamforming nulls are fixed.
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3.6.2 Simulative Analysis

For simulations experiments we generate random scenarios in which N = 50 nodes
are homogeneously placed in an area of 500 m×500 m. For each scenario multi-hop
traffic is generated. All nodes that are generating traffic randomly choose one of the 49
remaining nodes as sink, and determine the shortest path to this sink in terms of the
number of hops. We will look at two different setups. In the first setup, 10 nodes out of
the 50 nodes are data sources. In the second, all 50 nodes are active and generate traffic,
resulting in a scenario with highly meshed traffic relationships. For all results in this
section, statistics are averaged over Ω = 1000 random networks, and all contemplable
nodes in these networks.
The antenna configuration used in the following is a ULA with m = 10 antenna
elements. The symmetric characteristic of ULA imposes limits on how arbitrarily
the antenna pattern can be shaped. It is therefore interesting to analyze whether
traffic relationships occurring in multi-hop networks allow for using such antenna
configurations.

Analysis of Interference Reduction

With our nulling approach, not all contiguous interference sources can be nulled in
arbitrary traffic relationship constellations. Possible gains in spatial reuse are thus
not only depending on the nulling capabilities of the adaptive antennas, but also on
topology and traffic scenarios. Several questions arise:

How many desired and undesired neighbors does a node typically have?
Does the presence of desired nodes inhibit null placement, in particular
since the limited number of antenna elements of the antenna array do not
allow for arbitrary antenna gain shaping?
Can the proposed nulling approach in connection with the chosen beam-
forming method effectively suppress interference?

To give an answer to these questions, extensive simulations where performed. Let
us begin with an analysis of how many neighbors are desired nodes, and how many
neighbors a node wishes to null. The corresponding probability mass functions are
shown in Fig. 3.24. They indicate that the number of desired nodes is typically limited
to few neighbors, even in the case of 50 data flows. The number of undesired nodes is
comparatively large.
It is now interesting the analyze how many nulls a node actually forms under the
constraints of preserving desired links and limited degrees of freedom of the antenna
array. The probability mass function of the number of placed nulls is shown in Fig. 3.25.
Many nodes fully use the DOFs of the ULA10 for nulling. Interestingly, this also holds
in the case with 50 data flows, where we would expect that the traffic relationships
lead to many desired links and few undesired angular directions.
Each antenna gain null is placed explicitly toward an undesired node. However, we
expect that each placed null will on average suppress more than one interferer lying in
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the angular direction of the null. Fig. 3.26 shows the probability mass function of the
number of nodes in sensing range before and after nulling. As can be seen, this number
is reduced dramatically. From these results we expect a significant reduction of MAC
layer blocking by explicit control messages or by carrier sensing, and a corresponding
increase in the spatial reuse of radio resources.
We are also interested in the SIR improvement provided by nulling. As can be seen in
Fig. 3.27, the worst case SIR benefits significantly from the greedy nulling approach.
Worst case means that, when computing the SIR of a transmission, it is assumed that
all active nodes simultaneously generate interference, as it would be the case in the
absence of any MAC protocol.
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Figure 3.24: Probability mass function of the number of desired and undesired nodes.
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Figure 3.25: Probability mass function of the number of placed nulls.
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Figure 3.26: Probability mass function of the number of nodes in sensing range.
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Figure 3.27: Probability mass function of the worst-case signal-to-noise ratio.

Throughput Performance Analysis

After we have estimated possible benefits of adaptive nulling in a persistent approach,
it is now interesting to study how these improvements carry over to the end-to-end
throughput performance.
For this purpose, we consider the same network scenario with N = 50 nodes as before,
and vary the number of data flows. Any MAC protocol can be used in connection with
persistent beamforming. Here, we use the slotted ALOHA [Abr70, Rob75] protocol.
In the beginning of the simulation, the nodes are randomly placed in the system
area. According to the number of data flows, a number of source nodes is randomly
selected. Then, shortest paths between these sources and the respective destinations
are computed. When persistent nulling is used, then desired and undesired neighbors
are determined based on these routes, and nulls are placed accordingly. Finally, the
data generation is started.
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As performance measure, the end-to-end throughput in terms of successfully transmit-
ted data per flow is computed. The results are shown in Fig. 3.28 for an average packet
inter arrival time of 0.5 s. Considerable throughput improvements can be observed.
The number of sustainable traffic flows is roughly doubled, from about 10 flows with
omnidirectional antennas, to about 20 flows with persistent nulling.
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Figure 3.28: End-to-end throughput in the multi-hop scenario.

3.6.3 Impact of Nulling on Connectivity

The previous sections showed how placing antenna gain nulls can drastically reduce
interference. Thereby, the nulling approach tries to ensure that desired links persist.
Antenna nulls may still prohibit desired links in case of movement or rotation of mobile
nodes, changes in communication relationships, and shadow fading.
The involved loss of desired links might induce losses in terms of connectivity, and
result in an increase of path lengths. Means to counteract these shortcomings could be:

– Updating antenna nulls by repeating the process of neighborhood exploration
and DOA estimation,

– regular or tentative removal of some or all antenna nulls, as a conservative means
to avoid long-term disconnection and routing detours,

– analysis of routing protocol control packets: with certain routing protocols, a
node may infer that a (control) packet has traversed one of its nulled neighbors;
removing the corresponding antenna null can eliminate the obviously existing
route detour.

In the following, we will go one step back by asking the following question:

With our nulling approach, do connectivity and path lengths deteriorate at
all in the considered network scenario? If so, how much?

We answer this question by dynamically changing traffic relationships in the network.
In particular, upon adapting antenna nulls to desired and undesired nodes in the neigh-
borhood, we let each source reselect its chosen sink. While the prevailing nulls have
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been placed in response to the initially chosen sinks and the resulting communication
paths, the new sinks now have to be reached via the links that remained after this null
placement.
Upon reselecting sinks and performing routing to these sinks, we numerically analyze
the resulting path length distribution. We then compare the results to the path length
distribution we would have obtained if no nulls would have been placed at all.
In the same network setup as considered above, all N = 50 nodes set up a data flow
toward a randomly chosen sink, separately. Results are again averages over Ω = 1000
random topologies.
The results for the path length distribution for the reselected sinks are shown in Fig. 3.29.
On the horizontal axis, a number of hops equal to zero means that the sink cannot
be reached (disconnected). A number of hops equal to one means that the sink is
a one-hop neighbor. The curve labeled “Without nulls” represents the path length
distribution that would be obtained if the antenna nulls placed upon selecting the
initial sinks would be removed before routing to the reselected sinks.
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Figure 3.29: Path length distribution from source to reselected sink.

Surprisingly, it can be observed that nulling does not deteriorate the path length distri-
bution. Less long paths exist when the nulls based on the initially chosen sinks/routes
are maintained. This means that, although the antenna nulls have been placed for
different traffic relationships, the antenna gain patterns let the new sinks often be
reached in a smaller number of hops.
This result can be explained by recalling the results on RDB. Antenna gains exceeding
a factor of one can lead to very long links in the network. These long links can provide
shortcuts toward the sink which are not available with omnidirectional antennas. The
tail of the hop distance distribution gets smaller, although the average node degree
slightly decreases. Thus, similar effects as with RDB occur with adaptive nulling, at
least when using the nulling method of Sec. 3.1.4.
The results shown here indicate that for many scenarios the proposed nulling scheme
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does not inhibit a well-connected multi-hop network, even when nulls are not up-to-
date with respect to current communication paths.

3.7 Related Work

The idea of Random Direction Beamforming (RDB), first proposed in [BHM05], has
been adopted by two research groups [Kos06, ZJDS07, ZDJ07]. Both intend to provide
closed-form results on the effect of RDB on the connectivity of multi-hop networks.
The work in [Kos06] takes on an intermediate antenna model, in between an electroni-
cally steering UCA antenna and an idealistic keyhole model. This is done by fixing the
beamforming direction, and assuming that the resulting antenna pattern simply rotates
as the main lobe is steered. The model allows for a curve fitting of the antenna gain
distribution of the array. This distribution is then combined with the distribution of
node distances (resulting from their random and homogeneous distribution in space),
yielding a node degree distribution. With known theorems [Bet04c], the probability
of k-connectivity is then derived from this node distribution. The author concludes
that whether or not beamforming improves the probability of k-connectivity depends
on the transmission power relative to the receive power threshold. There is a slight
discrepancy between the analytical and the simulation-based results. This may be
due to the assumption in [Kos06] that networks with RDB resemble pure random
graphs with respect to the existence of links. This is, however, not the case. They
are neither strictly random, nor purely geometric. This questions the application of
graph-theoretical theorems which map between node degrees and (k-) connectivity,
making an analytical study of RDB difficult.
Connectivity-related aspects of beamforming are also considered in [ZJDS07] and
[ZDJ07]. The authors’ “greedy” algorithm is somewhat similar to MNDB. It is found
that this approach is superior to omnidirectional antennas and RDB in terms of the
path probability and the probability of node isolation. The authors further analyzed
the impact of the path loss exponent on RDB. They report that, for a path loss exponent
below 3, RDB improves the local connectivity (node degree), while it is degraded for
values above 3. Throughout the present work, a path loss exponent α = 3 is assumed.

3.8 Summary

This chapter was devoted to using beamforming in a persistent manner in multi-hop
networks.
The first contribution of this chapter was a linear formulation for optimizing the
steering angles of beamforming antennas, such that the sum of the node degrees
of the nodes is maximized. This leads to a significantly better connected network.
On the downside, it requires a central entity with full network knowledge, and is
computationally complex. Further research is necessary to develop a more efficient
optimization methodology, e.g. using column generation [Dan63]. Once optimizing the
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node degree can be accomplished more efficiently, the next step would be to optimize
the path probability pPath, which is an even more complex task.
The following contribution was the proposal of schemes for practical realizations. We
started with a thorough simulation-based analysis of RDB, which was first proposed
in [BHM05]. Then, low-complexity beamforming schemes improving over RDB were
proposed and analyzed. These distributed schemes showed quick convergence to
stable beamforming directions, and drastic improvements, as compared to omnidirec-
tional antennas, of the path probability pPath in both homogeneous and clustered node
distributions.
As a prerequisite for beamforming based on disconnected or weakly connected sub-
networks, we discussed the problem of partitioning multi-hop networks. For baseline
comparisons, we first developed a methodology for centralized partitioning, optimized
under a mesh distance criterion. Then, we studied emergent behavior as a candidate
design paradigm for a distributed approach. Since emergence is a completely open
research area, we found it useful to first identify key properties and challenges of
emergent behavior. Based on this discussion, an algorithm for emergent partitioning
was developed. From the results obtained for different network scenarios, it seems that
simple emergent schemes could indeed be used for partition-based beamforming.
Subsequently, this chapter contributed by a persistent beamforming approach for inter-
ference suppression. By identifying desired and undesired neighbors using network
layer information, nodes contending for medium access can be effectively decoupled
using adaptive beamforming. This, in turn, was shown to lead to significant through-
put improvements.
Further work on persistent beamforming is necessary to analyze the impact of mobility.
As results on route life times of this chapter indicate, beamforming can make multi-hop
networks prone to link breaks if nodes move. It would be interesting to investigate
this further in different scenarios. For instance, in car-to-car applications, the mobility
patterns may be less rugged for persistent beamforming than the random direction
mobility model used in this chapter. It would further be interesting to assess the
different schemes in multi-path environments, and in scenarios with hilly terrain
and non-ideal antenna array orientations. The attempt to formulating closed-form
expressions for the impact of beamforming on topology properties of [Kos06] should
be explored further. An interesting result of such theoretical work could be optimal
beamforming patterns maximizing the path probability in a network with random
node distribution. Finally, the work on connectivity improvements on the one hand
and throughput improvements on the other hand could be addressed in an integrated
approach. Multi-hop networks are usually not connectivity-limited and interference-
limited at the same time. With low node density, they are rather connectivity-limited,
and interference-limited with high node density. A cross-layer functionality could
therefore utilize adaptive beamforming depending on the currently predominant
limitation of the network.
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PHY-MAC cross-

layer design

PHY-NET cross-

layer design
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PHY-MAC

Self-organizing multi-hop networks have no central entity assigning radio resources or
organizing medium access. The mutual interference between the devices, also called
Multiple Access Interference (MAI), can occur in a quite inordinate way, and is a
limiting factor for the transmission capacity and the overall performance of the system.
Distributed MAC protocols are used to restrict this interference. They do so by coor-
dinating exclusive medium access between nodes, typically using time division. In
this process, fair medium sharing and efficient use of resources are the most important
goals.
For a node receiving data in a multi-hop network, the number of strong interferers is
usually small. The number of interferers within sensing range can however be large,
with very diverse interference power levels. With most of the MAC protocols, the
underlying assumption about data collisions is quite strict. They typically comprise
physical carrier sensing, and channel access attempts are only made if the wireless
medium is sensed interference-free. This mechanism avoids even small interference
levels, resulting in a very pessimistic blocking of nodes. This, in turn, limits the system
performance.
The work presented in this chapter is motivated by the idea that interference does not
necessarily have to be handled by the MAC layer alone [TNV04]. Instead, we aim
at using multi-user detection signal processing on the physical layer to counteract
interference. The goal is to achieve higher data throughput in the network by an
increased spatial reuse of radio resources.
As we will see, strong physical layer capabilities alone are not sufficient. Instead,
the data transmissions in a multi-hop network have to be arranged in a way that is
accessible to multi-user detection. Also, without any medium access control, the use of
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radio resources may become too aggressive, and the resulting MAI of the network may
degrade performance.
The contribution of this chapter is a cross-layer design regarding the MAC layer and
the physical layer. It rises to the challenge of “loading” networks with interference
in a controlled manner. This is a difficult task when keeping in mind that multi-hop
networks are per se unordered, distributed systems.
We are particular interested in MUD in spread spectrum systems. Sec. 4.1 summa-
rizes signal processing aspects in this regard. In a cross-layer design with multi-user
detection, the primary task of the MAC layer is interference management, rather than
interference avoidance. To develop such a MAC functionality, we identify link layer
requirements for deploying MUD in a decentralized and self-organizing network in
Sec. 4.2. Based on these requirements, a MAC protocol supporting MUD is proposed in
Sec. 4.3. We analytically estimate possible throughput gains of this protocol in Sec. 4.4.
Means to reduce the simulation complexity of multi-hop networks with MUD receivers
without significantly degrading simulation accuracy are discussed in Sec. 4.5. Network
simulations incorporating bit level signal processing are used to further investigate the
achievable throughput improvements in Sec. 4.6. Then, Sec. 4.7 considers the case were
the devices forming a multi-hop network are equipped with heterogeneous receivers
with varying multi-user detection capabilities. Related work on multi-user detection in
multi-hop networks is reviewed in Sec. 4.8. Finally, Sec. 4.9 concludes.
The contributions of this chapter have been partly published in [VKHB07, KVM+07,
KVM+09].

4.1 Interference Cancellation in Multi-Hop Networks

This section reviews multi-user detection in order to provide some insights, and also
to provide support for the arguments in the subsequent sections dealing with MAC
protocol design.
It furthermore serves as a description of the physical layer module implemented in the
simulation tool which was used for the bit level simulations presented later on.

4.1.1 Spread Spectrum and the Near-Far Problem

Spread spectrum techniques have long been used in wireless communications. By
spreading a signal at the transmitter and despreading the signal at the receiver, the
signal becomes more reliable against interference, in particular narrow-band interfer-
ence. The transmission therefore becomes more robust under low SINR conditions,
conversely allowing for higher transmission ranges.
In Code Division Multiple Access (CDMA) schemes [DGNS98], spreading is used
to serve several users simultaneously with the same radio resources. Spread spec-
trum thus improves the system capacity by interference averaging. In cellular mobile
networks, CDMA was introduced in 1993 in the USA as multiple access scheme of
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the radio interface of the IS-95 standard [Rap02]. A closely related spread spectrum
technique is Interleave Division Multiple Access (IDMA), where interleaver sequences
are used to separate users [PLWL06].
A major caveat with spread spectrum techniques is the near-far problem. This problem
occurs when a receiver attempts to despread a signal from a transmitter far away that
is interfered by a signal with higher power level, typically from an interferer near by.
In cellular CDMA systems, the general level of interference can be upper-bounded
by admission control. On top, interference levels are equalized on the uplink (mobile
phone to basestation) by fast power control such that the near-far problem is solved.
In contrast to cellular networks, it is difficult to apply power control for the purpose of
facilitating spread spectrum in multi-hop networks. In the literature, both centralized
and distributed proposals have been made (e.g. [AKKD01, MKR03, EE04, KK05]). Most
of them require large signaling overhead, and it is questionable whether the fading
characteristics of the channel allow for such schemes in the first place: Assuming that
the channel coherence time is on the order of few packets at maximum, then this a priori
prohibits a multi-hop distribution of control information for power control. Thus, even
if neglecting the induced overhead for control information exchange, this exchange
may not be able to follow the channel characteristics in time.
Furthermore, power control is fundamentally limited since multi-hop networks pro-
voke near-far constellations that can generally not be resolved by power control. This
can be the case even in the simple example of Fig. 2.3 on page 10. Assume that node n1

is close to n4, and n2 is close to n3. With equal transmission power, the power received
by n2 from n3 is significantly larger than the power received from n1, so n3 will have to
reduce its transmit power level. This, in turn, leads to a small SINR at n4, advocating a
decrease of the transmission power of n1 as well. A distributed power control scheme
would not converge in this example.
Power control may still be valuable for the purpose of energy conservation or topology
control when based on long-term path loss conditions. It seems, however, questionable
that power control can break ground for spread spectrum techniques in multi-hop
networks with fast fading channels. Thus, many of the power control schemes in the
literature should merely be considered as upper performance bounds for distributed
approaches.
As a solution to the near-far problem problem, multi-user receivers capable of sep-
arating signals have been proposed [RM00, MT01, SG02, HYA03, TNV04, QZY05,
ZZA+06]. The existing work on using multi-user detection in multi-hop networks
focuses on the improved detection capabilities as compared to conventional single-
user detectors. The tendency is to consider simple MAC protocols such as slotted
ALOHA [Gal85, RW99, SE02, QZC05]. In the following, it is argued that MUD benefits
can only be leveraged by an appropriate MAC scheme.
To this end, it is necessary to provide a careful analysis of the requirements that must
be met in order to benefit from multi-user detection capabilities. From this analysis
it will become apparent that multi-user detection has to be used in connection with
medium access schemes that are tailored to “interference by design”.
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4.1.2 Multi-User Receivers

Multi-user receivers are designed so as to cope with interfering signals simultaneously
transmitted by a multitude of devices [Ver03]. A variety of such receivers exists. They
differ in their assumptions about the wireless communication system, their compu-
tational complexity, and their performance gap to the optimal Maximum Likelihood
receiver. Fig. 4.1 provides an overview of main multi-user receiver categories, and also
gives some examples [LR97].

Optimal Sub-optimal

Linear Non-linear

· Decision feedback decorrelator

· Multistage detectors

· MMSE

· Decorrelator

· Neural networks

· Successive cancellation

receivers
Multi-user

Figure 4.1: Categorization of multi-user receivers for interference cancellation.

In this work, successive interference cancellation is used because of its good tradeoff
between complexity (it is significantly less complex than a Maximum Likelihood
receiver) and performance.

4.1.3 Iterative Interference Cancellation

A multi-user detector can take on the following processing: First, detect the signal
component with the highest power level (i.e. the signal coming from the closest trans-
mitter). Then, subtract the estimated signal of the strongest transmitter and detect
the second strongest component. Continue the process until all signals, or at least the
signal(s) of interest, are detected.
A major drawback of such an approach is that the detection accuracy of the signal
component with highest power may be erroneous depending on the noise level and
the relative strength of the individual signal components. This error then propagates
to the subsequently detected components as well.
Iterative interference cancellation attempts to avoid this drawback. It improves the
signal component estimates by interchanging information between these estimates.
Let us consider the following example. Fig. 4.2 illustrates the small network that was
already used in Fig. 2.3. Node n1 transmits data using a signature #1 (CDMA code or
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IDMA interleaver sequence), and node n3 transmits data using a signature #2. The
two transmissions can occur simultaneously without loss of data if the receiving nodes
n2 and n4 apply MUD. Looking, by way of example, at the receiver n2, it decodes
the received signal r(t) using two decoder branches in its MUD receiver. Only the
signal component s̃(1)(t), coded with signature #1, is a desired signal. It is the estimate
of the signal s(1)(t) transmitted by n1. The component s̃(2)(t), which is coded with
signature #2 and considered as interference by n2, is also decoded, subtracted from the
received signal, and discarded.

n3

n1

n4
at n2

signal
received

#2
Dec

Dec
#1

MUD
n2

Signature #2

Signature #1

r(t)

es(2)(t)

es(1)(t)

Figure 4.2: Interference cancellation by iterative multi-user detection in a multi-hop
network. The interference from node n3 is successively canceled at node n2.

What is essential in iterative (successive) interference cancellation is that the decoders
feed back information to the MUD circuitry so as to allow for an iterative processing.
The estimates s̃(i)(t) are thereby improved iteratively.
In general, spreading is necessary to make the process of multi-user detection robust.
In principle, any CDMA or IDMA multiple access scheme can be used. This work
focuses on IDMA, but the concept can be applied to CDMA systems as well. The
transmitter and receiver processing is described in the following, based on the more
detailed description provided in [KVM+07, KVM+09].

Transmitter Structure for IDMA

The transmitter structure of a node nk is illustrated in Fig. 4.3.

Encoder Mapper
s
(k)
ic

′(k)
i,j c

(k)
i,jb

(k)
m

Πk

Figure 4.3: Transmitter structure.

The transmitter encodes information bits b(k)
m by any code, e.g. a convolutional code,

linear block code, or repetition code. The obtained code word is denoted as c′(k)
i,j .

We assume a transmitter-specific (user-specific) interleaver Πk. The output of the
interleaver is mapped onto a QAM/PSK signal constellation. This results in complex
symbols s(k)

i , where c(k)
i,j is the j-th bit of the symbol s(k)

i .
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Channel Model

The channel is modeled as a finite length impulse response filter of order L. With
channel taps h(k)

`,i between transmitter nk and the receiver, and a complex-valued zero-
mean Gaussian noise zi, the signal received from K transmitters is

ri =
K∑

k=1

L∑

`=0

h
(k)
`,i s

(k)
i−` + zi. (4.1)

Note that subsequent sections assume a perfect synchronization between transmitters
and receivers, and fast fading is not considered. The channel taps therefore only model
the path loss. Nonetheless it has been shown in [KB05] that multi-user detection as
applied here also works in realistic asynchronous environments. The corresponding
transmission and propagation delays can be formally captured by the h(k)

`,i . Furthermore,
the channel taps can be defined to also reflect user-specific channelization codes.

Receiver Structure and Decoding

The reception with successive interference cancellation can be carried out with a
receiver as illustrated in Fig. 4.4.
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Figure 4.4: Receiver structure.

In order to decode the signal components ofK transmitters, the receiver must comprise
at least K decoder branches. If the number of decoder branches is larger than K, then
the remaining branches are left unused. If it is smaller, then the receiver cannot cancel
all interferers.

78



4 Medium Access and Multi-User Detection

The receiver may decode and pass on more than one data stream b̃
(k)
m , which means

that it can intentionally receive data from more than one transmitter at the same time.
Without loss of generality, the description of this section assumes that only one data
stream is received at a time. Again without loss of generality, we define the signal
from transmitter n1 to be the signal of interest, and the signals from the remaining
transmitters nk, k ∈ [2, . . . K], as interference.
The intention of the receiver’s processing is as follows:

– Perform soft interference cancellation K times, i.e. for the desired signal and for
K − 1 interferers,

– repeat this process iteratively in order to improve the soft estimates,
– ideally, when deciding on hard estimates of the received signal, both MAI and

Inter-Symbol Interference (ISI) is removed completely, the single-user bound thus
reached.

Let the multi-user detector operate on a sliding window basis. Then, for estimating
symbol s(1)

i , the signals relevant for the window are as follows:

ri =
K∑

k=1

L∑

`=−L
h

(k)
`,i s

(k)
i−` + zi

= h
(1)
0,i s

(1)
i +

L∑

`=−L,` 6=0

h
(1)
`,i s

(1)
i−`

︸ ︷︷ ︸
ISI

+
K∑

k=2

L∑

`=−L
h

(k)
`,i s

(k)
i−`

︸ ︷︷ ︸
MAI

+ zi,
(4.2)

with ri = [ri, . . . , ri+L]T and zi = [zi, . . . , zi+L]T.

Assume that we have estimates for the signal components s(k)
i , denoted as s̃(k)

i . With
these estimates – obtained from the previous iteration – and the received signal ri, we
can compute

r̃
(1)
i = ri −

K∑

k=1

L∑

`=−L
h

(k)
`,i s̃

(k)
i−` + h

(1)
0,i s̃

(1)
i . (4.3)

The estimates s̃(k)
i are soft bits, i.e. they are not finally decided to be +1 or −1, but

rather have an accompanying certainty. The processing expressed in (4.3) is therefore
called soft interference cancellation. For the first iteration, the s̃

(k)
i are set to zero.

Assuming perfect estimates s̃(k)
i =s

(k)
i , both MAI and ISI are completely removed, and

the receive signal component

r̃
(1)
i = h

(1)
0,i s

(1)
i + zi (4.4)

is isolated as if we were considering a single-user system. It is important to note that
(4.3) requires the channel taps h(k)

`,i to be known. Proper channel estimation with respect
to all K transmitters is therefore critical.
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Obtaining estimates on the transmitted information bits b(1)
m of the desired user n1,

denoted as b̃(1)
m in Fig. 4.4, requires the multi-user detector to compute log-likelihood

ratios for the c(k)
i,j . From these log-likelihood ratios, soft symbol estimates for the s̃(k)

i

can be derived.
The decoders compute log-likelihood ratios for the deinterleaved c(k)

i,j . This computation
depends on the code in use. Finally, the decoder also computes log-likelihood ratios
for the information bits b(k)

m . Since we are only interested in the data symbols sent by
transmitter n1, it is sufficient to compute only those log-likelihood ratios resulting in
the b̃(1)

m .
A detailed description of the steps carried out by the multi-user detector and the
decoders for IDMA and CDMA for different coding schemes can be found in [BCJR74,
HOP96, BG96, DP97, RHV97, WP99, MP02, SH04b, KB06c, KB06b, KDUB07, KVM+07].

Performance Aspects

It is up to the physical layer design to specify a number of iterations that results in
a good tradeoff between computational efforts on the one hand, and the residual
performance gap to the single-user bound on the other hand. To this end, bit level
simulations for various channel conditions and user constellations (including different
near-far factors) can be carried out, which then reveal the bit error rate progress over
iterations.
Results of such simulations for a scenario with one interferer are shown in Fig. 4.5. In
this diagram, the Packet Error Rate (PER) is drawn over the Signal to Noise Ratio (SNR)
per bit Eb

N0
of the desired signal, and the strength of the interferer relative to the desired

signal. For instance, a relative strength of 0 dB means that the desired signal and the
interference signal are equally strong.
Fig. 4.5(a) shows the PER before the first MUD iteration. It is equivalent to a single-user
detector, and shows poor performance unless the relative strength of the interferer
is low. Fig. 4.5(b) shows the performance after four iterations. Interestingly, with a
relative strength of the interferer above about 2 dB, the PER is primarily limited by Eb

N0
,

similar to the case of very weak interference (relative strength of −10 dB and below).
With strong interference, the interference signal can be decoded reliably, and well
separated from the desired signal in the MUD processing. We also note that there
is a range roughly between −10 dB and 2 dB of relative signal strength, where the
PER deteriorates due to interference, and where four iterations are not sufficient to
completely reach the single-user bound. The performance improvements in terms of
the PER as compared to a single-user detector are drastic, still.
The system considered in Fig. 4.5 is an IDMA system with a rate 1/2 memory 4 standard
non-recursive convolutional code followed by a rate 1/4 repetition code, and QPSK
modulation. The data block size is 128 bit. The results in [KVM+09] show that the
interference cancellation of MUD can be less effective in systems where the spectral
efficiency is higher.
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Figure 4.5: PER performance example of IDMA [KVM+09].

Such aspects can be considered in a cross-layer design of the physical layer and the
MAC layer. In particular, the interference management may handle interference more
strictly as the spectral efficiency increases. The cross-layer approach proposed in this
chapter can be extended in this regard. However, the following focuses on an IDMA
system with parameters as summarized above, and assumes that known interference
can always be well canceled, as suggested by Fig. 4.5(b).

Complexity Aspects

If the structure of the received signal r1(t) is unknown, the multi-user receiver may
simply apply one decoder branch for each signature that may possibly be used in
the network. However, it can be shown that in case r1(t) does not comprise a signal
component with a signature that is in fact applied by the multi-user detector (e.g. a
signature #3 in the example of Fig. 4.2), then this has a deteriorating effect on the
estimation quality of the MUD output. Furthermore, the number of decoder branches
that has to be operative at a time – along with the number of iterations performed
before deciding on hard output symbols – determines the computational complexity
of the MUD receiver. Finally, each of the decoder branches has to synchronize with
the respective signal component. The state-of-the-art solution to this is to use a pilot
sequence of synchronization symbols. Having no information about the structure of
the received signal introduces great complexity in this respect. This is because the
receiver then has to search for this sequence continuously, whereat a multitude of
sequences may even occur simultaneously when several interferers are present.
In summary, the MUD receiver should be confronted with interference in a structured
way, avoiding such uncertainty. This will be a general lead in the MAC protocol design
of Sec. 4.3.
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There are further interesting aspects with respect to complexity. As stated above, the
complexity of the multi-user detector is determined by the number of parallel decoder
branches and the number of performed decoding iterations. It is generally accepted that
in multi-hop networks usually only few strong interferers have to be canceled [AWH07].
This is good on the one hand since it means that few decoder branches, i.e. MUD
receivers with limited complexity, can already reduce the interference significantly
and get close to single-user conditions. On the other hand, this means from a system
perspective that the achievable throughput improvements over single-user detectors
with strict medium access control are limited as well. At least it seems that tremendous
performance improvements as reported in some literature focusing on the signal
processing aspects of multi-user detection alone – neglecting network aspects – should
be considered with care.

4.2 Requirements for Successive Interference
Cancellation

This section summarizes requirements that must be provided so that multi-user de-
tection can be applied in multi-hop networks. The aspects of this section shall be
considered in MAC layer design, and it therefore serves as connecting part between
the review of multi-user detection in the previous section and the subsequent sections
concerned with medium access.
The first major requirement for multi-user detection is time synchronization of the
nodes. Since the multi-user detection requires block processing on a frame basis,
without time synchronization, the decoding delay in packet reception may not be
guaranteed to be limited. Fig. 4.6(a) illustrates an asynchronous case where two
transmitters (e.g. nodes n1 and n3 in the example of Fig. 4.2) transmit data packets.
For decoding packet A1, an MUD capable receiver (node n2 in the example) also
decodes packet B1. For decoding packet B1, it also decodes packet A2, et cetera. If the
transmissions by the two transmitters never get decoupled in time while one wishes to
fully exploit the MUD capability, the decoding delay and the required decoder memory
size become infinite. Fig. 4.6(b) shows a synchronous case. For decoding packet A1,
only packet B1 has to be decoded jointly. The decoding delay for packet A1 is bounded
to one data block length.
From a networking perspective, we have to ask how exact this synchronization must be.
From the signal processing point of view, bit level synchronization – or even chip level
synchronization – is not necessary for CDMA type transmission schemes, including
IDMA. For instance, the Universal Mobile Telecommunications System (UMTS) uplink
does also not require perfect synchronization. In [KB05] it has been shown that the
detection of asynchronous transmissions with IDMA is possible. For our multi-hop
scenario, we thus only require frame level synchronization. While methods for node
synchronization are not discussed here, let us note that the accuracy of synchronization
may be considered as a design parameter, trading off synchronization efforts with the
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Figure 4.6: Asynchronous and synchronous transmissions.

guard interval duration between frames. Further, we note that synchronization only
has to be local: A synchronization drift across the network is harmless as long as the
frames concurrently decoded by one MUD receiver are reasonably synchronized.
Another requirement for multi-user detection is signature knowledge at receiving
nodes. For each signal that shall be considered by an MUD receiver, the receiver has
to know the respective signature, i.e. the spreading code for CDMA or the interleaver
sequence for IDMA. The receiver also has to know which interfering signals are
actually contained in the received signal, i.e. it should not apply a signature which does
not have a corresponding interference component. Consequently, a MAC protocol for
multi-user detection should be able to exchange signature information for all signals
that have to be considered by the MUD receiver.
Another aspect of the required knowledge about interfering sources is channel estima-
tion. The estimated channels are used in the multi-user detector in order to estimate
and subtract the contribution of each interfering signal to the overall received signal.
Yet another requirement is given by the limited number of MUD receiver branches.
With K decoder branches, a receiver can decode the desired signal along with K − 1
interfering signals. This is a hardware/software limitation, irrespective of channel
capacity limitations of the access scheme given by the spreading gain. A MAC protocol
for multi-user detection should thus limit the MUD burden to K − 1 strong interferers.
For the special case ofK = 1, i.e. a receiver without MUD capability (a “weak” receiver),
the MAC protocol should provide interference-free transmission opportunities, just
as conventional MAC protocols. If weak receivers have to be protected, we further
conclude that the MAC layer control information exchange must not demand multi-
user detection. Instead, a common channel must be provided that is accessible without
MUD capability.
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In summary, the following requirements for MUD – denoted as (R1) to (R6) – influence
the design of an MUD aware MAC protocol:

– Time synchronization on a frame level (R1),
– knowledge about signatures in use (R2),
– channel estimation with respect to all signal sources (R3),
– knowledge about the start time and duration of packets (R4),
– receiver-individual avoidance of interference beyond K − 1 sources (R5), and
– protection of weak receivers having only single-user detectors (R6).

4.3 MAC Protocol Design

4.3.1 Design Choices

Various mechanisms and protocols for medium access control have been developed for
wireless communication systems. They can be roughly distinguished by the following
characteristics [GL00].

Centralized vs. distributed With centralized MAC protocols, medium access is coor-
dinated by a central control unit. In distributed multi-hop networks without central
control units, such schemes are only possible if clustering and local master node selec-
tion mechanisms are in place. In general, this is a rarely followed design choice in the
research community, mostly because of the inherent overhead and the limitations in
mobile scenarios. Consequently, a distributed MAC solution shall be designed in this
work.

Scheduled vs. random access The nature of multi-hop networks, and in particular
ad hoc networks, suggests to share wireless resources in the time domain. That is
to say that, since the nodes usually do not have data to transmit continuously and
there is no clear distinction between “uplink” and “downlink” directions as in cellular
systems, a multiplexing concept purely based on frequency division is inefficient.
The division in time is based on either scheduling or random access. Distributed MAC
protocols are generally based on random access (also referred to as contention-based
access). Centralized approaches allow for both types of time division. In this work, a
distributed random access scheme shall be designed.

Transmission initiation A data packet transmission may be initiated by a transmitter
or by a receiver. In receiver initiated approaches, receivers should have information about
the communication needs of other nodes, otherwise the protocols become inefficient.
Most protocols for ad hoc and multi-hop networks assume transmitter initiation [JLB04],
mainly because this is more flexible in terms of traffic relationships. In scenarios with
highly saturated traffic, where each node has data to transmit at all times, this problem
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does not exist. Since this assumption is not made in the following, a transmitter
initiated design is preferred.

User separation and duplexing For user separation and duplexing, the channel
can be shared in the time, frequency, space, and/or code domain. For the sake of
simplicity, a single-channel system (one frequency band) is assumed throughput this
work. Spreading with user-specific signatures along with multi-user detection is
assumed in this chapter. Data transmissions that cannot be resolved by MUD are
arbitrated in time. Duplexing between two communicating peers is performed in
time-division as well.

Signature assignment For CDMA and IDMA, the spreading signatures must be
assigned in a regular way. If each transmitter is assigned a fixed spreading signa-
ture which the transmitter uses for all transmissions, then the signatures are called
transmitter-based. Alternatively, signatures can be receiver-based, pair-wise, or per-trans-
mission. In this work, transmitter-based signatures are used. It has been shown
in [KB06a] that IDMA interleaver sequences can be effectively derived from a node’s
unique ID.

Since this work adopts random access, means for avoiding collisions and – because data
collisions can never be avoided completely – collision resolution must be found. This
is a peculiarity of wireless communications, and primarily due to the half-duplexing
nature of wireless transceivers. Mechanisms in this regard are

– carrier sensing for passive collision avoidance,
– active collision avoidance (either by out-of-band signaling such as busy tones used

e.g. in [HD02], or by control handshakes such as the Request to Send (RTS)-Clear
to Send (CTS) mechanism of IEEE 802.11 DCF, sometimes referred to as “virtual”
carrier sensing), and

– backoff mechanisms for regulating access attempts.

4.3.2 Receiver-Based MAC Paradigm

MAC protocols typically implement a blocking scheme in order to limit channel access
and avoid data packet collisions. The most important protocol in this regard used
today, the IEEE 802.11 Distributed Coordination Function (DCF) protocol, implements
both carrier sensing and collision avoidance: A transmitter first must sense the medium
interference free before making an access attempt. The access attempt is then initiated
by transmitting an RTS control message. If no error occurs, the receiver responds with
a CTS message. This control handshake may be omitted for small packets for efficiency
reasons.
The “blind” blocking scheme using RTS and CTS messages is not suitable for multi-user
detection. It turns any node receiving either one of these messages into a so-called
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exposed terminal. This means that such a node gets blocked and may not send or receive
data, irrespective of whether or not it would actually disturb other transmissions.
If physical layer capabilities are to be exploited, the decision on whether or not channel
access can be granted should therefore not be based on physical carrier sensing or on
collision avoidance blocking an entire area. Instead, this decision should depend on
the signal processing capabilities of concurrent receivers, multi-user detection in our
case.
To this end, the proposed MAC protocol for multi-user detection, called MUD-MAC,
adopts the following receiver-based paradigm:

Each transmission must be announced by a transmitter, and any co-located
concurrent receiver may object to the transmission depending on its MUD
capabilities. If no objection occurs, the transmitter may proceed with data
transmission.

With this objection mechanism, carrier sensing as primary means for collision avoid-
ance is not required in MUD-MAC. By the announcement-objection paradigm, a high
level of transmission parallelism can be achieved since only concurrently receiving
nodes can block other nodes. This effectively eliminates the exposed terminal problem.
Another known issue in MAC protocol design are hidden terminals. Any node that may
potentially cause disruptive interference at a receiver and that is not detectable at the
transmitter (by carrier sensing) is called hidden. Eventually, hidden terminals are the
motivation to use MAC protocols that go beyond carrier sensing. With MUD-MAC,
hidden terminals are effectively avoided by the possibility for receivers to object to
other transmissions.

4.3.3 MUD-MAC Protocol Description

Signaling messages and frame structure

For implementing the announcement-objection principle, the following messages are
defined: An announcement message ANN, an objection message OBJ, payload data
blocks, and an acknowledgment message ACK.
For each of these messages there is a corresponding time slot when the message is to be
transmitted, separated by an Interframe Space (IFS). These time slots preserve a frame
structure (requirement (R1) of Sec. 4.2) as shown in Fig. 4.7. It is assumed here that
neighboring nodes are synchronized accordingly. The frame structure is continuously
repeated over time. Multi-user detection can be applied during the data slot. During
the slots for ANN, OBJ and ACK messages no MUD is applied. This is in order to satisfy
the requirement (R6) that all signaling messages must be accessible without MUD.
Collisions can occur during the ANN, OBJ and ACK slots. When several ANNs collide
at the intended receiver, the subsequently following vain data transmissions have a
direct impact on the overall throughput. In order to reduce the probability of ANN
collisions, nodes start transmitting the ANN with random delay. For this purpose the
ANN slot is preceded by a number of nM “minislots”. In this work, this parameter
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Figure 4.7: MUD-MAC frame structure, not to scale.

is chosen as nM = 4. Each node transmitting an ANN randomly selects one of these
minislots, and starts transmission in that minislot. During the minislots, up to their
own chosen minislot, nodes intending to transmit an ANN listen for ANNs from other
nodes. If a node senses an ANN from a different node, it loses the ANN contention
resolution and backs off for a random duration. This backoff is a random exponential
backoff without carrier sensing. The purpose of the exponential backoff, where backoff
times are increased in an exponential manner as a node repeatedly loses the contention
resolution, is the stabilization of medium access at high access rates.
The probability of ACK collisions is considerably smaller than for ANNs. In this regard,
MUD-MAC does not aim for perfect control, and means for collision avoidance similar
to the ANN minislots are not defined. Colliding OBJs are by far more frequent, but are
not severe, as long as a node can in this case infer that an OBJ occurred at all. The latter
is always assumed in the following.

Medium access and cross-layer interaction

A node that wants to access the channel announces this intention using an ANN message
in the next ANN slot. The ANN contains the ID of the transmitter, the ID of the intended
receiver, and the data packet size (requirement (R4)). The ID is preferably the hardware
MAC address, as it is for instance included in the current IEEE 802.11 DCF messages.
Signatures are transmitter-based, and the transmitter ID readily specifies the used MUD
signature (requirement (R2)). If MUD-MAC is applied on top of CDMA, transmitter-
specific spreading codes defined for the UMTS uplink in [3G 02] may be used. For
the case of IDMA, which is actually chosen for our simulations, there has been a
suitable proposal for generating user-specific interleavers from the received ID [KB06a].
Then, by including the transmitter ID in the ANN, the receiver can determine the used
signature.
Nodes receiving the ANN use it for estimating channel gains relative to the transmitter
(requirement (R3)).
Neighboring concurrent receivers, i.e. nodes that will receive a data packet in the fol-
lowing data slot, can object to the announced transmission using an OBJ message. The
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OBJ contains the ID of the announcing node. Whether or not a node objects depends on
its MUD capabilities. An OBJ is issued when the announced data transmission would
corrupt the parallel communication. If this is not the case, the estimated channel gain is
used for an additional decoder branch of the multi-user detector, and no OBJ is issued.
If no more decoder branches are available, an OBJ will again be sent (requirement (R5)).
The announcement-objection mechanism is the key MAC functionality for providing
cross-layer interaction between medium access and MUD. Further details of when
such an OBJ is issued are described below.
After transmitting an ANN, a transmitter listens for OBJs. The transmitter abstains
from transmitting data if it decodes an OBJ containing its ID, or senses (but cannot
decode) an OBJ in the corresponding slot. It then backs off and contends for ANN
transmission in a later MAC frame. In case no OBJ occurred and the data transmission
was successful, the data packet is acknowledged by the receiver using an ACK message.
Even when split into several data blocks, only one ANN and one ACK have to be
exchanged for one data packet. Determining an appropriate data block size is subject-
matter of Sec. 4.4.

Objection criterion

An important aspect of the proposed protocol is the assessment of received announce-
ments. A node receiving a data packet listens, in between the data blocks of the packet,
for ANNs in the corresponding ANN slot. Three situations may occur:

– The receiver does not sense any ANN. In this case, it does not transmit an OBJ.
– The receiver decodes an ANN. In this case, it checks whether its MUD capabilities

are able to deal with the expected additional interference. If this is not the case,
the receiver will subsequently transmit an OBJ, indicating the transmitter ID
which was included in the ANN.

– The receiver senses, but cannot decode, a signal during the ANN slot. In this case,
it pessimistically assumes that a subsequent data transmission could constitute
corruptive interference. It thus issues an OBJ not indicating a transmitter ID.

The most complex case is the second: The receiver will issue an OBJ if it has no more
unused MUD branches available. This is always the case for a “weak” receiver. If MUD
signatures were not unique for a transmitter – which we however assume throughout
this work – then code collision can be a further reason for an OBJ. Finally, the receiver
will issue an OBJ in case it has been addressed by the ANN, since it is already busy with
receiving a data packet. As a variant in future work, extensions of the protocol may be
able to allow for simultaneous receptions by one and the same receiver.

Backoff mechanisms

Similar to other MAC protocols, MUD-MAC provides backoff mechanisms for con-
tention resolution and failure recovery. Backoffs are entered by transmitters after
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receiving an ACK, in the case of losing the ANN contention resolution, in case of receiv-
ing an OBJ, and in the case of a missing ACK. In the latter three cases, the backoff is
exponentially increased if the backoff reason occurs repeatedly for one packet. All
backoffs are simple wait backoffs, i.e. they do not involve carrier sensing.

4.4 Protocol Parameterization and Analysis

For a well-performing design of the MUD-MAC protocol, the data block size (cf.
Fig. 4.7) has to be chosen carefully.
In order to fit into the data block frame, data packets are split into a number of b data
blocks. A large data packet may thus require several frames. The last data block of a
data packet is completed with dummy bits, if necessary.
This section determines an appropriate block size by looking at analytical throughput
bounds for dense topologies, i.e. a contention area. The throughput bounds do not
only serve the important aspect of block size determination, but are also part of the
performance evaluation of MUD-MAC with respect to throughput. A further analysis
of the throughput performance is provided in Sec. 4.6 based on simulations. The overall
network throughput is chosen as performance figure since it is one of the most essential
network measures related to medium access. Other measures, such as transmission
delay or energy consumption, are important as well, but not considered in this work.
In this section, we evaluate the MUD-MAC protocol and, for comparison, the IEEE
802.11 Distributed Coordination Function (DCF) protocol, 1999 Edition [IEE97], with
the RTS/CTS reservation mechanism. We will be looking at the transmission of data
packets with a fixed size of Nb = 8192 bits.
The throughput bound of a MAC protocol for dense topologies is governed by the
signaling overhead per data packet, and the degree of parallelism in transmitting
information. MAC protocols with carrier sensing and blocking do not allow for parallel
transmission in a contention area. For MUD-MAC, the number of parallel transmissions
is upper-bounded by the number of data blocks, b, into which packets of size Nb are
split. This is because only nA = 1 ANN can successfully initiate a data transmission per
frame, as illustrated in Fig. 4.8.
In the following, we combine the above statements on transmission parallelism with
per-packet overhead of control messages. Based on this, we derive throughput bounds
for both 802.11 and MUD-MAC. The actual throughput can only be smaller than these
bounds, since backoff mechanisms, failure recovery and retransmissions add overhead.
Considering a packet size of Nb bits and the different message and time durations
that are necessary to transmit a packet, the throughput bound R̂802.11 for 802.11 can be
expressed as

R̂802.11 =
Nb

3 · tSIFS + tDIFS + tRTS + tCTS + tDATA + tACK

, (4.5)

where tSIFS and tDIFS are the Short Interframe Space (SIFS) and Distributed Coordina-
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Figure 4.8: With only nA = 1 ANN slot (depicted solid) per frame as assumed throughout
the analysis, the beginning of only one packet can be announced per frame. When
packets are split into b = 3 data blocks as illustrated here, at most b = 3 simultaneous
transmissions are possible in a contention area.

tion Function Interframe Space (DIFS) of the IEEE 802.11 standard, and tRTS, tCTS and
tACK are the durations of the RTS, CTS and ACK packets of the standard, respectively.
All time durations are fixed except the data packet duration tDATA, which depends on
Nb and the data transmission rate.
For MUD-MAC, a throughput bound can be given in a similar fashion. The number
of decoder branches, K, limits the number of parallel transmissions from the physical
layer perspective (cf. Eq. (4.3)). From the MUD-MAC perspective, as just shown, it
is additionally limited to b. For our MUD-MAC design, in order to fully exploit the
potential interference cancellation assuming that all receivers haveK decoder branches,
we thus have to ensure b ≥ K. The throughput bound R̂MUD−MAC for MUD-MAC is
given by

R̂MUD−MAC = K ·
Nb
b

(nM + 4) · tIFS + tANN + tOBJ + Nb
b ·RD + tACK

, (4.6)

where RD is the data transmission bit rate, tIFS is the inter-frame spacing between the
slots of the frame structure, and nM is the number of minislots used for the collision
resolution of ANNs, each with duration tIFS.
A possible extension to the above described MUD-MAC frame structure are multiple
ANN slots (back-to-back) per frame, each with preceding contention minislots. A
number of nA ANN slots can allow for further transmission parallelism and thus increase
network throughput:

R̂′MUD−MAC = nA ·K ·
Nb
b

nA·(nM · tIFS + tANN) + 4·tIFS + tOBJ + Nb
b ·RD + tACK

. (4.7)

A similar modification could be made with respect to multiple ACK slots in order to
reduce the probability for ACK collisions. This is thus coupled with choosing nA > 1,
i.e. in the case of a possibly very high number of parallel transmissions. In this work,
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Table 4.1: Slot durations.

802.11 MUD-MAC

tRTS = 192µs + 160 bit
RC

tANN = 192µs + 160 bit
RC

+ nM ·20µs

tCTS = 192µs + 112 bit
RC

tOBJ = 192µs + 112 bit
RC

tDATA = Nb
RD

tDATA = Nb
b ·RD

tACK = 192µs + 112 bit
RC

tACK = 192µs + 112 bit
RC

tSIFS = 10µs tIFS = 20µs
tDIFS = 50µs

however, we restrict MUD-MAC to the case of nA = 1, leading to rather pessimistic
performance results.
For numerical analysis, we consider the slot durations of Tab. 4.1. The transmission bit
rate of control messages is denoted as RC . Since we are interested in an upper bound
on the throughput, we assume b = K in the following.
As an illustration of the above formulas, Fig. 4.9 shows the throughput limit of the
MUD-MAC approach, R̂MUD−MAC, in comparison to the throughput limit R̂802.11 of the
single-user detection system of 802.11. The control signaling bit rate is RC = 1 Mbit/s.
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Figure 4.9: Bounds on overall throughput in a contention area for 802.11 and MUD-
MAC as a function of the data transmission bit rate RD.

The diagram shows that a high number of data blocks b per packet, corresponding
to a small data block size Nb

b
, is preferable because of higher throughput. For MUD-

MAC with b = 1 block per packet, the throughput bound is almost identical to 802.11.
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This is because similar amounts of control signaling are necessary per payload packet.
As b approaches 8192, the throughput limit for MUD-MAC is shifted toward higher
throughput.
In Fig. 4.9, we disregarded for the moment that the MUD performance depends on
the block length on which MUD is applied. Taking this into account, a small block
length (one bit in the extreme case of b = 8192) is of course impractical. Furthermore,
we would require K = 8192 for the upper-most throughput bound in Fig. 4.9.
Based on Fig. 4.9, we can trade off data rate with signal processing aspects. As a first
outcome of this section, we choose b = 4. The receivers should then have at least four
decoder branches, which is reasonable for receiver design. The resulting data block
length is 2048 bit, which is enough for a CDMA or IDMA scheme to perform well. It
is in fact a conservative choice, keeping in mind that the results of Fig. 4.5 have been
obtained for a block length of 128 bit.
We will use RD = 2 Mbit/s and a transmission bit rate for control signaling of RC =
1 Mbit/s for all simulations in this chapter. As can be seen in Fig. 4.9, the corresponding
throughput bounds for a contention area are 1.6 Mbit/s for 802.11 and 3.8 Mbit/s for
MUD-MAC. Hence, as a second outcome of this section, we can state that looking at
throughput bounds the throughput gain of MUD-MAC over 802.11 is a factor of 2.4.
This will be a lead for the network simulations in Sec. 4.6.
The performance bounds given here could actually be exceeded by using one announce-
ment frame for announcing several, e.g. periodic, data packets. Such an extension
could be very helpful for applications with small packet sizes, and in particular for
real-time and multimedia services with video and voice data. The ultimate overall
throughput for such an extension would then not be limited by b any more, but only
be governed by the number of available MUD branches of the receivers, access scheme
parameters such as the processing gain, and the system bandwidth. This extension
slightly complicates the protocol, and requires the channel coherence time to be suffi-
ciently long. In this work, we assume the channel to be constant for the duration of
one data packet only, and do not consider this extension.

4.5 Joint Simulation of Networking and Signal
Processing

For simulating MUD-MAC, the simulation tool described in appendix C was used.
It is an event-based simulator written in C++, calling a Matlab module for physical
layer simulations. In the physical layer module, random bits are generated, encoded,
transmitted and decoded. The simulator thus has a high level of detail across layers.
Unfortunately, running the full Matlab implementation for evaluating multi-hop net-
works results in extremely long simulation run times. As a solution to this problem, this
section discusses means to reduce the computational complexity, while still ensuring
realistic results.
A first simplification of numerical efforts is the assumption of error-free transmission
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in case of high SINR conditions. For both 802.11 and MUD-MAC, we assume that
packets are transmitted uncorrupted when the SINR exceeds 10 dB.
A second simplification is motivated by the performance of iterative multi-user detec-
tion. Pertinent research shows that the single-user bound is usually approached in case
all interference sources are known [WP99, MP02, SH04b, PLWL06]. Here, interference
knowledge comprises the signatures in use, and the respective channels. According to
the findings in this research, we assume that the single-user bound is reached when
this information is available.
In many cases, not all interference sources are known. We can capture this more general
situation by the notion of an effective SINR. It is defined in the following.
Assume that the signal to be received comprises both known and unknown interference.
The SINR can then be calculated by

SINR =
p

pknown + punknown + pz
, (4.8)

where p is the power of the desired signal, pknown is the overall power of all known
interference sources, punknown is the overall power of all unknown interference sources,
and pz is the noise power. The second simplification discussed above corresponds to
setting pknown to zero. In doing so, we assume the MAI term of (4.2) to disappear. The
resulting SINR, called effective SINR here, is

SINReff =
p

punknown + pz
. (4.9)

If the number of interference sources exceeds the number of decoder branches of the
receiver, then those interference components that cannot be assigned to a decoder
branch also contribute to punknown.
The first simplification regarding high SINR can be applied on top of the second
simplification. Then, if SINReff exceeds 10 dB, transmissions are assumed to be error-
free. If this is not the case, Matlab is called for bit level simulations of multi-user
detection, and based on these simulations packet error probabilities are fed back to the
network level simulations.
In order to test the simplifications, some of the data points in subsequent diagrams
were simulated without any of these simplifications. The results are labeled “full PHY”.
They closely match the results obtained with the simplifying assumptions.

4.6 Throughput Performance

In this section, the MUD-MAC protocol is analyzed in terms of throughput. By means
of simulations, we compare MUD-MAC for an IDMA system with the standard IEEE
802.11 DCF protocol. The considered scenarios comprise single-hop and multi-hop
networks.
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Table 4.2: Simulation parameters.

Control signaling bit rate RC 1 Mbit/s
Data bit rate RD 2 Mbit/s
Number of MUD branches K 5
Number of ANN minislots nA 4
Packet size Nb 8192 bit
Data block size 2048 bit
Transmission power 100 mW
Decoding sensitivity -81 dBm
Carrier sensing sensitivity -91 dBm
Carrier frequency 2 GHz
System bandwidth 22 MHz
Noise temperature 295 K
Path loss exponent 3.0
Simulated time 60 s
Statistics reset time 10 s

4.6.1 Modeling and Parameters

Important modeling assumptions and parameters (cf. Tab. 4.2) used for simulations are
summarized in the following. They apply to all simulations discussed in subsequent
sections, except for the number of MUD branches. The latter is varied in Sec. 4.7.
For MUD-MAC, we assume that the network is synchronized to slots, and disregard
possible overhead for achieving synchronization. The channel is modeled as described
in Sec. 2.3.5.
The system parameters have to be chosen carefully to provide a fair comparison
between 802.11 and MUD-MAC. For 802.11, we adopt the Direct Sequence Spread
Spectrum (DSSS) scheme with the 11-chip Barker code for spreading, with Differential
Quadrature Phase Shift Keying (DQPSK) resulting in a data rate of RD = 2 Mbit/s
[IEE97]. For IDMA in connection with MUD-MAC, a rate 1/11 repetition code and
Quadrature Phase Shift Keying (QPSK) is applied. Forward Error Correction (FEC) is
applied neither to 802.11 nor to MUD-MAC.

4.6.2 Single-Hop Scenarios

Simulation of a Particular Scenario

The analysis of the upper bound on the effective data rate in Sec. 4.4 did not com-
prise any backoff or failure recovery mechanisms. We would still, however, expect a
similar performance gain of MUD-MAC over 802.11, since both use similar backoff
mechanisms.
In the first set of simulations, we use an artificial setup where nodes are located in
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Figure 4.10: The particular topology withN = 40 nodes. The 20 transmitters are located
on a circle with radius 50 m, the 20 receivers are located on a circle with radius 10 m.
All nodes are within communication range. The arrows indicate traffic relationships.

circles, as shown in Fig. 4.10. In order to avoid effects of traffic relationship interde-
pendencies, we divide nodes into an equal number of transmitters and receivers. Each
transmitter (outer circle) has associated its own receiver (inner circle).
The traffic model assumes Poisson distributed arrivals of equally sized packets (Nb =
8192 bit). The offered traffic is varied by changing the mean packet inter arrival time.
Simulations have been repeated and averaged, all shown results exceed a confidence
level of 95% for a confidence interval of ±5% around the estimated average, assuming
Gaussian distributed results. The transient phase at the beginning of the simulations is
excluded from the statistics by resetting statistics after 10 s of simulated time.
The number of decoder branches, K = 5 for each node, is larger than the number
of data blocks, b = 4, which each data packet is split into. The number of parallel
transmissions in a contention area is thus not limited by MUD capabilities, but it is
limited to 4. Consequently, the analysis of Sec. 4.4 with b = 4 can be applied to this
scenario.
The simulation results are shown in Fig. 4.11. As the offered traffic increases, the overall
throughput of 802.11 saturates at about 1.5 Mbit/s. For MUD-MAC, this is the case
at about 3.8 Mbit/s. Beyond the point where the protocols saturate, the transmission
queues of the devices are typically filled up. In summary, MUD-MAC is able to serve a
2.5-times higher offered traffic than 802.11 in this scenario.
The circles indicate the results obtained with the full physical layer implementation.
The results closely match the simplifying simulations.
The throughput results for this particular scenario are quite encouraging: MUD-MAC
is intended for multi-hop networks with high medium access contention, which is the
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Figure 4.11: Overall throughput in the network of Fig. 4.10.

case in this scenario. The results depicted in Fig. 4.11 show that MUD capabilities can
reduce the need for MAC layer contention resolution. In this simulation setup, the
resulting performance gain in terms of the overall throughput is almost equal to the
performance gain estimated in Sec. 4.4.
The following will assess the single-hop performance of MUD-MAC in a more complex
setting.

Simulation of Random Networks

Random networks are simulated in order to confront the MUD-MAC protocol with a
large variety of traffic relationships and transmission-reception constellations, and to
confront the multi-user detector with a large variety of near-far factor combinations.
As any computer-based network simulation, the results of course do not exhaustively
reveal the potential and limitations of the proposed scheme.
The networks are random in the sense that nodes are randomly and homogeneously
placed on a network area of 50 m×50 m.
In the particular scenario discussed above, the traffic offered to the network was varied
by changing the average packet inter arrival time. In contrast to this, here the average
inter arrival time is kept constant. Instead, the offered traffic is varied by placing
different numbers of nodes in the system area.
In order to avoid isolated nodes when the number of nodes is low, the system area of
50 m×50 m ensures that all nodes are within transmission range. Consequently, only
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single-hop traffic occurs.
Each node generates traffic, randomly choosing one of the nodes as sink. The same
traffic model is used as with the particular scenario. After a transient phase which
is excluded from the statistics, the traffic model parameterization lets all nodes have
backlog traffic (filled queues) at all times.
Concerning the behavior of 802.11, it is known that the overall throughput degrades
after a peak as the number of contending nodes is increased. It was verified that this is
the case with the simulation tool developed in the course of this work when a packet
size distribution other than a fixed packet size is used. However, for the traffic model
assumed here, the overall throughput does not degrade significantly with an increasing
number of nodes. This accords with the literature [Bia00], and holds for the case of
rather large packet sizes when the RTS/CTS mechanism is used.
We expect from MUD-MAC to provide stable overall throughput as the number of
contending nodes gets large. Moreover, we hope for a similar performance gain over
802.11 as in the particular scenario.
Fig. 4.12 shows the obtained results. MUD-MAC achieves a stable throughput even for
high node densities, and outperforms 802.11 by a factor of about 2.3 for 100 nodes. The
performance gain is thus very similar to the particular scenario, and again agrees with
the throughput improvements estimated in Sec. 4.4.
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Figure 4.12: Overall throughput in the single-hop scenario.
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4.6.3 Multi-Hop Scenarios

The single-hop scenarios of the previous section were characterized by a high node
density, where the available decoder branches were well used. This section analyzes
the throughput performance of MUD-MAC in a scenario with moderate node density.
Besides the exact throughput performance, we are also interested in a proof-of-concept,
demonstrating that MUD-MAC can be applied in multi-hop networks.
In our multi-hop network considered here, N = 200 nodes are homogeneously placed
in a square system area of 1000 m×1000 m. A sample realization of such a random
network is illustrated in Fig. 4.13.

Figure 4.13: Sample random network with N = 200 nodes on 1000 m×1000 m.

While the number of nodes is fixed, we vary the number of data flows in the network.
In the simulations, the number of flows is varied between 20 and 200. A corresponding
number of nodes is randomly selected as transmitters, and each transmitter chooses
one of the remaining 199 nodes as sink. Packets are forwarded on the shortest path.
The traffic model is the same as in the previous section, with a mean packet inter arrival
time of 0.81920 s. This results in a nominal bit rate of 10 kbit/s per flow.
The end-to-end per-flow throughput for both MUD-MAC and 802.11 is shown in
Fig. 4.14. On average, about 120 flows are necessary for MUD-MAC to pile up backlog
traffic in the packet queues, as compared to about 40 flows with 802.11. This means
that MUD-MAC can sustain a significantly higher number of flows in the network than
802.11. The absolute throughput numbers suggest a similar benefit of MUD-MAC in
multi-hop networks as in the single-hop case.
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Figure 4.14: Throughput in the multi-hop scenario, varying number of data flows.

4.7 Heterogeneous Receiver Complexity

In previous sections we have analyzed the throughput of MUD-MAC when all receivers
in the network have the same number of MUD branches. In this section we emphasize
a specific MUD-MAC property: its ability to operate in scenarios with nodes having
different MUD capabilities, and in particular its ability to protect weak receivers. This
implies that nodes with MUD capability should not increase their own throughput to
the disadvantage of nodes without MUD capability. We ask the following questions:

Do weak receivers obtain a fair share of the system capacity?
Does the per-node throughput depend on the MUD capabilities?
How does the overall network throughput behave as the number of weak
receivers increases?

In order to analyze this, further simulations in the scenario shown in Fig. 4.10 were
performed. The overall offered traffic is unchanged in this section and amounts to
0.4 · 107 bit/s. According to Fig. 4.11, this is a traffic load slightly beyond what is
sustainable by MUD-MAC in this scenario.
In contrast to the simulations presented in Sec. 4.6.2, four receivers out of the 20
receivers here have one, two, three, four, and five decoder branches, respectively. The
simulation results for this setup are depicted in Fig. 4.15(a), showing the throughput of
each individual receiver. The receivers are indicated in the order of their clock-wise
location in the circular setup.

99



4 Medium Access and Multi-User Detection

It can be observed that the throughput of the weak receivers, roughly 0.8·105 bit/s, is
higher than what we would expect in a scenario with weak receivers only (1·106/20 ≈
0.5·105 bit/s, to be shown in Fig. 4.16). Furthermore, this throughput is slightly higher
than the per-node throughput of 1.6·106/20 ≈ 0.8·105 bit/s for 802.11 (cf. Fig. 4.11).
From these observations we can conclude that, with MUD-MAC, the MUD capable
nodes are not diminishing the throughput of weak nodes, but are even helping the
weak receivers. By comparing the throughput of all nodes, we further realize that
MUD-MAC provides for fairness among nodes with different MUD capabilities. A very
similar throughput is obtained for all nodes, irrespective of whether a node has one,
two, three, four or five MUD branches. As expected, there is no difference between four
and five branches, since the medium access is limited to b = 4 parallel transmissions.
Fig. 4.15(b) shows results obtained with a slightly different setup. Here, five receivers
have two decoder branches, another five receivers have three decoder branches, and the
remaining 10 receivers have four decoder branches available. Again, the throughput
achieved by the different nodes is similar, and only slightly higher for nodes with
a higher number of decoder branches. The main difference is that the improved
MUD capabilities as compared to the previous setup (there are no weak receivers with
only single-user detection capability) lead to a general increase in throughput for all
receivers.
In order to analyze the impact of weak users numerically, we look at another simulation
experiment. Here, we consider two types of receivers only: weak receivers and MUD
receivers with five decoder branches. The results in terms of overall throughput are
depicted in Fig. 4.16, where the number of weak receivers is varied from 0 to 20. From
the graph we can see how the overall throughput in our network is reduced when
MUD receivers are one-by-one replaced with weak receivers. The more weak receivers
the network contains, the lower the number of parallel transmissions, and consequently
the lower the overall throughput.
The throughput for 20 weak receivers corresponds to the throughput in Fig. 4.12 for
the case of two nodes. In both cases, no gains by spatial reuse of radio resources can be
achieved by MUD. On the other hand, MUD-MAC can provide a considerable increase
in spatial reuse in heterogeneous networks where some nodes have simple single-user
receivers.

4.8 Related Work

A good overview paper discussing various aspects of spread spectrum in multi-hop
(and, in particular, ad hoc) networks is provided in [AWH07].
While the work on spread spectrum communications in multi-hop networks is mani-
fold, there is a general lack of work on multi-user detection in such networks. In [SE02],
multi-user detection with CDMA is discussed in connection with routing, but mainly
concerned with power control issues. Some further work considers MUD with slot-
ted ALOHA [RW99, QZY05, QZC05], scheduled approaches [SG02], or requires exact
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(a) Scenario including single-user detectors.

2 4 6 8 10 12 14 16 18 20
0

0.5

1

1.5

2

2.5
x 10

5

Receiver ID

P
er

−
no

de
 th

ro
ug

hp
ut

 (
bi

t/s
)

 

 

2 branches
3 branches
4 branches .

(b) Scenario with two to four decoder branches.

Figure 4.15: Per-node throughput with MUD-MAC for the scenario of Fig. 4.10 with
heterogeneous MUD capabilities.
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Figure 4.16: Impact of the number of weak receivers on the overall throughput.

location information of nodes [RM00]. Somewhat related concepts are with respect
to using spatial multiplexing in multi-hop networks. Examples for research in this
direction are [LCZ06, CLZ06].
A concept of announcing prospective interference in spread spectrum communications
was used in [Yeh04], but not applied to multi-user detection. The need to make
the channel access decision dependent on receivers instead of transmitters is also
highlighted in [HA07]. There, the notion of a guard zone around receivers is used
to maximize the transmission capacity of ad hoc networks with spread spectrum
communications.
In [OWJR05], a novel MAC protocol for ad hoc networks with CDMA is proposed.
It focuses on subdividing the available spectrum into channels, and allocates mobile
devices to these channels in an interference-aware manner.
Medium access control in the context of multi-user detection in ad hoc networks
is discussed in [ECS+07] and [LHL+08]. The authors of [ECS+07] describe a MAC
protocol using RTS/CTS messages and distributed scheduling, and report significant
throughput improvements and latency reductions as compared to existing systems.

4.9 Summary

This chapter discussed the use of multi-user detection in wireless multi-hop networks,
and proposed a complete MAC layer framework for MUD.
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As first contribution, we started with the identification of six requirements for multi-
user detection that influence MAC layer design. We found that these requirements are
with respect to time synchronization, signature knowledge, proper channel estimation,
knowledge about start time and duration of data packets, interference limitation
according to the number of decoder branches, and the particular protection of single-
user detectors.
The second contribution was the design of the MUD-MAC protocol. As opposed to
previous work in the field, it adopts an announcement-objection paradigm to effectively
implement multi-user detection in multi-hop networks. Its design is derived from
the MAC layer requirements identified before. MUD-MAC can be applied in fully
decentralized multi-hop networks since it does not assume any centralized interference
management or power control. It also does not require the clustering of nodes into
quasi-cellular sub-networks.
As a third contribution, the performance of MUD-MAC was estimated by throughput
bounds, and thoroughly analyzed by extensive simulations. To this end, both a com-
prehensive simulation tool (cf. appendix C) and means to reduce the computational
complexity of link level simulations were necessary. The computer-based analysis was
with respect to the throughput performance, and considered different single-hop and
multi-hop scenarios. The simulation results confirmed a throughput improvement over
a single-user detection system of a factor of about 2.4, which was estimated from the
protocol structure. Particular attention was paid to heterogeneous networks, where not
all nodes have (equal) multi-user detection capabilities. It was found that MUD-MAC
works well in such scenarios, and provides fairness between nodes with different MUD
capabilities. As the number of nodes with simple single-user detectors increases, the
throughput does not drop, but rather decreases gradually. For reasons of complexity,
battery life time and monetary costs, such heterogeneous networks are likely to become
reality if multi-user detection gets adopted for multi-hop networks. To the best of
our knowledge, this is the first attempt to analyze the co-existence of single-user and
multi-user detectors in a multi-hop environment.
Further work is necessary to develop advanced objection criteria. As indicated
in [KVM+09], different transmission schemes lead to different multi-user detection
performance. While a certain objection criterion may work well with one particular
transmission scheme, it may be too optimistic – or too restrictive – with other trans-
mission schemes. The MUD-MAC protocol could be extended to support multiple
simultaneous packet receptions. This could further improve the performance of the
overall system, in particular in networks with meshed traffic relationships. Another
possible extension is with respect to multiple ANN slots. Their effect is captured by
equation (4.7), but not yet analyzed in simulations. MUD-MAC also deserves further
analysis with respect to its impact on transmission delays, and its performance under
QoS constraints. Finally, it would be very interesting to implement the proposed
scheme in hardware. Continuous advances in signal processing technology and the
trend toward software-defined radio may soon ease rapid prototyping of cross-layer
approaches such as the one proposed in this chapter.
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Beamforming antennas can improve the performance of cellular wireless networks
in terms of data rates and system capacity. In this chapter, we are interested in using
beamforming antennas in multi-hop networks. The question is whether beamforming
can provide similar gains in multi-hop networks as in cellular networks.
This chapter is concerned with the design of efficient MAC protocols for multi-hop
networks with beamforming antennas. The intention is to adapt the beamforming
pattern of mobile devices per-packet, thereby improving the throughput and reliability
of wireless transmissions. This is in contrast to chapter 3, where beamforming antennas
were used in a persistent manner.
Several aspects of beamforming antennas can contribute to throughput improvements
in multi-hop networks. One aspect is the spatial decoupling of co-located transmitter-
receiver pairs. By dividing signals in space, radio resources can be reused more
aggressively than with omnidirectional antennas. A second aspect is link adaptation.
High antenna gains at receivers and/or transmitters improve the link budget, and
thereby allow for higher-order modulation and coding schemes providing higher
data rates. Finally, high antenna gains may be translated into larger transmission
ranges, leading to reduced hop distances. This, in turn, requires a smaller number of
retransmissions for an end-to-end packet delivery, potentially improving throughput
and reducing delays.
These three aspects cannot be exploited independently. For instance, allowing for larger
transmission ranges limits the modulation scheme in use. In this chapter, we focus on
the aspect of spatial reuse only. The topic of link adaptation is generally disregarded in
this work in order to not complicate things. Effects of beamforming on hop distances
have already been discussed in chapter 3.
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Having described benefits of beamforming above, there is also a note of caution to be
sound. Per-packet beamforming should not be implemented as mere physical layer
adaptation. This is because MAC layer functionalities, such as carrier sensing and colli-
sion avoidance signaling, are conceptionally contradictory to beamforming antennas.
These and further issues are summarized in this chapter. From the conclusions drawn,
a novel MAC layer approach for beamforming antennas, called BeamMAC, is described
and analyzed.
At first, typical issues with per-packet beamforming are demonstrated in Sec. 5.1.
A thorough survey of previously proposed MAC protocols is provided in Sec. 5.2.
Motivated by this previous work, requirements for an improved MAC protocol for
realistic beamforming antennas are identified in Sec. 5.3. Based on these requirements,
the BeamMAC protocol is described in Sec. 5.4. Its throughput performance is analyzed
in Sec. 5.5. Sec. 5.6 is devoted to how beamforming and multi-user detection could be
facilitated by an integrated MAC approach. Related work on per-packet beamforming
in multi-hop networks is reviewed in Sec. 5.7, with a focus on capacity issues. Sec. 5.8
provides a summary and concludes this chapter.
Major concepts presented in this chapter have been previously published in [VBH06].
The survey part of this chapter is based on [VB05].

5.1 Conceptional Analysis of Medium Access with
Beamforming

Chapter 4 showed that using multi-user detection requires a specific MAC layer de-
sign. The present section motivates MAC protocols that are specifically designed for
beamforming antennas.
Some of the problems that occur with beamforming antennas can be explained best by
showing sample scenarios. This is done in the following, where the focus is on using
beamforming antennas in connection with the IEEE 802.11 DCF protocol.
Fig. 5.1 illustrates mixed scenarios with UCA and ULA antennas with different numbers
of antenna elements. As explained in the introduction, the drawn patterns are linear
antenna gains. They do not illustrate transmission ranges. When all nodes are in
omnidirectional mode in Fig. 5.1(a), all nodes are within communication range except
n2, which then can only communicate with n1. The goal is to use the beamforming
antennas to spatially resolve the transmissions from node n1 to n2 and from node n3

to n4.
When using the ALOHA protocol, i.e. carrier sensing only, node n3 is not able to sense a
data transmission of n1 due to the small antenna gain of n1 in the direction of n3. A data
transmission of n3 would thus cause strong interference at node n2 after beamforming
toward n4.
Even when using 802.11 for collision avoidance, the RTS and CTS messages exchanged
by n1 and n2 would not block node n3. This is illustrated in Fig. 5.1(a). When n2 sends
the CTS to n1 at time t1, n3 is idle and receives in omnidirectional mode. It therefore
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interference

ACK n4Data n3

RTS n1 CTS n2 Data n1

RTS n3 RTS n3

timet1

Transmission n1 → n2

Transmissions by n3

n2

n4

n1

n3

n4

n3

n1
n2

t2

. . .

(b) Hidden terminal problem due to re-adapting the beamforming pattern.

Figure 5.1: Examples for how beamforming impairs the 802.11 collision avoidance.
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is not able to decode the CTS. Then, as it beamforms toward n4 to transmit an RTS at
time t2, its antenna array (ULA with m = 6 antenna elements in this case) exhibits an
unintentionally strong antenna gain toward n2.
This interference alone may be too weak to let the decoder of n2 be unable to correctly
receive the data transmission from n1. In a multi-hop context, though, a plurality of
nodes in the vicinity of n2 may contribute to the interference level due to such MAC
layer deficiencies, not only at n2, but also mutually. The MAC protocol then cannot
provide for transmission protection and stable throughput in the network.
With 802.11 and omnidirectional antennas, this situation would not occur since n3

would be blocked by the RTS of n1.
Another example is illustrated in Fig. 5.1(b). The figure shows how the collision avoid-
ance of 802.11 can be affected by asynchronous switching of beamforming patterns,
leading to unheard control messages.
In this example, n1 and n2 initiate a transmission using an RTS/CTS handshake. This
handshake is not detected by n3, as it is beamforming to n4 (time t1). After receiving
an acknowledgment from n4, n3 wishes to transmit data to n1. For that purpose, it
beamforms toward n1 and transmits an RTS (time t2). At this time, it is neither aware
of the fact that it causes significant interference at n2, nor that n1 is not able to respond
to RTS messages. At worst, n3 retransmits RTS messages until a count-out occurs.
With 802.11 and omnidirectional antennas, this situation would again not occur since
n1 would be blocked by n3, and the two simultaneous communications at t1 would be
prohibited.
The example in Fig. 5.1(b) illustrates a further MAC layer problem with beamforming
antennas which is referred to as deafness in the literature. Assume that n1 and n2 have
quite an amount of data to exchange. If n1 never switches back to omnidirectional mode
in-between packets, but rather keeps the beamforming direction toward n2, then n3

will not be detected by n1 for a long time period. The MAC layer access arbitration and
fairness mechanisms then do not work any more, and no transmissions from n3 to n1

can take place until n1 has finished its communication with n2. On a networking level,
n3 may even decide to remove n1 from its neighbor list. Beamforming can therefore
even affect the consistency of neighbor discovery in a multi-hop network.
In summary, the problems described above are mostly due to the fact that adaptive
beamforming can impair the exchange of MAC layer control messages. This is one of
the reasons that motivated persistent beamforming as discussed in chapter 3.
The intention of using beamforming antennas is to allow for a higher density of
simultaneous transmissions, and a reduced occurrence of exposed nodes. As shown by
the above examples, this can easily capsize and then lead to excessive interference and
loss of data, by far outweighing the gains achieved. In the course of this work, using
beamforming antennas with 802.11 was investigated by way of simulations. Without
showing numerical results here, let us note that throughput and delay significantly
deteriorated when applying beamforming to 802.11. Changing certain technicalities in
the PHY-MAC interaction – such as various kinds of mixing omnidirectional control
packet exchange with directional data transmission – did not improve the situation.
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Similar observations have been made by other researchers in this field. Since around
the year 2000, this motivated quite a number of MAC protocols for beamforming
antennas, which are surveyed in the following section.

5.2 Survey and Classification

This section provides an overview and survey of recently proposed MAC protocols for
beamforming antennas in multi-hop networks.
Many of these protocols are extensions to the IEEE 802.11 DCF protocol (Sec. 5.2.2).
For multi-hop networks it may be necessary to entirely re-conceive the MAC problem
and develop novel, "non-802.11" MAC protocols (Sec. 5.2.3). Characteristics that are
considered to be different from 802.11 comprise in particular scheduled approaches,
protocols which do not rely on virtual carrier sensing, and protocols which are not
based on the notion of blocking an area by RTS/CTS messages. The literature on such
protocols is rather limited.
The authors of the surveyed protocols reported performance improvements over
protocols for omnidirectional antennas in terms of network capacity and per-node
data rates. These improvements typically amount to a factor of roughly 1.5 to 5. This
section does not intend to compare protocols with respect to numerical results, since
the modeling assumptions made by the authors are very diverse.

5.2.1 MAC Layer Issues with Beamforming Antennas

Direction information With omnidirectional antennas, the angular direction of a
neighbor is not relevant. This changes in the case of beamforming antennas. For a
transmitter, it is important to know where the receiver is located, so as to point the main
lobe of the antenna pattern in this direction. For higher spatial reuse of radio resources,
it is important for transmitters to know where not to point to, and for receivers to
know in which directions interference sources are located. Some of the MAC protocols
for directional antennas proposed in the literature assume that GPS information is
available. This is a questionable assumption. Furthermore, it is generally accepted that
direction information drawn from location information is inappropriate in the presence
of shadowing and reflection in the signal propagation path. Using antenna arrays for
DOA estimation is therefore more practical. With DOA estimation, the complexity
of the algorithm, the accuracy of the results, and the time to estimate the direction of
incoming signals are important aspects. A comprehensive review of DOA estimation
methods can be found in [God97].

Side lobe pattern It is important to account for the side lobe pattern of beamforming
antennas, in particular when it cannot be controlled arbitrarily (e.g. because of limited
DOFs). With some of the previously proposed MAC protocols, this is done in a very
explicit way. With such protocols, the medium access decision of a node is made based
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on information about the entire antenna pattern of neighboring nodes. This is only
practical if the antenna pattern can be described with few parameters, as it is the case
when assuming very simple patterns (e.g. keyhole patterns). With realistic antenna
patterns (as exemplified in appendix A), exchanging such large amounts of information
between nodes is prohibitive. Thus, MAC design should not be required to be aware
of explicit beamforming patterns on a protocol level. Information obtained from signal
strength estimation should be sufficient.

Carrier sensing In many MAC protocols, carrier sensing is used to avoid interfer-
ence. The problem with carrier sensing is that it is location-dependent, i.e. a prospective
transmitter cannot accurately assess the signal power level at a receiver. With beam-
forming, carrier sensing is even less meaningful.

Array rotation and changing beamforming pattern The performance of MAC pro-
tocols is generally related to the system dynamics. If all traffic relationships and
wireless channels were static, efficient scheduled approaches – implemented in a dis-
tributed manner – could be used. In dynamic multi-hop networks, contention-based
approaches are preferred. Array rotations and frequently changing beamforming pat-
terns add to the system dynamics, and may lead to protocol malfunctions. This has
already been illustrated in connection with Fig. 5.1.

5.2.2 Extensions to 802.11 DCF for Beamforming

The protocols summarized in the following are based on the IEEE 802.11 DCF proto-
col. They typically comprise the well-known procedure of RTS and CTS messages,
also known as virtual carrier sensing. Another concept known from 802.11 is using a
so-called Network Allocation Vector (NAV). It keeps track of the time a node has to
remain in a blocked state upon overhearing an RTS or CTS message. With a number
of directional protocols, the NAV vector is extended to maintaining direction spe-
cific blocking information. It is then commonly referred to as Directional Network
Allocation Vector (DNAV).
One of the first modifications of the DCF for directional antennas was proposed with the
Directional MAC (D-MAC) protocol [KSV00]. It is a rather straightforward extension of
the 802.11 protocol. With D-MAC, RTS, data, and Acknowledgment (ACK) packets are
sent directionally. Alternatively, RTS packets are sent omnidirectionally if a transmitter
is not blocked in any direction by the DNAV. This reduces the probability of control
packets collisions.
Another early protocol was the Multi-Hop RTS MAC (MMAC) protocol [CYRV02]. It
facilitates fully directional links – i.e. links that require both the transmitter and the
receiver to beamform toward each other – by omnidirectional signaling over multiple
hops. To this end, a special type of RTS packet is used, whose reception does not affect
DNAV state information.
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The Tone-based directional MAC (ToneDMAC) protocol [CV03a] seeks to indicate deaf-
ness to blocked transmitters and thus increase fairness. Using omnidirectional tones
after the data/ACK exchange, both the data transmitter and the receiver indicate that
they were recently engaged in a communication. Thus, a neighboring node can realize
deafness if it overhears a tone from its intended receiver. In this case, the node reduces
its contention window to the minimum value and has thus a fair chance to win the
next channel contention. Multiple tones are used, and a node has to be able to identify
the transmitter of a tone. It is assumed that a set of tone frequencies and durations is
available. Further, the transmitter of a tone can be determined with a certain probability
by means of its unique identifier and a hash function. The authors propose to exploit
location information about neighboring nodes in order to reduce the probability of
tone mismatching.
In [NYYH00], Nasipuri et al. focus on interference reduction by directional transmis-
sion of data packets. Their protocol seems to require all nodes to maintain the antenna
array orientation at all times. Both RTS and CTS messages are sent omnidirectionally.
The control packet exchange is augmented by a mechanism for determining angular
directions. Throughput improvements by a factor of 2 to 3 are reported. The authors
observe that the mobility of nodes does not affect throughput. However, they note that
their mobility model only allows for position changes at discrete intervals of time.
In the protocol of Sanchez et al. [SGZ01], CTS and data packets are transmitted using
directional antennas. The authors argue that an omnidirectional transmission of RTS
packets reduces the hidden terminal problem, whereas a directional transmission
reduces the exposed terminal problem. The authors propose two corresponding
schemes of their protocol. By means of simulation, they conclude that a directional
transmission of RTS packets generally outperforms the omnidirectional scheme. The
authors further elaborate on the performance impact of the carrier sensing threshold.
They conclude that, without carrier sensing, the hidden terminal problem dominates
the exposed terminal problem.
The Directional Virtual Carrier Sensing (DVCS) approach [TMRB02] deploys a directional
RTS/CTS exchange and a timer controlled DNAV table. The location information is
cached whenever a node overhears signals. This information is used when setting
up a communication. If a node does not have up-to-date location information about
its intended receiver in its cache, or if no CTS packet was received upon directional
transmission of an RTS packet, the RTS packet is sent omnidirectionally. The authors
refer to this mechanism as DOA caching. Power control is assumed in order to not
extend the transmission range beyond the omnidirectional range. This work is one of
the few studies where mobility is considered in the simulations. The authors report that,
in the case of mobility, physical carrier sensing brings about a dramatic performance
improvement, in particular if nodes experience an accumulated interference due to
numerous concurrent transmissions. In such cases, where nodes may fail to receive
control packets (RTS or CTS) successfully, physical carrier sensing can effectively help
to avoid collisions in the authors’ scheme.
The MAC protocol of Lal et al. [LTR+02] is receiver-based and allows for simultaneous
receptions from different transmitters (spatially resolved at the receiver). A particular
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aim is to increase the throughput at nodes that lie on many active paths, so-called
“bottleneck” nodes. A receiver synchronizes a number of packet receptions from other
nodes. This is done by polling neighboring nodes by means of periodically transmitted
Ready to Receive (RTR) messages. The subsequent RTS/CTS handshake (RTS packets
contain training sequences for the purpose of beamforming) and data transmission is
fully directional.
The Dual Busy Tone Multiple Access with Directional Antennas (DBTMA/DA) proto-
col [HSSJ02] adapts the Dual Busy Tone Multiple Access (DBTMA) protocol [HD02]
to directional antennas. The idea here is to transmit tones directionally in addition
to the directional transmission of control packets. This is motivated by the authors’
observation that the performance of MAC protocols relying on the RTS/CTS scheme
deteriorates in cases of control packet collisions. With DBTMA/DA, a “transmit busy
tone” and “receive busy tone” is transmitted along with data transmission and re-
ception, respectively. This provides a means for alleviating the hidden and exposed
terminal problem. Numerical work showed remarkable effects on throughput and end-
to-end delay. The authors also investigate the omnidirectional use of busy tones as well
as hybrid schemes. The directional transmission of transmit busy tones turns out to
be superior over the omnidirectional transmission, since it helps to avoid the exposed
terminal problem. The performance comparison of directional and omnidirectional
receive busy tones is less straightforward. In fact, a tradeoff exists. Omnidirectional
receive busy tones do not result in new hidden terminal problems, but reduce spatial
reuse. In contrast, directional receive busy tones provide better spatial reuse, but suffer
from new hidden terminal problems. It should be noted that, by using busy tones, the
maintenance of DNAV tables can be avoided. On the other hand, dual transceivers are
necessary to implement busy tones.
A MAC protocol for “full exploitation of directional antennas” is proposed by Korakis
et al. in [KJT03]. The most distinct protocol aspect is the rotational directional trans-
mission of RTS packets (sweeping). This ensures a directional communication setup
without requiring knowledge about the receiver location. However, multiple RTS
packets transmitted for a single data packet degrade the MAC performance. Another
major aspect is the use of a location table, maintaining the identity of each detected
neighbor, the beam index on which it can be reached, and the corresponding beam
index used by the neighbor. The location table is updated upon each packet reception
and keeps track of the angular direction of neighboring nodes. The location table is
further used for keeping track of beam directions that are skipped in the circular RTS
transmission. The method seems to be particularly vulnerable to antenna rotation. The
maintenance of location tables induces overhead and may not be suitable for dynamic
scenarios. Another MAC mechanism using rotational beamforming was proposed by
Roy et al. [RSB+03].
The Smart-802.11b protocol [SS04a] is based on 802.11 and deploys beamforming, a
DOA estimation algorithm, and nulling. A transmitter must transmit a sender tone
and must not transmit the data packet before receiving a receiver tone. The sender
and receiver tones serve as a substitute for the conventional RTS/CTS exchange. Both
tones are transmitted directionally. The sender tone is used for beamforming at the
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receiver in a way that allows both for beamforming toward the transmitter and nulling
toward interferers. A receiving node estimates the direction of the transmitter as the
direction with the maximum received signal strength. As compared to RTS packets, no
destination node can be indicated by the sender tone. Thus, a receiver may receive a
data packet that was not intended for it. Tones preceding control packet transmissions
are also used in [RSB+03].

5.2.3 Alternative MAC Concepts for Beamforming

There is limited work on complete MAC layer re-design for beamforming antennas in
multi-hop networks. Research in this direction is summarized in the following.
The Receiver-Oriented Multiple Access (ROMA) protocol [BGLA02] is the only scheduled
MAC protocol discussed here. While relying on local two-hop topology information,
ROMA splits nodes into transmitters and receivers, which are paired together for
maximum throughput. This allows for transmission SDMA and reception SDMA. The
separation into transmitters and receivers is carried out in a random fashion. The
ROMA protocol comprises the steps of priority assignment, transmission/reception
mode assignment, hidden terminal avoidance, and selection of simultaneous receivers
(for transmitting nodes) and simultaneous transmitters (for receiving nodes). In this
survey, ROMA is the only protocol having explicit means for supporting QoS. A weight
associated with each link reflects the data flow demand governed by upper layers of
the transmitter and is used for contention resolution.
The Direction-of-arrival MAC (DOA-MAC) protocol [SS03] is a time-slotted approach
based on the slotted ALOHA protocol. With DOA-MAC, time slots are broken into
three minislots. During the first minislot, each transmitter transmits a tone toward the
intended receiver. The receiving nodes run a DOA estimation algorithm and lock their
beam toward the strongest signal. Furthermore, the receivers form nulls toward all the
other identified directions. Data packets are transmitted during the second minislot.
A packet is not acknowledged in the third minislot if the receiving node was not the
intended receiver. False packet receptions may occur since no RTS/CTS handshake
is performed before data transmission. Besides throughput, additional performance
measures would be interesting for the evaluation of DOA-MAC, in particular the
probability of unintended packet receptions and the probability of deadlocks. The
authors proposed a similar approach in [SS04a], called Smart-Aloha. As an enhancement
of DOA-MAC the authors implemented a single-entry cache scheme. It allows a
receiver to beamform toward the second strongest signal if the receiver was not the
intended receiver of a packet transmitted by a node providing the strongest signal.
In [SVGD02, SdV04], Stine et al. provide a framework for collision resolution in multi-
hop networks, called Synchronous Collision Resolution (SCR). In [Sti06], it is applied to
smart antennas and beamforming. SCR assumes that the wireless channel is slotted.
At the beginning of each slot, transmitters contend for medium access using signals,
and the surviving contenders go on with an RTS/CTS exchange. Different kinds of
smart antenna techniques are applied, and it is highlighted that SCR can be combined
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with spread spectrum techniques as well. While [Sti06] is one of the most thorough
and illuminating articles on medium access and smart antennas in multi-hop networks,
two statements are arguable. The first one is that directional antennas were not able to
increase the signal transmission range over omnidirectional antennas. The second is
that smart antennas were not able to both point a main beam toward a source of interest
while simultaneously suppress interference from undesired directions. The paper does,
however, assume advanced antenna techniques where the antenna weights are adapted
to both the intended signal and the sources of interference. This “optimized reception”
is not explained in detail.
In [GSD03], Grace et al. propose Directional Synchronized Unscheduled Medium Access
(DSUMA), which uses the signaling approach of [SVGD02]. With DSUMA, the signals
are relayed in the two-hop neighborhood of a node. No RTS or CTS messages are
used since it is assumed that the collision resolution using signals is sufficient to
avoid interference. It even results in node blocking such that, after collision resolution
signaling, “promotion” signals are necessary to increase spatial reuse again.

5.2.4 Categorization

Main properties of the discussed MAC protocols are summarized in Tab. 5.1, 5.2 and
5.3, to allow for a better comparison of existing work in this field. Entries are left blank
in case of absent information in the publications.
Tab. 5.1 indicates which message type is sent using omnidirectional (o) or directional (d)
antenna mode. The usage of tones and “signals” (short transmissions to be sensed
by other nodes, not containing payload data), which may serve different purposes, is
indicated in the last column.
Tab. 5.2 lists the used antenna type, along with the modeling assumptions of the
respective papers. It shows how the authors model side lobes, whether they exploit
adaptive nulling, and whether they assume a static antenna orientation.
Looking back to chapter 3, we can see that persistent beamforming leads to long,
fully directional links that happen to occur even without node coordination. “Fully
directional” means that such links only occur if two nodes point their main lobes toward
each other. For MAC protocols, where nodes are usually in omnidirectional mode
when idle, such fully directional links are hard to establish. The nodes could either
arbitrarily beamform in some direction when idle (similar to persistent beamforming),
or coordinate fully directional links by signaling over multiple hops. The first solution is
detrimental to MAC protocols for beamforming, the second causes significant signaling
overhead. Therefore, only one of the surveyed MAC protocols seeks to establish fully
directional links. It may be possible to establish fully directional links by implementing
modulation and coding schemes with bit rates that are not sufficient for communication,
but which allow for enough signaling to set up the receiver for subsequent directional
reception. Also, it may be possible to carry out DOA estimation at the receiver on
the basis of a signal level well below the decoding threshold. Such involved aspects
are generally not considered in existing work on networking and medium access in
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Table 5.1: Use of omnidirectional (o), directional (d) and rotational directional (rot)
antenna patterns on transmission (TX) and reception (RX) for physical carrier sensing
(PCS), messages, and tones by the transmitter (t) and receiver (r).

PCS RTR RTS CTS Data ACK Tones
TX RX TX RX TX RX TX RX TX RX t r

D-MAC d – – o/d o o o d o d o – –
MMAC d – – d o d d d d d d – –
ToneDMAC d/o – – d o d o d o d o o o
Nasipuri et al. o – – o o o o d d – – – –
Sánchez et al. o – – d(o) o d d d d – – – –
DVCS o/d – – d/o d d d d d d d – –
Lal et al. o/d o d d d d d d d d – –
DBTMA/DA o – – o d d – – d/o d/o
Korakis et al. o – – rot o d o d d d – –
Smart-802.11 b – – – – – – – d d d d d d

ROMA – – – – – – – d d – – – –
DOA-MAC/ – – – – – – – d d d d d –
Smart-Aloha
SCR – – – o/d o/d d d d d d d o –
DSUMA – – – – – – – d o o o –

multi-hop networks.
The discussed papers show that quite a variety of antenna models is used in the
networking community:

– Switched beam antennas, where a node may select one beamforming pattern
from a set of predefined patterns. With this model, different assumptions about
side lobes and the susceptibility to interference are made:

– Some researchers assume ideally sectorized beams which do not overlap,
and where the antenna gain in angular directions outside the selected beam
is zero. This is also referred to as flat-top model.

– Others assume a similar model where beams are sectors of increased antenna
gain, with reduced (but not zero) antenna gain in other directions. This is
then a switched beam version of the keyhole model (cf. Sec. 3.3.1).

– In other work, the patterns are assumed to be quite realistic phased-array
patterns with a main lobe and several side lobes, e.g. linear arrays in broad-
side or end-fire operation. It is, however, usually neglected that the antenna
pattern changes as the beamforming direction is switched. Instead, it is
assumed that the pattern is simply rotated as-is.

– Steered beam antennas, where a node can point a main lobe to an arbitrary
direction. The antenna pattern is then usually modeled as keyhole.
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Table 5.2: Antenna types and modeling assumptions.

Side Adap- Direct. Fully Static
Antenna lobe tive range direct. antenna

type model nulling extension links orient.

D-MAC switched ideal sect. n/a – – –
MMAC steered keyhole n/a yes yes –
ToneDMAC switched sidelobes n/a yes – –
Nasipuri et al. switched ideal sect. n/a – – yes
Sánchez et al. switched keyhole n/a – – –
DVCS adaptive realistic – – – –
Lal et al. adaptive realistic yes – – yes
DBTMA/DA switched ideal sect. n/a – – yes
Korakis et al. switched ideal sect. n/a yes – yes
Smart-802.11 b adaptive realistic yes yes – –

ROMA adaptive none ideal – – –
DOA-MAC/ adaptive realistic yes yes – –
Smart-Aloha
SCR adaptive realistic yes – – –
DSUMA switched ideal sect. n/a – – –

– Realistic antenna patterns considering the antenna configuration (usually ULA or
UCA) and signal processing methods are, in the context of multi-hop networks,
used by few researchers only. Some apply gain maximization, others adaptive
nulling techniques. Sometimes, however, the capabilities of adaptive antennas
are overestimated and it is assumed that any interference can be suppressed by
adaptive antennas.

Changes in the orientation of an antenna array occur as a node changes its moving
direction or when the mobile device is rotated. Several papers postulate that antenna
orientations remain unchanged, even in the presence of mobility. This may be uncritical
as long as DOA estimation is performed for each individual packet, and the packet
duration is small compared to the angular speed of the antenna. Assuming static
antenna orientations becomes critical as soon as long-term directional MAC state
information is maintained.
Tab. 5.3 categorizes the protocols by distinguishing scheduled protocols from random
access schemes. The table also shows whether node synchronization is necessary for
the protocol. Further, it indicates protocols with receiver initiated data transmissions,
as opposed to transmitter initiation.
As shown in Tab. 5.3, many protocols assume known receiver locations (or, at least,
angular directions) at the time of transmission initiation. Most protocols consider the
task of DOA estimation to be part of medium access control, at least for beamforming at
the receiver. With switched beam antennas, beam selection at the receiver is mentioned
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Table 5.3: Protocol classification, direction information and mobility.

Syn- Receiver Known DOA Mobility
Sched- chro- initi- receiver esti- SDMA in simu-
uled nous ated location mation TX RX lations

D-MAC – – – yes – – – –
MMAC – – – yes yes – – –
ToneDMAC – – – yes select – – –
Nasipuri et al. – – – – select – – yes
Sánchez et al. – – – yes select – – –
DVCS – – – yes yes – – yes
Lal et al. – RX yes – yes – yes –
DBTMA/DA – – – – select – – –
Korakis et al. – – – – select – – –
Smart-802.11 b – – – yes yes – – –

ROMA yes yes yes yes yes yes –
DOA-MAC/ – yes – yes yes – – –
Smart-Aloha
SCR – yes – yes/– yes – – –
DSUMA – yes – yes – – –

in several papers, and always considered to be an accurate and faultless procedure.
Two of the papers assume that a transmitter and/or a receiver can handle multiple
simultaneous transmissions using array processing, i.e. some sort of SDMA as used in
cellular networks.
Tab. 5.3 further indicates whether mobility is considered in computer simulations, the
primary means for protocol analysis in the literature.

5.3 Requirements for Per-Packet Beamforming

In Sec. 4.2, requirements for a MAC protocol design for multi-user detection have
been summarized. For beamforming, the requirements are less definite. As shown in
the survey of Sec. 5.2, even protocols very similar to the well-established 802.11 DCF
protocol are conceivable for beamforming antennas. Yet, the design of such protocols is
often based on assumptions that may be critical in a practical realization: availability of
GPS location information, static antenna orientations, or idealistic antenna patterns and
signal propagation conditions, just to mention a few. This section postulates preferable
conditions of a realistic cross-layer design for beamforming antennas, focusing on
MAC layer design.
As exemplified in Sec. 5.1, the additional dynamics introduced by per-packet beam-
forming can lead to MAC protocol malfunction. Maintaining beamforming patterns for
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predefined durations and re-adapting antenna weights synchronously can significantly
improve timing subtleties and avoid malfunctions. As a first condition, we therefore
call for time synchronization on a packet frame level, with beamforming patterns only
being changed in between frames. The synchronization accuracy does not have to be
on a bit level, but the better the synchronization, the smaller the guard intervals in
between frames can be designed.
As a further requirement, antenna arrays should be free to move and rotate. Long-
term MAC layer state information about the directions of communication peers and
interferers should be avoided. On the other hand, we consider the cost of frequent
DOA estimation operations bearable, and assume that mobility and channel conditions
allow us to rely on DOA information for the duration of at least one data packet.
A node cannot determine the beamforming pattern of other nodes unless it is explicitly
signaled. Some MAC protocols for beamforming antennas assume this by exchanging
main lobe direction information. Such information exchange causes signaling overhead
and, to be useful, may require known array orientations obtained from compasses. It
seems generally more practical to avoid such explicit pattern exchange, and instead
only use implicit information that can be obtained from signal strength estimation.
MAC protocols for beamforming must be functioning under realistic channel condi-
tions. In the analysis of MAC protocols for beamforming antennas it may be acceptable
to consider only simplified wireless channels. Simplifications can be with respect to
LOS conditions without multi-path propagation. What is important, though, is that
such assumptions should never be preconditions by concept. Examples for prohibitive
design are protocols relying on Global Positioning System (GPS) location information,
because the direction of arriving signals in Non-Line of Sight (NLOS) channels is not
the one calculated from explicitly exchanged GPS location information.
In summary, the following requirements for MAC protocol design for beamforming
antennas are postulated:

– Time synchronization on a frame level (R1),
– incorporation of DOA estimation and adaptive beamforming into the medium

access mechanism, no usage of location information (R2),
– exploitation of DOA information if available, without requiring it (R3),
– implicit estimation of antenna gains using signal strength estimation, no explicit

exchange of beamforming patterns (R4),
– applicability to NLOS and multi-path channels (R5),
– possibility to use both main lobe pointing and adaptive nulling (R6),
– interoperability of nodes with different antenna array setups and different beam-

forming implementations (R7), and
– protection of nodes without beamforming capabilities (R8).
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5.4 Protocol Design for Beamforming Antennas

This section proposes a MAC protocol for beamforming antennas, called BeamMAC. It
is motivated by the fact that previous MAC protocols for beamforming antennas do
not comply with the requirements as summarized in Sec. 5.3, and that new solutions
are therefore necessary.
Similar design choices as described in Sec. 4.3.1 exist. Since the intended use case of
BeamMAC in terms of the network scenario is similar to MUD-MAC, we again aim for
a distributed, random access, transmitter initiated, time duplex MAC solution.

5.4.1 Receiver-Based MAC Paradigm

As discussed in Sec. 4.3.2, a node cannot determine the multi-user detection capabilities
of neighbors, unless they are explicitly signaled. Similarly, it is impossible to implicitly
determine the beamforming capabilities of neighboring nodes. Therefore, the effec-
tiveness of the announcement-objection paradigm used in MUD-MAC is exploited in
BeamMAC as well. The idea is again to make the medium access decision, which has
to be made when arbitrating channel use, be incumbent on concurrent receivers.
Let us re-state the receiver-based announcement-objection paradigm for beamforming:

Each transmission must be announced by a transmitter, and any co-located
concurrent receiver may object to the transmission depending on its beam-
forming capabilities. If no objection occurs, the transmitter may proceed
with data transmission.

The idea behind this approach is that a transmitter has to use the same antenna
weights for transmitting an announcement as it is going to use for data transmission.
Neighboring nodes can therefore use the announcement message both for beamforming
adaptation and for deciding on whether or not to object to the transmission. The
following details the BeamMAC implementation of this paradigm.

5.4.2 BeamMAC Protocol Description

Signaling messages and frame structure

With BeamMAC, medium access is organized using announcement messages (ANN)
and objection messages (OBJ). Successful data transmissions are acknowledged by
receiving nodes using acknowledgment messages (ACK).
The channel is time-slotted, and a dedicated time slot exists for each of the message
types. The frame structure (requirement (R1) of Sec. 5.3) is depicted in Fig. 5.2.
A number nM of “minislots” is used to reduce the probability of ANN collisions. Each
transmitter intending to access the channel picks one of the minislots. If no neighboring
node started transmission before this slot, the transmitter starts transmitting an ANN in
this slot. This functionality is the same as with MUD-MAC (chapter 4).
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Figure 5.2: BeamMAC frame structure, not to scale.

Medium access and cross-layer interaction

The BeamMAC functionality is explained using two sample scenarios (Fig. 5.3). The
scenarios are heterogeneous in the sense that the nodes are equipped with different
antenna configurations (UCA and ULA with different numbers of antenna elements),
according to what is demanded by requirement (R7) of Sec. 5.3.
A successful channel access is exemplified in Fig. 5.3(a). In this example, a data
transmission from node n1 to n2 is taking place. Since the data packet transmitted
by n1 is larger than one data block of a frame (Fig. 5.2), the packet is split into several
data blocks, and the data packet transmission thus extends over several frames. Two
of the blocks are illustrated in Fig. 5.3(a). In between these two blocks, in the ANN
slot of the frame structure, node n3 attempts to access the channel by transmitting an
ANN message containing the ID of n4. To this end, it beamforms toward n4, and it is
here assumed that the angular direction of n4 is known by n3. If it was not known,
or if n3 was not equipped with a beamforming antenna, n3 could transmit the ANN in
omnidirectional mode (requirements (R3) and (R8), respectively).
During the ANN slot, all nodes receiving data listen for ANN messages. So does node n2

in the present example. The low antenna gain of n3 toward n2 lets the ANN message
not be detectable at n2. If n2 could detect it, it would estimate the signal strength of
the ANN message and compare to the signal strength of the data transmission from n1.
In the first case, the ANN would simply remain undiscovered. In the second case, the
signal strength estimation by n2 would suggest that n3 is either far away or has a low
antenna gain toward n2 (requirement (R4)). Either way, n2 would not expect corruptive
interference and would therefore not object, i.e. not send an OBJ in the OBJ time slot
following the ANN time slot. A more rigorous discussion of the objection criterion is
provided below.
For n4, the ANN message indicates a subsequent data transmission directed to it, and it
estimates the DOA of the ANN, adjusts its antenna weights, and beamforms toward n3

(requirement (R2)). If n4 is not able to estimate the angular direction or is not equipped
with a beamforming antenna, it remains in omnidirectional mode for data reception
(requirements (R3) and (R8), respectively).
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(a) Channel access mechanism in a high spatial reuse case.
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(b) Announcement-objection mechanism in an interference avoidance case.

Figure 5.3: Illustration of the BeamMAC message exchange.
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Node n3 proceeds with data transmission in the subsequent data slot since it did not
receive an OBJ upon the ANN. The two data transmissions n1 → n2 and n3 → n4 can
occur simultaneously.
The nodes n3 and n4 keep their antenna weights until all data blocks constituting the
data packet – and the ACK message by n4 in case of successful decoding of all data
blocks – have been transmitted. Then, the nodes return to omnidirectional mode when
entering the idle state.
The example of Fig. 5.3(b) shows a case where BeamMAC avoids interference. In this
example, the antenna gain of n3 toward n2 is not negligible. By estimating the signal
strength of the ANN from n3 (requirement (R4)), n2 expects corruptive interference if n3

would proceed with data transmission. Node n2 therefore transmits on OBJ containing
the ID of n3, and n3 abstains from proceeding with data transmission. Node n4 uses
the ANN to adjust its beamforming, but switches back to omnidirectional mode after
not receiving data in the first data block following the ANN. In case it can decode the
OBJ sent by n2, it switches back immediately after. Upon receiving the OBJ, n3 enters a
backoff state and retries channel access at a later time.

Objection criterion

Whenever a node is in the role of a receiver (i.e. it will subsequently receive a data
block) and detects an ANN message, it checks whether it is indicated as receiver in this
ANN. If so, it transmits an OBJ in the subsequent OBJ time slot, since we do not assume
multi-user detection capabilities here. If it is not indicated as receiver, it computes the
expected SINR

SINRexp =
p

pI + pANN + pz
, (5.1)

where p is the power of the desired signal determined from the previous data block,
pI is the prevailing interference power at the receiver, pANN is the expected additional
interference power estimated from the reception of the ANN, and pz is the ambient
noise power. Since ANNs are transmitted using the same antenna weights and the same
frequency band as data packets, the channel characteristics for ANNs are substantially
the same as for the intended data transmission. Hence, given a predetermined transmit
power, pANN can be used to estimated the additional interference that will occur if the
receiver does not object to the ANN.
From SINRexp, the data block size and the modulation scheme in use, the receiver can
compute a block error probability for the subsequent data block. The receiver issues an
OBJ with this very probability. This means that, if the expected block error probability
is high, the receiver is likely to object.
A simplified objection criterion could be to specify a required minimum SINR, and to
object to the announced transmission if SINRexp falls short of this required SINR.
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Backoff mechanisms

The same backoff mechanisms as described in connection with MUD-MAC (Sec. 4.3.3)
are used for BeamMAC.

5.5 Throughput Performance

In Sec. 4.4, a formal analysis of throughput bounds was given for MUD-MAC. For
BeamMAC, such an analysis is difficult to derive since throughput improvements
depend on antenna configurations, signal propagation environments, the spatial con-
stellation of the nodes, and traffic relationships. In an ideal case, beamforming antennas
can completely decouple all transmissions, and the throughput in a contention area
with N nodes is N/2 times the throughput of a system with omnidirectional antennas.
In the worst case, the spatial constellation of the nodes does not allow for concurrent
transmissions at all.
In order to obtain insights on the throughput performance of BeamMAC in random
networks, computer-based simulations were carried out. The results are summarized
in this section.
The same modeling assumptions hold as in Sec. 4.6, except that multi-user detection is
not applied. The same parameters as summarized in Tab. 4.2 on page 94 were used.

5.5.1 Single-Hop Scenarios

Let us begin with single-hop scenarios with N = 50 nodes being randomly and
homogeneously placed on a network area of 500 m×500 m. It is assumed that, in a
given scenario, all nodes have the same antenna configuration, either UCA or ULA
antennas with m = 4, 8 or 12 antenna elements.
All nodes generate traffic with a fixed packet size of Nb = 8192 bit. The average packet
inter arrival rate is varied in order to generate different traffic loads in the network. All
traffic is single-hop, destined to a randomly chosen neighbor.
The results obtained for ULA and UCA antennas are shown in Fig. 5.4. The improve-
ments over the non-beamforming 802.11 protocol are, with saturated traffic, roughly a
factor of 1.5 for ULA8, 1.8 for ULA12, 1.4 for UCA8, and 1.6 for UCA12 antennas.
For antennas with m = 4 antenna elements, no improvements or even worse perfor-
mance is observed. In this case, the beamforming does not allow for a significantly
better spatial reuse of radio resources. Another reason is the fact that ANN messages
are not acknowledged by some sort of CTS message as with 802.11. This is to say that,
while BeamMAC effectively protects ongoing transmissions, there are cases in which
a receiver – after successfully receiving an ANN message – is affected by interference
from the first data block on. This can lead to vain packet transmissions which have
to be repeated by the sender. With m = 8 and 12 antenna elements, the link budget is
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Figure 5.4: Throughput in the single-hop scenario.
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generally high, and it therefore rarely happens that a receiver cannot capture a signal
after beamforming to the sender.
There are different possibilities to circumvent weak performance when m is small. A
drastic change of BeamMAC would be to include CTS messages. These could be trans-
mitted in a separate slot before or after the OBJ slot, or simply within the OBJ slot to
avoid a degradation of the throughput bound. A moderate amendment of BeamMAC
would be to include fairness mechanisms into the objection criterion. For instance, a
node suffering from existing interference at the start of the first data block could react
more aggressively (by sending OBJs) to future ANNs causing interference. This could
improve the fairness of bandwidth sharing in a contention area. Another possibility
for improvements is to use adaptive nulling at receiving nodes in a precautionary
manner. This means that, even when in idle state, nodes nullify the antenna gain
toward currently active transmitters, so as to be ready for reliable signal reception. A
minor change improving the throughput would be to notify the transmitter about vain
packet transmissions. This could be implemented by an OBJ transmitted by the receiver
after the first corrupted data block, thereby acting as negative acknowledgment. Such
amendments are, however, not analyzed in this work, and may be subject-matter of
further research.

5.5.2 Multi-Hop Scenarios

For analyzing multi-hop networks, N = 200 nodes are placed homogeneously at
random on a square system area of 1000 m×1000 m. It is the same network scenario
that was already exemplified in Fig. 4.13 on page 98.
Each node is equipped with a ULA antenna. Different numbers of antenna elements
were used in the simulations. For varying the traffic load of the network, only a
subset of the nodes generates traffic. These nodes are selected at random, along with
a randomly selected sink. Then, shortest paths are computed for each source-sink
pair, and the traffic generation is started. The traffic model assumes a continuous
flow of packets with a fixed packet size of Nb = 8192 bit and negative exponentially
distributed packet inter arrival times with an average value of 0.8192 s. The average
per-flow source rate is thus 10 kbit/s.
Fig. 5.5 shows the average end-to-end throughput per flow obtained for ULA antennas
with m = 4, 8, and 12 antenna elements, and compares to 802.11.
With m = 4, the same effects as described in the single-hop case occur. If nodes in
the center of the network particularly suffer from too aggressive spatial reuse, this
can affect the end-to-end data transmission of several flows. This explains the drastic
performance degradation in this case.
The results for m = 8 and m = 12 antenna elements show a significant performance
improvement over 802.11 with omnidirectional antennas in terms of the number of
sustainable flows. While 802.11 can only handle 20 flows, BeamMAC can virtually
serve the data created by 40 flows with ULA8 antennas, and 80 flows with ULA12
antennas.
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Figure 5.5: Throughput in the multi-hop scenario, varying number of data flows.

5.6 Integration of Beamforming Antennas and
Multi-User Detection

PHY-MAC cross-

layer design

PHY-NET cross-

layer design
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Beamforming

beamforming

Persistent
MUD-MAC

PHY-MAC

In Sec. 5.5, we have seen that BeamMAC can be used with various antenna array
configurations. In section Sec. 4.7, MUD-MAC was successfully applied in scenarios
with heterogeneous MUD capabilities. A consequent question is to ask how both
physical techniques could be incorporated in a cross-layer approach.
With the announcement-objection paradigm of this work, the integration of beam-
forming and multi-user detection is possible. The same access paradigm, signaling
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messages, frame structure and backoff mechanisms are used with both BeamMAC and
MUD-MAC. The two concepts could therefore be integrated into a protocol supporting
different kinds of physical layer signal processing. Let us call such a protocol PHY-MAC
here.
The integration of beamforming and multi-user detection has two major facets. The
first facet is how networks with beamforming capable nodes on the one hand and
MUD capable nodes on the other hand can benefit from both techniques, and how the
different nodes interact. The second facet concerns nodes having both beamforming
and MUD capabilities. In this case, the question is how both capabilities can be carried
into effect at the same time, or how they are traded off depending on the environment.
The following briefly discusses MAC layer issues of the two facets. A physical layer
approach can be found in [MC05], discussing antenna combining joint with multi-user
detection.

Interaction with Beamforming Capable Nodes

When a node without beamforming capabilities wishes to communicate with a node
capable of beamforming, this is straight forward with PHY-MAC. Signal capture
and decoding is possible in the usual way since beamforming only affects the link
budget of a transmission. Furthermore, omnidirectional antennas just resemble yet
another (omnidirectional) gain pattern, which is incorporated in the announcement-
objection mechanism and the SINR-based objection criterion (5.1) in the same manner
as directional patterns. Consequently, no requirements have to be imposed on nodes
without antenna arrays in order to communicate with nodes having beamforming
capabilities.

Interaction with MUD Capable Nodes

For MUD-MAC, we assumed transmitter-based spreading codes or interleaver se-
quences. The same would be the case in a PHY-MAC design. We therefore require each
receiver – even nodes with only single-user detectors – to be able to apply any sequence
that may be used in the network. Not all simultaneously of course, in the case of limited
MUD capabilities. The latter can again be assured by the announcement-objection
paradigm. This has been successfully shown in the heterogeneous case studies of
Sec. 4.7, verifying requirement (R6) of Sec. 4.2.

Nodes with Multiple Capabilities

Interesting research questions occur when a node has different physical layer capa-
bilities to pick from. For instance, with PHY-MAC, a node may handle interference
announced by an ANN message either by multi-user detection, or by placing an antenna
null in the corresponding direction. The decision on which option to choose may
depend on the number of decoding branches already in use, the number of antenna
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elements available, the angular direction of the additional interference and the angular
direction of the desired signal, and the power levels of the different signal components.
Complexity and energy efficiency aspects may also be relevant.
The interplay between beamforming and MUD can be based on the expected perfor-
mance. For instance, MUD may be preferred if the relative strength of interferers is
high, and MUD is likely to perform well. On the other hand, interference suppression
by adaptive beamforming upon receiving an ANN (or, by a transmitter, upon receiving
an OBJ) may be preferred over MUD when the angular spread of the incident signal is
expected to be small, and when the angular direction can be determined reliably. It
may also be preferred when the received signal is equally strong as interfering signals,
which is when MUD has difficulties canceling interference. The DOA estimation for
adaptive nulling may then still be reliable, since it is performed upon receiving an ANN,
not during the data slot. Using ANN minislots for PHY-MAC (similar to MUD-MAC
and BeamMAC), the collision probability for ANN messages is low, leading to favorable
SINR conditions for DOA estimation.
Further work is necessary to formulate the tradeoff between beamforming and multi-
user detection more thoroughly. Results of such work could lead to respective objection
criteria, which advance over those proposed in this work.
Finally, let us note that there is also a connection between the persistent beamforming
schemes of chapter 3 and PHY-MAC. In networks with low node density, it may be
preferable to use persistent beamforming for connectivity improvements, and only use
multi-user detection for interference cancellation on a packet basis. On the other hand,
if connectivity is not an issue, both MUD and beamforming capabilities may be used
for dealing with interference.

5.7 Related Work

The MAC protocols proposed for beamforming antennas, including BeamMAC, aim at
increasing the capacity of multi-hop networks. Existing work on the capacity of multi-
hop networks, such as [GK00, TG03], has to make quite simplifying assumptions (e.g.
in terms of the signal collision model), or is limited to particular network topologies
(e.g. linear or circular node setups). This is due to the wide range of aspects having an
effect on throughput and capacity. There is not even a definite notion of “capacity”.
It may be defined as single-hop or multi-hop measure, consider or not consider node
distances, could possibly be based on outage probabilities, etc. Also, there are no results
on absolute capacity limits as available for individual links since Shannon’s theory
of communication [Sha48]. Since there is no commonly accepted and comprehensive
mathematical foundation for the capacity of multi-hop networks, it is difficult to
estimate the effects of beamforming.
Cautious results in [PS03] estimate a maximum increase of the stable throughput in the
order of log2(n), with n being the number of transmitter-receiver pairs. This demands
complex signal processing with multiple beams both at transmitters and receivers. The
authors achieved this result by formulating a multi-commodity flow problem.
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The authors of [YPK03] and [YPKAS07] extend the work in [GK00] to beamforming
antennas, modeled as ideal sector antennas with a beam width of αt and αr at the
transmitter and the receiver, respectively. Their analysis suggests a capacity gain of√

2π
αtαr

for arbitrary networks, and 4π2

αtαr
for random networks.

In [SR03b], the authors report capacity gains of multi-hop networks using beamforming
by a factor of up to about 20. These gains depend on the beam width and suppression
ratio for the keyhole model, and the number of antenna elements for ULA antennas.
In [SR03a], the same authors study the asymptotic capacity behavior for the keyhole
antenna model, phased array antennas and fully adaptive antennas. These antenna
models are combined with the methodology of [GK00]. The authors give upper bounds
for sustainable transmission rates for different collision models. They conclude that
the increase in the number of antenna elements necessary to improve the scaling laws
may not always be feasible.
To sum up, beamforming antennas are considered to improve the capacity of multi-
hop networks. They are, however, not expected to circumvent their general scaling
problem.

5.8 Summary

Beamforming antennas can improve the efficiency of multi-hop networks. This chapter
provided a detailed survey of MAC protocols for beamforming antennas, which is
a research topic that received considerable attention since around the year 2000. In
general, a fundamental tradeoff between spatial reuse and packet collisions resides in
the surveyed protocols. From this research, several open question remained. This is in
particular due to critical assumptions often made, such as static antenna orientations
or idealistic antenna patterns.
As a second contribution, we identified eight requirements for beamforming that
influence MAC layer design. We found that time synchronization, DOA estimation,
exploitation of DOA information, avoiding the exchange of explicit beamforming
patterns, applicability to NLOS and multi-path channels, the possibility to use main
lobe pointing and adaptive nulling, the interoperability of heterogeneous antenna
configurations, and the protection of nodes without beamforming capabilities are
important design criteria.
The third contribution was the application of the announcement-objection paradigm to
beamforming antennas, resulting in the BeamMAC protocol. It is a MAC protocol for
self-organizing multi-hop networks, designed to meet the requirements defined in this
chapter.
The throughput performance of BeamMAC was analyzed as a fourth contribution.
In both single-hop and multi-hop networks, throughput improvements over 802.11
with omnidirectional antennas have been observed. For beamforming with m = 8
antenna elements, these improvements amount to a factor of about 1.5, and about 1.7
for m = 12. With only m = 4 elements, vain packet transmissions due to high spatial
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reuse have a deteriorating effect on the throughput, in particular in the multi-hop case.
Further work is necessary in this connection. Several possibilities to circumvent this
problem can be incorporated into BeamMAC, as discussed in Sec. 5.5.1.
The fifth and final contribution of this chapter was a discussion of how beamforming
and multi-user detection can be integrated in a cross-layer framework. This is left to
future research.
Further work should also comprise the exploitation of adaptive nulling, by nullifying
the antenna gains in undesired directions instead of transmitting OBJs messages. For
instance, in Fig. 5.3(b), alternatively to issuing an OBJ n2, may re-adapt its antenna
weights upon receiving the ANN and nullify the antenna gain toward n3, the potential
source of inference (requirement (R6)). By this sort of cooperative behavior, the two
transmissions n1→ n2 and n3→ n4 would then be possible simultaneously.
In the analysis of BeamMAC, we did not consider extended transmission ranges in
order to analyze throughput effects isolated from topological effects of beamforming.
This should be explored further. Throughout this chapter, known angular directions of
the receiver were assumed. This is a valid assumption for continuous data transmission,
but this information may not be available at the beginning of a communication. As
discussed earlier, ANN messages are simply transmitted omnidirectionally in this case
with BeamMAC. The effect on the throughput could be analyzed in future work, in
particular for mobile scenarios. A necessity of further research is also with respect
to a performance evaluation in NLOS environments (requirement (R5)), and a delay
analysis in the context of QoS requirements.

129



6 Conclusions

This work contributed to the research on multi-hop networks by considering two key
signal processing techniques from a networking perspective: adaptive beamforming
and multi-user detection.
As a first main contribution, we showed that network layer information can effectively
be used to adapt the beamforming characteristic of antenna arrays so as to improve
connectivity and throughput. The resulting approach to persistent (i.e. long-term)
beamforming is significantly easier to implement than per-packet beamforming, since
it does not affect MAC functionality, and does not require (frequent) DOA estimation.
The proposed distributed schemes lead to a path probability close to 1 in different
homogeneous and clustered network scenarios, and also significantly increase the
number of node disjoint paths. We also proposed a persistent approach to adaptive
interference suppression. Its beneficial impact on interference directly translates into
promising throughput improvements on a network scale. Results on optimal beam-
forming configurations described in this work can be used as performance bounds for
distributed approaches. These optimizations could be extended in further work to not
only optimize node degrees, but also the path probability.
As another contribution, we broke new ground in applying emergent behavior to
the partitioning of multi-hop networks. We showed that simple local interactions
can effectively identify network partitions. The application of emergent behavior to
beamforming and for improving the connectivity of multi-hop networks is left to future
work.
The second main topic of this thesis was the application of multi-user detection to multi-
hop networks. We answered questions with respect to basic requirements for MUD in
this type of network, contributed by MUD-MAC as novel MAC layer framework for
MUD, and showed that throughput improvements by a factor of about 2.4 are possible
with MUD-MAC. We demonstrated the applicability of MUD-MAC to networks with
heterogeneous receiver complexity, and highlighted aspects of future work.
The third contribution was the application of the MUD-MAC paradigm to beamforming
antennas, and – eventually – to networked nodes with both beamforming and multi-
user detection. The resulting BeamMAC protocol was shown to effectively improve
the spatial reuse of radio resources when realistic antenna models with high directivity
are used.
A major task of further research is the integration of beamforming and multi-user
detection. Since different approaches are conceivable as shown in this work, the
question is how these techniques could be used in an optimal manner.
The work on beamforming has assumed that all devices are equipped with antenna
arrays. This is not possible for all wireless products, in particular small hand-held
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hardware. However, prototype work has already shown that ULA antennas for beam-
forming can be incorporated in laptop computers [LFE07].
Recent work on advanced signal processing in multi-hop networks shows a strong
tendency toward solutions requiring network synchronization (e.g. [SdV04, TG06,
CLZ06]). It would be interesting to conduct further research analyzing whether this is
a generally beneficial or unavoidable paradigm.
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A Sample Antenna Patterns

Linear Array Antennas
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Figure A.1: Quiescent (solid) and approximate (dashed) pattern of ULA, m = 8
elements, omnidirectional quiescent pattern, null direction 10◦ (dashed line).
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Figure A.2: Quiescent (solid) and approximate (dashed) pattern of ULA, m = 8
elements, beamforming direction θ0 = 30◦, null direction 10◦ (dashed line).
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A Sample Antenna Patterns

Circular Array Antennas
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Figure A.3: Quiescent (solid) and approximate (dashed) pattern of UCA, m = 4
elements, omnidirectional quiescent pattern, null direction 10◦ (dashed line).
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Figure A.4: Quiescent (solid) and approximate (dashed) pattern of UCA, m = 4
elements, omnidirectional quiescent pattern, null directions 10◦, 60◦, 100◦ (dashed
lines).
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Figure A.5: Quiescent (solid) and approximate (dashed) pattern of UCA, m = 12
elements, omnidirectional quiescent pattern, null directions 10◦, 60◦, 100◦ (dashed
lines).
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Figure A.6: Quiescent (solid) and approximate (dashed) pattern of UCA, m = 8
elements, beamforming direction θ0 = 30◦, null direction 150◦ (dashed line).
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B Linear Formulation of the Partitioning
Problem

The partitioning constraint matrix A of dimensionN2×(p ·N2) is, with unity matrices 1
˜of dimension N2 ×N2:

A =
(

1˜ 1˜ . . . 1˜
)
. (B.1)

Additional optimization constraint matrices exemplified for a network with N = 4
nodes:

A′ =




0 1 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 −1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 1 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 −1 0




, (B.2)

A′′ =




1 −1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0 0 1 0 0 0 0 0
1 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 −1 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 1




. (B.3)

The solution variables x(i) are constructed from x(i) by concatenating N duplicates
of x(i) and setting, for each zero entry of x(i), the corresponding duplicate to zeros. For
instance, when nodes 2 and 4 are assigned to partition i in a four node network, then

x(i) =
(

0 1 0 1
)T , and (B.4)

x(i) =
(

0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
)T

. (B.5)
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C Simulation Software

In the course of this thesis, a comprehensive software tool for the simulation of multi-
hop networks was developed. It is an integrated tool that was used for all simulation-
based analysis of topology, path life time, and protocol-related issues of this work. Most
of the illustrations of this work, in particular those containing beamforming patterns,
have been directly exported from the simulator. Only the numerical optimizations
were computed with separate tools.
The major goal was to implement realistic interference, signal capture, beamforming,
and multi-user detection models. Existing open simulators, such as the Network
Simulator ns-2, have deficiencies or missing functionality in this respect, and were
therefore not used. The developed simulator does, however, not implement multi-path
channels.
The simulator is written in C++, an object-oriented high-level programming language.
Overall, 41 classes and 33,500 lines of C++ code have been developed for the simulator.
The simulator is designed such that it can be compiled on Linux, Windows and Mac
OS platforms. The following libraries are used:

– Qt (Trolltech), used for the graphical user interface, network visualization, and
XML file input/output,

– GSL, used for collecting simulation data, and
– Matlab, used for bit level simulations.

The Matlab code for bit level simulations was developed by a research partner. It
is integrated into network level simulations by calling the Matlab engine during
simulation. Using this call, near-far factors, the data block length, the modulation
scheme, spreading factors, and multi-user detection parameters are supplied to Matlab,
which reports packet error information back to C++.
Matlab was further used for post-processing of simulation data, such as the computa-
tion of averages and confidence intervals. For the implementation of random processes,
the Mersenne Twister random number generator [MN98] was used.

Software Structure

The basic structure of the simulator is illustrated in Fig. C.1, showing the relationship
between its main C++ objects.
The event-based simulation is handled by one instance of CSimulator, which sched-
ules a queue of CEvent objects. CSimulator manages a set of CNode objects, which
implement one wireless device each. For graph-related algorithms, such as shortest
path tree computations, a CGraph object is constructed from this set of nodes. The
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class CSimDialog is used to create a user interface, constructing a graph visualization
using CVisualGraph.
All the modeling of wireless communication is implemented in CNode and its member
objects. The main OSI layers are implemented by a respective class. Various options
exist for each layer, as illustrated in Fig. C.2. Since MAC protocols typically use
backoff mechanisms, a separate class CBackoff exists. The beamforming algorithms
are implemented in CPattern, and beamforming state information is maintained in
CBfLayer.
Teletraffic is generated by CNode objects as data flows. When a node not only creates
own traffic but also forwards other traffic (multi-hop communication), then it main-
tains a plurality of CFlow objects, one for each end-to-end communication. Per-flow
statistics, such as packet drop rates or packet delays, are stored in CFlowStats.
Translatory and rotary motion is implemented in inheriting functions of CMobility
and CRotation, respectively. Since each node instantiates one of these classes, scenar-
ios with heterogeneous mobility patterns, such as basestation and fixed relay scenarios
with static nodes, can be simulated.

CGraph

CGraphNode

CGraphEdge

Graph theory

CFlow

CFlowStats

Teletraffic

CSimDialog

CVisualGraph

CVisualGraphNode

CVisualGraphEdge

User interface and visualization

CSimulator

CEvent

Event-based simulation

CBackoff

CAppLayer

CNetLayer

CMacLayer

CPhyLayer

CNode

CPattern

CBfLayer

CMobility

CRotation

Mobility

Protocol stack, beamforming, wireless channel

Figure C.1: Main C++ classes of the simulator. Arrows indicate instantiation of objects.
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CICDMAPhy CAloha

CDotEleven

CSingleHop

CFlooding

CMultiHop

CAppLayerCNetLayerCMacLayerCPhyLayer

CBeamMAC

CMUDMAC

CSyncService

CPartitionService

Figure C.2: Base classes and inheriting classes implementing OSI layers. Arrows point
to inheriting classes.

Parameterization

The simulation can be parameterized by 155 different command line arguments. They
specify the simulation scenario, beamforming parameters, channel and transceiver
parameters, power levels, the selection of OSI layer implementations, traffic parameters,
MAC protocol parameters, mobility model parameters, general simulation settings,
and options for visualization, debugging, and data output.

Sample Topology File

The following is an example for a topology file that can be supplied to the simulator. It
is the very topology file that was used for the first scenario of Fig. 5.3 on page 120.
It specifies node IDs (id), node coordinates (x, y), numbers of MUD decoder branches
(mud), antenna types (a), numbers of antenna elements (m), orientations of antenna
arrays relative to the x-axis (arraydir), and data flows (flow).
Each data flow is characterized by the node ID of the sink (sink) and the traffic type
(type). By indicating a traffic type other than BEST_EFFORT (BROWSING, DOWNLOAD,
VIDEO_STREAM, VOIP_LQ, VOIP_HQ, or VIDEO_TEL), hard-coded values for the traf-
fic model (packet size and packet inter arrival time statistics) and QoS constraints (in
terms of bit rates and latencies) can be specified.

<!DOCTYPE scenarioML>
<scenarioML>

<node>
<id>1</id>
<x>255</x>
<y>220</y>
<mud>1</mud>
<a>1</a>
<m>8</m>
<arraydir>0.0</arraydir>
<flow>

<sink>2</sink>
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<type>BEST_EFFORT</type>
</flow>

</node>
<node>

<id>2</id>
<x>335</x>
<y>220</y>
<mud>1</mud>
<a>1</a>
<m>6</m>
<arraydir>5.0</arraydir>

</node>
<node>

<id>3</id>
<x>330</x>
<y>180</y>
<mud>1</mud>
<a>2</a>
<m>4</m>
<arraydir>70.0</arraydir>
<flow>

<sink>4</sink>
<type>BEST_EFFORT</type>

</flow>
</node>
<node>

<id>4</id>
<x>275</x>
<y>255</y>
<mud>1</mud>
<a>1</a>
<m>4</m>
<arraydir>0.0</arraydir>

</node>
</scenarioML>
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Symbols

a′n1,n2
, a′′n1,n2

indicator variables
A magnitude of antenna weight
A, A′, A′′ constraint matrices
b number of data blocks per data packet

b
(k)
m information bits transmitted by node nk
b̃

(k)
m estimated information bits received from node nk
bn1,n2 indicator variables
b′n1,n2

, b′′n1,n2
indicator variables

c mesh distance vector
c

(k)
i,j code word after interleaving

c
′(k)
i,j code word
c′n1,n2

, c′′n1,n2
indicator variables

c1, c2, c3 algorithm parameters
d network diameter
dh,ni,nj hop distance between node ni and node nj
dmax critical distance
dmin critical distance
dni,nj physical distance between node ni and node nj
dr maximum transmission range
d0 reference distance
D random variable for the network diameter
Eb energy per bit
f number of hops needed to flood a network
f(θ, φ) radiation pattern of an antenna element
F random variable for number of hops needed to flood a network
F (θ, φ) array factor
g linear antenna gain
g0 quiescent pattern
ga approximate pattern
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G antenna gain in dBi
GM antenna gain of main lobe in dBi
GS antenna gain of side lobe in dBi
h hop distance
hTTL time-to-live value for mobility detection

h
(k)
l,i , h

(k)
l,i channel taps

hni,nj channel coefficient between node ni and node nj
H random variable for the hop distance
Je criterion function
kni,nj number of node disjoint paths between node ni and node nj
K number of decoder branches
lni,nj binary indicator variable for link between node ni and node nj
L order of finite length channel
m number of antenna elements
M1 number of antenna gain nulls
M2 order of antenna gain nulls
M variable for mobility detection
nA number of announcement slots per frame
ni node with ID i

nK number of main lobe directions in main lobe sweeping
nM number of announcement minislots
N number of nodes
N set of nodes
Nb packet size in bit
N0 noise power spectral density
p receive power of desired signal / number of partitions
pANN power of ANN message
pI interference power
pknown sum of interference power from known sources
pPath path probability
pr receive power
pt transmit power
punknown sum of interference power from unknown sources
pz noise power
P set of nodes constituting a partition
PL,ni,nj path loss between node ni and node nj in dB
Pr receive power in dB
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Pr,min minimum required receive power in dB
Pt transmit power in dB
ri, ri, r(t) received signal
R radius of UCA
RC control packet transmission bit rate
RD data transmission bit rate
R̂MUD−MAC throughput bound of MUD-MAC

R̂802.11 throughput bound of IEEE 802.11
s(t) transmitted signal
sni,nj mesh distance between node ni and node nj
S mesh distance matrix
SINReff effective SINR
SINRexp expected SINR

s
(k)
i , s(k)(t) transmit signal of node nk
s̃

(k)
i , s̃(k)(t) estimated transmit signal of node nk
tACK ACK duration
tANN ANN duration
tCTS CTS duration
tDATA data packet duration
tDIFS DIFS duration
tIFS IFS duration
tOBJ OBJ duration
tRTS RTS duration
tSIFS SIFS duration
tsweep sweep duration
T time interval
v, ṽ variables for mobility detection
x node coordinate
x antenna weight vector / partition membership indicator vector
x equivalent partition membership indicator vector
y node coordinate
zi, z(t) noise signal
α path loss exponent / main lobe aperture
βni,nj absolute angular direction from node ni to node nj
δ node degree
δc connectivity criterion
∆ phase difference
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ε(ga) error of approximate pattern with respect to quiescent pattern
φ elevation angle
γni main lobe direction of node ni
λ carrier wavelength
Πp partitioning of an network into p partitions
θ azimuthal angle
Ω number of topologies
ξ state information determining partition membership

ξ̃ auxiliary state information
ξr received state information
ξ̃r received auxiliary state information

Notation

E {•} Expected value of a random variable
iff if and only if
pi(x) histogram value for x = i of a random variable X
P (X = x) probability mass function of a random variable X
‖•‖ Euclidean vector norm

Abbreviations

ACK Acknowledgment
ADC Analog to Digital Conversion/Converter
AWGN Additive White Gaussian Noise
CCDF Complementary Cumulative Distribution Function
CDMA Code Division Multiple Access
CTS Clear to Send
DCF Distributed Coordination Function
DIFS Distributed Coordination Function Interframe Space
DNAV Directional Network Allocation Vector
DOA Direction of Arrival
DOF Degree of Freedom
DQPSK Differential Quadrature Phase Shift Keying
DSSS Direct Sequence Spread Spectrum
FEC Forward Error Correction
FIFO First In First Out
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GPS Global Positioning System
GSM Global System for Mobile Communications
ID Identifier
IDMA Interleave Division Multiple Access
IEEE Institute of Electrical and Electronics Engineers
IFS Interframe Space
ILP Integer Linear Program
ISI Inter-Symbol Interference
LOS Line of Sight
MAC Medium Access Control
MAI Multiple Access Interference
MIMO Multiple Input Multiple Output
MIP Mixed Integer Linear Program
MNDB Maximum Node Degree Beamforming
MUD Multi-User Detection
NAV Network Allocation Vector
NLOS Non-Line of Sight
OSI Open Systems Interconnection
PER Packet Error Rate
QoS Quality of Service
QPSK Quadrature Phase Shift Keying
RAM Random Access Memory
RDB Random Direction Beamforming
RTR Ready to Receive
RTS Request to Send
SDMA Space Division Multiple Access
SIFS Short Interframe Space
SINR Signal to Interference and Noise Ratio
SNR Signal to Noise Ratio
TNDB Two-hop Node Degree Beamforming
UCA Uniform Circular Array
ULA Uniform Linear Array
UMTS Universal Mobile Telecommunications System
WLAN Wireless Local Area Network
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