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Summary

The aims of current thesis are to construct a high temperature high pressure sample environment for neutron time-of-flight experiments and to study water dynamics in hydrous silicate melts under high temperature and high pressure conditions with quasielastic neutron scattering techniques.

The understanding of the relaxation behaviour of silicate melts is very important for many geological processes, especially active volcanism. The addition of water to silicates causes a drastic, non-linear drop of the melt viscosity by 5-10 orders of magnitude. Water is known to partially react with silicates upon its dissolution, which results in two different species to be present in the silicates: OH-groups and molecular water. The knowledge of the water dynamics represents an essential key to understand the melt properties. However, the dissolution and transport mechanisms of water species in silicate melts is still not understood.

Neutron scattering techniques give access to investigate dynamics on microscopic timescales in the order of picoseconds to nanoseconds and on interatomic distances in the Å range. The intrinsic $q$ resolution of the quasielastic neutron scattering allows to study diffusion mechanisms in great detail by analyzing the $q$ dependence of the scattering amplitude and line shape of the quasielastic signal.

Hydrous silicate samples are prepared by fusion of dry silicates with water at high temperature under high pressure with a total water content of 10 mol%. The characterization of sample glass transition temperatures using calorimetric and dilatometric methods show that water is homogeneously dissolved in the silicate glasses.

To study the hydrous silicates at temperatures higher than their glass transition temperatures, high pressure in the order of 1-2 kbars is simultaneously required to suppress water evaporation. Therefore, a high temperature high pressure sample environment was built which is optimized for the neutron time-of-flight spectrometer TOFTOF at FRM II. Nb1Zr alloy is chosen as the cell material. Nb is a refractory class metal which provides sufficient mechanical strength at elevated temperatures. Nb has also an extremely small incoherent neutron scattering cross section. Hence, an acceptable signal-to-background ratio of about 10:1 can be achieved within the elastic and quasielastic region even with such a massive pressure cell with a 35 mm outer diameter and 12 mm wall thickness. An internal heating setup is used to heat up the samples. This is favorable for high pressure apparatus operated at high temperatures. With such setup the sample environment provides a temperature range from ambient temperature up to 1500 K at pressures up to 2 kbar at the sample position. Samples with a volume of around 1 cm$^3$ can be measured, which meets the intensity requirements for the neutron time-of-flight experiments.
The realization of the high temperature high pressure sample environment opens a new possibility of using quasielastic neutron scattering techniques to study hydrous silicates. This enables direct observations of water dynamics in silicate melts under magma chamber conditions on an absolute scale. Neutron scattering also provides the possibility to perform a contrast variation via H$_2$O/D$_2$O substitution. As a result pure proton signals can be extracted.

In the hydrous NaAlSi$_3$O$_8$ and SiO$_2$ system, the proton dynamics is not so fast as expected, although the macroscopic glass transition temperature of the samples has already dropped almost by a factor of 2 compared to that of the dry silicates. No resolvable quasielastic broadening or decay of the intermediate scattering function has been observed with the instrumental energy resolutions available on TOFTOF at the highest measured temperature. The lower boundary value of the diffusion coefficients is on the order of $10^{-10}$ m$^2$s$^{-1}$ in the investigated temperature range.

An unusual relaxation behaviour of the proton in hydrous sodium trisilicate melt has been observed. In the energy domain analysis, the scattering function $S(q,\omega)$ of the pure proton signal shows a clear elastic contribution which cannot be described by a simple Lorentzian or Kohlrausch-Williams-Watts (KWW, Fourier transformed stretched exponential) function. The analysis of the high frequency wing of the spectra indicates an anomalous diffusive behaviour.

In the time domain analysis, the intermediate scattering function $S(q,t)$ exhibits an extreme stretching. Instead of using an unphysical stretching exponent value, the signal is best fitted with a logarithmic like decay to an intermediate non-zero constant value $f^2(q)$ at large time around 20~25 ps. The further decay of this constant value towards zero is out of the accessible time window at TOFTOF. Through a careful analysis of the $q$ and temperature dependence of $f^2(q)$, an attribution of the fast/slow relaxations to different proton environments cannot be satisfied. Within the neutron experiment results no evidence of different dynamics induced by different proton environments due to different water species has been identified.

Logarithmic like decay is a signature of the dynamics in systems which have different competitive arrest mechanisms as expected by mode coupling theory. This has been confirmed to be present in binary hard spheres mixtures with a sufficient large size disparity like sodium trisilicate melt under certain conditions. The observations on hydrous sodium silicate melts have shown qualitatively agreements with such theoretical predictions. The proton dynamics can be understood under a glass-glass transition scenario, where the proton is still able to diffuse in the immobile, glassy Si-O matrix before the complete system is frozen. To verify such interpretation it is necessary to further study the final decay of the intermediate plateau value $f^2(q)$ to zero, which is expected by the mode coupling theory to be a stretched exponential decay.
Zusammenfassung


Um wasserhaltige Silikatschmelzen bei Temperaturen weit über deren Glasübergangstemperatur zu untersuchen, werden Drücke um 1-2 kbar benötigt, um die Wasser verdunstung zu unterdrücken. Um dies zu gewährleisten wurde eine Hochtemperatur Druckzelle konstruiert, die für das Flugzeitspektrometer TOFTOF am FRM II ausgelegt war. Nb ist ein Hochtemperaturwerkstoff der im relevanten Temperaturbereich stabil ist. Der inkohärente Neutronenstreuquerschnitt ist außergewöhnlich klein. Im elastischen und quasielastischen Bereich kann damit ein Signal zu Untergrundverhältnis von 10:1 erzielt werden, trotz der mit einem Durchmesser von 35mm und 12mm starken Wänden versehenen massiven Druckzelle. Die Proben werden durch eine Innenbeheizung auf Temperatur gebracht, die optimal für einen Hochtemperatur und Druckapparat ist. Mit dieser Hochtemperatur Druckzelle sind Temperaturen bis zu 1500 K und Drücke bis zu 2kbar an der Probenposition möglich. In der Flugzeitspektrometrie können aus Intensitätsgründen Proben bis zu einem Volumen von 1 cm$^3$ untersucht werden.

Die Umsetzung der Hochtemperatur Druckzelle eröffnet neue Möglichkeiten um wasserhaltige Silikatschmelzen durch quasielastische Neutronenstreuung zu unter-

Ein nichttriviales Relaxationsverhalten des Protons in der wasserhaltigen Natriumtrisilikatschmelze wurde beobachtet. Im Energieraum zeigt die Streufunktion $S(q, \omega)$ des Protonsignals einen rein elastischen Beitrag, der nicht mit einer einfachen Lorentz- oder Kohlrausch-Williams-Watt-Funktion beschrieben werden kann.

Im Zeitraum zeigt die intermediäre Streufunktion $S(q, t)$ einen langsameren Abfall. Am besten lässt sich das Signal mit einem logarithmischen Zerfall vergleichen, der bei langen Zeiten um die 20-25 ps auf einen konstanten Wert $f^2(q)$ abfällt. Der weitere Verlauf dieses Plateaus liegt außerhalb des experimentell zugänglichen Zeitskalen. Durch Analyse der $q$- und Temperaturabhängigkeit kann keine Aussage über die langsame oder schnelle Dynamik in unterschiedlichen Wasserspecies getroffen werden. Durch die Neutronenstreuexperimente konnte kein Beweis für unterschiedliche Dynamik aufgrund unterschiedlicher Protonenumgebungen erbracht werden.

Chapter 1

Introduction and motivation

1.1 Geological importance

Silicon and oxygen are the two most abundant elements which are present in the earth crust and mantle [MA80]. Silicate based minerals are the largest and most important class of rock forming materials. Consequently, their physical and chemical properties, either in the solid or molten state, are highly relevant for geological processes and have drawn enormous research interests.

Explosive volcanism is one example in which the knowledge of the melt properties of the silicates is essential. Explosive volcanic eruption is one of the most spectacular and dangerous geological events. However, not all of the volcanic eruptions are explosive. Effusive eruptions can also occur in which the magma can just flow out from its chamber. Those two different styles can even occur within a single volcanic center. The understanding of the mechanisms, which determine the eruption style, is important for the estimation of the danger in such events [Din96].

It has already been discovered that volatiles in magma are highly relevant to the explosive volcanic eruption. Water is the major component of those volatiles (Others are: CO$_2$, H$_2$S, etc.). In nature, several weight percent of water can be stably dissolved in silicate melts in the magma chamber at a temperature up to 1500 K under a pressure of several kbars. In volcanic eruptions, decompression of such silicate melts during the ascending to the earth surface causes the dissolved water to diffuse from the over-saturated melt into the growing bubbles. This leads to the acceleration of the melt in the magma chamber due to the expansion of the bubbles.

Whether the melt shows a viscous liquid or a glass (solid) like response to such strain rate of deformation determines the eruption style [DW89]. The (structure) relaxation timescale can be estimated according to the simple Maxwell relation of linear
visco-elasticity of shear which links the relaxation time $\tau_0$ with the melt viscosity by

$$\tau_s = \frac{\eta_s}{G_\infty}. \quad (1.1)$$

$\eta_s$ is the shear viscosity and $G_\infty$ is the shear modulus at infinite frequency. The shear modulus of silicates is in the order of 10 GPa. It can be regarded as fairly constant for different compositions, while the viscosity of their melts varies considerably as a function of composition and temperature by many orders of magnitude. The dissolution of the water into the silicate also leads to a drastic, non-linear drop of the melt viscosity. Thus, being dehydrated during the ascending, the magma viscosity increases significantly. If the strain rate is much higher than the relaxation rate defined by $\tau_s$, the melt cannot relax as a viscous liquid which will result a brittle failure of the mixture; a process called fragmentation. For reviews on this topic see [SMD95]. Therefore, the knowledge of the melt viscosity and dehydration kinetics represent two keys to understand such processes.

It is generally known that water is chemically dissolved and the reaction between water and silicates is connected with the melt properties. Also the transport properties and mechanisms of waters are very important to understand the dehydration kinetics. Many investigations have been performed in the glassy state or using a quenching method to address those questions. However, due to the complex reaction of the water with the silicates upon dissolution, many corrections must be taken into account. Therefore, the dissolution and transport mechanisms of the water species in the melt is still not understood yet.

Direct investigation of the water dynamics in the melt will be a large step further towards the understanding of the system. In order to study hydrous silicate in the melt high pressure in the order of 1-2 kbars is required besides high temperature to prevent water evaporation. Till now only very few investigations have been conducted since to perform experiments under high temperature and high pressure conditions with optical spectroscopy methods and NMR is still quite challenging due to technical reasons.

### 1.2 The glass transition

When cooling down a liquid below its melting point the thermodynamic equilibrium state is the crystalline phase. However, for kinetic reasons this phase transition can be hindered since nucleation is necessary. The supercooled liquid must cross this energy barrier in order to crystallize. If the cooling rate is fast enough, the molecules or atoms do not have enough mobility to overcome this nucleation barrier and the supercooled
liquid can be frozen in an amorphous state.

For glass forming materials, the critical cooling rate which can prevent crystallization, is in the experimental accessible range. There are a large numbers of different kinds of materials, which belong to the class. This includes small molecules like glycerol, inorganic network formers like silicates and complex macromolecules like polymers.

![Graphs showing temperature dependence of physical properties of glass forming materials.](image)

Figure 1.1: Temperature dependence of physical properties of glass forming materials, measured with different observation methods. a) Temperature dependence of molar volume of a polymer. After [Cow01]. b) Temperature dependence of heat capacities of a bulk metallic glass former PdNiPSi [BS92], the arrows indicate where the glass transition temperature can be defined, either at the onset or the peak position of the excess heat capacity. In both cases the defined glass transition temperature varies as a function of heating (cooling) rate.

Glass forming materials are characterized by the glass transition temperature where a transition from the supercooled liquid to the glass happens. Generally it marks the transition from liquid-like behaviour to solid-like behaviour, which is therefore very important as it has been already shown in the last section. The corresponding viscosity at this temperature of the samples is around $10^{12}$ Pa·s. Many physical properties of the melt change around this temperature. For example, the temperature dependence of the partial molar volume or heat capacity change their behaviour (Fig.1.1). The viscosity
around the glass transition temperature also increases strongly. Instead of following an Arrhenius law, the temperature dependence is frequently described by the empirical Vogel-Fulcher formula

\[ \eta(T) = A \exp\left(\frac{B}{T - T_0}\right) \]  

(1.2)

or some other equations, which have stronger temperature dependence than that of the Arrhenius law (for a overview see e.g.: [CLH+97]).

However, this transition temperature from a supercooled liquid to a glass is somehow arbitrary defined because it only corresponds to a macroscopic relaxation time in the orders of seconds to minutes (cf. Eqn.1.1): a timescale which is normally accessible in the laboratory. As it has already been shown in Fig.1.1 the measured glass transition temperature depends on the experimental techniques as well as timescales of observation. The \( T_0 \) defined in the Vogel-Fulcher equation is not a well defined physical quantity.

Many experiment techniques, particularly dielectric spectroscopy, have shown already that there are different relaxation processes in glass forming materials. In many systems so called \( \alpha \)- and \( \beta \)-relaxation processes can be identified. The \( \alpha \)-relaxation is well known to be connected with the glass transition since in glasses the atoms or molecules have negligible long range mobility and \( \alpha \)-relaxation or structural relaxation is frozen. Thus the temperature at the onset of the \( \alpha \) relaxations gives a microscopic definition of the glass transition. Such microscopic approach is described in the framework of mode coupling theory (MCT), which will be introduced in chapter 3 with a critical temperature \( T_c \) as the mark between the supercooled liquid and the glasses.

### 1.3 Interplay of structure and dynamics in silicate melts

In sodium silicate melts the dynamics of sodium ions and the Si-O matrix have been studied with inelastic neutron scattering combinating neutron time-of-flight and backscattering methods [MSD02]. Structural relaxations of these different species, despite the large difference in their timescales, have all shown a stretched exponential decay, as predicted by mode coupling theory. This indicates that they are not simple activated processes. Dry sodium (tri)silicates are known as fast ion conductors for very long time. The transport coefficient of the sodium ions is decoupled from that of the Si-O network by several orders of magnitude which has been studied in detail with the tracer diffusion measurements [JBB51], with measurements of the viscosity [KDSW96] and also recently with the inelastic neutron scattering experiments [KMKS06] (Fig.1.2).

In silicates there are generally two classes of constitutes: network former and net-
Figure 1.2: Decoupled structural relaxation timescales and transport coefficients in sodium silicates. a) Transport coefficients of different species in sodium disilicate. Sodium ions are of orders of magnitude faster than the Si-O matrix. Data are from tracer diffusion measurements, inelastic neutron scattering, and calculated based on viscosity measurements. b) Measured intermediate scattering function on IN5 and HFBS show both stretched exponential decays, however differs in relaxation timescales: the structural relaxation of sodium ions is on a ps timescale while the one of the Si-O network is on a ns timescale [KMKS06].

Figure 1.3: Formation of diffusion channels of sodium ions in sodium trisilicate melts studied by inelastic neutron scattering and molecular dynamic simulation [MHK+04]. a) Quasielastic structure factor of sodium trisilicate at different temperatures. Note the emerging of a prepeak with increasing temperature at 0.9 Å⁻¹ below the structure factor maximum which is located around 1.6 Å⁻¹. b) Snapshot of the molecular dynamics simulation of sodium trisilicate melt at 2100 K showing the sodium (blue) rich channels. Silicon (yellow) and Oxygen (red) atoms are shown with a smaller size for clarity.
work modifier, distinguished by their different roles in the formation of silicates. Network formers build up the silicate matrix, for example SiO₂ and Al₂O₃. Network modifiers disrupted the silicate matrix, like alkali oxides or water. The addition of alkali oxides to silicates causes a non-linear viscosity decrease [HDW95]. Together with the observation of the transport properties of the sodium ions, there is a strong indication of a non-homogeneous distribution of the alkali ions in the silicate matrix. The existence of preferential diffusion pathways of the sodium ions has been recently confirmed by neutron scattering experiments in combination with molecular dynamics computer simulations [MHK+04] (Fig. 1.3). The prepeak around 0.9 Å⁻¹ in the quasielastic structure factor which emerges at elevated temperatures, corresponds to the distance between the sodium rich channels around 6-8 Å. These channels allow fast sodium ion diffusion to be decoupled from the relaxation of the Si-O network. The existence of the channel structure provides as well an explanation for the non-linear drop of the melt viscosity. The Si-O network is only disrupted to certain extent by the addition of sodium oxide. A further increase in its concentration will only fill the channels instead of breaking the Si-O bonds.

The prepeak position depends on the alkali ion size. By increasing the alkali ion size the prepeak position shifts towards lower q numbers (see Fig. 1.4a). This indicates that the interchannel distance increases. This can be understood by the fact that larger alkali ions occupy more space. Vise versa in lithium silicate melts the prepeak nearly merges to the structure factor maximum. In sodium aluminosilicates, by addition of

![Figure 1.4: Quasielastic structure factor of different alkali silicate and sodium aluminosilicate melts. a) The prepeak position shifts towards smaller q numbers with increasing alkali ion sizes, representing an increase of interchannel distances. b) Vanishing of the prepeak by the addition of network former Al₂O₃, which is a sign of the channel structure in the alkali silicate melts being disrupted.](image-url)
another network former $\text{Al}_2\text{O}_3$ the diffusion channels are disrupted. Consequently, the prepeak vanishes and the sodium relaxation in the melt becomes slower [KM04]. The melt viscosity also increases considerably as compared to that of the alkali silicates.

The observation on these silicate melts by means of inelastic neutron scattering shows a clear interplay between microscopic structure and dynamics in the systems. Due to the stoichiometric similarity between the alkali oxides and water, such behaviours could also exist in hydrous silicate melts.

### 1.4 The hydrous silicate system

Water has a very similar effect on the silicate melt viscosity as that of the alkali oxides. On the addition of only very small amount of less than 1 wt% of water to silicates the melt viscosity drops already by several orders of magnitude, whereas further increasing the water content only changes slightly the viscosity [DRH96] (Fig. 1.5a).

It is generally accepted that upon its dissolution, water reacts with the Si-O matrix via the following reaction:

$$2\text{SiO}_2 + \text{H}_2\text{O} \rightarrow 2\text{Si-OH}.$$  

Systematic studies show that water is dissolved into silicate in two fundamental forms: hydroxyl group and molecular water. This chemical equilibrium, which can be driven by external conditions, puts a major challenge in the study of hydrous silicate systems. The ratio between the concentration of these two species depends on pressure, temperature, total water content and composition of silicates. The water speciation has been studied with different spectroscopy methods, for instance infra-red and near infra-red experiments [Sto82, MPSR93] or NMR spectroscopy [KDS89] in the glassy state as well as in the melt [BN03], in order to understand its dependence on different silicate systems and conditions.

The motivation behind these studies is to be able to predicts the melt viscosity using the knowledge of the water speciation. It is believed that the hydroxyl group is responsible for the huge viscosity drop since it is the resulting product from the water-silicate reaction which breaks the Si-O bonds. The dependence of the hydroxyl group concentration on the total water content seems also to be correlated with the non-linear viscosity change. At low total water content hydroxyl group is the dominant species. With increasing total water content its concentration levels off and at high water content the concentration of the molecular water increases correspondingly (see Fig. 1.5b).

The majority of these studies are performed in the glassy state or employed a quenching techniques to reveal the melt properties, thus high pressure condition is not required for measurements. However, the results measured in the glassy state
1.4. THE HYDROUS SILICATE SYSTEM

Figure 1.5: Viscosity of hydrous silicate melts and the water speciation. a) Viscosity the of HPG8 (haplogranitic silicate, a synthetic rock analog, consisting of Na$_2$O, K$_2$O, SiO$_2$ and Al$_2$O$_3$) melt as a function of the concentration of different network modifiers. After [DRH96]. b) Concentration of different water species in various silicate glasses as a function of total water content, from [Sto82].

The observation in the glassy state with quenching techniques cannot be easily extrapolated to the molten state. Corrections must be taken into account since it has been already shown that the assumption that the water speciation does not change upon quenching is not strictly true, especially at high temperatures since the OH/H$_2$O conversion is relative fast [ZSI95]. Besides the technical challenge of high temperature high pressure measurements, the direct investigation on melt with optical spectroscopy subjects to another correction due the optical absorption coefficients depending on temperature and silicate composition [GM98]. Chemical diffusion coefficient hence also depends considerably on the composition. An overview of the discussion on these topics can be found in e.g.: [Zha99, BN03].

Therefore, It is still an open question what the basic mechanisms of water dissolution are [McM94] and how the macroscopic properties like viscosity are related to the
microscopic structure and dynamics. For transport properties, the chemical diffusion coefficient of water varies considerably as function of silicate composition. However, the basic diffusion mechanism of water is not known.

1.5 Present work

Quasielastic neutron scattering allows model free investigations of dynamics on a microscopic time and length scales. In these experiments usually neutrons with long wavelengths are used and the accessible momentum transfers are limited compared to neutron diffraction experiments. Hence, the measurements are not optimized for structural investigations. However, the intrinsic $q$ resolution of the quasielastic neutron scattering allows to study the diffusion mechanisms by analyzing the $q$ dependence of the scattering amplitude and its line shape in great detail. Such technique has been already demonstrated to be a powerful tool for the study of water species dynamics in hydrous silicate glasses. A temperature range up to the glass transition temperature of the system has been investigated [IHB+05] under ambient pressure conditions.

Dynamics in the temperature range well above the glass transition in the molten state has not yet been studied with neutron scattering techniques. However, since neutron beams exhibit large penetration depths in metals, studies with massive high pressure apparatus is possible. Therefore, neutron scattering techniques at high temperature high pressure conditions open up new possibilities to directly investigate dynamics in hydrous silicate melts under magma chamber conditions on an absolute scale. Owing to the huge difference between the scattering cross sections of H and D, a contrast variation via $\text{H}_2\text{O}/\text{D}_2\text{O}$ substitution gives access to the pure proton signal.

Pure silica, sodium trisilicate and sodium aluminosilicate with $\text{Na}_2\text{O}/\text{Al}_2\text{O}_3$ ratio equal to unity are chosen as the dry silicate compositions for current work. Their composition varies from a single component system ($\text{SiO}_2$) to a three components system ($\text{Na}_2\text{O}$, $\text{Al}_2\text{O}_3$, $\text{SiO}_2$). Hydrous silica is the most simple hydrous silicate system. Car-Parrinello computer simulation has been performed on the $\text{SiO}_2$-$\text{H}_2\text{O}$ system at very high temperature (3000 K) in the liquid state [PBK04]. On the other hand, only a few experimental studies have been conducted till now above the glass transition temperature.

The sodium aluminosilicate $\text{NaAlSi}_3\text{O}_8$ is known as the albite composition. It is the most simple nature volcanic rock composition and was thus largely interested in the geoscience. Lots of data exist on the concentration of water species and melt viscosities at different pressure, temperature and water content conditions. Therefore, neutron scattering is a complimentary method which can provide additional informations of the system and the results can be easily compared with the results from other
investigations.

The melt viscosity of these three systems spans over many orders of magnitudes. In the hydrous silica glass with 10 mol% total water content, water is known to be exclusive dissolved as OH groups [Pöh05]. In the hydrous albite glass with the same water content both OH and H₂O groups exist. In dry SiO₂ and albite the silicate network is fully polymerized, whereas in sodium trisilicate open structure of diffusion channels is known to be present. With the comparison of the neutron scattering experiments on different compositions, current work tries to address the question whether and how the microscopic water dynamics depends on the water speciation, melt viscosity, silicate composition as well as the melt structure in order to understand the dissolution and transport mechanisms of water in the hydrous silicate melts.

It will be shown later that interestingly the water dynamics in pure silica and albite systems is not so fast as expected, if one considers the fact that the glass transition temperature of the samples with 10 mol% water content has dropped almost by a factor of two compared to that of the dry samples. Unfortunately the slow dynamics cannot be studied with the neutron time-of-flight experiment since it is out of the measurable timescales. Further investigations with larger timescales should give access to these diffusive dynamics. In hydrous sodium trisilicates a diffusion mechanism has been proposed, which is not correlated with the water speciation according to the observation with neutron time-of-flight spectroscopy.
Chapter 2

Sample synthesis

The procedure of synthesis and characterization of water bearing silicate glasses are described in the following sections. Sodium trisilicate (Na₂O·3SiO₂, NS3), sodium aluminosilicate (Na₂O·Al₂O₃·6SiO₂) and pure silica (SiO₂) samples with different H₂O/D₂O contents are prepared. Characterization methods including calorimetry and dilatometry measurements.

2.1 Preparation of the dry silicates

Dry silicates are synthesized by high temperature fusion of ultrapure powder of corresponding oxides and carbonates. Synthesis temperatures are 1250 °C for sodium trisilicate and 1450 °C for sodium aluminosilicate samples, respectively. Typical synthesis times are 12 - 24 hours. Even longer preparation time is not preferred due to the increasing amount of the sodium evaporation, which will lead to alternation of the sample composition. This issue is more important for the sodium aluminosilicate composition since the samples are prepared at higher temperatures and the macroscopic properties depend strongly on the exact Al₂O₃ / Na₂O ratio when it is close to unity.

Typically 25-40 g of silicate glasses were synthesized to reduce the uncertainties of the composition. The deviation of the sample masses from the theoretical calculation is typically below 10 mg. The uncertainty of the composition is therefore in the per mille range. Such small uncertainties will not lead to changes in the microscopic dynamics.

Sodium trisilicate samples are synthesized from Na₂CO₃ (Merck 99.999% metal basis) and SiO₂ (Alfa Aesar 99.995% metal basis, Suprasil). Sodium aluminosilicate samples are prepared with additional Al₂O₃ (Alfa Aesar 99.995% metal basis).

All powders were kept in a dry oven at 114 °C for at least 24 hours prior to the synthesis. Al₂O₃ and SiO₂ powders were dried separately again at 1000 °C for 1 hour.

---

¹Suprasil® is the trademark of W. C. Heraeus-Schott Company, Germany. It represents silica glasses produced by hydrolyzation of SiCl₄. This material is practically free of metallic impurities [Brü70].
at the beginning of the preparation. Oxides and sodium carbonate were then mixed up with a proper amount of each component for the desired silicate composition.

To prepare sodium trisilicate the well mixed powder was then transferred into a Pt-0.5% Au crucible. At elevated temperature sodium carbonate is decomposed and sodium trisilicate is obtained via following reaction:

\[ \text{Na}_2\text{CO}_3 + 3 \text{SiO}_2 \rightarrow \text{Na}_2\text{O} \cdot 3\text{SiO}_2 + \text{CO}_2 \uparrow \]

The mixture was stepwisely transferred into the crucible. In each step 8-10 g powder were filled. Between each step the crucible was heated to 1250 °C and kept for about 1 hour. Therefore the amount of gasses which is evaporated during each filling step is relatively small and sample material losses due to foaming out of the crucible can be avoided. After all of the raw materials were transferred into the crucible the melt was annealed at 1250 °C for 12-15 hours. Due to the relatively low viscosity of sodium trisilicate at this temperature (around \(10^{1.37}\) Pa·s [KDSW96]) such annealing time is sufficient to obtain a homogeneous, transparent melt (Fig. 2.1).

![Figure 2.1: Dry sodium trisilicate block sample after preparation, removed from the Pt-0.5% Au crucible. The sample is homogeneous and transparent after the high temperature fusion. Small cylinders can be then drilled out of the block for later sample preparation.](image)

Sodium aluminosilicate samples were prepared using sodium trisilicate as a starting material. The sodium trisilicate precursor was milled into fine powder and mixed together with proper amount of \(\text{Al}_2\text{O}_3\) and \(\text{SiO}_2\) powder. \(\text{Al}_2\text{O}_3\) and \(\text{SiO}_2\) are dissolved at high temperature by the sodium trisilicate melt:

\[ \text{Na}_2\text{O} \cdot 3\text{SiO}_2 + \text{Al}_2\text{O}_3 + 3 \text{SiO}_2 \rightarrow 2\text{NaAlSi}_3\text{O}_8 \]

The dissolution of aluminum oxide was slow even at the maximum synthesis temperature of 1450 °C. In order to speed up the homogenization, the melt was stirred using a Pt spindle for 24 hours. After the inspection of a transparent melt the crucible was removed from the furnace and quenched.

For all the samples synthesized in this work a quenching rate achieved by removing the crucible from the high temperature furnace and leaving it at the ambient temperature is sufficient to obtain a glassy sample.
Dry SiO$_2$ was directly taken from the reagent available from Alfa Aesar with the specification listed above. The powder was ground and dried at 1000 °C prior to further processing.

2.2 Dissolution of water

To prepare the hydrous samples two different sample geometries, either small cylinders or fine powder, of the dry silicates were used. Cylindrical geometry could reduce the amount of air in the sample capsules. Therefore after preparation the samples have nearly no air bubble and for neutron experiments the geometry of the samples in the beam is well defined. However, the reaction rate of water with the samples will be slow. Consequently for higher viscosity samples like albite and silica a complete dissolution of the water can not be achieved within a feasible preparation time. Powder samples have the advantage that the reaction between the sample and water is faster than the cylindrical block samples. However, the prepared samples may contain more air bubbles.

To drill cylindrical sample pieces the sample block (with a thickness of 15-20 mm) was first annealed at a temperature slightly below its glass transition temperature for 5 hours and then cooled down slowly with a cooling rate of 1 K/min to remove the thermal stresses induced by the fast quenching during the preparation stage. Then the block was glued to a glass substrate by epoxy resin for fixation during drilling. Ethanol (ROTIPURAN® > 99.8% from Carl Roth) was used as a coolant during drilling. Typically cylinders with 4 mm diameter and 15-20 mm in length were obtained. After the drilling the cylinders were first dried at 114 °C for 24 hours and then heated up to 450 °C and kept for 10 hours. Then the samples were additionally polished with sand papers to make sure that all organic residuals were removed.

The prepared dry silicate samples are regarded as having nominal “0” mol% water content, although they might contain a minor amount of water for following reason: such minor amounts of water are typically in the ppm range whereas the added water content is about 10 mol% (or 3 wt%). Thus, this is a minor contribution to the total water content and will not alter the properties of the sample, since in this concentration range they are not sensitive to the total water content (See e.g.: [DRH96]).

2.2.1 Sample capsules

Sample capsules are prepared from Pt tube with 5 mm outer diameter and 0.2 mm wall thickness. The Pt tubes were delivered with a length of 1000 mm. For the sample preparation they were cut into 40 mm long pieces. After cutting the tubes were first
cleaned using ultrasonic bath with acetone and de-ionized water to remove organic residuals. They were then put into a hydrofluoric acid bath for at least 24 hours to remove metal and oxide impurities. After taken out from the acid bath and cleaned again with de-ionized water, the tubes were annealed at 1000 °C for 12 hours followed by cooling down slowly (∼5 °C/min) to ambient temperature. This cleaning procedure makes the Pt tubes relative soft and ready to load the sample. The tubes are stored in a desiccator to avoid moisture exposure.

Figure 2.2: Glass cylinders drilled out of sample blocks and a Pt tube after cutting and cleaning to load them. Cylinders have typically a length around 15 mm and two of them can be loaded in one capsule. The rest of the capsule around 10 mm in length are used for plasma welding.

To prepare the capsules the tubes were first closed on one end using a micro-plasma welding machine. After sealing the capsule was loaded with dry silicate samples and H$_2$O/D$_2$O for the desired water concentration. Samples with 10 mol% water content for each dry silicate composition were prepared for the neutron scattering experiments. In addition samples with 5 wt% and 5 mol% water content were prepared as well. The conversion from mole fraction to weight fraction for each silicate composition with 10 mol% water is shown in Tab.2.1. It should be pointed out here that there exist various definitions of water mole fraction in the silicate system [Zha99] due to different definitions of the silicate "molar unit". From the chemistry point of view this is rather a philosophic task than having any particular physical or chemical reason since there is no single molecule in the real silicate system. The entire sample is one large network and the chemical formula only represents the relative abundance of each element. In this work the calculation follows the definition of mole fraction used by

<table>
<thead>
<tr>
<th>silicate composition</th>
<th>wt% of H$_2$O</th>
<th>wt% of D$_2$O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na$_2$Si$_3$O$_7$</td>
<td>3.20</td>
<td>3.54</td>
</tr>
<tr>
<td>NaAlSi$_3$O$_8$</td>
<td>2.96</td>
<td>3.28</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>3.33</td>
<td>3.57</td>
</tr>
</tbody>
</table>

Table 2.1: Conversion of 10 mol% water content to weight % for different sample compositions

$^2$D$_2$O with 99.8% deuteration degree from Merck.
[MVC98] which is also used commonly by geologists. Each oxide is considered as one unit. Therefore, sodium trisilicate has four units and albite composition is treated as having eight units.

After loading these capsules were sealed on the other end. During the second welding procedure most part of the capsule body was pressed into a copper block for heat dissipation so that the capsule was kept at ambient temperature except at the welding position. Therefore, water loss during the welding process is negligible. Typical amount of 0.5-0.6 g dry silicate together with of about 20 mg of water were loaded in one capsule.

Sealed capsules were weighted and put into a dry oven at 114 °C for at least 12 hours. Then capsules were checked by weight to eliminate leakages. Only capsules without significant weight loss (<1 mg) after the heating were used in further preparation. Water content is then controlled by means of capsules’ weight after each step of processing. This is performed directly after the high temperature high pressure fusion as well as after the capsules being opened and subsequently heated up in the dry oven. For the samples used for neutron scattering experiments weight losses in the preparation stage are smaller then 5% of the added water amount. Hence, most of the water is dissolved in the silicate sample.

2.2.2 High temperature and pressure process

To dissolve water into the silicates, the sample capsules have to be heated at high temperature under high pressure. Therefore, an autoclave with built-in furnace is used for sample preparation. In current work a pressure vessel from the company Dustec® was used. The pressure vessel can be operated under a pressure range of 0-3000 bar, a temperature range of 0-300 °C with a pressurized volume of 0.65 l. Pressures are generated by a membrane compressor from Nova Swiss using Ar gas as pressure medium. The complete setup is shown schematically in Fig.2.3. A pressure indicator from Nova Swiss with two measuring sensors with an accuracy of ±0.5% is used to monitor the pressure. One measures the pressure direct after the compressor. During the sample preparation valve V3 is closed and the pressure in the autoclave is monitored by another sensor shown in DP2.

A self-made furnace was used to heat up samples under high pressure (see Fig.2.4a). The furnace is constructed with thin wall Al₂O₃ ceramic tubes surrounded by PtRh heating wires. The furnace is divided into three heating zones which are controlled independently via an Eurotherm controller 2704 with three controlling circles. Temperature of each heating zone was monitored in the middle of the zone by a Pt/Pt10Rh thermal couple (Type-S). The whole furnace is put into a steel shell and in between filled with MgO powder for thermal isolation. Typically an electrical power of about
1.2 kW is needed to heat the furnace to the sample preparation temperature around 1500 K under a pressure of 300 MPa.

Samples were mounted on a movable stage with an additional thermal couple close to the capsules to monitor its temperature. Using a three heating-zone setup provides a relatively homogeneous temperature over the sample region, which can be seen in Fig. 2.5b measured by driving the stage into different positions in the furnace by a motor.

The hydrous sodium trisilicate samples were prepared at a temperature of 1250 °C and the albite and pure SiO₂ samples were prepared at 1400 °C. The preparation time of the samples varies from 5 up to 15 hours. Samples were pressurized and placed between 2nd and 3rd heating zone (see Fig. 2.5a) before heating. At beginning the autoclave is filled with Ar to reach a pressure of about 180-200 MPa in the cold state. During heating up the furnace, the pressure will be built up to 300 MPa. The autoclave is water cooled from outside during the sample preparation. The samples were heated up with
a ramp rate of about 60 K/min to the target temperature. After the desired annealing time, they were quenched adiabatically passing through their glass transition temperatures. Water was then frozen in the glassy state. Quenching is achieved by driving the sample capsules into the cold zone at the bottom of the furnace (cf. Fig. 2.5b). The quenching rate is measured by the thermal couple close to the samples to be of about 200 K/min down to \( T_g \). After this high temperature high pressure process the Ar gas pressure medium is slowly vented and samples are taken out from the autoclave.

Deuterated samples are prepared with special care. At the first attempt to prepare deuterated silicates, samples were found later during the neutron experiments to be exchanged with \( \text{H}_2\text{O} \). This problem has been already encountered in an earlier study [Mü103]. Although the platinum capsules with a larger wall thickness of 0.2 mm were used here this exchange was still not hindered. The later \( \text{D}_2\text{O} \) samples were
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prepared with putting an additional D$_2$O buffer into the autoclave. Sample capsules were inserted into an one end closed Pt tube loaded with additional D$_2$O, usually an amount of 70-100 mg. After preparation this additional D$_2$O is completely evaporated. This will not change the sample water content since the sample capsule itself was fully sealed, but to a large extend prevent the D$_2$O samples to be "contaminated" by protons. Especially for the NS3 samples this is very effective since the preparation temperature is relative low and the exchange rate is expected to be small. Through this modification

Figure 2.5: a) Schematic view of the furnace with the indication of the sample position during preparation, MgO powder is filled between the furnace core and the steel shell for thermal isolation. b) Temperature profiles inside the furnace at different preparation temperatures. Positions of three different thermal couples are indicated as well. Due to the limited length of the movable stage the temperature can be only measured up to a distance around 115 mm away from the bottom of the furnace. However, since $T_2$ and $T_3$ have the same temperature during the preparation, the temperature profile along the sample can be estimated as constant.
CHAPTER 2. SAMPLE SYNTHESIS

D$_2$O containing samples were successfully prepared. Further improvement could be to enclose the sample capsule completely in another capsule with D$_2$O buffer loaded and using some H blocking noble metals or alloys as outer capsule material (e.g.: Pt-Au alloy).

The prepared samples were taken out from the capsules and kept in a desiccator. Usually single piece of samples with 0.4-0.5 g can be obtained from one capsule. The rest of the samples either stick to the Pt capsule or break into small pieces. For sample characterization small pieces of samples can be used.

2.3 Sample characterization

The macroscopic properties of the sample are measured with calorimetry/dilatometry for $T_g$ in order to confirm that the samples are homogeneous and having the correct water content before the neutron scattering experiments.

2.3.1 Calorimetry

The glass transition temperature of the hydrous sodium trisilicate samples were measured with differential scanning calorimetry (DSC). Pieces from different positions of one and the same sample were taken. The weight of these pieces is usually in the range of 10-15 mg. The ramp rate used is 15 K/min for all measurements. Fig.2.6 shows the DSC measurements on a NS3+10mol% H$_2$O sample and a NS3+10mol% D$_2$O sample after preparation. The glass transition temperature is characterized by an excess heat

![Figure 2.6: DSC measurement curve for different hydrous NS3 samples: a) with 10 mol% H$_2$O. b) with 10 mol% D$_2$O.](image)
flow required by the samples. The measured calorimetry $T_g$ depends on the experimental factors like thermal history, ramp rate during the measurement, and methods of data evaluation. Therefore, the resulting $T_g$’s are normally subjected to an uncertainty of about 10-15 °C. The transition temperatures here were obtained by fitting a parabola to the peak minimum. This algorithm of evaluation has already been used in a previous study [Kar05].

It can be seen from the measurement curves that the top and bottom part of each sample are close to each other. This is an indication that the water content in the sample is homogeneous. The $T_g$ of D$_2$O samples with the same sample is around 20 K higher than the H$_2$O sample. However, this is believed to be mainly caused by the difference in the quenching rate of the sample since the D$_2$O samples cannot be completely driven to the bottom of the furnace due to the presence of the buffer capsule. According to the weight controlling, the samples should have the same water content$^3$. This is later confirmed by the counting rate in the neutron experiment according to the scattering cross sections of the samples. Although the $T_g$ measured here cannot be used as a direct measure of the water content, the obtained values are closed to the reported values [TTA+83]. One should note as well that the glass transition temperature of the dry sodium trisilicate is located at approximately 470 °C [MSS83]. The dissolution of water into silicates drastically reduces the $T_g$ of the silicates.

2.3.2 Dilatometry

For albite and pure silica composition the $T_g$ of the water bearing glasses with 10 mol% water content (around 600-700 °C) is out of the measurable range of the DSC instrument. Thus the samples were measured with dilatometry at the department of earth and environmental sciences, section for mineralogy, petrology and geochemistry, Ludwig-Maximilians-University Munich together with Dr. K.-U. Hess. Instead of measuring the heat flow in dilatometry the change of the sample dimension is recorded as a function of temperature. Thus the basic physical quantity behind is essentially the thermal expansion coefficient of the sample, which is changing at $T_g$. Typically a sample disk of about 4 mm in diameter and 1 mm in thickness is prepared with plane parallel surfaces. Measurements were performed using Bähr DIL 802V vertical dilatometer equipped with an alumina push rod under constant Ar gas flow. A heating rate of 10 K/min was used for all measurements. The change of the push rod position is recorded against the sample temperature. It should be mentioned that the data pre-

$^3$The glass transition temperature of the samples are very sensitive to the cooling rate of the samples close to their glass transition temperature. In case of the samples which are not quenched by being driven to the cold zone but cooled down with the furnace, the glass transition temperatures at different positions of the sample can differ from each other by more than 100 K due to the different cooling rates in the furnace which vary by a factor of about two.
presented here can not be easily related to the sample thermal expansion coefficient since only the raw data is plotted, which is contributed not only from the expansion of the samples but also from the whole apparatus including the alumina push rod. However, the characteristic transition temperatures can be still determined.

Fig.2.7 shows a comparison between the dilatometer measurement and a DSC measurement on the same NS3+5wt% H$_2$O sample. For the dilatometer measurement one can identify two different characteristic temperatures$^4$. Close to the end of the scanning curve there is a "softening" point $T_{\text{soft}}$ where the scanning curve reaches its maximum. At this temperature the corresponding sample viscosity is of the order of $10^{9.7}$ Pa·s. The program stops shortly after the detection of this point automatically to avoid large deformation of the sample. Before the softening point there is another characteristic temperature $T_{\text{cal}}$ which is more clearly visible in the derivative curve where the scanning curve deviates from linear like behaviour. This corresponds to the sample viscosity of the order of $10^{11.3}$ Pa·s, which is compatible to the glass transition temperature measured with the conventional calorimetry methods. For the NS3 sample the softening temperature and the calorimetry glass transition temperature are located around 240 °C and 210 °C, respectively. Compare to the DSC measurement it is clear that the results from these two methods agree within the error bars, although there is a small heating rate difference between the two different methods (5 K).

A measurement on a dry albite sample with dilatometry is shown in Fig.2.8. $T_{\text{cal}}$ and $T_{\text{soft}}$ can be again identified in Fig.2.8a at 850 °C and 1039 °C, respectively. Furthermore, a second run was subsequently conducted after the first measurement was

---

$^4$Detailed description of the dilatometric method and the corresponding viscosities at characteristic temperatures can be found in e.g.: [HDW95, RPM’01].
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Figure 2.8: Measurements on dry albite sample with dilatometry: a) first measurement. b) Second measurement.

finished and the sample was cooled down with the furnace of the dilatometer. It can be seen that in the second measurement the $T_{\text{cal}}$ and $T_{\text{soft}}$ are now located at 920 °C and 1051 °C respectively, slightly higher than the first measurement. This can be understood that in the first run the sample was subjected to a high quenching rate during the preparation stage. Before the second measurement the sample was cooled down together with the dilatometer furnace where the cooling rate is much smaller and the sample is now relaxed to some extent which results a higher transition temperature, a phenomenon well known for glass transition.

Figure 2.9: Dilatometry measurements on albite samples with 10 mol% H$_2$O and D$_2$O. Only the foaming temperature can be identified. a) H$_2$O containing sample. b) D$_2$O containing sample.

Albite samples with 10 mol% H$_2$O and D$_2$O are measured as well. However, as
plotted in Fig. 2.9 no softening point nor calorimetric glass transition temperature can be found. Instead the sample shows enhanced expansion after certain temperature. Actually this is the temperature where the foaming process starts in the sample. In the water bearing NS3 samples this can be also observed in the DSC measurement at a temperature around \( T_g + 50 \) K. In the hydrous albite samples it seems that the glass transition temperature and the foaming temperature are no longer well separated and foaming starts directly after the glass transition temperature is reached. Thus only the foaming temperature can be used to characterize the sample. Nevertheless, it can be seen that the foaming temperatures of the H\(_2\)O and D\(_2\)O containing samples are still close. Therefore, no large difference in the water content between these two samples is expected.

During the neutron experiments, the water content of the samples (H\(_2\)O and D\(_2\)O) can be verified according to their cross sections (see Appendix A) by comparing them to a standard scatterer. Thus one has a measure of the sample water content on an absolute scale.
Chapter 3

Theoretical background

In this chapter a basic introduction on neutron scattering theory especially the definition of useful correlation functions is presented in the first section. The second section shows how some diffusion cases could be seen by neutron scattering. The third part gives a brief introduction of the mode coupling theory of viscous liquids and glass transitions which provides general explanations and predictions on the structure relaxation of these disorder systems.

3.1 Neutron scattering

Neutron scattering provides simultaneously structural and dynamic informations on the sample. Basic equations of neutron scattering are presented here. For detailed derivation the reader is referred to text books on neutron scattering theory like [Squ78] or [Lov84].

3.1.1 Basic theory

In a neutron scattering experiment the basic quantity is the double differential scattering cross section, which counts the number of scattered neutrons in a solid angle \(d\Omega\) and carrying an energy within the interval \([E, E + dE]\). In the neutron time-of-flight experiments performed in this study the measured intensity is directly related to the double differential scattering cross section as will be shown in the following sections.

In general the scattering of neutrons on a target can be either elastic or inelastic, which means the energy of the scattered neutrons can differ from the incident ones. According to the energy and momentum conservation, the double differential scattering cross section of a single scattering process can be written in the form

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{\lambda \rightarrow \lambda'} = \frac{k'}{k} \left( \frac{m_N}{2\pi\hbar^2} \right)^2 |\langle \vec{k}' \lambda' | \hat{V} | \vec{k} \lambda \rangle|^2 \delta (\hbar \omega + E_\lambda - E_{\lambda'})
\] (3.1a)
where
\[ \hbar \omega = \frac{\hbar^2}{2m_N} (k^2 - k'^2) = E - E' \] (3.1b)
denotes the energy transfer to the neutrons\(^1\).

The incident neutrons have the state \( |\vec{k}\rangle \) which changes after the scattering to \( |\vec{k}'\rangle \). The state of the target changes from \( |\lambda\rangle \) to \( |\lambda'\rangle \), with corresponding energies \( E_\lambda \) and \( E_{\lambda'} \). The interaction between the target and the neutrons is included in the potential \( \hat{V} \).

The matrix element \( \langle \vec{k}'\lambda'|\hat{V}|\vec{k}\lambda \rangle \) represents the transition probability of the whole system from the state \( \vec{k}, \lambda \) to \( \vec{k}', \lambda' \). This has to be evaluated in order to give a proper expression of the double differential cross section. According to quantum mechanics this matrix element is given explicitly by
\[
\langle \vec{k}'\lambda'|\hat{V}|\vec{k}\lambda \rangle = \int \psi_{\vec{k}'}^* \chi_{\lambda'}^* \hat{V} \psi_{\vec{k}} \chi_{\lambda} d\vec{R} d\vec{r} 
\] (3.2)
where \( \psi \) and \( \chi \) are the wave functions of the neutrons and the target system, respectively. For nuclear scattering the interaction between the neutrons and the nuclei is of short range order compared to the wavelength of the neutron. This only holds for non magnetic scattering, whereas for magnetic scattering the interaction range is in the order of the neutron wavelength but rather weak. In the following section only the case of nuclear scattering is discussed, since magnetic scattering where the change of the spin states happens does not present in the sample systems studied in this work. Therefore the Fermi pseudopotential can be used and the Born approximation is valid as well. The pseudopotential of a single fixed nucleus \( j \) can be thus written in the form of a \( \delta \)-function:
\[
V_j(\vec{r} - \vec{R}_j) = \frac{2\pi \hbar^2}{m_N} b_j \delta(\vec{r} - \vec{R}_j) 
\] (3.3)
that the neutron at the position \( \vec{r} \) feels the potential of the nucleus only at \( \vec{R}_j \) where it is sitting. The \( b_j \) is the scattering length of the \( j \) atom. The potential of the whole scattering system can be given by a sum over all the nuclei
\[
\hat{V} = \sum_j V_j(\vec{r} - \vec{R}_j) = \frac{2\pi \hbar^2}{m_N} \sum_j b_j \delta(\vec{r} - \vec{R}_j). 
\] (3.4)
After inserting the potential and the wavefunction of the neutrons (as plan wave), the integral over the neutron position \( \vec{r} \) can be carried out. The double differential scatter-

---

\(^1\)Here a positive energy difference represents neutron energy loss according to the common definition of the energy transfer \( \hbar \omega \) in the neutron scattering theory and a negative sign means neutron energy gain. In the experimental data however, conventionally an opposite definition is used: a positive energy difference denotes neutron energy gain.
ing cross section reads

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{\lambda \rightarrow \lambda'} = \frac{k'}{k} \sum_j b_j \langle \lambda' | e^{i \mathbf{q} \cdot \mathbf{R}_j} | \lambda \rangle^2 \delta (\hbar \omega + E_\lambda - E_{\lambda'})
\]  

(3.5a)

where

\[
\langle \lambda' | e^{i \mathbf{q} \cdot \mathbf{R}_j} | \lambda \rangle = \int \chi^*_{\lambda'} e^{i \mathbf{q} \cdot \mathbf{R}_j} \chi_{\lambda} d\mathbf{R}
\]  

(3.5b)

and

\[
\mathbf{q} = \mathbf{k} - \mathbf{k}'.
\]  

(3.5c)

Replacing the \(\delta\)-function by its integral form

\[
\delta (\hbar \omega + E_\lambda - E_{\lambda'}) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} e^{i(E_{\lambda'} - E_\lambda)t/\hbar} e^{-i\omega t} dt
\]  

(3.6)

and using the relation \(H | \lambda \rangle = E_\lambda | \lambda \rangle, H | \lambda' \rangle = E_{\lambda'} | \lambda' \rangle\) gives the result

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{\lambda \rightarrow \lambda'} = \frac{k'}{k} \frac{1}{2\pi \hbar} \sum_{jj'} b_j b_j' \int_{-\infty}^{\infty} \langle \lambda | e^{-i \mathbf{q} \cdot \mathbf{R}_j} | \lambda' \rangle \langle \lambda' | e^{iHt/\hbar} e^{i \mathbf{q} \cdot \mathbf{R}_j} e^{-iHt/\hbar} | \lambda \rangle e^{-i\omega t} dt
\]  

(3.7)

where \(H\) is the Hamiltonian of the scattering system and the scattering lengths of the nuclei are assumed to be real numbers. A summation over the final and initial states \(\lambda'\) and \(\lambda\) then averaging over all \(\lambda\) is necessary since in a real experiment not only a single process \(\lambda \rightarrow \lambda'\) but an average over all possible transitions is measured. This is represented in the thermal or ensemble average. For an operator \(A\) at temperature \(T\) it is defined by

\[
\langle A \rangle_T = \sum_\lambda p_\lambda(T) \langle \lambda | A | \lambda \rangle
\]  

(3.8)

where \(p_\lambda\) is the probability of finding the scattering system in the state \(\lambda\) determined by the Boltzmann distribution. Using the closure relation for a pair of operators and the definition of the time-dependent Heisenberg operator \(\mathbf{R}_j(t) = e^{iHt/\hbar} \mathbf{R}_j e^{-iHt/\hbar}\) the double differential scattering cross section becomes finally

\[
\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right) = \frac{k'}{k} \frac{1}{2\pi \hbar} \sum_{jj'} b_j b_j' \int_{-\infty}^{\infty} \langle e^{-i \mathbf{q} \cdot \mathbf{R}_j(0)} e^{i \mathbf{q} \cdot \mathbf{R}_j(t)} \rangle_T e^{-i\omega t} dt
\]  

(3.9)

and the scattering function is defined via

\[
S(\mathbf{q}, \omega) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\infty} \frac{1}{N} \sum_{jj'} \langle e^{-i \mathbf{q} \cdot \mathbf{R}_j(0)} e^{i \mathbf{q} \cdot \mathbf{R}_j(t)} \rangle_T e^{-i\omega t} dt.
\]  

(3.10)
It can be shown that the scattering function is an asymmetric function of $\omega$. The up-scattering (neutron energy gain) probability is not the same as that of the down-scattering (neutron energy loss). In a scattering event, the probability of the scattering system being initially in the higher energy state is reduced by a temperature-dependent prefactor of $e^{-\hbar \omega/k_B T}$ compared to its probability of being in the lower energy state due to the Boltzmann weighting factor $p_\lambda$.

$$S(\vec{q}, -\omega) = e^{-\hbar \omega/k_B T} S(\vec{q}, \omega)$$  \hspace{1cm} (3.11)

This is known as the principle of detailed balance.

### 3.1.2 Coherent/incoherent scattering and correlation functions

For a system that contains a large number of different nuclei: a mixture of either different isotopes from one element and/or different atoms from various elements, the double differential cross section measured in an experiment is an average over all different scattering lengths, which is given by

$$\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right) = \frac{k'}{k} \frac{1}{2\pi \hbar} \sum_{jj'} b_j b_{j'} \int \langle e^{-i\vec{q} \cdot \vec{R}_j(0)} e^{i\vec{q} \cdot \vec{R}_{j'}(t)} \rangle T e^{-i\omega t} dt.$$

(3.12)

This average can be separated into two parts under the assumption that there is no correlation between the scattering length of different nuclei

$$\bar{b}_j b_{j'} = (\bar{b})^2 = \left( \sum_i f_i b_i \right)^2, \quad j' \neq j$$

$$\bar{b}_j b_{j'} = b:j' = j \quad \sum_i \frac{f_i b_i^2}{,}$$

where $f_i$ is the relative abundance of the $i$ atom and $b_i$ is the corresponding scattering length. Use the definition of coherent and incoherent scattering cross sections $\sigma_{coh} = 4\pi (\bar{b})^2$ and $\sigma_{inc} = 4\pi [\bar{b}^2 - (\bar{b})^2]$, the double differential scattering cross section can be represented in the form of

$$\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right) = \left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{coh} + \left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{inc}$$ \hspace{1cm} (3.14)

where

$$\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{coh} = \sigma_{coh} \frac{k'}{4\pi} \frac{1}{k} \frac{1}{2\pi \hbar} \sum_{jj'} \int \langle e^{-i\vec{q} \cdot \vec{R}_{j'}(0)} e^{i\vec{q} \cdot \vec{R}_j(t)} \rangle T e^{-i\omega t} dt$$

(3.15a)
\[ \left( \frac{\partial^2 \sigma}{\partial \Omega \partial E'} \right)_{\text{inc}} = \frac{\sigma_{\text{inc}} k'}{4\pi^2} \sum_j \int \langle e^{-i\mathbf{q} \cdot \mathbf{R}_j(0)} e^{i\mathbf{q} \cdot \mathbf{R}_j(t)} \rangle e^{-i\omega t} dt. \] (3.15b)

Van Hove [Hov54] introduced the time dependent pair-distribution function \( G(\mathbf{r}, t) \) which describes the correlation between the presence of a particle at \( \mathbf{r}' \) and time \( t = 0 \) and the presence of a particle at \( \mathbf{r} + \mathbf{r} \) and a later time \( t \), averaged over \( \mathbf{r}' \)

\[
G(\mathbf{r}, t) = \frac{1}{N} \left\langle \sum_{jj'} \int \delta(\mathbf{r}' - \mathbf{R}_j(0)) \delta(\mathbf{r}' + \mathbf{r} - \mathbf{R}_{j'}(t)) d\mathbf{r}' \right\rangle. \] (3.16)

By introducing the particle density operator

\[
\rho(\mathbf{r}, t) = \sum_j \delta(\mathbf{r} - \mathbf{R}_j(t)) \] (3.17)

the pair-distribution function can be rewritten in the form of the general definition of a correlation function - an ensemble average of two operators

\[
G(\mathbf{r}, t) = \frac{1}{N} \int \langle \rho(\mathbf{r}', 0) \rho(\mathbf{r}' + \mathbf{r}, t) \rangle d\mathbf{r}'. \] (3.18)

Therefore, \( G(\mathbf{r}, t) \) is also known as the density-density correlation function.

For systems which obey Boltzmann statistics, the pair-distribution function splits naturally into a part which contains only the correlation of the positions of a single particle at different times \( G_s \) (self) and a part which correlates pairs of distinct particles \( G_d \) (distinct), namely

\[
G_s(\mathbf{r}, t) = \frac{1}{N} \sum_j \int \langle \delta(\mathbf{r}' - \mathbf{R}_j(0)) \delta(\mathbf{r}' + \mathbf{r} - \mathbf{R}_j(t)) \rangle d\mathbf{r}' \] (3.19a)

\[
G_d(\mathbf{r}, t) = \frac{1}{N} \sum_{j \neq j'} \int \langle \delta(\mathbf{r}' - \mathbf{R}_j(0)) \delta(\mathbf{r}' + \mathbf{r} - \mathbf{R}_{j'}(t)) \rangle d\mathbf{r}' \] (3.19b)

with the boundary conditions

\[
\int G(\mathbf{r}, t) d\mathbf{r} = N, \quad \int G_s(\mathbf{r}, t) d\mathbf{r} = 1. \] (3.19c)

Applying the definition of the reciprocal particle density operator \( \rho(\mathbf{q}, t) = \sum_j e^{-i\mathbf{q} \cdot \mathbf{R}_j(t)} \)

the intermediate scattering function \( S(\mathbf{q}, t) \) can be obtained

\[
S(\mathbf{q}, t) = \frac{1}{N} \sum_{jj'} e^{-i\mathbf{q} \cdot \mathbf{R}_{j'}(0)} e^{i\mathbf{q} \cdot \mathbf{R}_j(t)} \] (3.20)
which is the spatial Fourier transformation of the pair-distribution function $G(\vec{r}, t)$. Thus, the scattering function defined in equation 3.10 is the spatial and time Fourier transformation of the density-density correlation function

$$S(\vec{q}, \omega) = \frac{1}{2\pi\hbar} \int e^{i\vec{q} \cdot \vec{r}} e^{-i\omega t} G(\vec{r}, t) d\vec{r} dt.$$  (3.21)

Moreover, from equation 3.15 and 3.19 it can be shown that the density-density correlation and the self-correlation are related with coherent scattering and incoherent scattering intensities, respectively:

$$\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E^*} \right)_{coh} = N \frac{\sigma_{coh}}{4\pi} k' S_{coh}(\vec{q}, \omega) = N \frac{\sigma_{coh}}{8\pi^2\hbar} k \int e^{i\vec{q} \cdot \vec{r}} e^{-i\omega t} G(\vec{r}, t) d\vec{r} dt$$  (3.22a) 

$$\left( \frac{\partial^2 \sigma}{\partial \Omega \partial E^*} \right)_{inc} = N \frac{\sigma_{inc}}{4\pi} k' S_{inc}(\vec{q}, \omega) = N \frac{\sigma_{inc}}{8\pi^2\hbar} k \int e^{i\vec{q} \cdot \vec{r}} e^{-i\omega t} G_s(\vec{r}, t) d\vec{r} dt.$$  (3.22b)

These quantities are hence experimentally accessible. The advantage of introducing these correlation functions is that it splits the experiment measured information into two parts. One of them depends only on the experimental parameters. The other provides the structure and dynamic information of the samples.

It should be noted that in real experiments, expect in some particular cases, the measured intensity is always a mixture of coherent and incoherent scattering contributions

$$I \propto \left( \frac{\partial^2 \sigma}{\partial \Omega \partial E} \right) = N \frac{k'}{k} \left( \frac{\sigma_{coh}}{4\pi} S_{coh}(q, \omega) + \frac{\sigma_{inc}}{4\pi} S_{inc}(q, \omega) \right).$$  (3.23)

Therefore, it is necessary to separate different contributions if one wants to monitor individual correlation functions. Estimation can be made for small momentum transfers where the coherent scattering contribution is small (see later according to equation 3.26) or for elements which scatter exclusively coherent/incoherent. In the intermediate $q$ range a separation of the coherent/incoherent scattering contribution is not trivial without the knowledge of the exact form of the structure factor.

### 3.1.3 Neutron scattering on liquids and glasses

Liquids and glasses are systems characterized by lacking of long range orders. One does not find atoms at distinct lattice positions like in a single crystal but they are rather randomly distributed. For such isotropic scattering systems only the magnitudes of corresponding $\vec{r}$ and $\vec{q}$ vectors are relevant for the discussion. Therefore, in the following sections the vector forms are replaced by their amplitudes.
3.1. NEUTRON SCATTERING

Static scattering

For static scattering the approximation is taken as that the time which the neutrons need to pass from one atom to the next is much smaller than the characteristic relaxation time of the scattering system, for example a neutron diffraction experiment conducted at low temperatures with a large enough incident neutron energy. Here the discussion will mainly focus on their connections to the time-of-flight experiment accessible quantities.

A static approximation corresponds to \( t \to 0 \) limit of the correlation functions. According to the density-density correlation function

\[
G(r, 0) = \delta(r) + g(r), \quad G_s(r, 0) = \delta(r).
\]

(3.24)

\( g(r) \) is known as the static pair correlation function. As discussed before, since there is no distinct lattice position, the \( g(r) \) of these systems is rather a continuous and smooth function with broad maxima (Fig.3.1). Thus in a diffraction experiment the selection rules according to Bragg condition \( \vec{G} = \vec{q} \) do not apply where \( \vec{G} \) is the reciprocal lattice vector. There is no sharp Bragg reflection observable in the static structure factor \( S(q) \) which is given by

\[
S(q) = 1 + \int g(r)e^{iqr}dr.
\]

(3.25)

Despite the short of long-range order, in liquids and glasses there still exist characteristic length scales. For a coherent scatterer typical nearest neighbour distance is reflected in the structure factor at large scattering vector. In certain systems there are additional intermediate range orders due to either chemical interactions between different components (e.g.: in the liquid AlNi alloy [MPPC90]) or particular bonding distance in the system (e.g.: in amorphous SiO\(_2\) [SVP+91, Elli91]).

For an one component, pure coherent scattering system in the limit of \( q \to 0 \) the static structure factor approaches the value \( S(0) \) which can be estimated using the relation

\[
S(0) = \rho N_A \kappa_T k_B T / M_A
\]

(3.26)

where \( \rho \) is the number density and \( \kappa_T \) is the isothermal compressibility of the system at a given temperature. \( N_A \) denotes the Avogadro number and \( M_A \) is the atomic mass of the scatter. In the limit of \( q \to \infty \) the structure factor approaches unity.

For multicomponent systems like silicate or metallic glasses and melts which are mixtures of various kinds of atoms with different coherent and incoherent scattering cross sections, the quantitative or even qualitative interpretation of the structure factor become more difficult. Nevertheless, the small and large \( q \) limit can be still discussed. For example, amorphous SiO\(_2\) (silica) shows first maximum (FSDP: first sharp diffrac-
Figure 3.1: Pair correlation function $g(r)$ of a monoatomic liquid. Due to the disorder there is no discrete line but only the broad maxima in the $g(r)$. Nevertheless the first and second co-ordinate shells can be still clearly recognized which represent the short range order. After [Zol92].

Incoherent scattering gives only a $q$ independent contribution to the scattering intensity which is normally observed in neutron diffraction experiments as a constant background. But for some systems like H rich samples or V, the incoherent scattering cross section is so large that the sample can be regarded as scatters only incoherently. Structural informations delivered by the coherent scattering can be completely masked by the incoherent intensity.

For neutron time-of-flight experiments the measured scattering function 3.10 is related with the static structure factor by

$$ S(q) = \int_{-\infty}^{\infty} S(q,\omega) d\omega. $$

(3.27)

However, a direct access to $S(q)$ based on the measured double differential cross sections is not available due to two reasons. First, at elevated temperatures the Debye-Waller factors $f_q$ differs from unity and of which the exact form is unknown. Second, kinematic restrictions on the experiment accessible momentum and energy transfer range do not allow a proper integral of $S(q,\omega)$.

The accessible quantity in the ToF experiments is the elastic structure factor $S_{el}(q)$ which is defined as the scattering function at zero energy transfer. In a real experiment the energy resolution of the instrument is finite. Thus, the elastic structure factor is
obtained via an integration of \( S(q, \omega) \) over the instrument energy resolution function \( R(q, \omega) \)

\[
S_{el}(q) = \int_{R(q,\omega)} S(q, \omega) d\omega.
\] (3.28)

The elastic structure factor is a good approximation of the static structure factor multiplied by the Debye-Waller factor

\[
S_{el}(q) = f_q S(q).
\] (3.29)

**Dynamic scattering**

Liquid and glasses are isotropic systems of which the density can be assumed to be uniform for sufficient large length scale \( r \). Thus, the long time limit \( t \to \infty \) of the time dependent density-density correlation function is given by

\[
G(r, \infty) = \rho_0
\] (3.30a)

and its self part by

\[
G_s(r, \infty) = \frac{\rho_0}{N}
\] (3.30b)

where \( \rho_0 \) is the particle number density of the scattering system. The long time limit of the self correlation function is effectively zero for large length scale since \( N \) becomes a large number.

The self part of the density correlation function \( G_s(r, t) \) represents the self motion of a particular atom. It can be assumed to have a Gaussian form (Gaussian approximation)

\[
G_s(r, t) = \frac{1}{(6\pi \langle r^2(t) \rangle)^{3/2}} e^{-\frac{3}{2} \frac{r^2}{\langle r^2(t) \rangle}}
\] (3.31)

and its time Fourier transformation - the intermediate scattering function - is an exponential like function

\[
S_s(q, t) = e^{-\frac{3}{2} \langle r^2(t) \rangle}.
\] (3.32)

Characteristic relaxation time \( \tau \) can be defined here for the exponential function decays to the value \( e^{-1} \). The quantity \( \langle r^2(t) \rangle = \langle [\vec{r}(t) - \vec{r}(0)]^2 \rangle \), where \( \vec{r}(t) \) is the position of an atom at time \( t \), is known as the mean square displacement of which its time dependence describes atomic motions.

The physical meaning of the density-density correlation function which represents the collective atomic motions is more difficult to understand. On the long time scale the correlation function of a simple liquid still follows an exponential decay but with a relaxation time related to the structure factor. This behaviour is observed already for
example in liquid Argon [DR65]. In glasses δ(w) like peak exist in the coherent dynamic scattering function corresponding to the quasi-equilibrium sites in the system.

In this work the studies are mainly focused on the time and length scales which are close to the typical τs for structural relaxation and atomic transport in the silicate melts, corresponding to the elastic and quasielastic part of the dynamic scattering function measured in the neutron time-of-flight experiments. On much smaller time and length scales, atomic motion is governed by local vibrations. This will reduce the elastic and quasi-elastic scattering intensities by additional factors, known as Debye-Waller factor for a coherent scatterer and Lamb-Mössbauer factor for an incoherent scatterer. These intensities are then recovered in the inelastic part of the spectra represent phonon-like modes in liquids and glasses.

### 3.2 Diffusion

#### 3.2.1 Diffusion in simple liquid

For simple monoatomic liquid on times and distances which are much larger than the local vibration of atoms, atomic motion is governed by diffusion processes via Brownian motion. Thus the mean square displacement shows linear time dependence. The basic equation for diffusion is the Fick’s law

\[
\frac{\partial C(\vec{r},t)}{\partial t} = D \nabla^2 C(\vec{r},t)
\]  

(3.33)

where \( C(\vec{r},t) \) is the concentration (volume number density) of the diffusing particles at the position \( \vec{r} \) at time \( t \) and \( D \) is the diffusion coefficient. For an isotropic diffusion all sites are equivalent and \( C(\vec{r},t) \) is nothing but the self-correlation function \( G_s(r,t) \). It can be easily verified that the Gaussian approximation 3.31 is a solution of the Fick’s law 3.33 with the Einstein relation

\[
D_s t = \frac{1}{6} \langle \vec{r}^2(t) \rangle.
\]  

(3.34)

The self part of intermediate scattering function hence exhibits a simple exponential decay

\[
S_s(q,t) = e^{-\langle \tau(q) \rangle} = e^{-D_s q^2 t}
\]  

(3.35)

and its time Fourier transformation \( S_s(q,\omega) \) is a Lorentzian function

\[
S_s(q,\omega) = \frac{1}{\pi \hbar D_s q^2 + \omega^2}
\]  

(3.36)
with the full width at half maximum (FWHM) increases linearly with $q^2$. For long range translation diffusion corresponding to the $q \to 0$ limit the diffusion coefficient can be measured by

$$D_s = \frac{1}{2\pi\hbar} \frac{\Gamma_{S_s(q,\omega)}}{q^2} = \frac{1}{\tau q^2} \quad (3.37)$$

At very short length scale the atoms can be regarded as free flying particles having ballistic motion. It can be show further via the derivation of the velocity autocorrelation function [HM86] that in thermal equilibrium the time dependence of the mean square displacement is

$$\langle r^2(t) \rangle = \frac{3k_B T}{M_A} t^2. \quad (3.38)$$

Therefore, the FWHM of the measured scattering function is no longer proportional to $q^2$. In the intermediate $q$ range a cross over from a ballistic motion to a diffusive motion happens.

### 3.2.2 Hopping model and anomalous diffusion

The transport phenomena of mobile atoms in frozen media is often described by hopping like motions. A jump-diffusion model originally discussed by Chudley and Elliott [CE61] to describe such kind of motion in liquids proposes following hypotheses. The diffusing particle is assumed to resident at one site for a given time $\tau_0$. After this time, it jumps rapidly to another site, within a negligible jumping time. Based on such assumption, the diffusion equation can be written down as:

$$\frac{\partial}{\partial t} P(\vec{r}) = \frac{1}{n\tau} \sum \left[ P(\vec{r}+\vec{l}_i) - P(\vec{r}) \right] \quad (3.39)$$

Where $P(\vec{r})$ is the probability of finding a particle at $\vec{r}$ and it can jump to another site which is connected by a displacement vector $\vec{l}_i$. The jumping distance $|\vec{l}_i|$ is assumed to be much larger than the thermal vibration cloud created by the atom around its equilibrium position. As shown already in the last section, $P(\vec{r}, t)$ is equivalent to the self-correlation function $G_s(\vec{r}, t)$. Solving such differential equation with the boundary condition $G_s(\vec{r}, 0)=\delta(\vec{r})$ and performing a spatial and time Fourier transformation, one gets the neutron scattering function

$$S_s(\vec{q}, \omega) = \frac{1}{\pi} \frac{\Delta \omega(\vec{q})}{[\Delta \omega(\vec{q})]^2 + \omega^2} \quad (3.40)$$
by denoting
\[ \Delta \omega (\vec{q}) = \frac{1}{n \tau} \sum_{\vec{l}_i} [1 - \exp(-i \vec{q} \cdot \vec{l}_i)]. \] (3.41)

Note that the \( \Delta \omega (\vec{q}) \) function has a part which only depends for the scattering vector \( \vec{q} \) and a part which only depends on the hopping rate \( \nu = 1/\tau \). So it can be rewritten in the form of \( \Delta \omega (\vec{q}) = f(\vec{q}) \nu \). The \( f(\vec{q}) \) is also known as Chudley-Elliott function.

This model has been applied to describe hydrogen diffusion in various metallic systems like Pd [RRGF72] as well as to charge transport phenomena in porous medium [BMK+95]. If a characteristic hopping length \( l \) is available for a particular system, for the \( q \to 0 \) limit a characteristic diffusion coefficient can be related to the resident time \( \tau_0 \) and the hopping length \( l \) by
\[ D_s \propto \frac{l^2}{\tau_0}. \] (3.42)

The physical picture behind is that although on a small time and local length scale the motion of atoms are characterized by discrete steps, the mean square displacement still shows long time linear behaviour like it is in a Brownian motion.

However, even towards the long time limit, a diffusive behaviour is not necessarily always having a linear time dependence of the mean square displacement. Diffusive behaviours which deviates from Brownian motion are called anomalous diffusion, which shows the time dependence of the mean square displacement
\[ \langle r^2(t) \rangle \propto t^\alpha \] (3.43)
with the time exponent \( \alpha \neq 1 \).

Anomalous diffusion behaviours can be phenomenologically described by a generalized hopping diffusion model. Hopping can be regarded as thermally activated processes. The hopping rate \( \nu \) depends on the energy barriers between different sites. If one assumes there exists a distribution of different energy barriers as well as relaxation times, the relaxation behaviour of the complete system is then a superposition of different elementary processes. The relaxation function is hence given by
\[ S_s(q, t) = \int \varrho(\tau) e^{-(t/\tau(q))} d\tau = e^{-(t/\tau(q))^\beta} \] (3.44)

which is well approximated by a stretched exponential function used frequently to fit experimental data. The energy distribution function \( \varrho(\tau) \) can be then obtained by inverse Laplace transformation [LP90].

The exponent \( \beta \) here is not directly connected to the time exponent \( \alpha \) in the time dependence of the mean square displacement equation 3.43. To illustrate more clearly the time exponent, it is necessary to look at the time dependent velocity autocorrelation
function. A theoretical approach in such framework, especially for disordered systems, is the effective medium approximation (EMA). It uses the same model of a distribution of energy barriers [SB91]. The theory generalizes the hopping rates $\nu$ to a frequency dependent one $\nu(\omega)$ which can be then solved via self consistent equations depending on the energy barrier distribution. At small $q$ the limit a generalized diffusion coefficient can be related to the hopping rate via again the Einstein relation

$$D_s(\omega) = \frac{1}{6\langle r^2 \rangle \nu(\omega)}$$

and the long range diffusion coefficient is given by the $\omega \to 0$ limit. $D_s(\omega)$ is essentially the time Fourier transform of the velocity autocorrelation function. Thus, the time exponent is included by $D_s(\omega) \propto \omega^{1-\alpha}$. In the regime where $|w| \gg |f(q)\nu(\omega)|$, the scattering function can be reduced to

$$S_s(q,\omega) \propto \nu(\omega)/\omega^2$$

EMA provides hence a description of the anomalous diffusion behaviour which can be used for the interpretation of neutron scattering data [SPSH90]: the high frequency wing of the $S(q,\omega)$ spectra shows an frequency dependence of $\omega^{-(1+\alpha)}$. Despite the wide spectrum of the activation energies and the anomaly of the diffusion behaviour, an Arrhenius law still holds for the temperature dependence of the relaxation time and the diffusion coefficient obtained in such approach.

The time exponent can be derived via fitting the $S(q,\omega)$ with a exponential function. However, a reliable fitting result can be only obtained by fitting at least two decades in the frequency range. Such condition is usually not fulfilled with a single time-of-flight experimental setup. Combination of different experiment results which covers a sufficient large time window is necessary in order to get a proper determination of the time exponent.

It should be pointed out here that such description of the anomalous diffusion is purely phenomenological. In some systems like hydrogen containing crystalline and amorphous metals, the energy barrier distribution can be modeled based on different neighbouring site pairs. But generally the anomalous diffusion behaviour can be also caused by interactions such as liquids near the glass transition [GS92] or diffusion on fractal topology [Hil99]. There is no general microscopic interpretation of anomalous diffusion as well as its time exponent in the description.
3.3 Mode coupling theory and the glass transition

Mode coupling theory provides universal quantities and predictions which describe the dynamics of viscous liquids and their relation to the structure. Especially it gives a general model for idealized glass transition which can be used to understand experimental data. Detailed summary of mode coupling theory can be found in [Göt91, GS92]. In the following section only a brief introduction of basic ideals and results will be presented.

3.3.1 Basic approach

Mode coupling theory uses the normalized density correlation function to describe the dynamics in liquids which is defined by

$$
\Phi(q,t) = \frac{\langle \rho^*(q,t)|\rho(q,0) \rangle}{\langle \rho^*(q,0)|\rho(q,0) \rangle} = \frac{S(q,t)}{S(q)}.
$$

(3.47)

The correlation functions can be obtained by solving the general Langevin equation of the Mori-Zwanzig projector formalism

$$
\ddot{\Phi}(q,t) + \Omega_q^2 \Phi(q,t) + \nu \dot{\Phi}(q,t) + \Omega_q^2 \int_0^t m_q(t-t')\dot{\Phi}(q,t')dt' = 0.
$$

(3.48)

In this differential equation the first three terms are similar to the equation of motion of a damped harmonic oscillator with a characteristic frequency \( \Omega_q \) and a friction force \( \nu \dot{\Phi}(q,t) \). The integral term describes the forces which are coupled with the velocity at an earlier time \( t' \) by the memory kernel \( m_q(t) \). Thus, the state of the system at the time \( t \) is linked to its previous state at time \( t' \).

Götze and coworkers used a microscopic approach in the mode coupling theory by expressing the memory kernel \( m_q(t) \) in the terms of a Polynomial of coupling constants \( v_n \) and density correlators. The coupling constants \( v_n \) are determined by the static structure factors [Göt91] and depend on the external control parameters like temperature, packing fraction, interaction potentials, etc. A closed set of equations can be then formulated and the density correlators can be evaluated. Mode coupling theory uses only static structure factors as input, therefore the dynamics in the system is fully determined by its structure.

On the experimental side the number of studies on microscopic dynamics on the order of ps to ns timescales are growing very quickly in the recent years due to the development of neutron scattering techniques. In many experiments the dynamics of liquids close to their glass transitions has been shown to be in good agreement at least qualitatively with the predictions of mode coupling theory, e.g.: in molecular liquids...
[TSW*98] and bulk metallic glass formers [MBS99]. A review on the comparisons between the mode coupling theory predictions and the experimental results as well as the discussion of the validity of the theory can be found in [Göt99].

### 3.3.2 Structural relaxation processes and scaling laws

Following the MCT prediction, the microscopic relaxation can be divided into three different regimes which has been discussed already in chapter 1. A schematic representation of these relaxation processes in viscous liquids is shown in Fig.3.2 which is expressed in the term of density correlation functions calculated by the mode coupling theory. At very short time where atomic vibrations are dominant, there is no difference between simple liquids, viscous liquids and glasses. If one explores a bit longer timescale fast $\beta$-relaxation processes become involved and finally at long time the primary $\alpha$-relaxation sets in. The $\alpha$-relaxation becomes slower when the temperature decreases and it can be finally frozen in at certain temperature.

One remarkable feature of the mode coupling theory is that although the differential equations over the complete relaxation time window need to be solved numerically, within a finite time regime of a certain relaxation process, the correlation function can

---

![Figure 3.2: Schematic view of different relaxation processes in viscous liquids from the calculation of mode coupling theory. In simple liquid, the structural relaxation as represented by the density correlation function shows an exponential decay and has no $\beta$-relaxation process. The red curve shows the density correlation function in viscous liquids and the blue curve shows the idealized glassy state.](image-url)
be well described as a simple analytical function with some special properties. The density correlation function can be rewritten according to the theory into the form

$$\Phi(q, t) = f_q + h_q G(t). \quad (3.49)$$

Using such factorization, the correlation function is separated into two parts: the function $G(t)$ expresses the time dependence of the system and the other two factors $f_q$ and $h_q$ govern the $q$ dependence.

The first factor $f_q$ is the so-called non-ergodicity parameter or plateau value and the factor $h_q$ is the critical amplitude of the fast $\beta$ process. The important factor for the structural relaxation and the glass transition is the non-ergodicity parameter $f_q$. In the liquid state the system is ergodic and the long time limit $t \to \infty$ of the density correlation function can fully decay to zero. When the temperature decreases below a critical temperature $T_c$ the long time limit of the density correlation function jumps discontinuously from 0 to a non-zero value $0 < f_q < 1$ and $\Phi(q, t \to \infty) = f_q$. Thus, the critical temperature $T_c$ is the liquid to glass transition temperature which is described in terms of mode coupling theory by an ergodic to non-ergodic transition. The idealized glass transition will be discussed in more detail in the next section.

All of these factors show certain scaling properties as functions of the temperature, or more precisely of the so-called separation parameter $\sigma$ which is a measure of how far the system is away from the critical temperature $T_c$, e.g.:

$$f_q(T) = f_q^c + h_q \sqrt{\sigma} \quad (3.50)$$

where $f_q^c$ is the value at the critical temperature.

According to the prediction of mode coupling theory, in the regime of $\alpha$-relaxation the correlation function $\Phi(q, t)$ can be described by a stretched exponential function

$$\Phi(q, t) = f_q \exp\left[-(t/\tau_q)^{\beta_q}\right]. \quad (3.51)$$

The characteristic relaxation time $\tau_q$ exhibits as well scaling properties or the well-known time-temperature superposition principle:

$$\tau_q(T) \propto (T - T_c)^{-\gamma} \quad (T > T_c). \quad (3.52)$$

Thus, the correlation function of different temperatures can be scaled to one master function.
3.3.3 Schematic models of glass transition in MCT

It should be mentioned first that the glassy state described in mode coupling theory is an idealized state (the blue line in Fig. 3.2). In the real system, even after the glass transition, the correlation function can still decay to zero based on hopping like motions, which is not included in the discussion of the mode coupling approach.

To discuss the qualitative features of the glass transition, mode coupling theory uses the so called schematic models. As discussed already in the last section, the memory kernel in the mode coupling theory is expressed in the terms of coupling constants and correlation functions. The coupling constants depend on the partial structure factors and interaction potentials of different particles in the system. Therefore, these quantities enter into the theory as external control parameters. The schematic models intend to observe under which conditions the glass transition happens. Therefore, the $q$ dependence of the correlator is dropped for simplicity and the memory kernel is expressed by

$$m(t) = F(V, \phi(t)), \quad F(V, f) = \sum_{n=1}^{N} v_n f^n, \quad v_n \geq 0 \quad (3.53)$$

where $V = (v_1, \ldots, v_n)$ can be taken as a vector in the control parameter space. Thus, the schematic models deal essentially the dependence of the long time behaviour of the correlator on the control parameters $V$.

At the glass transition where $V = V_c$ the resulting correlator changes its qualitative behaviour: the long time limit of the correlation function jump from 0 to a non-zero value. It could be shown that the solution shows singularities at these critical points, a phenomenon known as bifurcation. A glass transition diagram can be drawn from these critical values $V_c$ which form a surface (or a line in 2d) separating the liquid and glass state.

There are different schematic models depending on the expression of the memory kernel. The simplest model which can reproduce the dynamic feature near the glass transition is the $F_{12}$ and $F_{13}$ models, by using two coupling constants and writing down the polynomial $F$ as

$$F_{12}(f) = v_1 f + v_2 f^2 \quad (3.54a)$$
$$F_{13}(f) = v_1 f + v_3 f^3 \quad (3.54b)$$

The former describes a structural glass transition (type-A glass) and the later is connected with a spin glass transition (type-B glass).

For multicomponent systems, it is often necessary to consider more than one correlator. A model introduced by Bosse and Krieger [KB87] uses two correlators and
expresses the memory kernel as

\begin{align}
m_1(t) &= v_1 f_1^2 + v_2 f_2^2 \\
m_2(t) &= v_3 f_1 f_2
\end{align}

(3.55)

In the Bosse-Krieger mode, depending the position in the glass transition diagram, different dynamics feature can be obtained including for example a glass-glass transition with higher orders of singularities. It is hence quite useful to describe the dynamics in multicomponent systems close to the glass transition.
Chapter 4

Sample environment

In the chapter a detailed description of the high pressure high temperature sample environment is presented. The first section discusses some criteria which should be considered for a high temperature / pressure neutron scattering sample container. The construction of the cell is described in the second section. The characterization of the neutron scattering signals of the empty cell is shown in the last section.

4.1 Basic concepts

As already mentioned for the study of hydrous silicate melts with inelastic neutron scattering a sample environment which provides a temperature range up to 1500 K with a pressure up to several kbars and an available sample volume around 1 cm$^3$ is necessary. The relative large sample volume is mainly due to the intensity requirement of a time-of-flight neutron spectroscopy. In this section some considerations for the design of the high temperature high pressure cell are presented.

4.1.1 High pressure high temperature vessel

One of the most widely used geometries for high pressure vessels is a thick-wall cylinder. However, in the following paragraphs it will be shown that even such a simple geometry needs a proper design in order to reach the maximum possible pressure for a certain material.

Dawson [Daw77] proposed a general calculation on cylindrical tube based pressure vessels. The basic mechanical model behind is a thick-wall tube under internal pressure. Therefore, according to the classical mechanics the general stress-strain equa-
tions can be easily written down as

\[ \sigma_r = \frac{p}{\omega^2 - 1} \left(1 - \frac{b^2}{r^2}\right) \]  
\[ \sigma_t = \frac{p}{\omega^2 - 1} \left(1 + \frac{b^2}{r^2}\right) \]  
\[ \sigma_z = E\varepsilon_z + \frac{2\mu p}{\omega^2 - 1} \]

where \( \sigma_r, \sigma_t \) and \( \sigma_z \) are the stresses in radial, tangential and longitudinal directions, respectively. \( b \) is the outer diameter of the pressure vessel. \( \omega \) is the so called wall ratio, which is the ratio of the container outer diameter \( b \) to its inner diameter \( a \), \( \omega = b/a \) represents a measure of the wall thickness of the pressure vessel. \( E \) is the elastic constant of the vessel material and \( \varepsilon_z \) is the strain in longitudinal direction. Hook’s law is hence included already in the equation. The Poisson’s ratio of the material is denoted as \( \mu \). Boundary conditions are taken into account as such, that at the outer surface of the cylinder the pressure \( P_0 = 0 \) and inside the cylinder there is a uniform pressure \( P_i = p \). For a closed-end cylinder the longitudinal stress is uniform (independent of \( z \) position) and can be rewritten as

\[ \sigma_z = \frac{p}{\omega^2 - 1} = \frac{\sigma_r + \sigma_t}{2}. \]

According to the two equations it can be shown that the largest stress occur at the bore of the cylinder where \( r = a \). The pressure vessel should be operated in the elastic regime. In real apparatus some safety margins should be taken into account as well. This means none of these maximum values should exceed the yield strength of the material. Thus according to the distortion energy theory one has

\[ 2Y_0 = (\sigma_t - \sigma_r)^2 + (\sigma_r - \sigma_z)^2 + (\sigma_z - \sigma_t)^2 \]

which leads readily to the maximum pressure can be held in the vessel

\[ p = \frac{Y_0 (\omega^2 - 1)}{\sqrt{3} \omega^2}, \quad p_{\text{max}} = \frac{Y_0}{\sqrt{3}} \approx 0.577Y_0 \quad (\omega \to \infty). \]

\( Y_0 \) is determined by the material used for the pressure vessel. The calculation clearly shows that a monobloc cylinder will only provide a maximum operation pressure less than 60% of the material strength. In order to increase the capability of the pressure vessel strengthening methods have to be applied.

There are various ways to strengthen pressure vessels. The general idea is to induce compressive residual stresses in the cell material to compensate the applied pres-
sure. One possibility is for example to shrink-fit two or more cylinders together where the outer diameter of the inner cylinders is slightly larger than the inner diameter of the outer ones. This method is used by Knorr et al [KAD99] on a high pressure cell for neutron diffraction applications.

Another possibility is called autofrettaging process which applies an over pressure to the cell which is larger than the maximum pressure will be held in the later operation, for example in the cell used by Sadykov et al [SGS95]. Essentially this creates a plastic deformed zone in the inner part of the cylinder and an elastic zone at the outer part of the cylinder. When the over pressure is released, there are residual stresses in the vessel materials which can compensate the applied “normal” operation pressures. It can be shown that effectively the autofrettaging process is equivalent to shrink-fitting infinite number of cylinders together.

Fig. 4.1 shows the calculation results of different strengthening methods as a func-

![Figure 4.1: Strengthening effects as a function of wall ratio. Calculated for different strengthening methods. It is notable that the capability of a monobloc cylinder only reaches about half of the material strength. After [Daw77].](image)

tion of the wall ratio. Two points should be mentioned according to this figure. First it can be seen that only by a proper design one can achieve nearly 100% of the material strength. Second it is worth to notice that about 80% of the cell capability can be already reached with a wall ratio of about 3. Thus, further increasing the wall thickness does not efficiently improve the performance of the pressure cell.

Autoclaves are pressure vessels subjected to high temperatures. One issue introduced by using the pressure vessel at elevated temperatures is the considerable thermal stresses which could build up during the heating and cooling procedures due to the temperature gradient. Another problem caused by the high pressure high temperature condition is creep of the materials. This is especially important for autoclaves strengthened by the autofrettaging process, since creep will lead to lose of the residual stresses. It is obvious that materials with a good creep resistance will be more favorable for autoclave vessels.
It is known that if the highest temperature imposed to the pressure vessel is at the inner surface, the induced thermal stress could actually increase the maximum pressure which the autoclave can hold. The situation is the inverse when the highest temperature is at the outer surface. Thus, internal heating is more favorable than external heating in the autoclave setup and is hence chosen in this work.

### 4.1.2 Materials

Since the maximum pressure in the high pressure vessel is directly determined by the strength of the material, the first requirement on the materials used is to have an adequate mechanical strength. For high temperature applications, further constrains of the high temperature strength must be considered. This excludes naturally low melting point materials like aluminum based alloys. Typical materials used for high temperature high pressure vessels are super alloys like Ni-, Co-, Fe based alloys and refractory metal classes like Nb, Mo, Ta, and W. For neutron scattering the container material should have smallest possible scattering and absorption cross sections and should not exhibit prompt activation by neutrons for radiation safety considerations. The neutron scattering cross sections of the elements which are involved in the alloys for high temperature applications are listed in Tab.4.1. For experiments with cold neutrons (wavelength \(>4.8\) Å), coherent scattering from simple cubic metal crystals are not excited. Thus, only the incoherent scattering and absorption are important. The incoherent scattering cross section of the materials are particularly important for the cell in this work since it will be used for quasielastic neutron scattering experiments. Referring to these cross sections good candidates are Niobium and Zirconium.

<table>
<thead>
<tr>
<th>Elements</th>
<th>(\sigma_{\text{coh}}) (barn)</th>
<th>(\sigma_{\text{inc}}) (barn)</th>
<th>(\sigma_{\text{abs}}) (barn)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co</td>
<td>0.78</td>
<td>4.8</td>
<td>37.18</td>
</tr>
<tr>
<td>Fe</td>
<td>11.22</td>
<td>0.4</td>
<td>2.56</td>
</tr>
<tr>
<td>Ni</td>
<td>13.3</td>
<td>5.2</td>
<td>4.49</td>
</tr>
<tr>
<td>Nb</td>
<td>6.253</td>
<td>0.0024</td>
<td>1.15</td>
</tr>
<tr>
<td>Mo</td>
<td>5.67</td>
<td>0.04</td>
<td>2.48</td>
</tr>
<tr>
<td>Ta</td>
<td>6</td>
<td>0.01</td>
<td>20.6</td>
</tr>
<tr>
<td>W</td>
<td>2.97</td>
<td>1.63</td>
<td>18.3</td>
</tr>
<tr>
<td>Zr</td>
<td>6.44</td>
<td>0.02</td>
<td>0.185</td>
</tr>
</tbody>
</table>

Table 4.1: Neutron scattering and absorption cross section for different elements used in alloys for high temperature applications. The absorption cross section values are for thermal neutrons \((v\sim2200\) m/s). For cold neutrons they are larger than the listed values.
4.2 CONSTRUCTION AND OPERATION OF THE AUTOCLAVE

sure cell. Nb has a slight higher melting point than Zr thus its high temperature performance is better, although the tensile strength at ambient temperature is bit lower compared to Zr. Furthermore, the incoherent scattering cross section of Nb is only 1/10 of the one of Zr. Another reason to choose Nb rather than Zr is that the commercial available grade of Zr or Zr based alloys usually contain up to 5% Hafnium which is an excellent neutron absorber [Neu06]. Since Hf nearly always presents in the Zr ore and due to their similar properties difficult to separate.

Nb based alloys are often used for aerospace applications where moderate strength is needed at high temperatures. Commercially there are pure Nb and several different classes of alloys available. A suitable alloy for the neutron experiment is Nb1Zr, a Nb alloy with 1 wt% Zr. Alloying 1% Zr improves the strength and high temperature performance, especially the creep resistance considerably compared to pure Nb. The yield strength and tensile strength varies from 138-255 MPa and 241-345 MPa, respectively [Dav90]. An example of the temperature dependence of the alloy strength of commercially available Nb/Nb1Zr products is shown in Fig. 4.2. Both Nb and Nb1Zr have a good high temperature performance which can be seen clearly in the figure. Nb shows no significant strength drop up to a temperature of 500 °C. For Nb1Zr this range is even extended to 750 °C.

![Figure 4.2: Temperature dependence of the yield strength (YS) and ultimate tensile strength (UTS) of the Nb and Nb1Zr alloy. Both materials show no significant strength decrease up to at least 500 °C. Source: Products data sheet, Cabot Supermetals Corporation.](image)

Figure 4.2: Temperature dependence of the yield strength (YS) and ultimate tensile strength (UTS) of the Nb and Nb1Zr alloy. Both materials show no significant strength decrease up to at least 500 °C. Source: Products data sheet, Cabot Supermetals Corporation.

4.2 Construction and operation of the autoclave

The construction of the pressure cell are based on following considerations: A sample with a dimension around 40 mm long and 5 mm in diameter can be heated up to 1500
K under 200 MPa; A good neutron scattering characteristic and a geometry which fits the time-of-flight spectrometer TOFTOF.

4.2.1 High pressure components

The raw material was delivered in a form of a full cylinder with 40 mm in diameter and 1000 mm long. Four pressure cell were machined out from the raw material. The technical drawing of the cell is shown in Fig.4.3. From the figure it could be seen that the Nb cell has a total length of 120 mm and an inner diameter of 10 mm. In the middle of the cell within a length of 35 mm the outer diameter was thinned down to 35 mm where the cell will be illuminated by the neutron beam. At the both ends of the cell the outer diameter is gradually reduced from 40 mm to 30 mm within a length of 30 mm. The sealing surface of high pressure connection can be viewed as well.

The dimension of the cell is chosen as similar to a Nb cell which was used for neutron scattering under high pressure [FA02]. However, in order to test the neutron scattering properties of the cell an experiment with a dummy cell was performed on the TOFTOF spectrometer with the cell at ambient conditions. The results show a reasonable signal with the intensity of the sample together with the cell nearly an order of magnitude higher than the empty cell alone in the elastic region.
It is a natural logic that the cell is designed to have its minimum wall ratio at the part which is illuminated by the beam. However, outside the beam there is no constrain of the material on neutron scattering properties. Thus, high strength material like steel can be used and also with a larger thickness to improved the mechanical stability of the complete setup. Thus, the cell is enclosed in a steel jacket which makes complete setup more compact. Only one has to make sure that those part are not seen by the neutrons. Therefore, the inner surface of the steel jacket at the place close to the neutron beam is covered with Cd foil so that possible diffuse scattering events on the steel can be reduced. The Nb cell alone and the complete setup are shown in Fig.4.4.

![Figure 4.4: The high temperature / high pressure pressure cell for neutron scattering: a). The Nb cell itself b). The complete setup with the steel jacket and the high pressure connections. Close to the cell the steel parts are covered with Cd foils (partly removed here) in order to reduce the scattering on the steel.](image)

It should be mentioned that the strength of the alloy depends largely on the man-
ufactory and processing procedures (for example whether it is recrystallized or cold rolled its strength can be highly different). Thus, no exact strength data is available when we brought the raw material from the supplier.

For safety reasons the cell has to be tested under pressure. A test on the cell with a larger inner diameter of 11 mm under a pressure of about 300 MPa was conducted. The test experiment was done by adapting the cell embedded in the steel jacket to the sample preparation pressure apparatus. The initial idea to enlarge the inner diameter was to perform a bursting experiment. If the bursting pressure of the cell with this dimension could be measured the one of the 10 mm inner diameter cell could be revealed via calculation.

However, it turned out that the cell can sustain a pressure of 300 MPa even with a inner diameter of 11 mm, which is the maximum pressure the compressor used for sample preparation can provide. The maximum pressure was charged four times with each time holding at the pressure for about 3 minutes before releasing. Since the cell with 11 mm inner diameter was not destroyed after the test experiment it is used for further development, although the bursting pressure of such geometry remains unknown. If one considers the tensile strength data in Fig.4.2 applying 300 MPa pressure should also act as an autofrettaging strengthening process for the cell to some extend.

In the neutron experiments a maximum pressure of 200 MPa was used, which is a factor of 1.5 smaller than the test pressure for safety margin. Besides the 300 MPa pressure test, a long time test which held the pressure of 200 MPa for 24 hours was performed as well. After these experiments no deformation was measured within a precision of about 0.1 mm.

### 4.2.2 High temperature furnace

The next step is to build a small furnace in the pressure cell which can heat up the sample. Several technical requirements should be taken into account. The furnace should have a good isolation from the cell. Thus, with a moderate power the desired sample temperature can be reached and the Nb cell itself also does not get too hot to lose its strength. The sample, furnace and cell should have a relative tight fit in order to reduce the gas pressure medium at the hot zone. This is mainly due to two intentions: 1) to reduced the background due to scattering on the pressure medium. 2) to limit strong convective gas flow which will leads a large temperature instability. Small gas volume is also favorable for safety issues.

The furnace is mainly composed of three parts. An ceramic tube with an outer diameter of 10.8 mm and a thickness of 1.5 mm serves as a thermal isolation of the furnace from the cell. Another thin ceramic tube with a inner diameter of 5.2 mm and a thickness of 0.8 mm was used to isolate the heating wire electrically from the Pt sample
capsules. Thus, no short circle of the heating element can happen. The tube is only 0.2 mm larger in diameter than the one of the sample to ensure a tight fitting. On the outer surface of this thin ceramic tube a thread was cut with a depth of 0.3 mm, a width of 0.6 mm and a slope of 1 mm for the mounting of the heating wires. Due to special dimensions of the ceramic parts they were machined at the crystal lab of the Physik-Department. To cut the thread on the thin ceramic tube a special tool was made in order to reduce the risk that the tube breaks during machining. Basically the thin tube was glued on a metal rod during cutting and removed afterwards. As heating wire PtRh alloy was used which has a higher electrical resistance than the pure Pt wires and therefore more electrical power can be loaded with the same current. The wire was first rolled into spring-like shape and recrystallized at 1100 °C to remove residual stress then mounted on the inner ceramic tube.

At the bottom of the furnace the heating wire was welded to a Pt tube with a outer diameter of 5 mm and a wall thickness of 0.2 mm which extends the wire outside of the Nb cell. The Pt tube is then connected to massive wires and eventually reaches the high pressure adaptor for external connections. The resistance of the Pt tube is negligible compared to the heating wire. At the top of the furnace the heating wire was welded to a Pt plate which acts as electrical contact for external connection. This connection is later on grounded to the steel part since it is fairly difficult to make another connection from the upper feed-through where the samples are introduced in.

The furnace has a heating zone of 70 mm in length which is about 35 mm longer than the length of the samples. At the bottom of the sample a thermal couple of Pt/Pt10%Rh is inserted into the furnace with a depth of about 15 mm to monitor the temperature below the sample. Samples are inserted from the top of the furnace with an additional thermal couple above the sample to monitor the sample temperature. During the experiment a temperature difference up to 200-300 °C between the upper and lower thermal couples could be built up depending on the pressure and temperature conditions.

In order to test the real temperature and the temperature homogeneity in the cell, a dummy sample (a 4 mm diameter ceramic rod) was inserted into the cell coated with a temperature indicating paint\(^1\) and heated up to 977 °C (upper thermal couple reading) under a pressure of 200 MPa. The result is shown in Fig.4.5. The determined temperature from the paint is around 1000 °C, which is close to the indication of the upper thermal couple. However, due to the coarse temperature steps in the specification a precision smaller than ±20 °C cannot be expected from such estimation. Nevertheless, it can be clearly seen that the temperature is relative homogeneous since the colour is nearly uniform. This is probably due to the factor that the gas convection in the cell is

\(^1\)Typ MC150-12 from Kager Industrieprodukte GmbH.
Figure 4.5: A dummy sample coated with temperature sensitive paint after heated up to 977 °C. It can be seen that the colour is relatively uniform. According to the specification of the paint the temperature is of about 1000 °C, however with a large error bar of about ±20 °C. Therefore, it is close to the upper thermal couple reading within the temperature instability.

still strong. However, this leads also the temperature stability not better than ±10-15 °C.

The two thermal couples were read out separately by two Eurotherm controllers 2132. Since the temperature reading of the upper thermal couple is closer to the real sample temperature the upper Eurotherm controller is used for temperature regulation via a solid state relay which controls the power suppliers. Typically an electrical power of 900-1200 W (18-20 A, 50-60 V) is needed depending on the target temperature and pressure conditions.

4.2.3 Other components and adaption to TOFTOF

Figure 4.6 shows the technical drawing of the complete cell. Several other components can be seen from the drawing. The Nb cell is water cooled during the experiment so that it does not get too hot to become soft. Two water cooling heads were in contact with the cell. Nearly the entire outer surface of the cell which is not in the beam is used as contact surface to ensure a good heat transfer. During the experiments the cooling heads are connected to the cooling water circle available at the FRM II.

The connection wires for top thermal couple are leaded out from the furnace to the top of the pressure apparatus. At the top of the apparatus a high pressure adapter provides the connections to the electronics and the high pressure gas line. The electronic wires can be then led out from the pressure cell via this high pressure adaptors.

A high pressure tube with an inner diameter of 10 mm and an outer diameter of 30 mm made out of steel is used to connect the NbZr cell to the high pressure adaptor, which can be also partly seen in Fig.4.6 as well as Fig.4.4. The sample mounted on the stick can be inserted into the furnace via this high pressure tube and reaches its final position. Thus, for changing samples only the adaptor need to be removed and the cell can remain in its position. One should note that the implementation of the high
Figure 4.6: Technical drawing of the complete setup, including the Nb cell, the two water cooling head, the outer steel assembly and part of the connections for electrical wiring and gas medium at both ends of the cell. The two cones in the middle of the cell are designed for the entry and exit of incident and scattered neutrons, respectively. The overall dimension the the cell is around 190 mm in diameter and 270 mm in length.
pressure tube will increase the volume which is filled with the pressure medium of the system. This is not favorable from the safety consideration. However, the metal part of the sample stick will again fill this empty space so the volume of the gas medium is reduced to minimum. The sample stick acts also as an electrical contact to the platinum plate at the top of the furnace and then ground it to the steel part.

Prepared hydrous silicate samples were sealed in platinum capsules similar to the ones used for the sample preparation. This results in a sample dimension with 5 mm outer diameter and a length of 40 mm. The glass sample itself is normally smaller than the capsule with 3.5-4 mm in diameter and 25-30 mm in length. A platinum wire was welded to each capsule so that it can be bonded to the thermal couple capillary at the end of the stick as shown in Fig. 4.7.

The cell has a radial opening of 240° which allows neutron beam come in from one side of the opening, scattered on the cell and the sample and then reach the detectors at the most of the scattering angles available on the detector bank of the TOFTOF spectrometer.

The complete setup on the TOFTOF spectrometer is shown in Fig. 4.8. Besides the pressure cell additional components are an aluminum protection tube and a flanch for the TOFTOF sample chamber, an aluminum plate standing on the flanch which the pressure cell is hanged on.

The aluminum tube has a outer diameter of 220 mm with a thickness of 8 mm in the region out of the beam and of 3 mm in the region which is in the beam. It serves as a final protection of spectrometer from the pressure cell in case of an explosion of the cell. Moreover, together with the flanch it closes the TOFTOF sample chamber so that the chamber can be filled with Argon gas during the measurements to reduced the background from the scattering on air.

Helium gas with a purity of at least 5.0 (99.999%) was used for neutron experiments as pressure medium which is provided by the high pressure gas line connecting the high pressure adaptor at the top of the cell to the compressor. For measuring D2O
Figure 4.8: Schematic view of the complete setup on the TOFTOF spectrometer at FRM II. The neutron beam is coming from the right hand side of the pressure cell, part of the neutron guide was drawn. The pressure cell is surrounded by an aluminum tube. This aluminum tube also seals sample chamber of the spectrometer since it is filled with Ar gas during the measurement. The cell is hanged on an aluminum plate which is mount on the top of the sample chamber.
containing samples a higher purity of 6.0 is used in order to reduced the possibility that the deuterium is exchanged with hydrogen during the experiments. The gas compressor used for neutron scattering experiment is provided by the sample environment group of Forschungsneutronenquelle Heinz Meier-Leibnitz (FRM II). The compressor is supplied with He gas from a bottle with a pressure of 100-200 bar. A membrane compressor provides a pressure up to 100 MPa (1 kbar). With the combination of a pressure intensifier the compressor can work up to a maximum pressure of 1000 MPa (10 kbar). In order to prevent any over pressure building up in the cell a bursting disk with a limiting pressure of 2250 bar was assembled to the high pressure adapter.

The compressor is controlled via a computer which can regulate the pressure automatically. Therefore, in principle no over pressure could be built up beyond the set point. The actually situation in the experiments is the opposite. Due to the tiny gas volume inside the cell a small leakage will already lead to a drop of the pressure in the cell. In the experiment the pressure was losing due to the leakage of the cell and the compressor has to increase the pressure every 15-20 minutes during the experiment.

For the new sample environment safety check is required prior to the experiment, especially for the high pressure component. A proposal for applying the permission to operate the high pressure high temperature sample environment was submitted to the FRM II safety group and was granted at the beginning of our first beam time in June, 2007. Subsequently the pressure cell was accepted as a standard sample environment and a permanent allowance for the operation was received at the time of the second beam time in November, 2007.

4.3 Neutron scattering characteristics

During our first beam time, spectra of the empty cell were recorded under different conditions. In the empty cell measurements the aluminum protection shielding, the Nb cell and the high temperature furnace is in the beam. All the spectra shown below were measured using an instrument setup with an incoming neutron wavelength of 5.1 Å, a chopper speed at 12,000 rpm and a chopper ratio 3, which gives an energy resolution of about 90 µeV. A beam cross section of 9 mm wide and 22 mm high was used for all measurements. Note that in such experimental setup the cell is not complete illuminated by the beam. Only the part of the cell where the samples are placed is covered by the beam. Such beam dimension is chosen so that the scattering on the cell could be reduced and the signal-to-background ratio can be improved, which is especially necessary in the case of a weak quasielastic signal. However, partial coverage of the beam will lead additional complicities for the background correction which will be discussed in more detail in the next chapter.
The measurement on the empty cell is to verify whether the high temperature background is acceptable and how the high pressure medium contributes to the signal. Therefore, spectra of the empty cell were recorded at different temperatures and pressures.

Fig. 4.9 shows the measured intensity versus scattering angles of the cell at room temperature and ambient pressure. The Bragg peak from the Al$_2$O$_3$ ceramic parts in the cell can be seen. The flat intensity besides the Bragg peak increases towards large scattering angle due to increasing absorption by the massive pressure cell in forward scattering direction.

Figure 4.9: Measured intensity vs. scattering angle of the empty pressure cell at room temperature and ambient pressure. The Bragg peak from the Al$_2$O$_3$ ceramic parts in the cell can be seen. The flat intensity besides the Bragg peak increases towards large scattering angle due to increasing absorption by the massive pressure cell in forward scattering direction.

temperature and ambient pressure summed over all energy range. It can be seen that the cell delivers a fairly flat intensity over the complete scattering angles and a Bragg peak around 95°. As mentioned already the coherent scattering of the Nb cell is not excited since a wavelength larger than 4.8 Å was used. This Bragg peak is arising from the aluminum oxide ceramics used for the furnace components. These scattering angles are excluded for further data analysis. What can be also observed is that the scattering intensity increase slightly towards higher scattering angles. This is mainly due to the massive Nb piece in the beam (a total thickness of 24 mm) which make forward scattering less probable than the scattering to large angles.

Fig. 4.10a shows the measured spectra for the empty cell filled with He under different pressures at a temperature of 1250 K. With these measurements the influence of the pressure medium can be investigated. As it can be seen from the figure, the spectra of different pressures nearly fall on each other. This shows the background is independent of applied pressure. Therefore, later background measurements are carried out with a pressure of 150-200 bar, which is directly available from the He gas bottle. It can be also observed that no quasielastic broadening is present in the spectra. This indicates that the He gas used as pressure medium does not contribute significantly to the quasielastic signal.

Fig. 4.10b shows the measured spectra for different temperatures under a constant pressure of about 400 bar. In the elastic region the spectra stays nearly unchanged for different high temperatures compared to the room temperature measurement, partic-
Figure 4.10: Measured spectra of the empty pressure cell under various pressure and temperature conditions. All spectra were summed over a scattering angle range of 43°-69°, corresponding to the $q$ values from 0.9 Å$^{-1}$ to 1.4 Å$^{-1}$. a) Pressure dependence of the empty cell measurements at a temperature of 1250 K. b) Temperature dependence of empty cell measurements under a pressure of about 400 bar.

Fig. 4.11 shows the empty pressure cell measurements together with a NS3+10mol% H$_2$O sample at 1250 K under 1800 bar. It can be seen that the sample signal is well above the signal coming from the empty cell within the elastic and quasielastic region. The signal-to-background ratio is of about 10:1 in this region. The quasielastic broadening of the spectrum is dominantly contributed from the sample. In the deep inelastic region the intensity of the sample and the empty cell are rather close to each other. It will be difficult to get access to the inelastic spectra of the samples. It should be noted here that the spectrum of the empty cell at 1250 K and 1800 bar was recorded where the sample volume was completely occupied by He gas under such condition. The gas volume in the beam will be significantly reduced when there is a sample in the cell. The cell is hence not operated under the optimum conditions since a larger gas volume leads significant increase of the convection in the cell and a higher electrical power is needed in order to reach steady conditions. Even though no quasielastic contribution
from the empty cell was observed.

![Graph](image.png)

Figure 4.11: Measured $I(2\theta, ToF)$ of the empty pressure cell and a NS3+10mol% H$_2$O sample at 1250 K under 1800 bar. The quasielastic broadening arises dominantly from the sample. The signal-to-background ratio is of about 10:1 within the quasielastic region.

In conclusion from these measurements, the pressure cell constructed is suitable for quasielastic neutron scattering study under high temperatures and pressures. The sample environment provides a working temperature range from room temperature up to 1000 °C under a pressure of about 2 kbar. The cell delivers an acceptable signal-to-background ratio of about 10:1 within the elastic and quasielastic region. The contribution of He gas medium to the signal can be neglected, for both room temperature measurements and under high temperature/high pressure conditions. It will be difficult to extract inelastic spectra of the samples measured in such pressure cell due to the presence of the massive Nb cell in the beam.
Chapter 5

Neutron scattering experiment

The neutron experimental setup is described in the following chapter. The basic principle of neutron time-of-flight spectroscopy and the instrument setup used for the investigation of the hydrous silicate melts is presented. The data reduction processes are shown in the third section. Especially the problems caused by the massive pressure cell on signal correction are discussed. The last section presents the principle of the neutron backscattering experiments.

5.1 Time-of-flight spectroscopy

Neutron time-of-flight spectrometers are one major class of spectrometers for inelastic neutron scattering. In neutron time-of-flight spectroscopy the energy and momentum transfer of the scattered neutrons are determined simultaneously by measuring the neutron flight time from the sample position to the detectors and the scattering angles. Hence the dynamic scattering function $S(q, \omega)$ is measured directly in a broad range of $q$ and $\omega$.

The neutron time-of-flight experiments in this work were carried out exclusively at the TOFTOF spectrometer at FRM II. The schematic view of the instrument setup is shown in Fig. 5.1. The instrument provides a high neutron flux ($\sim 10^{10}$ n/cm²/s, unperturbed) at the sample position accompanied with an excellent signal-to-background ratio [UMNP07]. A detailed description of the spectrometer could be found at [UNP07]. In the next paragraphs a brief introduction on the instrument setup will be presented.

The white neutron beam is delivered from the FRM II cold source operated with liquid D₂ at a temperature of 25 K. The white beam has a Maxwellian velocity distribution with a maximum located at the wavelength around 3 Å.

The TOFTOF spectrometer is a chopper time-of-flight spectrometer, the neutron beam is monochromated with a multi-disc chopper system which can be seen at the left side of Fig. 5.1. The chopper disks are made of carbon-fiber-reinforced plastics.
with $^{10}\text{B}$ as a neutron absorber. Thus, an optimum strength and weight is achieved which allows them to rotate at high frequencies in order to provide a good energy resolution. The chopper system cuts the continuous beam into pulses and selects one distinct neutron velocity out of the white pulses initially having a velocity distribution from the cold source.

![Figure 5.1: Schematic view of the instrument setup of the TOFTOF time-of-flight spectrometer at FRM II.](image1)

![Figure 5.2: White beam flux at the sample position of TOFTOF spectrometer as a function of wavelength. The spectrum comes primarily from the Maxwell distribution of the velocity of neutrons moderated by the cold source of the FRM II which has a maximum located around 3 Å corresponding to a temperature of 25 K.](image2)

The pulsed and monochromated beam are then guided to the sample position, scattered on the sample and the sample environment. The sample and the sample environment are sitting in the sample chamber which is filled with Ar during the measurement. Scattering on the air can be hence minimized. Directly after the sample and its environment, a radial collimator is mounted at the entrance of the flight chamber which is oscillating continuously around the sample. The radial collimator consists thin metal foils coated with Gd$_2$O$_3$ which are oriented radially to the sample. By this
way the sample environment can be mapped out and ideally only neutrons which are scattered on the sample can reach the detectors within an acceptance of about 10 cm diameter. However, this requires the sample to be positioned in the focus of the radial collimator. For the pressure cell this is defined by the flanch which closes the sample chamber.

The scattered neutrons the flight chamber will be detected at the end of the flight path by the detectors. The flight chamber is completely shielded with polyethylene and $\text{B}_4\text{C}$ and filled with Ar gas as well, separated by a thin Al foil from the sample chamber. The detectors are mounted on the detector bank and with an equal distance of 4 m to the sample. Therefore, the energy of the detected neutrons is determined by the time which they need to pass this flight distance and reach the detectors after being scattered on the sample. This time normalized by the flight path gives the time-of-flight ($\text{ToF}$), which is the inverse of the neutron velocity in the unit of [ms/m]. According to the neutron velocity typical flight times are in the order of milliseconds.

When a pulse of neutrons arrives at the sample and it environment neutrons can be scattered either elastically or inelastically. Elastically scattered neutrons arrive at the detectors at a time determined by the incident neutron velocity and their flight path. Inelastically scattered neutrons can arrive either earlier or later, depending whether they gain or lose energy. Neutron pulses reach the sample with a finite time separation between each pulse and the detectors are counting continuously in time. Thus, if the time for the inelastically scattered neutrons to reach the detectors is longer than the time interval between two neutron pulses it will be counted among the neutrons of the next pulse. This problem is called frame overlap. It cannot be completely suppressed since the down scattered neutrons can be infinitely slow. A frame overlap chopper is used (see Fig.5.1) to removed a defined number of pulses. Thus, the time interval between two neutron pulses become larger and the frame overlapping is reduced. However, this is on the cost of reducing beam intensity. In the experiment often a compromise is used which allows the down scattered neutrons with wavelength larger than $f\lambda_i$ to overlap. $f$ is called frame overlap ratio and $\lambda_i$ is the wavelength of the incident neutrons.

An advantage of chopper disc time-of-flight spectrometer is that different incident neutron wavelengths and energy resolutions can be chosen by varying the phase difference between the choppers and the rotation frequency of the choppers according to the need of the experiment. For a given incident neutron wavelength the instrument energy resolution improves with increasing chopper frequency. For a given chopper frequency, increasing the incident neutron wavelength will also improve the energy resolution. However, one should keep in mind that both are at the expense of the neutron flux due to two reasons. First more neutrons are cut out by the choppers in order
to achieve a better energy resolution and the frame overlap ratio has to be increased as well since the neutrons are slower. Second due to the spectrum of the cold source, long wavelength neutrons are less available since they are on the tail of the spectrum (see Fig. 5.2).

Figure 5.3: The detector bank of the TOFTOF spectrometer. The detector bank provides spaces for up to 1006 detectors. Currently 603 detectors are mounted on the rack.

The detector bank covers a scattering angle $2\theta$ range of $7^\circ$ to $140^\circ$ which can be seen in Fig. 5.3. The momentum transfer $q$ it is related with the scattering angle at a fixed incident neutron wavelength by

$$q = \frac{4\pi}{\lambda_i} \sin \theta.$$  \hspace{1cm} (5.1)

According to equation 3.1b and equation 3.5c the momentum and energy transfer are not two variables independent of each other. For a given incident neutron wavelength the accessible momentum and energy transfer on an instrument are limited by the

Figure 5.4: Accessible $q$-$\omega$ range of the TOFTOF spectrometer, calculated for incident neutron wavelength of 5.1 Å, according to equation 5.2. The bottom curve stands for the smallest scattering angle of $7.5^\circ$ and top curve stands for the highest scattering angle of $140^\circ$. 
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accessible scattering angles. We have following relation

\[ q = \sqrt{\frac{2m_N}{\hbar^2}} (2E_i \pm \hbar \omega - 2\sqrt{E_i(E_i \pm \hbar \omega) \cos^2 \theta}). \quad (5.2) \]

The accessible \( q-\omega \) range on TOFTOF for the incident neutron wavelength of 5.1 Å are represented in Fig.5.4.

### 5.2 Experimental setup

For most of the experiments performed in this work a neutron wavelength of 5.1 Å is chosen together with a chopper frequency of 12,000 rpm which is a good compromise between energy resolution and neutron flux. A frame overlap ratio 3 is chosen for this chopper frequency. The energy resolution of such experiment setup yields a value of (FWHM) about 90 \( \mu \)eV.

For hydrous albite and pure silica samples another instrument configuration with a better resolution was used. An incident neutron wavelength of 6.5 Å together with a chopper frequency of 16,000 rpm and a frame overlap ratio of 4 delivers an energy resolution around 35 \( \mu \)eV. However, the neutron flux is only of about 1/3 of the previous setup due to the refined resolution following the discussion in the last section.

The samples were measured at five different temperatures from 850 K to 1250 K. Room temperature measurements and measurements with Vanadium samples are taken as references. The empty Al protection tube was first mounted to close the TOFTOF sample chamber. Then the cell is built in. Samples were fully enclosed in Pt capsules. The sample is mounted on the sample stick and inserted from the top of the cell. After inserting the sample the cell was closed and connected to the gas compressor. The cell was first compressed to the target pressure of measurement, typically 180-190 MPa. Afterwards the samples were heated up slowly with a ramp rate of about 20-30 K/min. Cooling water is only switched on when the sample temperature is above 100 °C. Thus, condensed water in the cell can be avoided. Usually the sample was first heated to the highest target temperature and kept for about 20-30 minutes before the measurements start to make sure that it is melted and homogenous. A beam section of w9 mm × h22 mm was used and optimized in position in order to obtain the maximum sample signal.

Typical counting times for one temperature are 2-3 hours for samples containing \( \text{H}_2\text{O} \) and 8-10 hours for samples containing \( \text{D}_2\text{O} \) with the 5.1 Å incident neutron wavelength. However, samples can get crystallized for the low temperature measurements around 850 K. At this temperature the counting time is reduced down to 3 hours. \( \text{D}_2\text{O} \) containing samples were not measured at the highest temperature of 1250 K due to
a measurable exchange with the proton during the measurements (observation of increasing of counting rate with time) and samples were only measured at four different temperatures. For the measurements with 6.5 Å incident neutron wavelength the counting time is larger due to the reduction in neutron flux. It should be noted that due to the presence of the massive cell good statistics of the raw spectrum still does not necessarily indicate good statistics of the sample signal since the signal of the cell contributes substantially to the raw spectrum. After the measurement the sample was first heated above 900 °C for some minutes before cooling down rapidly below its glass transition temperature in order to prevent crystallization. After cooled down to room temperature the pressure was released gradually and the cell can be opened again for changing samples.

For both incident neutron wavelength the Bragg peak of the Nb1Zr cell is not excited. However, due to the presence of the ceramic components of the furnace the Bragg peak of the Al₂O₃ is excited and can be seen already in the empty cell measurements (see e.g.: Fig.4.9). This corresponds to the scattering angle range around 90.3°-96.8°. Consequently at the momentum transfer \( q \) around 1.7-1.8 Å the measured signals were cut out.

5.3 Reduction of neutron data

In this section the reduction of raw neutron scattering data is presented. For the data reduction and analysis the FRIDA program [WK07] developed originally by Joachim Wuttke was used.

The raw data reduction includes normalization to a Vanadium standard, correction of detector efficiency (of the neutron wavelength), correction for self-absorption and interpolation to constant wavenumbers \( q \).

The incident neutron beam is measured by a monitor which gives the monitor counting rate

\[ R_M = P_M A_M \Phi_i \]  

(5.3)

where \( P_M \) is detector efficiency of monitor for a given incident neutron wavelength. \( A_M \) is the detection area of the monitor and \( \Phi_i \) is the incoming neutron flux. The number of the counted scattered neutrons on the sample and its container which is detected within a solid angle \( \Delta \Omega \) and the time interval \( \Delta t \) is given by

\[ N_{SC} = P(2\theta)P(\lambda)A_{SC}\Phi_iI_{SC}(2\theta,ToF)\Delta t\Delta \Omega. \]  

(5.4)

\( P(2\theta) \) is the detection probability of the neutron as a function of the scattering angle, which represents the difference in detection efficiency between different detectors.
$P(\lambda)$ is the detection efficiency of different neutron wavelengths. $A_{SC}$ is the area of the samples illuminated by the beam. Normalizing the counted neutron number $N_{SC}$ by the monitor counting rate leads the counts to be independent of the incident neutron flux.

Normalization to an incoherent scattering standard gives the scattered neutron intensity on an absolute scale independent of the detection time interval and detection probabilities. This is typically done with a Vanadium standard. Vanadium can be considered as a pure incoherent scatterer. Only the intensities of the elastically scattered neutrons from the Vanadium sample are taken for the normalization

$$N_V = P(2\theta)P(\lambda_i)A_V I_V(2\theta)\Delta\Omega. \quad (5.5)$$

which is then corrected with the Debye-Waller factor of the Vanadium calculated at the measurement temperature. After normalized to the Vanadium intensity the scattering intensity can be obtained by

$$I_{SIG}(2\theta,ToF) = \frac{N_{SC} P(\lambda_i) A_V I_V(2\theta)}{N_V P(\lambda) A_{SC}} \frac{A_V}{\Delta t} \quad (5.6)$$

The time-of-flight $ToF$ represents the energy of the neutrons. It can be related to the energy transfer $h\omega$ by

$$h\omega = \frac{1}{2}m_N[(1/ToF_i)^2 - (1/ToF)^2]. \quad (5.7)$$

Thus, the double differential scattering cross section can be represented in terms of the neutron flight time given by

$$\frac{\partial^2 \sigma}{\partial\Omega \partial\omega} = \frac{\partial^2 \sigma}{\partial\Omega \partial ToF} \frac{\partial ToF}{\partial \omega} = \frac{\partial^2 \sigma}{\partial\Omega \partial ToF} \frac{hToF^3}{m_N}. \quad (5.8)$$

The measured intensity is proportional to the double differential scattering cross section

$$\frac{\partial^2 \sigma}{\partial\Omega \partial\omega} \propto \frac{k_f}{k_i} S_{SIG}(2\theta,\omega); \quad \frac{\partial^2 \sigma}{\partial\Omega \partial ToF} \propto I_{SIG}(2\theta,ToF) \quad (5.9)$$

and by inserting equation 5.8 the measured intensity can be converted from $ToF$ to energy $\omega$ using

$$S_{SIG}(2\theta,\omega) = A \frac{k_i}{k_f} \frac{hToF^3}{m_N} I_{SIG}(2\theta,ToF) \quad (5.10)$$

The prefactor $A$ is related with the number density of the scatterers, the flight path of the neutron (scattering geometry) in the sample and the Vanadium. The final neutron wavenumber $k_f$ also depends on the $ToF$ which leads a $ToF^4$ dependence of the
scattering intensity on the neutron time-of-flight spectra. In order to obtain the correct scattering intensity \( S_{SIG} \) the detector efficiency for different neutron wavelength should be taken into account as well.

The measured intensity in a neutron scattering experiment is contributed from the sample \((S_S)\) and the pressure cell \((S_C)\), which are not additive. A simple subtraction of the scattering signal of the empty cell from the one of the sample with the cell \((S_{SC})\) is not possible. Necessary corrections from the calculation of Paalman and Pings for cylindrical sample geometry is used here to take into account the loss of the intensity due to absorption [PP62]. Different correction factors are used which are functions of the scattering angle and the neutron energy transfer. The correction factor \( A_{S,SC} \) counts for the intensity loss of the neutrons which are scattered on the sample and absorbed by either the sample or its container. \( A_{C,SC} \) counts for the intensity loss of the neutrons which are scattered on the container and absorbed by either the sample or the container. \( A_{C,C} \) takes account for the intensity loss which is only from the container. These factors are calculated using the absorption cross sections of the sample and the cell and an optical path length (depends on the sample geometry) of the incoming and scattered neutron beam. The factors \( A_{C,SC} \) and \( A_{C,C} \) are often grouped into one factor \( A_{rel} = \frac{A_{C,SC}}{A_{C,C}} \) since they correct the scattering from the container.

The normalization and background subtraction are done within the FRIDA program. However, several points should be noted due to presence of the massive pressure cell which leads the resulting intensity cannot be compared with the measurements results obtained with a standard sample environment on an absolute scale.

The Paalmann and Pings calculation can be further developed for partial beam coverage. These calculations are all based on a homogenous beam profile which is presented at TOFTOF. The advantage of these formalisms is that the correction factors can be expressed in terms of analytical functions. However, due to the complex structure of sample environment (aluminum protection, cell, ceramic furnace, sample capsule) and the partial beam coverage these calculations only provide an approximation. The exact value of these factors can be only deduced with numerical methods like for example Monto-Carlo simulations [BBTC91]. Thus the calculation done by the FRIDA program only gives an estimation of these factors.

In order to perform the calculation, the knowledge of cell transmission, scatterer number density of the sample and the scattering and absorption cross sections are necessary. The exact values of the first two quantities are unknown. The absorptance of the cell needs to be measured under a transmission geometry which is not available on the TOFTOF spectrometer. The transmission of the cell is taken from a Nb cell with a similar amount of Nb material in the beam [FA02]. The number density of the sample need to be calculated with the knowledge of the density of the samples.
However, most of the density data is available only for the samples in the glassy state. So far there is rarely any density data of the melt since they need to be measured under high pressure. The number density of the scatterer are estimated from the amount of the sample which is filled into the capsule and assuming it occupies of the volume of which the sample has after the measurements. The estimated scatterer density is closed to the one estimated using the sample density of the glassy state. H$_2$O and D$_2$O samples are assumed to have the same number density of scatterers since the area which is illuminated by the beam is completely filled by the samples.

The sample signals were normalized to a Vanadium signal obtained by direct subtracting the empty cell intensity from Vanadium intensity measured with the pressure cell. This is not a problem with the standard sample environment. However, the self absorption correction of the Vanadium signal which is not performed during the normalization cannot be neglected due to the strong absorption on the massive cell. The incoherent scattering nature of the Vanadium signal is not changed but its intensity is not on a correct absolute scale.

To summerize, these uncertainties should only scales the sample signals with additional prefactors. However, these factors are the same for all of the sample signals and the relative scale between different sample signals are not affected. Moreover the relaxation behaviour of the signals are not changed either.

The calculated correction factors are shown in Fig. 5.5 for the H$_2$O containing samples. It could be seen that both correction factors are fairly independent of the energy transfer and scattering angle. For H$_2$O samples the $A_{S,SC}$ is of about 0.7 which means...
the signal of the sample is lowered by about 30% due to absorption. For D\textsubscript{2}O samples this correction is smaller since the D\textsubscript{2}O samples have less scattering power. The correction factor $A_{\text{rel}}$ is located around 0.95 which is a rather small correction. At low neutron energy and small scattering the correction factor become smaller since the slow neutron are more probable to be absorbed and the path length of the neutrons are longer for forward scattering. The subtraction of background is done by applying:

$$S_S(\theta, \omega) = S_{SC}(\theta, \omega) \frac{1}{A_{S,SC}} - S_C(\theta, \omega) A_{\text{rel}} A_{S,SC}. \quad (5.11)$$

Multiple scattering effects are neglected since from the scatterer density and scattering cross sections of the sample the scattering power is estimated to be not larger than 8%. Furthermore, Pt used as sample capsule material is rather a strong neutron absorber.

The obtained sample signal after correction is related to the scattering function by a prefactor contains the scattering cross sections of different elements weighted by their relative abundance

$$S_S(\theta, \omega) = \left( \sum_j f_j \sigma_j \right) AS(q, \omega). \quad (5.12)$$

For isotope substitution H\textsubscript{2}O and D\textsubscript{2}O containing samples of the same concentration were prepared for each silicate composition. Differential signal can be built by subtraction of the D\textsubscript{2}O sample signal from the one of the H\textsubscript{2}O containing sample. It can be easily verified according to equation 5.12 the prefactor for the differential signal contains only the scattering cross section of H and D since for other elements their scattering cross sections and abundance are identical and therefore canceled out during the subtraction. Thus one has

$$S_S^{\text{diff}}(\theta, \omega) = f_H (\sigma_H - \sigma_D) A S_H(q, \omega) \quad (5.13)$$

Therefore, by building the differential signals pure information on hydrogen dynamics can be obtained. Moreover, owing to the huge incoherent scatter cross section of the H atoms (see Appendix A), the term $\sigma_H - \sigma_D$ can be approximated by $\sigma_H^i$ and

$$S_S^{\text{diff}}(\theta, \omega) = f_H \sigma_H^i A S_H^i(q, \omega) \quad (5.14)$$

nearly pure incoherent signal can be obtained.

Finally scattering intensity $S(q, \omega)$ is calculated by interpolation of the $S(\theta, \omega)$ to constant wavenumbers $q$. After these correction the scattering function $S(q, \omega)$ is still convoluted with the instrument resolution function and it is not normalized by the sample scattering cross sections. Thus, the $S(q, \omega)$ obtained here for further discussion
are weighted by the scattering cross sections.

There are two ways to analyze the data, either in the energy domain or in the time domain, both should give the same results. For energy domain analysis the fitting functions need be convoluted with the instrument resolution function. The instrument resolution function is measured with Vanadium standard and dry samples at room temperature. The instrument resolution function of the TOF TOF spectrometer can be well approximated by a Gaussian function \[ \text{UNP07} \]. Therefore, the measured signal is fitted with a Gaussian function and the fitting result is used for further data analysis.

Another way to analyze the data is to perform a Fourier transformation of the scattering function \( S(q, \omega) \) to obtain the intermediate scattering function \( S(q, t) \). For

![Figure 5.6: Deconvolution of the instrument resolution function \( R(q, t) \) from the Fourier transformed scattering function \( S(q, \omega) \) to obtain the intermediate scattering function \( S(q, t) \). The instrument resolution function can be well approximated by a Gaussian function (thin solid line). The cutoff at large time is taken as the resolution function decays to about 30% of its initial value. This corresponds to a timescale up to 25 ps.](image)

calculation of the Fourier transformation only data of \( S(q, \omega) \) on the positive energy transfer side is used (neutron energy gain). However, due to the finite range of the energy transfer, a proper \( t \to 0 \) limit can not be obtained. For the resolution function the zero time limit is obtained by extrapolating the small time data to \( t = 0 \). Thus, the sample signal \( S(q, t = 0) \) does not correspond to the static structure factor \( S(q) \). After the Fourier transformation the sample signal is still convoluted with the instrument resolution function. The advantage of the time domain data analysis is that the deconvoluted signal can be obtained by a simple division of the sample signal by the instrument resolution, as shown in Fig.5.6. It could also be observed that the instrument resolution function can be well approximated by a Gaussian function. Therefore, for later data evaluation this Gaussian fitting for the instrument resolution function were used.

The cutoff at large times is taken where the resolution function decays to about 30% of its initial value, corresponding to a timescale up to 25 ps. For the time larger than the cutoff time the spectra are dominated by the instrument resolution function.
5.4 Neutron backscattering spectroscopy

Neutron backscattering spectroscopy measures the same physical quantity as in the neutron time-of-flight experiment: the scattering function \( S(q, \omega) \), however with a significantly different energy transfer range. Typically neutron backscattering spectroscopy measures a dynamic range of maximum several tens of \( \mu \text{eV} \) with an energy resolution in the sub-\( \mu \text{eV} \) range. This gives access to timescale up to the order of ns.

To achieve an energy resolution in the sub-\( \mu \text{eV} \) range neutron backscattering spectroscopy uses crystal Bragg reflection for both monochromatization and analysis of the neutron energy. The Bragg reflection condition is given by

\[
n\lambda = 2d\sin\theta.
\]

(5.15)

The uncertainty or in other words the resolution can be easily shown by differentiating 5.15

\[
\frac{\Delta \lambda}{\lambda} = \frac{\Delta d}{d} + \frac{\Delta \theta}{\tan \theta}.
\]

(5.16)

According to this relation the uncertainty in crystal monochromatization is coming from two contributions: lattice misfit of the monochromator crystal \( \Delta d \) and the divergence in the neutron incident angle \( \Delta \theta \).

Backscattering benefits from the fact that under the scattering angle \( 2\theta = 180^\circ \) the angular contribution vanishes. Thus, the energy resolution \( \Delta \lambda / \lambda \) reaches its minimum which only depends on the degree of lattice mismatch\(^1\). Typically Silicon \{111\} lattice plane is used for monochromatization and under backscattering condition this results an incident neutron wavelength of 6.271 Å which fulfills the Bragg condition.

However, practically although under backscattering condition the neutron beam is perpendicular to the crystal Bragg plan, not all the neutrons in the beam will hit the plan at an angle of \( 90^\circ \) since the neutron trajectories in a beam will never be all parallel. The \( \Delta \theta \) in the incident angle does contributes to the wavelength uncertainty.

The scattered neutrons energies are analyzed in the same backscattering manner. In this sense a backscattering spectrometer is very similar to a triple-axis instrument. However, to cover an energy transfer range which is determined by how much the incident and scattering neutron energies are shifted to each other, it cannot be realized by varying the Bragg angle of the monochromator crystal like as it is done on the triple-axis spectrometer since this will destroy the excellent energy resolution. It can be only achieved using methods like continuous changing the monochromator \( d \) spacing by changing its temperature, or via a Doppler motion of the monochromator.

\(^1\)The \( \Delta d/d \) value will never reaches zero even for a perfect crystal due to dynamical scattering, which defines a lower (theoretical) limit for the energy resolution of the backscattering technique, called Darwin width.
Neutron backscattering spectroscopy is inherently an intensity limited technique due to its excellent energy resolution. The neutrons have to pass the sample twice before they are detected due to the backscattering geometry. Many efforts have been devoted to increase the neutron flux. The backscattering measurements in this work were performed at the spectrometer SPHERES from the Jülich center for neutron science at FRM II. SPHERES is a third-generation backscattering spectrometer. A major improvement of such kind of backscattering spectrometers is the use of a phase-space transformation (PST) chopper. The PST chopper shifts the incident neutron energy towards the wavelength which fulfills the Bragg condition of the monochromator crystal plane. Thus additional gain in the neutron flux can be achieved\(^2\). A detailed description of the principle of such instrument can be found in [MDGN03] based on the high flux backscattering spectrometer HFBS at NIST Center for Neutron Research (Maryland, USA) which has almost the same layout. The instrument layout of the SPHERES spectrometer is shown in Fig.5.7.

The instrument has been realigned from its original setup for the high temperature high pressure experiments, mainly due to the fact that in the original setup the sample to detector distance is not enough to place the aluminum tube. Thus the sample

\(^2\)However, the neutron flux gain is at the expense of larger beam divergence, which might increase the background.
to detector distance in our experiment is enlarged and the Si analyzers are adjusted accordingly.

However, the pressure cell is mainly designed for the TOFTOF spectrometer. The angular opening of the pressure cell only covers a range of 240°. Thus the small angle analyzer of the backscattering spectrometer cannot be used. The steel part of the cell was used as a beam stop which spans over 120° and the small angle analyzer is blocked. We used the Si 111 analyzer with an incident neutron wavelength of 6.271 Å configuration. Mainly two Doppler driver speeds of 0.5 m/s and 0.3 m/s were used which provide dynamic ranges of ±3.3 µeV and ±1.98 µeV, respectively. One hydrous sodium trisilicate sample was measured at two different temperatures. A temperature scan was performed as well, in which the Doppler driver speed was lowered down to 0.2 m/s.
Chapter 6

Dynamics in hydrous silicate melts

6.1 Dry sodium trisilicates

The instrument resolution of 90 \( \mu \text{eV} \) of the experimental setup using 5.1 Å incident neutron wavelength on TOFTOF allows to measure a diffusion coefficient with a lower limit of the order of \( 10^{-10} \text{ m}^2\text{s}^{-1} \), estimated with the simple formula 3.37. Therefore,

![Graphs showing scattering function \( S(q, \omega) \) at q=0.9 Å\(^{-1}\) and quasielastic structure factor calculated from an integration of the \( S(q, \omega) \) over the energy range of [-0.3,0.3] meV. The arising of prepeak around 0.9 Å\(^{-1}\) at high temperatures can be observed after the correction of the massive pressure cell background.](image)

Figure 6.1: Measurements on the dry sodium trisilicate sample at room temperature, 1150 K and 1250 K within the pressure cell. a). Scattering function \( S(q, \omega) \) at q=0.9 Å\(^{-1}\), a small quasielastic broadening at elevated temperatures is visible compared to the room temperature measurement. b). Quasielastic structure factor calculated from an integration of the \( S(q, \omega) \) over the energy range of [-0.3,0.3] meV. The arising of prepeak around 0.9 Å\(^{-1}\) at high temperatures can be observed after the correction of the massive pressure cell background.

according to the data presented in Fig.1.2a sodium diffusion could also be observed at the temperature range of the measurements on TOFTOF, although the absolute amplitude (intensity) is rather low. This is confirmed with the measurement on the dry
sodium trisilicate melt within the pressure cell as shown in Fig.6.1.

The measurements were performed on a dry sodium trisilicate sample sealed in a Pt capsule with the pressure cell loaded with He gas bottle pressure around 150 bar. A small quasielastic signal is visible for the measurement at 1150 K and 1250 K compared to the room temperature measurement taken as a reference of the instrumental energy resolution. Only these two temperatures are measured since at even lower temperatures the sample crystallizes easily. Dry sodium trisilicate is a rather weak scattering system, the data presented here were counted on TOFTOF for at least 6 hours. Still at room temperature the signal is weak and the statistics is not very good after background subtraction. The quasielastic structure factor were calculated from the scattering function by integration over the energy range of [-0.3,0.3] meV. The prepeak feature at 0.9 Å⁻¹ representing the channel structure in the melt can be observed even with the measurement performed in the massive cell.

6.2 Hydrous sodium trisilicate melt

To study the hydrogen dynamics differential signals from H₂O and D₂O containing samples were built. Thus the quasielastic signal arises from the sodium diffusion does not contribute to the differential signal. The coherent scattering from the Si-O matrix can be subtracted and nearly pure incoherent signal from the H atoms can be obtained.

Fig.6.2 shows different scattering functions measured at 1150 K. Sodium trisilicate samples with 10 mol% H₂O and D₂O samples are measured. The intensity of the H₂O containing sample is of about twice higher than the D₂O containing sample after the background subtraction which is in good agreement with the corresponding scattering cross sections. Thus a contrast variation is possible with a reasonable statistics. The linewidth of the dry sodium trisilicate spectrum is much smaller than the hydrous
samples. This is a first evidence that the dynamics in the water bearing melts are faster than the dry silicate melts. The D$_2$O signal has a smaller linewidth compared to the H$_2$O signal as well. However, this is only due to the scattering function of the fast proton dynamics is weighted by a much smaller incoherent scattering cross section.

### 6.2.1 Energy domain analysis

Contrast variation is performed for hydrous sodium trisilicate samples at 4 different temperatures from 850 K up to 1150 K. After performing the background correction, the scattering intensity $S(2\theta, \omega)$ from D$_2$O containing sample was subtracted from the one of the H$_2$O containing sample. From the resulting differential intensity the scattering function $S(q, \omega)$ is calculated by extrapolation to constant $q$ values. An interval of 0.2 Å$^{-1}$ is used for the extrapolation in order to improve the data statistics.

Fig. 6.3 shows the differential signal $S(q, \omega)$ at different momentum transfers. Compared to the resolution function a quasielastic broadening is clearly visible. However, if one refers to simple diffusion behaviour a $q^2$ dependence of the linewidth would be expected. This is clearly not the case here since the linewidth of the signal does not show pronounced $q$ dependence. The quasielastic structure factor was obtained by integration over an energy range of [-2,2] meV. The structure only shows a relative smooth decay, while for the D$_2$O containing and the dry samples they all show the $q$ dependence which

![Figure 6.3: Contrast variation and the differential signal at 1150 K. a) Scattering function $S(q, \omega)$ at different momentum transfer. b) Quasielastic structure factor, intergrated over [-2,2] meV. The structure factor shows only a smooth decay, which is an indication of a pure incoherent scatterer, while the ones of the D$_2$O and dry samples all represent the melt structure.](image-url)
represents the melt structure. This is an indication that the data correction procedure, especially the self-absorption correction does not change the relative scale between the signals of the H$_2$O containing sample and the D$_2$O containing samples. Otherwise it will show oscillation as a function of $q$ since the structure factor of the D$_2$O signal would be weighted by a wrong value and will enter the signal. However, it should be noted that this quasielastic structure factor shows a quite strong decay as a function of $q$. It is not clear here whether this is due to a strong $q$ dependent of the Debye-Waller factor or some other reasons.

Fig. 6.4 shows the differential signal at two different momentum transfers of 1.0 Å$^{-1}$ and 1.4 Å$^{-1}$ at different temperatures. Both momentum transfers are below the first structure maximum of the sodium trisilicate melt (cf. Fig. 6.1b). It could be seen that at both momentum transfers the spectra are significantly broader than the instrument resolution function. However, the temperature dependence of the scattering function is rather weak. The linewidth of the scattering function only changes slightly, especially at small momentum transfer at 1.0 Å$^{-1}$. It seems that the increasing of the temperature does not lead to a strong speeding-up of the proton dynamics. The elastic amplitude decreases as the temperature increases which can be due to the decrease of the Debye-Waller factor.

In order to obtain the typical relaxation time of the proton the differential signal need to be fitted with a proper model. In viscous liquid often an (stretched) exponential decay of the correlators is expected. In the energy domain analysis this corresponds to a simple Lorentzian function or the Fourier transformation of a stretched exponential
function (KWW function) convoluted with the instrumental energy resolution function $R(q, \omega)$

$$S(q, \omega) = \text{FT}\{A\exp(-t/\tau)^{\beta} + bg\} \otimes R(q, \omega).$$

(6.1)

Fig. 6.5 shows the fitting results for two different temperatures of 950 K and 1150 K at the momentum transfer of 1.0 Å$^{-1}$ and 1.4 Å$^{-1}$ according to equation 6.1. The data

![Figure 6.5: Differential scattering function of two different temperatures of 950 K and 1150 K at the momentum transfer of 1.0 Å$^{-1}$ and 1.4 Å$^{-1}$, fitted with the Fourier transformation of a stretched exponential function plus a background, convoluted with the instrument resolution function.]

were fitted within an energy transfer range of [-2, 2] meV. The background is independent of the energy transfers. For the fitting procedure the stretching exponent $\beta$ is fixed as an input. Different exponents from 0.6 to 1.0 were used to fit the data. However, as it could be seen from the figure that the fitting function cannot fully match the scattering function, especially in the wing parts of the quasielastic signals. The measured differential scattering function contains obviously an elastic contribution which is more pronounced at lower temperatures. This causes the underestimation of the relaxation time $\tau$ or extreme small stretching exponents $\beta$ which is not physically meaningful if it is fitted with a KWW function.

The next possible model one could use is a stretched exponential decay according to equation 6.1 plus an additional elastic contribution. However, this leads to at least 4 free parameters: amplitude of the (Fourier transformed) stretched exponential function $A$, amplitude of the elastic contribution, the characteristic relaxation time $\tau$ and the stretch exponent $\beta$. Since the ratio between the amplitude of the elastic contribution and of the exponential function is unknown before the fitting, this could lead to an over-interpretation of the data.
Many H containing sample systems, especially disordered systems often show anomalous diffusion behaviour of the hydrogen dynamics. Sub-linear dependence of the mean square displacement of the proton has been observed. According to the introduction in the section 3.2.2, for such diffusion behaviour the high frequency wing of the scattering function could show a power law behaviour $\omega^{-(1+\alpha)}$. Fig. 6.6 shows the fitting results of the differential scattering function of 950 K and 1150 K at the momentum transfer of 1.0 Å$^{-1}$ by an power law function $h\omega^{-(1+\alpha)}$. The main advantage is that the fitting function does not need to be convoluted with the instrumental energy resolution function. The power law behaviour appears at large energy transfer and is thus not affected by the instrument resolution function. The fitting ranges were [0.3,2.1] meV for the positive half of the spectra (neutron energy gain) and [-1.7,-0.3] meV for the negative half of the spectra (neutron energy loss) which are both beyond the range of the instrument resolution function.

From the figure it can be seen that for both temperatures the power law can well describe the signal at large energy transfers. However, due the limit of the energy range the time exponent obtained from the fitting subjects to large errors. Furthermore, the approximation of $|w| \gg |f(q)\nu(\omega)|$ is not completely valid. Thus the Chudley-Elliott function $f(q)$ enters and the time exponent shows $q$ dependence at large momentum transfer. The $f(q)$ here cannot be revealed as like hydrogen diffusion in single crystal metal from the structure (e.g.: bcc or fcc). A good determination on the time exponent is therefore not feasible.

In the energy domain analysis the overlap of the elastic component and the (Fourier
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transformed) exponential component intensity cannot be easily resolved. In such case it is better to analysis the spectra in the time domain since the amplitudes of different components are separated in timescales. Nevertheless the analysis in energy domain on the high frequency wings of the spectra still indicates that there might be an anomalous diffusion behaviour of the proton.

6.2.2 Time domain analysis

The elastic contribution in the scattering function \( S(q, \omega) \) is represented in the intermediate scattering function \( S(q, t) \) as a constant at large timescale. Fig.6.7 shows a comparison between the intermediate scattering function of the proton signal in hydrous sodium trisilicate melt and the one of the sodium in sodium disilicate melt. The dynamics of proton in hydrous sodium trisilicate melt shows significant differences compared to that of the sodium in sodium disilicate melt. In sodium silicate melt the dynamics can be well described by a stretched exponential function with a stretched exponent around 0.75. In contrast the proton dynamics exhibits extreme stretching. If it is described by a stretched exponential function the stretching exponent would be extremely small which is unphysical.

It can also be noticed that the proton dynamics is not that fast as one would expected from the comparison with the sodium dynamics in sodium silicates. In sodium

---

**Figure 6.7:** Intermediate scattering function of different diffusing species in silicate melts at different temperatures. a) Proton signal in hydrous sodium trisilicate melt at 1150 K. The thin lines show the non-zero constant value at large time. b) Sodium signal in sodium disilicate melt at 1600 K. The scattering intensities \( b_q \) from Si-O matrix has been subtracted, from [KMKS06]. The decay of the scattering function represents sodium ion relaxation in the silicate melt, which can be described by a stretched exponential function.
disilicate when the contribution from the slow Si-O matrix is subtracted, sodium dynamics can be observed which decays completely to zero within a timescale up to about 30 ps at 1600 K. However, the proton dynamics still not fully decays to zero at a time round 20-25 ps at 1150 K, even with the contribution from the slow matrix is excluded via contrast variation. A notable non-zero constant $f^2(q)$ can be identified which is more pronounced at small momentum transfers where the dynamics is not that fast.

It is a question now what is the origin of this slow component in the proton dynamics. If one refers to water speciation in the hydrous silicate the slow component could be the molecular water. Thus, it could be that there exists different proton environments in the melt. However, it can be shown in the following section that with a detailed analysis of the $q$ and temperature dependence of the plateau value and the amplitude of the decay such cases can be excluded.

An extreme stretching of the intermediate scattering function indicates that it could be described with a logarithmic decay. Fig.6.8 shows the differential signal of the intermediate scattering function fitted with a logarithmic function and a constant plateau value $f^2(q)$ at large time. Here the pure incoherent signal of the proton is normalized to its $t = 0$ value $S(q,t = 0)$. The plateau value is first determined by fitting a constant at the time interval of 18-25 ps. This corresponds to the resolution function decays to 50%-30% of its initial value. The fitted logarithmic function is given by

$$S(q,t) = f^1(q) + h_q \ln(t/\tau_0)$$  

where $\tau_0$ is fixed at 3 ps. Thus the long time constant value $f^2(q)$ and the amplitude of the logarithmic decay $f^1(q)$ are independent of each other. It can be seen that the logarithmic function describes the scattering function quite well in this time interval. For even smaller time (less than 0.8 ps) the contribution of vibrational motion can become more significant.

Fig.6.9 shows the $q$ and temperature dependence of the amplitude of logarithmic decay $f^1(q)$ and the plateau value $f^2(q)$. It can be seen that the plateau value shows a rather smooth decay as a function of momentum transfer. The presence of slow molecular water dynamics can be hence exclude since otherwise the $f^2(q)$ would show oscillation at the momentum transfer around $q=1.0$ Å$^{-1}$ which represents the characteristic length scale in molecular water. Furthermore it is known that the concentration ratio between the hydroxyl and the molecular water changes as a function of temperature [BN03]. However, as shown in Fig.6.9b the difference between $f^1(q)$ and $f^2(q)$ is fairly independence of temperature. Thus, from our observation there is no evidence of different proton environments due to different water species which leads to different proton dynamics.
Figure 6.8: Intermediate scattering functions of the differential signal at different temperatures and momentum transfers. The scattering functions were fitted with a logarithmic function for the time range of 0.8-18 ps and a constant plateau value at 18-25 ps. For the fitting the $\tau_0$ in equation 6.2 is fixed at 3 ps in order to make the amplitude $f_1(q)$ and $f_2(q)$ be independent of each other.

Mode couple theory has predicted the intermediate scattering functions could show logarithmic decay behaviour when the systems have higher order glass transitions [GS89, FHL92]. Anomalous diffusion behaviour can be also found under such scenario. This is understood as a signature that in the system there are different competitive arrest mechanisms.

Such dynamic feature has been observed in molecular dynamic simulations for both sodium silicates [HKB02, VH06] and colloidal systems [MC06a, MC06b]. Generally systems exhibit such dynamics are mixtures of different particles with a sufficient large size disparity and of weak interactions. The arrest mechanisms of the small par-
Figure 6.9: $Q$ and temperature dependence of the amplitude of the logarithmic decay $f^1(q)$ and the constant value $f^2(q)$. a) Plateau value as a function of q, shown for two different temperatures. Values from the D$_2$O samples are shown as well for comparison which represent the melt structure. b) Temperature dependence of $f^1(q)$ and $f^2(q)$ at $q=1.2 \text{ Å}^{-1}$.

Figure 6.10: Momentum transfer and temperature dependence of the resulting fit parameters. Mode coupling theory predicts the $f^1(q)$ and $f^2(q)$ are smooth functions of momentum transfer which can be fitted with Gaussian function (thin lines). In $h_x(q)$ the thin lines are only guides for eyes.

ticles could be either caused by the large particles or by the complete system. Under certain conditions, a double glass transition can occur, where the small particles can still diffuse in the immobile glassy large particle matrix before the complete system frozen in. From the calculation of the mode coupling theory the $f^1(q)$ and $f^2(q)$ as well as the slope of the logarithmic decay $h_x$ show unique $q$ and temperature depen-
dence under such scenario. Our observations in the hydrous silicate melt have shown qualitatively similar features.

Another character in the dynamics of these systems is the decoupling of different correlation functions in timescales, often by orders of magnitude. Such feature has been observed here as well as in the hydrous (dry) sodium silicate melts that the dynamics of proton (sodium) are of orders of magnitude faster than the Si-O matrix.

It should be noted that till now such observation are mostly reported in the molecular dynamic computer simulations since a wide observation time windows is needed in order to make an ambiguous conclusion. Thus, investigations with larger timescales are necessary on the hydrous silicate melts to monitor how this plateau value in current time window decays finally to zero.

6.3 Deuterated sodium trisilicate melt

Fig.6.11 shows the measured spectra of deuterated sodium trisilicate melt with 10 mol% D$_2$O content for two different temperatures and momentum transfers. As it can be seen from the spectra, the D$_2$O samples show slower dynamics compared to the corresponding proton signals. The overall intensity is lower due the the smaller scattering cross sections but the second plateau value $f^2(q)$ is higher. It also exhibits a different $q$ dependence if one refers to Fig.6.9a. This is mainly due to the fact that in the D$_2$O containing samples, the signal is domainly coherent and contributed not only from the scattering on D$_2$O but also on sodium, silicon and oxygen atoms. It should be
noted that the mode coupling theory predicts a slower dynamics of the coherent correlator at some characteristics $q$ values in such system, for example in sodium silicate melts [HKB02, VH06]. However, such prediction cannot be directly verified here since the signal composes not only the coherent scattering from deuterium but also from the sodium and Si-O matrix.

### 6.4 Backscattering measurement

In order to measure at longer timescale a neutron backscattering experiment was performed. Prior to the high temperature and pressure experiment, a test measurement was conducted using a dummy cell same as the one used for TOFTOF test experiment with the original SPHERES setup (unchanged, so that small angle analyzers can be used). The test was done by measuring spectra of the empty cell, empty cell with a $\text{Al}_2\text{O}_3$ ceramic piece same as used for the furnace and the complete cell together with a hydrous NS3 sample. All measurements were performed at room temperature with a Doppler speed of 1.3 m/s. The spectra are shown in Fig. 6.12. A significant contribution from the sample to the signal can be still identified.

For the high temperature high pressure experiment one protonated sodium trisilicate sample was measured with 10 mol% total water content. A temperature scan was performed with the Doppler driver speed at 0.2 m/s, corresponding to a dynamic range of $\pm 1.32 \mu\text{eV}$, in order to observe the onset temperature of the dynamics. The sample was first heated up to 850 °C than cooled down to around 150 °C with a constant cooling rate of 1 °C/min. Spectra were recorded with an accumulation time of 3 minutes. The measured spectra were then integrated over the complete energy range to give the intensity. The intensity as a function of temperature is shown in Fig. 6.13.
Two trends can be identified in the figure. However, the high temperature trend is almost a constant and is very likely that it only represents the background level if one refers to the high temperature spectra in Fig. 6.14a. Therefore, an unambiguous transition temperature cannot be concluded.

The sample was measured then at two different temperatures of 750 K and 900 K, respectively. The measured spectra are shown in Fig. 6.14. Compared to the room temperature measurement a reduction in the elastic peak intensity can be seen. However due to the high background a quasielastic broadening cannot be quantitatively
resolved. The sample was measured as well at a slower Doppler driver velocity of 0.3 m/s to increase the neutron flux but this does not improve the situation very much.

In conclusion, although the high pressure high temperature conditions can be reached at SPHERES, due to the massive pressure cell which creates a high background a quasielastic broadening cannot be resolved in any spectrum.

### 6.5 Other silicate systems

Pure silica and albite samples with 10 mol% total water content were measured on TOFTOF spectrometer as well. Both systems are having significant higher viscosities compared to the hydrous sodium trisilicates if one refers to the glass transition temperatures of the dry systems (SiO2 ∼1500 K [Brü70], albite 1050 K [RPM+01]). Fig.6.15 shows the measured intermediate scattering function $S(q, t)$ of the hydrous silica and albite samples at room temperature and around 1250 K, respectively. The measured scattering functions remain nearly constant within the complete time window of the observation. Compared with the room temperature measurements, the spectra at elevated temperature have almost the same feature, only the absolute intensities are different. This indicates that the relaxation time of all the species in the system are larger than at least 25 ps. In albite system it should be noted that the addition of water does not speed up the sodium dynamics up to a relaxation time of 25 ps as well.

Figure 6.15: Measured intermediate scattering function $S(q, t)$ of the hydrous silica and albite melts. Within the time window of the observation the scattering function does not decay. Room temperature measurements are shown for comparison. It can be seen they are almost identical expect the difference in the absolute value.
The hydrous albite samples were measured with a refined energy resolution using an incoming neutron wavelength of 6.5 Å. Such setup gives access to relaxation time up to 70 ps. The measured spectra of the pure proton signal at the highest measured temperature of 1250 K and a hydrous sample at room temperature are shown in Fig. 6.16.

The measured spectra show basically the same behaviour like the spectra measured with lower energy resolution. Within the observation time window up to 70 ps the intermediate scattering function does not decay. Thus it can be concluded that the dynamics is not fast enough at this temperature to be investigated using the current instrument setup at TOFTOF.

![Figure 6.16: Measured intermediate scattering function of hydrous albite sample using the high resolution setup. Such setup gives access to a time window up to 70 ps. However by comparing the room temperature measurement with the highest temperature spectrum it can be concluded that there is no onset of observable dynamics in this time window.](image)

**Problems of further increase of the measurement temperature**

In this study the highest investigation temperature is 1273 K (1000 °C), used at the measurements of the hydrous silica sample. It will be certainly very interesting to observe the dynamics in silica system, since the results can direct clarify the role of the proton in silicates and to be compared with alkali oxides. However, no higher temperature measurement was performed, although the furnace in the pressure cell is capable to reach a temperature up to 1500 K and at higher temperature the dynamics in hydrous silica and albite melts might speed up to a measurable timescale of using the current instrument setup. This is mainly due to two considerations. First, increasing temperature of the furnace will increase the Nb cell temperature as well, which might lead to a reduction in the Nb strength and cause a failure of the cell. Second, increasing the temperature of the melt will increase as well the pressure which is needed to suppress water evaporation. It could happen that at higher temperatures the 200 MPa pressure is not sufficient and the sample will be foamed. Due to the tested pressure of 300 MPa...
a further increase of the operation pressure beyond 200 MPa is not allowed according to the safety margin constrain.

From the measurements here it can only be concluded that the lower boundary value for diffusion coefficients in these systems is on the order of $10^{-10}$ m$^2$s$^{-1}$ in the temperature range of this study, although the glass transition temperature of the samples has already be decreased by a factor of 2 by adding 10 mol% of water.
Chapter 7

Outlook

7.1 Neutron scattering experiments

According to the results of the measurements on hydrous sodium trisilicate melts it is necessary to explore a broader timescale in order to verify the double glass transition scenario predicted by mode coupling theory. Essentially the final decay behaviour of the plateau $f^2(q)$ to zero at large timescale is still missing, which is expected by the theory to be a stretched exponential decay.

To study the dynamics of such system the ideal conditions would be to have an instrument setup which has a fine resolution as well as a large dynamical range, which ensures an access to a large time window. At the time of writing this thesis, a proposal has been submitted for the application of beam time on the neutron backscattering spectrometer BASIS at the Oak Ridge National Laboratory. BASIS is chosen for the following reasons: 1) It is a spallation source based spectrometer located at SNS, an additional gain of neutron flux can be hence achieved for TOF kind instruments. 2) It is designed for high energy resolution as well as large energy and momentum transfer experiments by using a nearly backscattering geometry. For such setup the analyzers and the detectors are located at the same side of the sample. Thus, a gain in the accessible momentum transfer and neutron flux can be achieved, since the neutrons only pass the sample and its environment once. This is particularly helpful for the pressure cell design in this study since a complete access to all radial angles is not necessary. The drawback is of course the worse energy resolution compared to traditional exact backscattering geometry spectrometer. However, by using a nearly backscattering geometry (88°) an energy resolution as good as 2 $\mu$eV can be achieved which is still better than the time-of-flight type instrument and is sufficient to study the dynamics up to the order of ns.

Such experiment will allow the study of the final decay of the proton dynamics and gain more insight of the water species diffusion mechanisms. Also a comparison
with the prediction of the mode coupling theory is possible.

If the measurements on hydrous sodium trisilicate melt turn out to be successful, subsequent investigations can be performed on SiO$_2$ and albite systems as well. Hydrous SiO$_2$ system would be particular interesting since it is the simplest system and the results (especially the one of the D$_2$O containing samples) can be directly compared with the theory predictions on the coherent correlators as well.

### 7.2 Diffusion couple measurements

#### 7.2.1 Ex-situ experiments

Due to the limit of the instrumental energy resolution and the anomalous diffusion behaviour, a self diffusion coefficient of the proton in hydrous silicate melts is not available with the neutron scattering techniques. However, diffusion coefficients can be still measured with other techniques.

One of the primary methods to investigate diffusion is the diffusion couple experiment. In such experiments two specimens with different concentrations of diffusion species are put together under a certain temperature (as well as pressure) conditions which allows these species to diffuse. After reached the desired time of the diffusion, the experiment is stopped (normally by quenching) and the concentration profiles are examined usually via thin sections of the samples and diffusion coefficient can be obtained by Matano analysis.

In these measurements diffusions are studies on a macroscopic length and time scales. Typical diffusion distances are from $\mu$m up to cm range with a diffusion time in order of minutes to hours. Even very slow diffusions can be measured with such technique e.g.: [BS00].

It should be noted that in such experiments different diffusion coefficients can be measured. If the concentration of the diffusing species are different, the diffusion is driven by chemical potential gradient and the resulting diffusion coefficient is the chemical diffusion coefficient. If the chemical composition of the two diffusion couples are the same, only different isotopes of one (same) element are present in the initial samples, one measures the self diffusion coefficient of the element, which is often called tracer diffusion coefficient where the diffusion is driven by entropic forces. The tracer diffusion coefficient is comparable with the diffusion coefficients measured with neutron scattering techniques.

Diffusion couple technique has been widely used to study water diffusion in silicates on many compositions (e.g.: [ZS91, NB97], for a recent experiment see [Beh06]) and diffusion mechanisms and models are proposed (for review see [BN97, Zha99]). In
most of these experiments the initial (total) water concentrations in the two diffusion couples are different and therefore chemical diffusion coefficients are measured. However, such method can be applied to measure tracer diffusion coefficient as well using silicate diffusion couple samples having the same water content with $\text{H}_2\text{O}/\text{D}_2\text{O}$ and the results from such experiments can be compared with the neutron experiments results. Current sample preparation apparatus is already suitable for such studies without significant modifications since it provides a pressure up to 300 MPa and a quite homogenous temperature profile over the sample (see Fig.2.5b).

It is not easy to clarify the diffusion mechanisms with the diffusion couple experiment alone since the obtained results is an average over macroscopic scales and is hence effectively at one $q$ value. However, it provides as well important informations, for example whether the self diffusion coefficient is connected with melt viscosity according to the Einstein relation.

### 7.2.2 Neutron radiography

Combination of diffusion couple experiments and time-resolved radiography gives the possibilities of direct in-situ observation of diffusion processes. Such experiments have been already performed with X-ray radiography on metallic melts [GMMF06].

H is an ideal scatterer for neutron imaging owing to its large scattering cross section which can create a good contrast. Neutron radiography and tomography have been demonstrated to be a very useful tool for non-destructive imaging and time-resolved imaging can be used to study dynamic properties of the sample. For example, it has been applied to measure the viscosity of silicate melts using falling sphere method [BWK⁺01, KWHB03]. Perform diffusion couple experiments with $\text{H}_2\text{O}$/dry or $\text{H}_2\text{O}/\text{D}_2\text{O}$ samples to create contrast for neutrons imaging should be in principle possible using the current pressure cell setup and both chemical and self diffusion coefficients can be measured. However, to use such technique a major challenge would be to provide a homogenous and stable temperature profile over the complete sample under high pressure conditions.
Appendix A

Neutron scattering cross sections

Following table lists a number of elements which are present in the samples studied by this work. Coherent, incoherent and absorption cross sections are shown for each elements. The values are taken from [DL02] for bound nuclei. Values for absorption cross section correspond to that of the thermal neutrons (ν=2200 m/s, λ=1.8 Å).

<table>
<thead>
<tr>
<th>Ele.</th>
<th>σ\text{coh}</th>
<th>σ\text{inc}</th>
<th>σ\text{ab}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>1.495(4)</td>
<td>0.0082(6)</td>
<td>0.231(3)</td>
</tr>
<tr>
<td>H</td>
<td>1.7568(10)</td>
<td>80.26(6)</td>
<td>0.3326(7)</td>
</tr>
<tr>
<td>D</td>
<td>5.592(7)</td>
<td>2.05(3)</td>
<td>0.000519(7)</td>
</tr>
<tr>
<td>Na</td>
<td>1.66(2)</td>
<td>1.62(3)</td>
<td>0.530(5)</td>
</tr>
<tr>
<td>O</td>
<td>4.232(6)</td>
<td>0.000(8)</td>
<td>0.00019(2)</td>
</tr>
<tr>
<td>Si</td>
<td>2.163(10)</td>
<td>0.004(8)</td>
<td>0.171(3)</td>
</tr>
</tbody>
</table>

Table A.1: Neutron scattering cross sections for the elements which are present in the sample system of this study. Values are given in barn \(10^{-24} \text{cm}^2\).

The scattering cross sections for the different samples in the study are listed in the following table.

<table>
<thead>
<tr>
<th>Sample</th>
<th>σ\text{coh}</th>
<th>σ\text{inc}</th>
<th>Sample</th>
<th>σ\text{coh}</th>
<th>σ\text{inc}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS3+10mol% H\textsubscript{2}O</td>
<td>3.217</td>
<td>5.585</td>
<td>NS3+10mol% D\textsubscript{2}O</td>
<td>3.471</td>
<td>0.381</td>
</tr>
<tr>
<td>SiO\textsubscript{2}+10mol% H\textsubscript{2}O</td>
<td>3.446</td>
<td>5.352</td>
<td>SiO\textsubscript{2}+10mol% D\textsubscript{2}O</td>
<td>3.702</td>
<td>0.138</td>
</tr>
<tr>
<td>Albite+10mol% H\textsubscript{2}O</td>
<td>3.275</td>
<td>5.087</td>
<td>Albite+10mol% D\textsubscript{2}O</td>
<td>3.513</td>
<td>0.242</td>
</tr>
<tr>
<td>NS3 dry</td>
<td>3.286</td>
<td>0.271</td>
<td>Albite dry</td>
<td>3.346</td>
<td>0.127</td>
</tr>
</tbody>
</table>

Table A.2: Scattering cross sections (in barn) for samples used in this study. Note the difference between H\textsubscript{2}O and D\textsubscript{2}O containing samples.
Appendix B

List of neutron scattering experiments

Following tables list the neutron scattering experiments which have been performed during the time of this thesis and their basic setup. All hydrous samples have a total water content of 10 mol%.

**TOFTOF June 2007**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>RT</td>
<td>1 hr</td>
</tr>
<tr>
<td>empty cell</td>
<td>RT, 850-1250 K</td>
<td>11.5 hrs</td>
</tr>
<tr>
<td>NS3 + H₂O</td>
<td>RT, 850-1250 K</td>
<td>25 hrs</td>
</tr>
<tr>
<td>NS3 + &quot;D₂O&quot;¹</td>
<td>RT, 850-1250 K</td>
<td>11 hrs</td>
</tr>
<tr>
<td>NS3 dry</td>
<td>RT, 1050-1150 K</td>
<td>15 hrs</td>
</tr>
<tr>
<td>SiO₂ + H₂O</td>
<td>RT, 1150-1273 K</td>
<td>6 hrs</td>
</tr>
</tbody>
</table>

¹Sample exchanged with H₂O during the preparation.

**TOFTOF November 2007**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>RT</td>
<td>2 hrs</td>
</tr>
<tr>
<td>empty cell</td>
<td>RT, 850-1250 K</td>
<td>11 hrs</td>
</tr>
<tr>
<td>NS3 + D₂O</td>
<td>RT, 850-1150 K</td>
<td>37 hrs</td>
</tr>
<tr>
<td>Albite + H₂O</td>
<td>RT, 1250 K</td>
<td>14 hrs</td>
</tr>
<tr>
<td>Albite + D₂O</td>
<td>RT, 1250 K</td>
<td>2 hrs</td>
</tr>
<tr>
<td>Cd</td>
<td>RT</td>
<td>2 hrs</td>
</tr>
</tbody>
</table>
\( \lambda = 6.5 \text{ Å} \)
chopper speed 16,000 rpm
chopper ratio 4
High T/P cell

**SPHERES July 2008**

\( \lambda = 6.271 \text{ Å} \)
Si 111 monochromator
Doppler speed 0.2 m/s
-1.32 \( \mu \text{eV} \) < \( E \) < 1.32 \( \mu \text{eV} \)
temperature scan

\( \lambda = 6.271 \text{ Å} \)
Si 111 monochromator
Doppler speed 0.5 m/s
-3.3 \( \mu \text{eV} \) < \( E \) < 3.3 \( \mu \text{eV} \)

\( \lambda = 6.271 \text{ Å} \)
Si 111 monochromator
Doppler speed 0.3 m/s
-1.98 \( \mu \text{eV} \) < \( E \) < 1.98 \( \mu \text{eV} \)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>RT</td>
<td>2 hrs</td>
</tr>
<tr>
<td>empty cell</td>
<td>RT, 1250 K</td>
<td>3 hrs</td>
</tr>
<tr>
<td>Albite + H(_2)O</td>
<td>RT, 1250 K</td>
<td>17.5 hrs</td>
</tr>
<tr>
<td>Albite + D(_2)O</td>
<td>RT, 1250 K</td>
<td>6 hrs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS3 + H(_2)O</td>
<td>ramp RT-1150 K</td>
<td>2 hrs</td>
</tr>
<tr>
<td>NS3 + H(_2)O</td>
<td>ramp 1150-430 K</td>
<td>15 hrs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS3 + H(_2)O</td>
<td>RT</td>
<td>20 hrs</td>
</tr>
<tr>
<td>NS3 + H(_2)O</td>
<td>750 K</td>
<td>2.5 hrs</td>
</tr>
<tr>
<td>NS3 + H(_2)O</td>
<td>900 K</td>
<td>44 hrs</td>
</tr>
<tr>
<td>V (no cell)</td>
<td>RT</td>
<td>20 hrs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample</th>
<th>Temperature</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS3 + H(_2)O</td>
<td>750 K</td>
<td>20 hrs</td>
</tr>
</tbody>
</table>
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