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Chapter 1

Introduction

Integrated circuits (ICs) nowadays exist almost everywhere in our life, we areanstant
interaction with various kinds of IC products, from a cellbple in our pockets, or a digital TV
at home to a GPS satellite roaming in outer space. In the éasidecades, IC industry has
grown with astounding speed. According to the report fromdlobal semiconductor alliance
(GSA), semiconductor industry revenue totaled $8@illion in 2007, and the torrid growth is
expected to continue in the future. I1C industry is extrenagiyamic with the rapid development
in technology - today moving towards sub-45nm geometriestayond until physical limits.
The evaluation of the change on technology is well chareet@étyMoore’s law, which states
"that the number of transistors per chip will double everym@8nths” [Moo]. This dynamic
development has also prompted many incremental challeagesncreased circuit complexity,
high design cost and short time to market (TTM).

Combined with advances in deep sub-micron technologycoimes feasible to integrate hun-
dred million transistors operating concurrently on a snglonolithic substrate. Furthermore,
various functionalities are tend to be monolithically gv@ted on one chip, which is usually
called systems on a chip(SoC). A particular circuit is categorized as either digda ana-
log, depending on its intended application. Some examgdlekgaal circuits are digital sig-
nal processing (DSP) units, memories circuits and micrarotlers with embedded software,
while some examples of analog circuits are low noise ammifiw/band/high-pass filters,
phase-locked loops. Today, most SoCs consist of digitalearadog circuits, where they are
integrated together in a mixed-signal chip [KH1].

The design on digital and analog circuits are two differetd.aDigital circuits are compara-
tively insensitive to processes variation and operatingddmns. They consequently offer a
more robust behavior than their analog counterparts, adth@ften costing more power, more
area, low speed or other drawbacks. Digital circuit desgyaklistract from the physical de-
tails of the actual circuit implementation. A digital desiig a top-down process, starting from
circuit logic function definition, by means of behavioralsdaption based on hardware de-
scription languages (HDLSs), then automatic synthesisgate level, finally to physical layout.
Many maturecomputer-aided design(CAD) tools are provided by electrical design automa-
tion (EDA) vendors [Cada, Syn, Men] for digital circuit dgsi Compared to digital circuit with
discrete-time and discrete-quantity signals, analogitideals with continuous-time and value-
continuous signals. It makes analog circuits more diffitmlibstract the structural characteris-
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tics from the physical realization, and hence increasel®grkesign complexity. Moreover, the
performances of analog circuits are more sensitive to tiana during fabrication and opera-
tion than the performances of digital circuits. Except thedlv@stablishedpicelike simulators
(e.g. Eldo [Eld], Saber [Sab] and Spectre [Spe]), very fewDQAols are available for analog
design. Up to now, automatic analog synthesis and layolg tve still absent in today market.
In consequence, analog design is still a full-custom, mtdtative-phase, intensive-knowledge
and large portfolio of skills required task [AN96].

According to data from leading semiconductor manufactjrédre analog circuits in SoC are
estimated to account for just 2% of the total transistorstlyese circuits are 20% of the area,
40% of the design effort and 50% of the re-spins. Hence, atigadranalog circuit tends to be
a bottleneck for design, implementation, verification, amdration to manufacturing for the
overall SoC design, as seen in Fig. 1.1 [Cad02].

100%
90% @ digital
80%
70%
60%
50%
40%
30%

20% |
0% I |

Transistors Area Effort Re-spins

B analog

Figure 1.1: Digital versus analog design in SoC [Cad02]

The IC capacity has grown 58% per year, while the rate of ptwdty increase is only 21%
annually, which results in an ever-widening design progiigtgap [Ass]. An efficient way
to close the gap is to use more advanced CAD tools not onlyifptati design but also for
analog design. Recently, some automatic sizing tools falogcircuit have been introduced in
industrial branch, such as WiCkeD [Wic] or Neolinear [Nebpwever these tools can handle
only small analog circuits, e.g. operation amplifier (OP AMPhe scale of analog circuits
becomes larger, moreover digital circuits are often mixed the analog environment. This
kind of circuit is calledlarge-scale analog/mixed-signal circuiAn efficient and fast design
flow usually becomes the key idea for commercial CAD toolssThesis will address already
well-established and upcoming design methods for analegits. An efficient design flow is
proposed in order to realize a hierarchical optimizatioocpss of large-scale analog/mixed-
signal circuits.
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1.1 Motivation

1.1.1 Indispensable Analog Integrated Circuits

Although analog functionality will be replaced gradually thgital computation, e.g. DSP in
place of analog filtering, there are still some typical fumas that will always remain analog
implementation [GROO]. Let’s take a transmitter and a negrein wireless communication
system as the example here.

The wireless communication is principally based on the agapion of analog signals in our real
world. Digital-to-analog converter (DAC) and analog-tigrithl converter (ADC) are the bridges
between the real world and the digital domain, as shown in ER[Raz97]. In the transmitter
path, the digital signal from baseband processor is firgitwerted to analog signal through
the DAC block. Subsequently, the analog signal is carried fwedefined high frequenty
which is generated by a phase-locked loop (PLL). Then théogrgignal will be amplified
by a power amplifier (PA) so that the signal can drive an oetsidtenna without too much
distortion. In the receiver path, a low-noise amplifier (LN#&in charge of filtering out the noise
of the received analog signal. Another PLL provides a loggérency (i.e. baseband-frequency)
carrier which mixes together with the filtered signal to tlesdband frequency. This down-
converted analog signal is proceeded into the basebandgsocthrough the subsequent ADC
block. Moreover, either analog or digital circuits reqistable biases (supply voltages/currents)
for their operation, which are provided by analog circuitg),. generators and charge pumps.

antenna - . ) antenna

Wi Il
Transmitter analog Receiver
signal
digital DAC PA ADC digital
signal high-freq low-freq; signal

Baseband oSy QAR Baseband
Processoy PLL @ PLL @ Processoy

Bia %‘

Figure 1.2: Analog circuits in wireless communication system

It is obvious that analog circuits are indispensable todegnodern electronic systems. The
mentioned above analog circuits, e.g. DAC/ADC and PLL, aseally the vital organ in
telecommunication, automotive and many others applinatioActually, more sophisticated
analog circuits facilitate the subsequent baseband psaed make circuits more efficiently
communicate with the real world.

* For example in UMTS wireless system, uplink frequency ban@920-1980MHz and downlink frequency
is 2110-2170MHz, while in GMS system, uplink frequency b&890-915MHz and downlink frequency is
935-960MHz [Mis04].
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1.1.2 Challenges in Design & Optimization of Analog Circuit S

"Analog design is a process of choosing the correct subgmraimeters to optimize, a choice
that’s highly dependent on the sophisticated knowledgelang years of experience of the

analog circuit designer." [Wil]. Compared to the digitaucderpart, analog design has always
been a more involved process. In principle, the distinctlehges in analog domain stem from

the following unique aspects of analog circuits.

The progress of IC technology is mainly presented by thenklmy of device sizes and the
lessened supply voltages. On the one hand, analog cire@nefibfrom the reduction of device
sizes like digital circuits. The circuits become smallastér and more power efficient. On the
other hand, analog circuits suffer from scaled-down deyiceduced supply voltages, electronic
noises and other factors. The smaller the devices are,ripetlaeir mismatch is. As the supply
voltage goes down, analog designers face more difficultiestd less voltage headroom. For
instance in a standard cascode current mirror structueegdlrent mirror has to operate in a
certain voltage range to provide the desirable propertiggler the condition of a low supply
voltage, the precise current mirror might be degraded daa tosufficient voltage headroom.
Moreover, parasitic effects (e.g. gate/wire capacitaciwss talk, etc.) are more significant with
the shrinking device dimension. Analog designers havek®itato account these effects during
schematic design phase in advance, whereas some effectse qgumantified only after their
physical layout. At the worst case, some unknown parasiteces could result in undesired
effects, e.g. latch-up phenomenon or large leakage cstrent

As the transistor length decreases fronpurhdn the 1970s to 45nm today, the impact of process
variation on analog performance becomes more significantlayl; analog designers have to
evaluate circuit performances at all process cornersadsi€at one normal corner. The process
variations involve not only global/local process parameebeit also operation conditions (supply
voltages, temperatureProcess corner analysiand Monte-Carlo analysisare used to verify
the validity of circuit performance. Hence, many more siatioins are needed for analog circuit
verification than digital circuit verification.

Regardless of analog circuit or digital circuit, it alwayssts the conflicting relationship among
performances. Power, speed and area are the typical perfioss of digital circuit. Besides
the three performances, analog performances have manyfanore: e.g. DC gain, gain band-
width, phase margin and supply/substrate noise rejeatidrequency domain, slew rate, lock-
ing time, propagation delay and jitter in time domain. Argpdlesigners face more complex and
elusive trade-off optimization problems in analog desilylareover, the total design freedom
in analog circuit is much bigger than that in digital cirgwatthough the design parameters of
analog circuit are often interdependent. In case that grmatouits are designed manually, ex-
perienced designers usually size circuit with the help biéifbbs table”. Fig. 1.3(b) [TMGO02]
shows an example of a design “thumbs table” for a two-staggDSMDP AMP shown in
Fig. 1.3(a). Four OP AMP’s performances, i.e. slew rate (SBlfage gain (DC gain), phase
margin (PM) and gain-bandwidth product (GBW) are listeaifrieft to right in the table. Four
design parameters, i.e. differential-pair bias curréntqompensation capacitandg.) and in-

put differential-pair transistor’s widti{) are the dominant design parameters, which are listed
from top to bottom in the table. For instance, when DC gain BNtdare less than their re-
spective specifications, there is only one way to increase tfalues simultaneously, i.e. by
decreasing the value of At the same time, the values of SR and of GBW have to be obderve
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so as to keep meeting their specifications too. It is obvibasthe optimization task becomes
too difficult for designers to comprehend with the incregsimmber of design parameters and

of circuit performances taken into account.

I Design Effects on perforamnces
parameters

M3 M4 . 7 A
TR _ 14 |(sR ><DCfa@< PM ) (GBW )

S sl o GoemeoE
Vbias ! | A A
o “./:_5,' |\;||-7: wh [ sr )(pc gain)( P\lll\/l ) (eBw)

(@) (b)
Figure 1.3: (a) Two-stage OP AMP (b) its “thumbs models” [TMGO02]

1.1.3 Analog Bottleneck

"While analog and digital system performance increase reaptially over time, microproces-
sor performance increased more than a thousandfold cothpatie an increasing of only 10
times for ADCs" [BM04]. Fig. 1.4 shows the ever-widening dagiween the relative perfor-
mance of microprocessors and that of ADC over the last decddee SoC'’s performances are

increasingly mainly limited by their analog circuits, ngttheir digital part.

Q 10,000
&
% 1,000 leadup MIPS
S (2x/1.5 years 150x
o 100 ADC
g 10 (2x/4.7 years). Y
T
o
1 |
1987 1991 1995 1999 2003

year

Figure 1.4: Relative performance of analog and digital circuits overgiBMO04]

The analog bottleneck is caused not only by the difficultied ehallenges of analog circuits
themselves, but also by the lack of CAD tools on analog disclihe design automation degree
is much more developed on digital circuits than on analogudis, which presents on various



1 Introduction

aspects, e.g. optimization algorithms on circuit desiga layout, standard function models,
etc. A comprehensive standard libraries are available ésighers and these standard digital
cells can be easily incorporated into each design, whild am@og circuits are often essentially
full-custom design every time. The automatic digital sysilk tools are utilized throughout the
whole digital design flow, whereas only few specific analogigie tools can be applied. Up to
now, a general analog synthesis tool doesn't exist "duedadrdtmendous variability in analog
circuits, devices and processes"” [Wil]. Furthermore, thal@/mixed-signal circuits bring a
new challenge to the traditional analog CAD tools. H®pmecelike numerical simulators are
still applied to simulate the large analog/mixed-signatuits, but it takes too much computer
time. As the scale of circuits becomes larger and larger,somgle simulation could last over
hours or days, which designer cannot endure. Recently, smwanced circuit simulators,
e.g. NanoSim [Syn], are developed for analog, digital angentisignal circuit simulation.
Such simulators can provide much faster simulations thaditional analog simulators with
acceptable decrease of simulation accuracy.

1.2 State of the Art

Though fully automatic synthesis on analog circuit is ndtaxailable today, research on analog
synthesis has developed in many directions over the paatdsc In this section, a top-down
design flow on analog design is briefly described at first. Thdmerarchical design methodol-

ogy is introduced for large and complex analog designs.rAffiat, various kinds of automatic

sizing methods for analog design are classified. Finallg, itwain optimization strategies for

large-scale analog/mixed-signal circuits are discussed,flat and hierarchical optimization

methodologies. Moreover, performance space exploratethoads, which are capable of com-
putation on the performance capability of circuits, ar® aismmarized here.

1.2.1 Analog/Mixed Signal Design Flow

A top-down analog/mixed-signal design process is adddae§&R00], as shown in Fig. 1.5(a).
It mainly consists of seven design steps, which are listddlbsvs.

1. Conceptual Design where product concept is developed regards to marketiqgires
ments. Overall information on specifications and functiies are gathered.

2. System Designwhere the product concept transfers to an actual design Slgstem archi-
tecture is designed here. Functionalities are defined tteimgnt by software or hardware.

3. Architectural Design, where the whole system is partitioned into analog and aligiib-
blocks. System functionality can be firstly verified at thiesge by using behavioral function
models. The models can be described in C, MATLAB or HDLs.

4. Cell Design where the analog circuits are detailed implemented acugtd the specific
requirements. The tasks include proper circuit topologdgci®mn, device sizing and circuit
verification. More details are discussed in Sec. 1.2.2.
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(b) detailed design processes on an analog circuit



1 Introduction

5. Cell Layout, where each device symbol in circuit schematic are tragdletto their geo-
metric shapes in circuit layout. The layout is a multi-lap&acement of metal, oxide and
other semiconduct materials.

6. System Layout where all subblocks (including analog and digital cirspdre well placed
and routed together. Chip area, less IR drop on supply regtigtion of sensitive circuits
from noise sources and other issues have to be considered her

7. Fabrication and Testing, where IC chips are eventually produced through certain pho
tolithography processes on silicon substrate. After ttion, testing is performed to prove
product functionality. Products are sorted to sell acaggdo their qualities respectively.

The above seven steps can be classified into two categorgss iL-4 are referred to as the
frontenddesign process, while items 5-7 are referred to adb#doekenddesign process. From
item 1 to item 7, it is an idedbrward progress However there exists rarely a pure forward
progress in analog design. In fact, extensive simulatiows\alidation steps are required to
detect potential problems. If the design fails to meet thgeiarequirementhbacktracking or
redesignprocesses are needed to revise the failure design stejgs thesis, the sizing process
of the cell design is the mostly focused topic.

1.2.2 Design Process on Analog Circuits

As analog circuits become larger and more complex, prevdemarchical design method-
ology has been introduced in many of the emerging experiahaartalog CAD systems
[HRC89, DGS 96, dPDL"01, CSVMO03]. For the design of a large-scale analog/mixgdad
circuit such as phase-locked loops or data converters, tiodeveircuit is typically decomposed
into smaller building blocks, and the hierarchical decosifpen goes forward until a level is
reached to a physical implementation, i.e. circuit (trstws) level. For design on each analog
block, the design steps can be described as the followipg stéhich are shown in Fig. 1.5(b):

e Circuit Specification: The specifications of each building block are derived fromittitial
system specifications. Examples of circuit specificatiamstie minimum DC gain, the
minimum slew rate, the minimum bandwidth of an OP AMP.

e Topology Selection/Generation: Based on the specification requirements, designers
choose a suitable circuit topology based on a set of alreadwk alternative topologies.
As the requirements become more demanding, new circuitdgpes may need to be cre-
ated.

e Circuit Sizing: Actual values are assigned to the design parameters ofrthet@lements,
such as transistor dimensions, resistance, capacitamttestance and bias voltage and cur-
rent. The goal of circuit sizing is to find a set of design pagters so that the circuit can
provide the circuit performances which fulfill the predetirspecification values.

e Schematic/RCX Evaluation: Performances of the sized circuit are evaluated by nunierica
simulation. A schematic simulation is a pre-layout evatmatwhile a RCX simulation is
a post-layout evaluation. Compared to a schematic nedli®CX netlist includes more
parasitic data, e.g. resistance and capacitance on wieesugled capacitance between
wires, etc. Hence the RCX evaluation validates circuit granances more accurate than
the schematic evaluation but at the cost of simulation time.
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From circuit specification to circuit sizing, it is a multerations process. The device para-
meters have to be repeated to tune till the specificationsaisfied. If the selected circuit
topology is not able to meet the given specifications, thauditopology need to be reselected
or regenerated. The layout of analog circuit has to be impteed correctly so that the cir-
cuit with layout parasitic effects can still fulfill its spécation. All presented simulation and
optimization results throughout this work are obtained dyesnatic evaluation.

1.2.3 Automatic Sizing Method on Analog Circuits

If the device values are sized, the circuit performancesuarguely determined. Hence, an
optimization process of circuit performances can be reteto a circuit sizing process. In other
words, a performance optimization process can be regaglad automatic sizing process with
the predefined circuit specification. Since the design patars mostly outnumber the perfor-
mances, which results in an underconstrained problem wahynadegrees of design freedom,
the inverse mapping from circuit performances to desigamaters is usually not unique and
also unknown. Basically, there are two methods to solve thae way is th&knowledge-based
sizingoptimization approach by exploiting analog design knogkednd heuristics. The other
way is theoptimization-based sizingpproach by interpreting the sizing process as an mathe-
matical optimization problem.

1.2.3.1 Knowledge-Based Sizing Approaches

In case of manual design on analog circuit, designers doesad to find out the exact values
of device parameters immediately, but rather search fauititopology modifications, a set
of pivotal device parameters and their right change dioastthat mostly determine the circuit
performances. Then, designers have to modify design paeasrend simulate the circuit sev-
eral times until circuit provides the desirable propertiBise “thumbs table” gives designers an
initial idea of how to adjust the device parameters to apgrdhe specification, but not precise.
Compared to the qualitative “thumbs table” analysis, a nopi@ntitative analysis is to use "de-
sign equation", in which circuit performances are formedids a function of device parameters.
For example, a well known design equation for the open-loGpgain of the two-stage CMOS
OP AMP shown in Fig. 1.3(a) can be expressed as

gMv19Mve

A= . 1.1
(9dsv1 +9dsva)(gdsue +9dsu7) 1)

wheregmis the transconductance agdsis the output transconductance of MOSFET respec-
tively. The expression gives a clear insight into which dragnal parameters of devices
predominantly determine the DC gain in this OP AMP structmd how designers can tune
devices to meet the certain specification. In the automaiiagsdesign flow, these design equa-
tions are reformulated in a reverse way so that the desiganpzters can be calculated for a set
of given performance requirements. The reformulated égpsiare calledlesign plans The
knowledge-based optimization approach is illustratedign E.6. For a circuit topology under
design, specific heuristic design knowledge (includinggtesquations and design strategies)
is acquired and programmed explicitly in some certain caepexecutable forms. Through
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executing design plans during the analog synthesis, thgrdparameters can be automatically
sized for a given set of input specifications.

Previously, device models are very simple which includdy éew device parameters. With
the low complexity, design equations can be created by thereenced analog designers. As
the dimension of MOSFET scales down to sub-100nm today, @ reomprehensive BSIM
(Berkeley Short-channel IGFET Modél)s used to accurately reflect the transistor’s behavior.
Consequently, it is difficult to manually extract the eqaasi between circuit performances and
device parameters. RecentBymbolic analysisnethods [GWS94, WF&5, FRV96] enable
the automatic extraction of design equations on some armalogjts. "A symbolic simulator is

a computer tool that takes as input an ordinapi¢etype) netlist and returns as output (simpli-
fied) analytic expressions for the requested circuit nétviianctions in terms of the symbolic
representations of the frequency variable and (some ofjitbeit elements”" [GWS94].

Manual execution on
Specification . — Sizes
design plan

Figure 1.6: Knowledge-based optimization approaches

In the development process of automatic synthesis on araiagt, the knowledge-based siz-
ing approach is the first generation and some tools came iatkenin the mid to late 1980s,
e.g. IDAC [DND87], OASYS [HRC89], BLADES [TP89], ISAID [TMS, MT95]. However,
the knowledge-based approaches suffer from several disgatyes. First, it is very difficult
to accurately formalize the circuit behavior. Even symbalnalysis can only handle with the
limited kinds of performance on the special circuits. Thplaation of this synthesis method
is restricted basically on the circuits whose design plaes@ailable. Second, the design plans
have to be updated when the process technology developsainooid generation to the next
new one. And it is also very distrustful whether the desigmagipns in the old technology are
still valid for the new technology. The updating of desigmiatipns costs many manual efforts
and time consuming. Third, the optimization results arbtiigdependent on the quality of the
design equations. Its accuracy is normally lower than thahe simulation-based approach.
Forth, procedural knowledge is also required to generasggdeplans, to handle failure and
to backtrack, where many acquisition processes have to Ineatip conducted. The overall
overhead costs much more than the cost by using direct desegs [Hja03]. In summary,
the coverage range of the knowledge-based optimizatioroapp was found "to be too small
for the real-life industrial practice and therefore thegpraaches failed in the commercial mar-
ketplace" [GR0OO]. Moreover, the knowledge-based sizingr@gch is not a real optimization
process in strict sense.

t "BSIM model is a physics-based, accurate, scalable, ramgspredictive MOSFET SPICE model for circuit
simulation and CMOS technology development.” [BSI]
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1.2.3.2 Optimization-Based Sizing Approaches

In order to make the sizing tools more flexible and extendimievarious kinds of analog cir-
cuits, the optimization-based sizing strategy was deweglop this kind of approach the design
result is determined by a numerical optimization algoritihstead of design plans. Some spe-
cial numerical algorithms are used to implicitly solve tinakpg design freedom and to optimize
the circuit performances under the given specification ttamgs. An optimization-based siz-
ing approach consists of two main enginegtimization enginend performance evaluation
engine illustrated in Fig. 1.7. According to the method used forfpenance evaluation, two
subcategories can be distinguisheduation-base@pproach andimulation-base@pproach.
According to the numerical algorithm for optimization pess, two subcategories can also be
distinguisheddeterministicandstochastic

Optimization engine

Specification (Deterministic/Stochastic Sizes
Design Circuit
parameter performances

Performance evaluation engin
(Equation-/Simulation-based)

Figure 1.7: "Simulation-in-a-loop"-based optimization approaches

Equation-Based Approach means that the circuit performance is evaluated by a set-of an
alytic design equations. The equations can be derived niignaay. OPASYN [KSpG90]
and STAIC [HEL92], or by using symbolic analyzers, e.g. ANEJHPDL"01,dPGS02]. In
general, the big advantage of these analytic equationis fist evaluation time. Recently,
it has been shown that the designs of OP AMPs in [HBL98] and<Pibl{CPH"03] "can be
formulated as a posynominal convex optimization probleat ttan be solved by using geo-
metric programming techniques, producing a close-by ¢ustdesign in an extremely efficient
way" [AHO6]. The optimization time can be reduced to minubeseconds. However, these
analytic equations still have to be derived with big manu&dre The accuracy of perfor-
mance prediction depends strongly on the quality of theydicatéquations. Moreover, some
circuit characteristics (e.g. transient responses) dfieudt to accurately represent by analytic
equations, and the current symbolic analysis methods ¢dramalle most circuit’s large-signal
properties yet.

Simulation-Based Approach means that the circuit performance is evaluated directignfr
a spicelike simulator. With improving computer power and advahceimerical algorithms
in recent years, the idea of simulation-based approach ghREhich comes from about

11
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40 years before, becomes really practical and more popaotkytin analog synthesis, e.g.
DELIGHT.SPICE [WRSVT88], FRIDGE [MPVARVH94], ANACONDA [RR"00], MAEL-
STROM [KPRC99]. These methods perform some forms of full atoal simulations to eval-
uate the circuit’s performance in the optimization loop.n@p@ared to the equation-based ap-
proach, a big advantage of the simulation-based approablatishe preparative effort is very
low and there exists no issue on performance valuation. Tdr& ¥r designers is only to set
up the proper testbenches, which define the real working<@mwent of circuits and the post-
processing for the performance extraction. As long as tleeiitiperformance can be extracted
from the simulation, the setup for optimization can be aqgolished in a short time usually.
The performance prediction by usisgicelike simulators is the most accurate, since precise
device models, e.g. BSIM3 or BSIM4, are applied. The maiwbexk of the simulation-
based approach is the long evaluation time, as performaaloes/are extracted directly from
circuit-level simulation and the simulation is execute@ath optimization loop.

Deterministic/Stochastic Optimization differs on the applied mathematical algorithm for
optimization process. The optimization engine determihesgjuality of the optimization results

and the execution time of the optimization process. Nurakdeterministic techniques are
mostly based on gradient information and can find a solutica short time. Sometimes, due
to the nonlinear properties of analog circuit these optatan methods might stuck in a local
optimum. To avoid a local optimum, stochastic approachedamly sample on the objective
function with a certain probability and can provide a globptimum at the price of a large

number of performance evaluations.

According to the above-mentioned methods on the performawaluation and on the opti-
mization algorithm, the simulation-based approaches fimnliteratures can be categorized as
follows:

Table 1.1: Classification of automatic sizing tools

| Equation-based | Simulation-based
Deterministic || OPASYN [KSpG90]| DELIGHT.SPICE [WRSVT88]
optimization STAIC [HEL92] | MAELSTROM [KPRC99]

GPCAD [HBL98] | WiCkeD [AEGPOO]

AMGIE_A [dPDL*01] ASF [KPH01]

Speed [CHC 05]

Stochastic OPTIMAN [GWS90] | FRIDGE  [MPVARVH94]
optimization | AMGIE [dPDL™01,dPGS02] ASTRX/OBLX  [ORC96]

DONALD [DLG 98] ANACONDA [PKR*00]

1.2.4 Optimization Methodology for Large-Scale Analog Cir  cuits
1.2.4.1 Flat Optimization Methodology

In flat methodology, the whole design is attacked at once drtbsign parameters are treated
at the same time. During the design of a large-scale anaiggdisignal circuit, e.g. PLL or

12
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A/D converter, sizing of all transistors at once will resinlta design problem too complex to
solve. Furthermore, it will take also too long runtime foe imulation-based sizing methods.
Although, a fast performance estimator (equation-basetuation) and a special algorithm
which is capable of handling many design variables, can ritadat optimization realizable
in the acceptable time cost, such as posynominal functidh geometric programming for
A/D converters in [Her02, LWTO05] and PLLs in [CPH03]. However, the aforementioned
disadvantages accompany with the flat optimization: biguaaeffort for the equation building
and the preparation process, less accuracy of the optionzasult and the limited application
range.

1.2.4.2 Hierarchical Optimization Methodology

The idea of hierarchy is widely adopted nowadays in analoguiti design. For example
in [VCD™96], a complex video driver system has been divided intokisfdsmall analog func-
tion blocks, e.g. A/D converter, PLL, digital interface, ism are relatively easier to design
individually. Starting with the initial system specificatis, an optimization process at the top
level determines each target specification of the next ldexexl design blocks. Through the
same way, the hierarchical optimization processes proaagball the devices at the lowest
level of the hierarchy are sized. If any building block is fedsible or the specification cannot
be fulfilled at the current hierarchical level, the optintiaa process at the next higher-level
has to be re-conducted to get the new circuit specificatiorsahitecture. The transfer from
the initial system requirements to the block specificatisnalso known agonstraint trans-
formation The key for a successful hierarchical design process ifritdlg comply with the
top-down constraint-driven (TDCD) rules [CC@7].

In order to avoid the design iterations, bottom-up charaagon techniques are introduced into
the hierarchical sizing approach in [HS96, K@D, BGV"04, BNSV06]. Recently, a bottom-
up characterization approach, i.performance space exploratigRSE) becomes a hot topic
in academic region. PSE has been considered as a key to ai¢raechical design process
based on the following two aspects. First, PSE makes it plest realize an automatic se-
lection of circuit topology, as PSE methods can computeglpective performance ranges of
each circuit topology. It is easy to quantitatively comptimem and to select the best one for
the given requirements. Second, it provides the achievadat®rmance space of lower-level
and prevents the sizing on higher-level from producing regoents that cannot be achieved
by lower-level realization. Many kinds of PSE approaches @eveloped and applied to a
board range of design problems. Some are more customizedttorccircuit types, for exam-
ple [HMBL99] for LC oscillator and [Her02, BGHO04] for A/D caerter, and some are more
general in [SGO03, SGA03, SGA04]. According to the realmatiechnique, three subcate-
gories can be distinguishethtermediate performance modeling g support vector machines
in [BJS03, BGV'04], stochastic optimizatiotechniques in [SG03, EMG05, SCP05], ahet
terministic optimizatiortechniques in [SG03, SGA03, SGA04]. In the stochastictdates-
tic optimization techniques, the performance values altg &valuated by circuit simulation,
while in the intermediate performance modeling, perforogavalues are from simulation and
estimation. Based on PSE method, a successful hierar¢balown optimization process is
realizable on various large-scale analog/mixed-sigmaliiis, for example [BNSV05, ES®6]

for A/D converts and [TVRMO04,ZMGSO06] for PLLs.
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1.3 Obijectives of the Work

The goal of this thesis is to construct an effective and efficoptimization methodology for
large-scale analog/mixed-signal circuits. The optimaratnethodology is intended to tackle
today’s analog bottleneck. There are two popular strasege flat and hierarchical optimiza-
tion methodology. Which of the two methodologies is bettertainly depends on the targeted
application. This thesis follows the hierarchical strgtéy the following reasons:

¢ Re-use of building blocks (also in system classes) may lereas

e The clear distinction between system requirements andlibgHblock requirements en-
ables a deeper insight into the complex trade-offs in anmactere design process.

e Different building-block implementations can easily beastigated.

The top-down propagation of performance specification feowhole system to each building
block is the key task in hierarchical design. How to definec#mation for each building
block is the main challenge for manual design. A too stringeecification could overload the
design of the building block, while a too loose specificattmuld result in the whole circuit
performance out of the original specification. An optimiaatbased automatic sizing method
is applied at system level to find a good combination of théyperances of each building block.
Additionally, performance space exploration is used torguoige that the optimized values of
design parameters at the higher level can be achieved bgwee-level circuit realization.

In order to achieve more flexibility, more accuracy and maeagality with low manual effort,
the simulation-basegerformance evaluation method is adopted in automatiagiprocess
and performance space exploration process as well. Acapidi [RSA99], the behavior of a
circuit is usually well natured as long as it works in the egtrregion of operation. Hence,
the correspondindeterministionethods are applied in both processes respectively, i twde
keep the execution time in reasonable limits. In summatsgraulation-in-a-loop" -based hi-
erarchical optimization methodology will be proposed in this thesis. By applyingpheposed
methodology to some experimental circuits, e.g. PLLs andutators, the following detailed
objectives are achieved within this thesis and these waekpablished in papers below.

e A first-time-successful top-down sizing process is realizavithout iteration redesign
steps [ZMG 05,ZMGS06, GZMS07,ZMGS07a].

e Hierarchical optimization of a large-scale analog/misaghal circuit is accomplished in
reasonable time cost. To meet different performance spatidns in various applications,
the circuit resizing process can be quickly finished [ZMGSRBMS07, ZMGSO07b].

e The detailed insight into the capability of the building ¢ks and the whole circuit system
as well can be obtained by respective Pareto-optimal fremiputation [ZMGSO07b].

e Based on the nominal Pareto-optimal front, the circuit@aniance can be maximized/min-
imized considering the capability of its building blocksad®d on the worst-case-aware
Pareto-optimal front, the actual optimized performanceiezavith a yield of the circuit
after fabrication is obtained, where the impact of the itee fluctuations of statistical
parameters and the variation of operation parameters asdsyed [ZMGS07a].

This thesis is organized as follows: Chapter 2 introduces awtomatic design methods for
analog design, i.e. automatic sizing method and perforeapace exploration. Chapter 3
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proposes a comprehensive hierarchical optimization naetlogy on large-scale analog/mixed-
signal circuits. And the practical applications of the pyepd methodology are presented on
charge-pump phase-locked loops in Chapter 4 and on swaphettor sigma-delta modulators
in Chapter 5. Chapter 6 summarizes the main topics discussbi thesis. Appendix A lists
the sizing rules for CMOS design. Appendix B shows the sydwml modeling of theA
Modulator in Simulink. Appendix C presents the relatiopshetween phase noise and jitter
and explains how to extract jitter performance from phassenanalysis. Appendix D lists the
system-level modeling of the charge-pump phase-lockeplilo®erilog-A.
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Chapter 2

Automatic Design Methods on Analog
Circuits

This chapter introduces two automatic design methodsaugmatic sizing method and per-
formance space exploration, which are important compa@tthe later proposed hierarchical
optimization methodology. The two design processes wilfdsenalized mathematically and
the corresponding terminology and fundamental conceptdeclared.

2.1 Automatic Circuit Sizing

Analog circuit sizing is usually referred to the determioaton sizes of the circuit elements.
Automatic sizing methods intend to automatically assigndavice sizes according to the pre-
defined circuit specification, and the sized circuit's perfance can eventually achieve the
target values. Let’s take a standard current-mode-logML(Dblock in Fig. 2.1 to explain the
corresponding basic knowledge of analog design.

2.1.1 Circuit Parameters

For a fixed topology and process technology, the circuit @riypis determined by itsircuit
parametergSS88]. The circuit parameters are comprised of three tgpparameters:

e Design parameters/ectord®, are sole designable circuit parameters, whose valuesecan b
chosen explicitly by designers. Typical design paramet&SMOS circuits are channel
widths/lengths of transistors (W/L) such 9§,1/5/3/Lg/1/2/3 for MO-M3 in Fig. 2.1, as
well as the values of capacitors (C) and of resistors (R).

e Statistical parametersvectors, present the inevitable fluctuations in the manufacturing
process. Typical statistical parameters are oxide thigsige and threshold voltag#;, of
transistors. These parameters are beyond the control @ndes and are generally not
shown in the circuit schematic.

* In this thesis, regular lower case letters denote scalantd Bwer case letters denote vectors. Bold capitals
letters are matrices.
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Figure 2.1: Schematic of a current-mode-logic(CML) cell

e Operational parameterss/ector, take into account the variability of the operating condi-
tions, such as ambient temperature (T), supply voltage (V&2 bias current §). The
ranges of the operational parameters are given as part apeafications and cannot be
controlled by designers. For example, the outside temperagries from -25C to 115C
and the supply voltage varies from 1.0V to 1.2V.

The circuit parameters can be expressed as [Sch04]

d € R design parameters
circuit parameters=¢ s € R statistical parameters (2.1)
0 € R" operational parameters.

2.1.2 Circuit Performances and Evaluation

Circuit performancesvectorf, characterize the behavior of a circuit. The performandes o
analog circuitf are dependent not only on its own circuit realization (i.e:cust topology,
device model and design parameters) but also its corresmpgeration environment (e.g.
stimuli, output loads). The flow of a simulation-based perfance evaluation is briefly shown
in Fig. 2.2. The start point is the testbench setup for the ItBESign under test) block. The
testbench should represent the real operation environmvhith characterizes the DUT’s prop-
erties under the practical working conditions. For examal€ML cell acts as the DUT. An-
other CML cell is inserted between the outside stimuli arelDJT, so that the DUT can get
a more real input signal (slew rate, input capacitance.efmnyl another CML cell acts as the
real load for the DUT. Then, the netlist of this testbenchis input of the numericakpice
like) simulators. During the numerical operation processje voltages and branch currents
are calculated based on Kirchhoff's rules and with the hélpeoative numerical integration
methods. Their values construct a raw simulation data b&ikally, the circuit behavior is
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Figure 2.2: Simulation-based performance evaluation

determined by means of circuit simulation and the perforcearalues can be extracted through
postprocessing.

Analog design normally consists of two strategieminal DesigrandRobust Design

Nominal Design  focuses only on how to adjust design paramedershile statistical parame-
terss and operational parameteédsre assigned to the fixed values (mean value normally). For
a given circuit realization (i.e. topology and technologyg the corresponding testbench, the
performance evaluatiom,on maps the circuit design parametero the circuit performances
f:

f — mn0m<d), f E Rnf. (22)

Robust Design  intends to design circuits more robust against the inelatahriations on
process and environment, while nominal design aims at agtignthe various performances at
the same time under one certain process corner and envirmrmmedition. The performance
evaluationm,q, maps the circuit design parametelsstatistical parametersand operational
parameter$ to the circuit performancds

f - mrob(d,s,e>, f c Rnf. (2.3)

Since the impact of the process variation during manufaxjyrocess and operation environ-
ment is much more significant on analog circuits than on aligitcuits, analog designers have
to do many more simulations in order to acquire a comprekienssight of the circuit perfor-
mance.Process corner analysis popular for verification circuit on various technical ners,
which includes not only the variation of device process, &g process corners for NNPMOS
(TT, FF, SS, FS, SB), high or low passive resistance and capacitance, but tietica of tem-
perature and bias voltage/current as well. Fig. 2.3 shoafsthie delay of each CML cell in

t TT: Typical NMOS & Typical PMOS; FF:Fast NMOS & Fast PMOS; S$ow NMOS & Slow PMOS;
FS: Fast NMOS & Slow PMOS; SF: Slow NMOS & Fast PMOS.
Additionally, the variation range is also defined for eacbogss, e.g..Bo TT or 3.00 FF.
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Fig. 2.1 varies with a 72 selected technical corners (whsamiy a subset of the whole techni-
cal corners). The waveforms in the lower figure are the inpdttae output signals. The middle
figure shows the delay values between input and output Sigiiahe 72 corners. The upper
figure shows the histogram of the delays.
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Figure 2.3: Delay variation of CMLvs. process corners

Actually in simulation-based performance evaluation, &opns 2.2 and 2.3 are referred to the
same mapping process, but the values, 6fare different between in nominal design and in
robust design. Throughout this thesis, the mapping froudipparameters to circuit perfor-
mances is simplified tb= m(*), where * representd in nominal design case and represents
d,s, 6 in robust design, respectively.

2.1.3 Circuit Specifications and Yield Estimation

Any design should have its targets or requirements. Thegaresnents on circuit performances
f are called circuit specifications. For example, lower dpEationsf) or/and upper specifica-
tionsf, exist for performances i.e.

f>f or/and f<fy. (2.4)

The circuit performances often suffer from the inevitalslegess fluctuation and the variation of
operation condition. Although circuits are sized to meefrthequirements in nominal design,
some performances of the fabricated circuits lie out of fhecHication unfortunately. Such as
the delay of the CML in Fig. 2.3, the delay of CML is designed@0ps at the nominal case.
However the delay value varies from case to case and somgsdelaeed the upper and the
lower limits at some corners.
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Monte Carlo (MC) analysiss the most popular way to estimate yield of ICs before finia si
con tape-out. Device models include global process varigfrom wafer to wafer) and local
process variation (from die to die in a wafer). For each vemmaof parameter, a statistical
model is used to describe its value distribution. Accordmghe practical number of the sta-
tistical parameters in circuits, sufficient simulationsofisands or even many more) are run
for the statistical collection. A random generator deritfes actual values for these statistical
parameters from their models, as shown in Fig. 2.4. The peeoces of all simulations are
measured and then asserted whether they pass or fail tleeifisptions. Finally, the yield can

be estimated by
number of pass Npass

~ number of simulation Nsum~100% (2.:5)
statistical distribution o$ fi<f Y= Npass
S Nsum
NSUm
M“H 2 statistical simulations
ol .
il H‘H =] 5
S] ‘ l-’.
fail pass

Figure 2.4: Yield estimation by means of MC analysis

Since yield estimation by means of MC analysis is based ohulge simulation cost, academic
branch tries to develop other efficient ways to estimatedyiglue. Worst-Case Analysis
[Gra93] is much quick method and with less simulation cogticl will be discussed in the
Sec. 3.5.

The overall yieldYsymfor all performances$is defined as the cut set of all individual parametric
yield Yz,

Youm < min(Yy,Yo,...,Yi,...), 1=1....ns. (2.6)
For example, although the partial yield\f is 99.9%, the maximal overall yieldl can be only
68%, because the smallest partial yield is 68% of performdpclt can also be known from
this table, that we have to take care of each partial yieldvefyesubblocks in the whole system
design. It would be useless to maximize only partial yieldh&t cost of hurting other partial
yield.

Table 2.1: Overall yield versus partial yield
Performanceg f; fo f3 f4 f4 | Overall
Yield 99.9% | 68% | 90% | 96% | 76% | 68%

2.1.4 Automatic Sizing Process

Since sole the design parametdrsan be determined by designers, the sizing process men-
tioned in the remainder part of the thesis only refers to thmg on the design parameters
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d. An automatic sizing process can be interpreted as an gtian task, which intends to
minimize the difference between the circuit performarfcée. m(d), and the predefined spec-
ificationsfspecby tuning the design parametetsexpressed as

nzjinHm(d>_fsped| — dgptv f,spec:m( gpt)- (2.7)

wheredgpt are the optimized results of the design parameters. Theimgppocess from circuit
specifications to design parameters is not unique in mattiesiace the design parameters usu-
ally outnumber the performances. In case of only considgrerformance specifications, the
mathematical optimizer for automatic sizing process caguoarantee physically meaningful
circuit realization, e.g. transistor working out of satiea. This kind of malfunction doesn’t
influence the circuit performance at nominal case, but asee the sensitivity of the perfor-
mance to process variation, environment variation andendis guarantee the automatic sizing
results in the technically meaningful regions, sizing suier CMOS technology are proposed
in [GZEAO1].

2.1.4.1 Sizing Rules

As each analog circuit builds on some elementary transpsorblocks, e.g. current mirror,
level shifter or differential stage, the performance of Wigle analog circuit is crucially de-
pendent on the operation of these elementary blocks. Inr dodé&ulfill the desired analog
function, most of these elementary structures have tovicdlome particulasizing ruleg(struc-
tural constraints), e.g. transistor’s matching or satonatonditions. Hence, a successful and
more reliable automatic sizing process can be reformulased

Without loss of generalityg(d) > 0 represents all fulfilled sizing rules, which are the adxiél
constraints for the mathematic optimization.

For a given circuit topology, aautomaticsetup of the sizing rules are presented in [GZEAO1,
MSGO3]. It consists of two main steps. First, circuit substures are identified bottom-up in a
hierarchical fashion as described in Tab. A.1 in AppendiXS&cond, based on the recognized
structures, the corresponding sizing rules are assigniéetmdividual transistors. Such as the
CML circuitin Fig. 2.1, it is consisted of three structuremlents: a resistance load pair (R1 &
R2), an NMOS differential input pair (M3 & M4) and a current NO% source (M2). M2 and
M1 form a NMOS current mirror together. According to the desmanual of [mun], all sizing
rules for the three structure elements are listed in Tab.AsZan be seen from this table, these
sizing rules can be classified into three categories [Ste@3hown in Tab. 2.3.

e Geometric & Electrical
Geometrical sizing rules directly relate to the geometdomension of devices, e.g. width
and length of transistors. Electrical sizing rules checktlibr devices work in the expected
region. At the current development stage, electrical rineslve only circuits’ DC simu-
lation, which calculates the static state of the circuite DC voltages and currents are the
initial state for nonlinear devices which work in AC (frequoy) domain, and in large-signal
(time) domain. The electrical sizing rules by means of DCudation are not sufficient for
circuits which work in transient operation.
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2.1 Automatic Circuit Sizing
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2 Automatic Design Methods on Analog Circuits

e Function & Robustness
Functional sizing rules guarantee the elementary strestto operate the desired analog
functions, e.g. M1 & M2 working in saturation for current mar operation. Robustness
sizing rules define the design margin in order to decreasedhsitivity of analog perfor-
mance due to the variation of process and of operation dondite.g. the minimal length-
/width/area. The margin values in Tab. 2.2 are closely dégeton technology process.

e Equality & Inequality
Equality sizing rules state that the design parameters sawvee values or differ only by a
constant factor. In general, the equality relationshig&only for the geometric quantities,
e.g. L1 = L2 in NMOS current mirror. Inequality sizing rules state thepapor lower
bounds of the electrical or geometric circuit quantitieg, &ps1 > Ves1— Vin1 for M1 in
saturation.

Table 2.3: Classification of the sizing rules on CML in Tab. 2.2
RulesNo. [ 1 [ 2]3]4[5]6]7][8]9]10]11][12[183]14[15]16[17[ 18] 19] 20 21 ]

Geometrlc * * * * * * * * * * * * * * *
Electrical * * * * * %
Function * * * * * *

Robustness| * | * o N I I B * * * * * * * *
Equal |ty * * * * * * * * * * * * * * * * * *
Inequa“ty * * * * * * * * * * * * * * * *

2.1.4.2 Automatic Sizing Flow

The design flow of a simulation-based automatic sizing meade briefly shown in Fig. 2.5.
The starting point of the automatic sizing flow is the cird¢apiology in schematic including the
corresponding testbenches. By using the graphical imterfag. Virtuoso schematic editor of
Cadence [Cada], the circuit netlist can be generated andrbaifded tospicelike simulator.
By means of circuit simulation, the circuit behavior can leetmined, including the circuit
DC operation points, i.e. node voltages and branch curré@gsmall-signal) performances,
e.g. DC gain and phase margin, and transient (large-sige&iprmances, e.g. delay and slew
rate. The geometric sizing rules are configured accorditiggt@ircuit netlist, and the electrical
sizing rules are evaluated by means of the DC simulations.

The performances to be optimized and their correspondiagifsgations are the inputs of the
cost-function (objective-function) generator. With thelhof mathematical optimization al-

gorithm, circuit optimizer can find a set of design paransetdter several optimization loops.
The obtained circuit performances can fulfill their speaeifiens. The cost function and the
optimization method have big effect on the time cost of tlzengi process and the quality of
the final results. Although the cost functions appearingi@@g circuit are nonlinear with po-

tential local minimum, experimental results show that teeedmninistic method performs well,

e.g. sequential quadratic programming (SQP) algorithmaéaeptable amount of the starting
points result in good solutions while the optimization tileekept in a reasonable cost. The
detailed realizations of cost functions and optimizatilgoathms are beyond the scope of this
thesis.
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2.2 Performance Space Exploration

The design parameters are the variables of the optimizafioa upper and/or lower bounds of
the design parameters should be predefined. For examplmjiti@al and the maximal limits
of transistor dimensions are set to avoid any unrealistysigial implementation.

In the simulation-based automatic sizing method, circarfgrmances need to be newly eval-
uated in each optimization loop, so a mass of simulationseayeired. In order to accelerate
the sizing process, the simulation tasks can be distribotgd a cluster of workstations and
be executed in parallel. A master machine is in charge oécbiig the simulation results and
controls the optimization process.

The automatic sizing method provides an automatic mappimegss from circuit specifications
to design parameters. Currently, the simulation-baseshaatic sizing method is successfully
applied to some analog circuits, e.g. OP AMP design, whass sire less than 20-30 devices
and the self performance evaluations (simulations) ate fas

2.2 Performance Space Exploration

As we know, circuit simulation provides an automatic maggnocess from design parameters
to circuit performances. Compared to the mapping from orsggdepoint to one performance
point, performance space exploration (PSE) intends to fiedwhole feasible performance
space for a given circuit topology and process technology.

2.2.1 Feasible Parameter Space

There exists geometric limitations for each device, i.e ltdwer or/and the upper bounds for
length/width of devices. For example in 110nm CMOS procesBriology, the smallest physi-
cal channel lengthi(»in) of CMOS is 110nm. Generally in analog design, the minimadjtas

of transistors are set at leasR* Lmin, While the maximal bounds for length and width prevent
the devices from excessively large. Fenumber design parameters, the initial design parame-
ter space is ag-dimension parameter space. Each geometrical point imitialiwhole space
can be mathematically interpreted as a vector of desigmpateasd € R". In practice, the
sizing rules in Sec. 2.1.4.1 separate the whole design sptacevo nonoverlapping subspaces:
one parameter subspace where the associated sizing releskated ¢(d) < 0) and the other
parameter subspace where the sizing rules are satisfidfd X 0). The subspace, where all
sizing rules are fulfilled, is calleféasible parameter space c R™, i.e.

» ={d|c(d) >0}, c(d)eRY deR". (2.9)

Fig. 2.6 illustrates the feasible parameter spader R?.

To decrease the optimization complexity, less design bbetaare wanted. Through equality
sizing rules, the explicitly algebraic relationships of ttorrelated design parameters are known.
In consequence, the dimension of the design space can leadedralgebraically. It is worthy
to mention that only the reduced design parameters aredmmesi throughout this thesis. With
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2 Automatic Design Methods on Analog Circuits
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2.2 Performance Space Exploration

the reduced design parameters, all inequality sizing redesbe reformulated agd) > 0, a
single nonlinear vector inequality interprets the comboreof all the sizing rules

cd)>0= V q(d) >0 (2.10)
ie{1,..,q}

whereq is the total number of sizing rules and the indelenotes thé-th entry of the vector.

2.2.2 Feasible Performance Space

Based on the feasible parameter spageahe feasible performance spagec R™ can be ob-
tained from the mappinm(-), which expressed as

F={f|f=m({d)Adepn}, deop = c(d)>0. (2.11)

Each feasible parameter vectbcan generate a performance value. The wiedsible perfor-
mance spacean be obtained by means of pointwise simulation. Howewerntany simula-
tions are needed to find the whole rangerafit would be more effective to search only for the
boundary offF , a7, instead of the entirg . It is worth noting thato# is not the mapping of
the boundary ofb, dp, generally.

d, fa
A
oD o0F

/\ /

»d; »f;

Figure 2.7: Feasible performance spage

The knowledge of the feasible performance space is extyenselful for designers [Ste05]:

e For a given technology and circuit topology, the feasiblggrenance space presents the
circuit ultimate capabilities without violating any siginules. Various circuit topologies
can be easily compared with each other. The advantagessaudl/dntages of each topology
can be accurately evaluated by the comparison on theiblegserformance spaces.

e Feasible performance space offers a whole insight into itlceit performance, while tra-
ditional optimization method generates only one optimiz=alilt. Hence, analog designers
have more overview on the circuit capability, and can deditedy select an compromised
optimal result among the conflicting performances.

e In a hierarchical design process on a large-scale analggdsignal circuit, feasible perfor-
mance space can be taken as the additional design corsti@irthe higher-level design.
Considering the performance capability of the lower-lesietuit can avoid any iteration
steps, e.g. redefinition on specifications of subblock.
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2 Automatic Design Methods on Analog Circuits

2.2.3 Performance Space Exploration

The goal of performance space exploration (PSE) is to findsarg#ion of # in the perfor-
mance space. In Equation 2.11, the feasible performana® gpas coupled to the feasible
parameter spac®. Since the performances,... f, to be optimized are usually competing
with each others, circuit sizing becomes a multi-objectigémization problem [LTZ79] over
the design parametet under salification with certain sizing rule$d) > 0, mathematically
expressed as

ml(d)
mdaxf £m(d) £ : st. ¢(d)>0 = d,f"=m(d"). (2.12)
my(d)

In practice, it is rarely possible to find a set of design pastars that can improve all perfor-
mances simultaneously. A trade-off situation mostly os@among performances, where one
performance is improved at the cost of other performancéss ghenomenon introduces the
concept ofPareto OptimalityfHM79, LTZ79]. A set of performancef, is considered more
optimal than a set di,, if f; dominatedy, i.e.

fa-fhe V (fai =>fbi) A = (fai > o). (2.13)
ie{l,..,n} ied{l,..,n}

A Pareto optimal point is a set of performanéésw/hich is not dominated by any other $efll

of the Pareto optimal points compose dPareto-optimal fronbf the performance. Generally,
the points on the Pareto-optimal front are also cadifidient pointsA 2D Pareto-optimal front

for the two performance$; and f; is shown in Fig. 2.8. The shaded area shows the feasible
performance space.

Performance space exploration is a computationally expemsocess. Under the compro-
mise between accuracy and time cost, a deterministic PSBoahet.e. Normal-Boundary
Intersection (NBI) method is adopted in this thesis. NBI noekis fit for high accuracy and
low-dimensional performance exploration.

2.2.3.1 Normal-Boundary Intersection

The Normal-Boundary Intersection in [SGAOQ3] is a two-stepgess. In the first step, the
individual maxima (IM)f{", where the individual performandg shows its global maximd,
are determined by maximizing the following objective fuootop ;:

i = m(d t. d>0 i=1,...
mdaX{olM,. mi(d)] st. cd)>0, i=1,..n; (2.14)The
= d°, f"=m(d"), fi=m(d").
IM build up the matrixF:
F=[f1 - fql (2.15)

¥ Optimization is formulated as maximization. Minimizatioan be included by maximization of the negative
values.
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2.3 Summary

fo Pareto-optimal front

>

F %E f]_*
fy

Figure 2.8: Normal boundary intersection [SGAOQ3]

It is easy to know that these global maxima are the boundantgof the Pareto-optimal front.
And the efficient points should locate between these IMs.uA®sa polyhedrors connects
with the individual IMs as its corner points. The key idea &INs to search for efficient points
by starting from the points oA and going along the linag, which are perpendicular ta and
direct away from origin. If the respective portion @ is convex, the search results in Pareto-
optimal points. Moreover, when the starting points are Bvdistributed overs, the found
efficient points are also well-placed on the Pareto-optineait. In fact, the searching direction
IS not necessary to be exactly perpendiculartoThe quasi-normal vectaris calculated by

n="f+ - +f. (2.16)
The efficient points are the best performance set of theituwader satisfying the sizing rules:

FTJ(;\IX)\ st. F-w+A-n=1(d) Ac(d) >0, (2.17)

wherew is the set of weights = [wyw,---wj]T and

wj=1 and w; >0 for jel,..J (2.18)

M-

J

Fig. 2.8 illustrates the method for = 2 andJ = 3. The pointd=-w lie on the connecting line
of the individual minima in the 2D case.

2.3 Summary

In this chapter, two automatic design methods for analoggddsave been described, i.e. the
top-down automatic sizing process and the bottom-up padace space exploration.
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2 Automatic Design Methods on Analog Circuits

For automatic sizing process, the sizing rules are useceteept the automatically sized circuits
from senseless results. The design flow of the simulati@@th@automatic sizing method are
discussed. Since performance evaluation is by means aiiteiewvel simulation, this method is
feasible only for small analog circuit design currently.

For performance space exploration, [SGA03, SG03, Her03®GMSGS05] focus on how
to efficiently and accurately perform PSE by means of stedisbr deterministic, simulation-
based or equation-based methods. A normal-boundary eatsva method is applied in this
thesis to generate Pareto-optimal fronts.

In the next chapter, how to embed both analog design metimbolshe proposed hierarchical
optimization process will be introduced.
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Chapter 3

Proposed Hierarchical Optimization
Methodology

For a large-scale analog/mixed-signal circuit, a compmsive hierarchical optimization
methodology is proposed in this thesis. Both analog desigthods discussed in Chapter 2,
i.e. automatic sizing process and performance space etigoy are well integrated in this
methodology. The details of the design flow are describelighchapter.

First of all, let we discuss why hierarchical optimizatiogess is needed and a flat simulation-
based optimization method is not feasible for a large-saabog/mixed signal circuit. The
main reasons are the following two factors:

e Time cost: A circuit-level simulation on large-scale analog/mixedrsl circuit by using
numerical simulator is a huge time-consuming process. vtk known that higher simu-
lation accuracy is achieved by setting smaller step sizeimerical simulators. Although
the accuracy requirements (i.e. step size in the simulagtup) could be different for each
block, so long as all blocks are simulated together, thestapof the numerical simulator
has to be set small enough to provide an accurate evaluatitimonvhole circuit. Hence,
the common step size is configured as the cut set of all ind@tigtep sizes. Why does a
single transient simulation (large-signal analysis) ofhage-locked loop last hours or days?
Let’s have a look at one example in Fig 3.1, the states (velagirrents) of the blockSP
andPFD need to be updated every 20ps and 30ps respectively. Hovilegerommon step
size of the simulation has to be smaller than 8ps becausetiaairate of the blockCO
is 8ps. Consequently, many computations on the bl&¢K3 andCP are redundant, which
results in more computing cost and longer simulation time.

e Optimization complexityThe design space and the optimization complexity increases
ponentially with the number of design parameters. If alickkbare simultaneously opti-
mized at once, the optimization complexity will become eriely high due to the large
number of design parameters.
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3 Proposed Hierarchical Optimization Methodology

-H-H-H—H—H—H' Teommon = Min (T1,T2,T3)

VCOo 1:=30ps  PFD
|
I

[ e I |
L [

T1 =20p3 CP T2
|
I

Figure 3.1: Step sizes in numerical simulation
3.1 Hierarchical Top-Down Circuit Sizing

Traditional bottom-up sizing method is not efficient for thesign of a complex analog/mixed-
signal circuit. One of the most common problem is failure teetthe initial system require-
ment, which is usually caused by the loose definition of dmations for building blocks. A
hierarchical top-down sizing method is adopted to addi@ssdsue. The basic idea is that the
whole system is partitioned into subsystems, which ardéurtiecomposed into smaller func-
tion blocks. Based on the initial requirements on the whp#tesn, the respective specifications
of each subsystem are first derived by the high-level dedigen, each function block is built
in order to fulfill the subsystem requirements. Finallyatts of system are integrated together
and are verified with respect to the original requirements.

The definition of the each hierarchical level is closed deleenon the design system and its
complexity. The number of hierarchical level could be thoeeven more. In this thesis, only
two design-levels are considered in hierarchy. Fig 3.2 shawwo-level hierarchical decom-
position of an analog/mixed-signal system, i.e. systerallaxd circuit level. At the top of the
hierarchy, the entire system performance can be expressed a

f=[f, f2, fa, ..]T. (3.1)

System-Level Parameters ~ The entire system is partitioned into= A, B, ... building blocks.
The performances af building block, which do have effect on the system perforoesn are
noted ap/ . The whole system-level parameters can be expressed as

p=[pPa P ' (3.2)

System-Level Simulation ~ The system-level simulation provides a mapping of the syste
level parameters onto the system performanges> f. The simulation on system level runs
on behavioral models, which represent circuit functionpeaal languages instead of the de-
tailed device models. Normally, the simulation based orabseinal models is very fast, so the
simulation-based automatic sizing method is feasible stesy-level design.
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3.1 Hierarchical Top-Down Circuit Sizing

Automatic Sizing on System Level System performances are optimized subject to system-
level constraints by sizing of the system-level paramgiers

maxf st. c(p)>0 _
p (3.3) with
= Popt fopt= m(popt>7

c(p) ={cs(p) =0 A Cp(Pa) =0, a=AB,...}. (3.4)

The system-level constraintp) includes two aspects: 1) the necessary design constramnts f
system itselfcs(p) > 0, e.g. system stability criterion; 2) a pure top-down refieat of speci-
fications may easily produce overambitious block speciboatif the performance capabilities
of the underlying analog circuit implementations are nkéteinto account. Consequently, low-
level physical effects have to be propagated bottom-up.ystesn-level sizing, it is necessary
to have a description of the performance capabilities ottih functional blockep, (pg) > 0.

Circuit-Level Parameters At the circuit level, parameters such as transistor dinmssire-
sistance, capacitance, inductance and bias voltagetane assigned to the design parameters
of a building block at circuit level, expressed as

Xo = Wi, L1, Wb, Lo, ...,C,R Ibias .. ] T (3.5)

Circuit-Level Simulation Circuit simulation provides a mapping of the circuit-leysra-
meters onto the circuit-level performances, i.e. the sydevel parametersxy — Py, =
A, B,...,Z. Normally, the simulation of each building block is very tfaso the simulation-
based automatic sizing method is feasible on circuit-ldesign of each building block.

Automatic Sizing on Circuit Level The optimized values of system-level parameters, i.e.
Popt: &re propagated to the performance specifications of tikewel. These specifications are
achieved by the final circuit-level resuligy:. The automatic sizing process arbuilding block
can be formulated as

rgin||m(xa)—popt|| St. Cx,(Xa) >0, a=AB,... 6
o 3.6
= Xopt, Popt= M(Xopt)-

Cx, (Xa) > Ois the circuit-level sizing constraints. The automatzirgj processes for all building
blocks can be executed in parallel.

In the hierarchical sizing process, we start with systenctifipations, follow the top-down
propagation of the specifications, and end up with a fullgdizircuit implementation on cir-
cuit level. Since the performance capabilities of the ulyitey analog physic implementations
are already taken into account, a first-time-successfutltiygn sizing process can be realized
consequently.
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3 Proposed Hierarchical Optimization Methodology

Whole Circuit
f = [fl, f2, f3, ey f]]

Figure 3.2: Hierarchical sizing of a large-scale analog/mixed-sigmaiit

3.2 Pareto-Optimal Front in Hierarchical Optimization

Performance space exploration (PSE) transforms techivalogpnstraints bottom-up into fea-
sible performance spaces. Therefore, the feasible redisgstem-level parameters,, i.e.
Cp, (Py) = 0 can be defined by PSE method @rblock. Since PSE is a computationally ex-
pensive process, is it really necessary to know the entar@liée region of circuit performances
for the optimization at system level? Most of current PSEhods are proposed to find the
Pareto-optimal front instead of the entire feasible regibmpractice, Pareto-optimal front is
sufficient for the system-level optimization.

In analog circuits, a circuit performance has normally tranotone relationship with one de-
sign parameter. For example in Fig. 1.3(a), DC gain becomgel with a larger width of
the input NMOS, slew rate increases with the increasing tisieent or with the decreasing
compensation capacitance. The performances of PLLs int€hdpand of A/D converters
in Chapter 5 satisfy the monotone relationship with thesigle parameters. To simplify the-
ory analysis, a two-dimensional design space (x1,x2) and a maximization problem with a
two-dimension objective spade= (f1(x1,X2), f2(X1,%2)) are taken here as an example. Sup-
pose there exists a dominated pdixi, x5) in design parameter space, which contributes to an
efficient point on the Pareto-optimal front in the objectsgace. However, this assumption
conflicts with the essential definition of the Pareto-optifnant. For the point(x{,x5), there
exists a pointxj, x5), whosex; dominates<. It results in

-x o = h0ag) - GG A fa(q,%) - F204G,5%5)

3.7
—0G.5) - 106.59). &0

Or there exists a poir(i3, x5), whosex; dominatesd, it results in
X=X = f1(X,%5) = (X0, %5) A fo(X],%5) = fa(x],%5) (3.8)

—106.) - T06.9).

Therefore, for a dominated design pokitand the corresponding performarfCethere exists
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3.3 Behavioral Modeling

definitely a dominating point* and its corresponding dominating performanicesn the hier-
archical design, the circuit-level performances are usedkesign variables at the system level.
Hence, an optimal system-level performance should be geteby the design points lying on
the Pareto-optimal front of the circuit level. This is caohent with the conclusion in [EMGO5].
A lower-level solution moving towards its Pareto-optim@alrit should result in a movement of
its corresponding higher-level solution towards the higbeel Pareto-optimal front, as visual-
ized in Fig. 3.3. According to the conclusion, the systemel@arameterp, can be restricted
on the Pareto-optimal front @f block during the system-level optimization.

4 System
Pareto-optimal front |- -

\4

feasible region

Block A Block B BlockC = Block a

Figure 3.3: Pareto-optimal fronts in hierarchical optimization

3.3 Behavioral Modeling

By using a numerical simulator, circuit-level simulatioased on the BSIM device model is
accurate but requires huge computational time cost, wikictoi practical for the optimization
process. As the number of design parameters and the conyaéanalog/mixed signal circuits
continue to increase, circuit-level simulation is and wiihtinue to be a critical issue for de-
signers. An alternative to the circuit-level simulatiomma efficientbehavior-level simulation
is becoming popular and gradually accepted by analog desgrBehavior-level simulation
usesbehavioral models"that reflect the terminal characteristics of functionalimed by cir-
cuits rather than the circuit level (transistor-level)alistof the circuit " [CPH94].

Behavioral models can be applied not only to bottom-up \eatifon process but also to top-
down design process. Atthe beginning design phase of atmgle analog/mixed signal circuit,
it is more efficient and economical to use behavior-levelutations to check design concepts
and to explore several system architectures, instead @rtaidng the detailed final circuit real-
ization. At the final design phase, behavioral models caimooigly reduce the verification time.
This thesis focuses on the application of behavioral moutethe top-down design process.
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3 Proposed Hierarchical Optimization Methodology

Should the behavioral model exactly or approximately regnéthe electronic functions of the
circuit? A compromised decision has to be made between atroolcost and model accu-
racy. On the one hand, behavioral model describes a cinendtionality with relatively few
components, making simulation much faster. On the othed hamehavioral model includes
more secondary circuit effects, presenting more accunatgitbehavior but making simulation
slower. To achieve a good balance between computationakeitly and performance accuracy,
the proper CAD tools are required which well cooperate withltehavioral models. Two most
popular modeling methods in analog/mixed-signal desigrbaefly described in the following.

3.3.1 Modeling in Hardware Description Languages

Hardware description languages (HDLs) are programminguages designed to describe the
behavior of physical devices and processes. Behavioraklmaouritten in various kinds of
HDLs have their corresponding suitable simulators. Twoedisignal hardware description
languages, VHDL-AMS [VHD] and Verilog-AMS [Vera] are dewged for high-level verifica-
tion* on large-scale analog/mixed-signal systems. The comaié¢odls used are the Advance-
MS simulator from Mentor Graphics [Men] for VHDL-AMS and t&MS Simulator from
Cadence Design Systems [Cada] for Verilog-AMS. As indiddig their names, both mixed-
signal simulators and HDLs can applied not only on digiteduits but analog circuits as well.
The simulators are capable of simulation on pure circwéllsimulations, or on pure behavior-
level simulations, or on mixed-level simulation (some l®are circuit realization, while oth-
ers are behavioral modules). Both digital and analog dedigre the same design environment
and flow, which provides a straight-forward method to usealignal models and improves
design efficiencies. VHDL-AMS and Verilog-AMS describe qolex continuous analog sys-
tems in form of differential algebraic equations (DAES),ig¢thenables numerical simulators
to evaluate the behavioral models like the usual device modedditionally, they inherit the
event-driven capability from digital simulator enginesiallow analog event-driven models for
analog simulation [CB99].

A VHDL-AMS model consists of one entity and one or more amtitires, as shown in
Fig 3.4(a). Theentity specifies the interface of the model to the outside circuiténcludes
the description of the model ports (the input/output pirat ttonnect to other models) and
the definition of its generic parameters. Fig 3.4(b) showsoderof an ideal OP AMP with
slew-rate limiting. There are two inputs (plus_in, minug_and one output (vout). VHDL-
AMS introducesguantityto represent the unknown variables in the DAEs. ahehitecture
contains the detailed implementation of the model, whiah lcave three different styles: 1)
Structure style is a description on the netlist connectmfrtbe elementary models. 2) Behav-
ioral style is a transformation description from inputs tdgputs by means afoncurrent state-
mentsor/andsimultaneous statement®) A style combines structural and behavioral elements.
Simultaneous statements describe the continuous behayidifferential algebraic equations.
Concurrent statements describe event-driven behavigrscencurrent signal assignment and
process assignments like digital modeling. More detailgdDL-AMS modeling can be found
in [CB99, APTO2].

* "Itis important to recognize that the AMS languages are pritpfor verification. Unlike the digital languages,
the AMS languages will not be used for synthesis in the faabke future because the only synthesis that is
available for analog circuit is very narrowly focused" [KHT1].
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3.3 Behavioral Modeling

y 4 Library ieee_proposed;
use ieee_poposed.electrical_systems_all;
Entity entity opamp is;
generic definition generic (gain: real : = 50;
port definition port {terminal plus_in, minus_in,

output : electrical};

Al i end entity amplifier;

simultaneous statements

T T architecture slew_limited of opamp is

guantity v_in across plus_in to minus_in;
guantity v_out across i_out through output;

uantity v_amplified : voltage;
Architecture 2 q yv_amp s

begin
: v_amplified == gain * v_in
Architecture 3 v_output == v_amplifed’slew(1.0e6, -1.0e6);
end architecture slew_limited;
(a) (b)

Figure 3.4: (a) Basic structure of VHDL-AMS Model (b) A VHDL-AMS Model cdn ideal
OP AMP with slew-rate limiting [APT02]

3.3.2 Modeling in Simulink

Simulink is a companion of MATLAB, developed by the MathWsiiMat]. A user friendly
graphical interface is available for building models, whimakes it easier to maintain an
overview of the system and subblocks. Simulink includes mmehensive library of stan-
dard models, e.g. sinks, sources, linear and nonlinear cpemts. Designers can create and
customize their own blocks by assembling models directiggithese standard blocks or cod-
ing in MATLAB m-files. Moreover, simulink has built-in ordary differential equation (ODE)
solvers, which are automatically configured multi-ratelet-time of each model, i.e. that dif-
ferent parts are sampled or updated at different rates.

A behavioral model example of an integrator in Simulink, gfhincludes its non-idealities, is
shown in Fig. 3.5 [MBFE03]. In the model, the limited slew rate and the limited baiutiv
performances are modeled in “GBW & SR” MATLAB function. Thenited gain is modeled
through that only fractio of the previous integrator output is added to each new irguide.
The limited output range can be simply modeled by using aatdum block inside the feedback
loop of the integrator. As we can seen from this example, @llavioral modules for sub-
building block are already available in Simulink’s libratige work for designers is to construct
more complex models based on these fundamental cells.

Because of its strong capability and convenient use irterf&imulink is widely adopted
in modeling tasks. However, Simulink is difficult to be intated into the current popu-
lar analog/mixed-signal circuit design environments, efglvance-MS [Men] and Virtuoso
AMS [Cada]. While the behavioral modeling in HDLs is in theveadesign environment as
circuit design, it is more convenient for designers to buidmodel, design circuit and simu-
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Figure 3.5: A simulink model for a real integrator [MBFO3]

late them in a single design environment. With the respe@dvantages and disadvantages of
HDLs and Simulink, the optimal choice can always be made v@#pect to the task and the
designers.

3.4 Proposed Hierarchical Optimization Flow

Based on the previous introduced hierarchical sizing flavipmatic sizing method, perfor-
mance space exploration and behavioral modeling, a corapsére hierarchical optimization
methodology for large-scale analog/mixed signal cirasipgoposed here and shown in Fig. 3.6.
It consists mainly of four steps:

1. Starting with circuit-level realization of each builditlock, their proper testbenches and
the corresponding extraction processes of performanedsult firstly. These testbenches
and the performance extractions are used not only in theeahce space exploration
process (bottom-up phase) but also in the automatic siziogegs on circuit level (top-
down phase).

2. Through applying PSE method to each block respectiviedyr individual Pareto-optimal
front can be obtained. At system level, the whole circuit deled in HDLs or Simulink.
In addition to the description of circuit function in thesehavioral models, Pareto-optimal
fronts are embedded so that the variations of the systeel@rameters are restricted on
their own Pareto-optimal fronts during the optimizationgess at system level.

3. Since the system performance can be quickly evaluatedighrsimulation based on the
behavioral models, a simulation-based automatic sizioggss is feasible to generate op-
timized system-level parameters in acceptable time costes& obtained values of the
system-level parameters are directly propagated to theifgqaions of the circuit-level
performances.

4. Afterwards, each building block can be designed indigljuand in parallel. The
simulation-based automatic sizing process on each blatkeaccomplished with an ac-
ceptable time cost.
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Figure 3.6: Proposed hierarchical optimization design flow

In summary, the proposed hierarchical optimization mettmgly is characterized by a bottom-
up extraction process of circuit capability and a top-dovendrchical automatic sizing process.
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3.5 Hierarchical Optimization based on Worst-Case-Aware
Pareto-Optimal Front

The Pareto-optimal fronts extracted from the most curré®E Pnethods [SGA03, SGA04,
EMGO05, MSGSO05] are nominal Pareto-optimal fronts, whichsider only design parameters.
As device sizes shrink, the effect due to the variationsaifstcal parameters and of operation
parameters becomes more and more pronounced in analog déegnominal Pareto-optimal
fronts cannot represent the actual capability of the dirafier fabrication. Generally, it will
result in a poor yield if a nominal design point lies in thd tdithe performance distribution.
Therefore, ayield-awarePareto-optimal front (points on the front guaranteeing adiyield
number) would be very useful for improvement on productiaidy

In [TTROG], a solution generates firstly the nominal Pamgptimal fronts, and then combines
with Monte Carlo approximation to compuygeld-awarePareto-optimal fronts. Compared to
the high computational cost Monte Carlo analysisyst-case analysis applied to extract a
worse-case-awar@areto-optimal front (design point on the front guaramgei target yield
number even under the worst-case operation condition)srthisis.

Worst-Case Analysis  The following discussion of worst-case analysis is basedranper-
formance. Worst-case analysis takes into account fluciosiin the fabrication process and
changes in the operating condition. Therefore, statishaeameters and operational parame-
ters are considered through the worst-case analysis, afdesign parameters remain constant.
In consequence,

d* =const and c(d*) = const (3.9)

holds throughout the worst-case analysis.

Worst-case analysis (WCA) [AGC94] intends to find the lowmstformance value that is ob-
tained for a given design parameter géta given tolerance regiofy of operation parameters
and a given tolerance regidg of statistical parameters:

minf(d*,s,0) st. seTs 0€Ty, (3.10)

S,
where To={0/6. <06 <6y} (3.11)
Ts= {8/ [Is[ = (s—%0)"C*(s—%0) < BG}- (3.12)

B, By define the lower and upper boundaries of the operation paesasneThe circuit ro-
bustnes$,, describes a weighted distance of the nominal design sgiimt the space of the
statistical parameters ||s]|% represents a tolerance ellipsoid according to the stzistia-
rameter distribution, wher€ is the covariance matrix of statistical parameters. As wakn
there always exists a matri, such that the transformed statistical paramétey— so) follows
the distribution ofN(0, 1) [Pap91], as depicted in Fig. 3.7 and given by

Is—solle = IG(s—s0)ll = \/(s—5)TGTG(s— ) (3.13)
cl = GG (3.14)
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S S

RN

> 5
N(so, C) N(O, 1)
Figure 3.7: Transformation frons ~ N(sp,C) intos~ N(0,1)

Without loss of generality, the statistical parametey assumed as
s~N(0,1), (3.15)

whose statistical distribution is depicted in a unit cyalstead of ellipsoid throughout this
thesis.

Using sy to present the unique worst-case parameter setfgrid denote the corresponding
performance value &

foy = M(Sw). (3.16)

Thenfy, is the smallest performance value that can be achieved ébrsda the volumel|s||? <
BZ. The definition of worst-case analysis can be additionatigrpreted as following, visualized
in Fig. 3.8:

¢ "finding the greatest lower bound of the performance thaats the specified circuit ro-
bustnes$,, for all operation conditions,

e choosing a lower specification that results in at least thiergrobustnesf,, under worst-
case conditions,

e picking the smallest performance value in the given sphsé= 32" [Sch04].

The robust measuif&, is also called thevorst-case distangevhich is the positive distance be-
tween the nominal parameter sgtorigin in Fig. 3.8) and the worst-case parametesggif the
specification is fulfilled for all operation conditions aethominal parameter set. Otherwise, it
is the negative distance between the nominal parametendéhea worst-case parameter sgt
The worst-case distance is related to the robustness ofc#ispBon concerning disturbances
in fabrication and operation. According to [Gra93], thelgief production can be derived from
the worst-case distance. The larger the distance betweendfst-case point and the nominal
point is, the fewer produced circuits will lie behind the wicase point and violate the specifi-
cation. Therefore, the yield increases with the worst-cistance, whose relationship is listed
in Tab. 3.1.

Table 3.1: Yield estimation by worst-case distance
Bw 4 1 3 -2 -1 0 1 2 3 4
Yield [%] | 0.01| 0.13| 2.28| 15.87| 50.00| 84.13| 97.73| 99.87| 99.99
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Figure 3.8: Visualization of the worst-case analysis definition for aegi robustnesg,,

According to a target yield value, the worst-case distarseele selected from Tab. 3.1. For
instance,, = 3 corresponds to a yield of 99.87% that can be guaranteea@ébrgerformance.
Then, the worst-case parameter sgcan be calculated through Equation 3.10, and the cor-
responding worst-case performance vafyes evaluated. Through applying the worst-case
analysis (WCA) to each efficient point of the nominal Parepdimnal front, their corresponding
efficient points of the worst-case-aware Pareto-optin@itfican be obtained. Fig. 3.9 illus-
trates the extraction process fomarst-case-awar®areto-optimal front. There are two indi-
vidual WCAs for f; and f, on each efficient nominal point. The respective worst-cadees

of f1 and of f2 build together an efficient point of the worst-case-awanet®aoptimal front,
although both values are not generated at the same time d¢tigara Instead of the nominal
Pareto-optimal front, the worst-case-aware Pareto-@tfront is embedded into the behav-
ioral modeling during the proposed hierarchical optim@matmethodology, the optimization
results represent the actual circuit performances witingetaield after fabrication.

f, 4 Nominal Pareto-optimal front

Worst-case-aware
Pareto-optimal front

feasible region
stepl: WCA onf 43
step2: WCA onf #&

[y

>

Figure 3.9: Worst-case analysis on nominal Pareto-optimal front
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Chapter 4

Hierarchical Optimization of Charge-Pump
Phase-Locked Loops

Phase-locked loops (PLLs) provide well-timed on-chip kls@nals for various applications
in areas such as communications, wireless systems, dymandom access memory and disk
drive electronics. Compared to the design concept of pluaséng has almost keep same since
it was invented in the 1930s, the design and implementatid?iLas have always developed
with the progress of the ICs. The requirements on PLLs besam@e and more stringent,
such as accurate clock timing, less power consumption amdl anea, robust noise rejection.
Due to the PLL’s circuit complexity, the optimization taskLL is big challenge even for
experienced analog designers. Currently, there are tategies for optimization to design high
performance PLLs. One way is through heuristic circuit toges [Man96, Man03, WTHNO4,
CAO05, KLKO5]. The other way is through tuning design paraengfor a given circuit topology
[CPHT03, TVRM04, ZMG'05, TTR06, ZMGS06]. In this thesis, the second way is adopted
By using the proposed hierarchical optimization methodglo Chapter 3, an efficient design
process for PLLs can be realized in an acceptable time cost.

In this chapter, Sec. 4.1 introduces the fundamentals ofsPL3ec. 4.2 reviews the analysis
on PLL systems and Sec. 4.3 lists out some performances ofaBtLlsummarizes the major
design trade-offs. Sec. 4.4 shows the details of the praplosearchical optimization method
on a charge-pump phase-locked loop (CPPLL). Sec. 4.5 giwesmgprehensive performance
space exploration (PSE) on a whole CPPLL system. Finally, &6 concludes.

4.1 CPPLL Fundamentals

4.1.1 PLL Introduction

The primary function of phase-locked loops is to generatuput clock whose phase is locked
to the phase of the input reference clock. In contrast to eotiwnal feedback circuits operate
on voltage/current amplitudes or their changing rate, Péédback systems work on signal’s
phases. The operation of PLLs is briefly described as folloW®re details can be found
in [Raz96, Raz01, Bes03].
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4 Hierarchical Optimization of Charge-Pump Phase-Lockedds

The basic building blocks of a typical PLL consists of a phastector (PD), a low-pass loop
filter (LPF), a voltage-controlled oscillator (VCO) and &duency divider (D) as shown in
Fig. 4.1. In the forward path, the PD produces an error owmrtal Ag based on the phase
difference between the phase of the feedback ciggland the phase of reference siggak.

A small frequency difference accumulates over time, whesutts in an increasing phase error.
The error signal\@is filtered by the LPF and also transferred to a control veltegrrent{ /1)

to drive the subsequent VCO. According to the amplitude ef\thltage/current, the VCO
generates an output clock signal with the correspondinguéacy. In the feedback path, the
output frequency of the oscillation signal is scaled dowralfgctorN through the frequency
divider. The scaled-down signal will compare to the refeeemput signal at the PD block.
Through the control loop, the output frequency of VCO is athd till both phaseges and
Qout align with each other. PLLs experience two work states dytire lock process. When
fout approaches the desired output frequency asymptotichéyptocess is called a®nlinear
acquisition processWhen the frequency and the phase of the output clock arensynized
with the reference clock, i.e. a multiplies output frequef&.: fout = N fref, the output phase
is locked with the input phase. This process is calleliresr locked-in state

Reference
Frequency output
et e Phase | A® | Low-Pass| V/ Voltage- Frequency
Detector " Filter > Controlled >
P fo > Oscillator Doyt Fout
Divider
I:N

Figure 4.1: A block diagram for a typical PLL

4.1.2 CPPLL Building Blocks

Charge-pump phase-locked loops (CPPLLSs) are widely usetbst PLL systems, since they
provide a theoretical zero static phase error (offset) xéeneled tracking range and a frequency-
aided acquisition. A typical'3-order CPPLL is one of the simplest and most effective circui
topology, which includes a phase frequency detector, agehaump, a ?%-order passive RC
filter, a voltage-controlled oscillator and a frequencyidizr, whose block diagram is shown in
Fig. 4.2. Each building block is briefly described below.

4.1.2.1 Phase Frequency Detector (PFD)

PD can only detect the phase difference between two inpoalE@nd produce an error signal
that is proportional to the phase difference. However theis’[Dsensitive to the frequency
difference of the input signals. When the frequency of tredback signal is far from the
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Figure 4.2: Building blocks of a #-order CPPLL

frequency of the reference signal, the PLL may lock at a wrisaguency, e.g.fout = 0.5

N fer. The problem is due to an inadequate acquisition range oPeA phase frequency
detector (PFD) is used to tackle the problem. PFD can détectlifference not only of the
phase but of the frequency as well, so that the PLL can locleuady condition if the PLL
system itself is stable. Therefore, PFD is the preferredpavator type compared to other
phase detectors as Multiplier PDs or JK-Flip-Flops.

- >~

ref up
PFD > Eup:l & dre0, if statesl; o | [ | {
e N — f i
{ State Masching up=0 & dr=0, if state0; —

— > 2 7 ®up=0 & dr=1, if state=-1. ]
fb S~ - dn ij ! fb A A A
ref'edge f
ref'edge

o) G Gue{ )

fb’edge dn —‘ L
fb’edge f

@) (b)
Figure 4.3: (a) State machine of a PFD (b) Clock diagram example

A typical PFD usually has three logical work-states, as showFig. 4.3(a). Initially, PFD is
in the “ground” state, i.estate= 0, where signalsip= dn= 0. If a rising transition ofef
comes earlier thamb, then PFD becomes “charging” state, state= 1, where signalip=1,
signaldn= 0. The PFD remains in this state until a rising transitionusson fb earlier than
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onref, then the PFD returns to “ground”. If the next rising edgefbfis still ahead ofref,
the PFD jumps from “ground” to “discharging”, i.state= —1, where signatip = 0, signal
dn= 1. Fig. 4.3(b) shows the switching processes of signplanddn according to the rising
transitions of both input signate f and fb. Note that signalsp anddncannot be active at the
same time.

4.1.2.2 Charge Pump and Loop Filter (CP & LF)

As shown in Fig. 4.2, a charge pump (CP) consists of two ctigearces: one source current
and one sink current. In ideal case, the amplitude of botheatiisources are identical. The
CP charges and discharges the subsequent loop filter acgdodine control signal from PFD.
When signalip(dn) is active (=1), the current flows into (out of) the loop filter consequence,
the LF’s output voltage will be pulled up (down).

The loop filter in PLL is usually a low-pass passive filter dstisg of a resistoR in series
with a capacitoC,. Through the combination operation of the CP and of the L& discrete
digital pulse signal from the PFD is firstly converted to areunt pulse, and then transferred
to a continuous voltage signal, which determines the oudtpgquency of the subsequent VCO
block. Since the voltage signal directly modulates the V@&ydiency, any dithering of the
voltage will introduce excessive jitters on the VCO outpghal. As well known, the voltage
across a capacitor cannot instantaneously change. Duetoswitching on/off actions on the
source current and the sink current in CP, a voltage ripplheroutput node of the loop filter
occurs with a valuécp- R at the rising edge of each PFD pulse, while another rippleirscc
with same value but in the opposite direction at the fallidges of the PFD pulse. In order to
suppress the undesired voltage ripples, another capé&xiisiplaced in parallel with th& and
C1 network as shown in Fig. 4.2.

In the PLL phase-controlled feedback systemSteoider RC passive filter introduces one pole
and one zero. A VCO block is a phase integrator which corntebone intrinsic pole. Hence
the whole PLL feedback system has two poles and one zerdiemgét 2'9-order PLL system is
unconditional stable. Since the additional capad@ipintroduces another pole, the PLL system
increases from™®-order to 39-order. The degradation of system stability due to the aufuit
pole has to be taken into account, which will be more disaligs&ection 4.2.

4.1.2.3 Voltage-Controlled Oscillator (VCO)

How to adjust the phase of PLLs? The principle way is to tureeftequency of the PLL's
output signal, i.e. the output frequency of the voltagetadled oscillators (VCOs). VCOs can
be realized in various technologies, e.g. CMOS ring ogoiltaor LC oscillators. LC-VCO has
better phase noise (jitter) performance for a given powamdHL99] and can achieve very
high frequencies. However, CMOS ring oscillators are cegpabmonolithic integration and
cost less power compared to LC-VCOs.

A five-stage CMOS single-ended ring oscillator is shown ig. Bi.4. In this kind of VCO, the
input voltageV.y controls the current through the delay elements, thus ni@tes the delay
time of each stage and ultimately determines the outputlascn frequency. An ideal VCO
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delay cell

Figure 4.4: A five-stage ring oscillator

generates a periodic signal whose frequency is a lineariamigd function of the controlling
voltage, as shown in Fig. 4.5. The output frequeifigy can be expressed as

fout - (Vctrl _Vmin> . KVCO + fmin» (4-1)
whereKyco is defined as the linear gain of VCO, i.e.

fmax— fmin (4 2)

Kvco = .
Vmax— Vmin

Each VCO has its output frequency range, higgg is the minimal limit andfax is the max-
imum limit, Vimax andVpmin correspond to the minimal and maximum input voltages\agis
the input control voltage of VCO, i.e. the output voltagelud toop filter.

fA VCO: f-V

fmax

fmin 1

: >
Vm in Vmax Vctrl

Figure 4.5: Frequencys. input control voltage for an ideal VCO

4.1.2.4 Divider (D)

As a crystal is not capable to fulfill the increasing requiegtnon high speed circuits, PLLs
now take the role to provide a reference clock signal foriotireuits in a chip. By appropriate
configuration of the divide ratio, PLLs can generate an ausignal which has much higher
frequency than the input frequency and inherits much maeilgy. The divider's value can
be integer or fraction according to the reference frequaray the desired output frequency.
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Fig 4.6 shows the circuit diagram of d4.divider. There are two D flip-flops (DFFs) connecting
in serial. The output of the first DFF is the input of the sec@iF, and the inversion of the
second DFF feeds back to the first DFF. Both DFFs are drivendayree input clock signal and
are asynchronously reset.

D Q D Q — Output
DFF DFF
CK CK
Input — RS > RS
| T
Reset—

Input

Output
Figure 4.6: Circuit diagram of a 1/4 divider

4.2 Analysis Methods on PLL System

Same as analysis on conventional feedback control sysged@mainanalysis (linear approx-
imation) in [M.G80] is usually used to gain the intuition wh®LLs work in lock-in state.
Impulse invariancenethod in [HS88] andtate spacanalysis in [HBMMO04] are used to es-
timate the properties when PLLs work in nonlinear acqusifprocess including the discrete
sampling nature of PFD operation. The following equationthis section are excerpted from
these references.

4.2.1 s-domain Analysis

When a CPPLL works in lock-in state, there is a small phadereifice between the reference
input signal and the scaled-down feedback signal. Meamthie reference frequency is much
higher than the loop bandwidth of the whole CPPLL. Hences#mepling operation of PFD can
be approximated as a continuous-time action. A linear modetomain is applied to analyze
the CPPLL system. The linear model in Fig. 4.7 shows the tearisnction of each building
block. The model provides the overall transfer functiontfe phaseut(S) / @ef(S).

A subtracter represents the comparison operation of the I#&€k. The gain of PFD along
with the CP can be expressedlag/ 2t the transfer function of a"-order LF, FLe(s), can be
derived using linear analysis and is equal to

S+ re a+1
FLF(S) = = , (4.3)
Cos(s+ ‘,;151822) C+C )(mi 1)
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Figure 4.7: Linear model of a CPPLL

where the loop filter has one zerowat= g¢ and one pole abys = Fac2. The VCO is usually
assumed as an ideal integrator with the linear §&ito. The open-loop transfer functidis(s)
of the 3%-order CPPLL is therefore equal to

L 1
G(S) o ICP S+ RCG KVCO 1 o KVCOICP S+ RCG B S+ wy,
= = e — K 7
MO ) S N ANG Fer G T S

(4.4)

whereKs = f3¢&¢2. The PLL open-loop transfer function has one zero and thogespin
which two poles are at the origin. The corresponding cldseg-transfer functiord (s) of the
3d-order CPPLL can be expressed as

Qout(s) _ N-LG(s)

HS) = (s ~ 17109
_ Kvcolep S+%q
TG S %G Sl Keslee (45)
- KSN§+s2wpsgi(;)sz+ Keod,

s-domain analysis is a fundamental method to know the prigsedf PLL system in lock-in
state, such as a step response to noise interference. Hogeoenain analysis is initially ap-
plicable to continuous-time systems. Because the PFD smmapld compares the input signals
at discrete timings-domain analysis is not sufficient to predict the propertiethe CPPLL
system. Moreover, Equation 4.5 cannot represent the CBRIddlinear acquisition behavior.

4.2.2 Impulse Invariance Analysis

To take into account the PFD’s discrete-time sampling masdomain analysis has been ap-
plied for a 29-order CPPLL in [HS88] and for a"®order CPPLL in [JYM07]. Impulse
invariant transformations one common method to map the transfer function feedomain

to z-domain. For the blocks CP, LF and VCO, thdomain descriptions can be directly trans-
ferred from their correspondirsgdomain descriptions respectively, where jwis substituted
by z= el®T and T is the period of the reference signals. According tatbek diagram shown
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in Fig. 4.3(b), the output signal of PFD, i.e. phase efxgris a discrete-time event sequence,
whose pulse width is approximately equal to the time difieeebetween the rising edges of
ref and fb. Therefore, the\p can be accurately modeled as weighted impulse to drive the
subsequent charge pump, whasgomain description |%, as shown in Fig. 4.8. The value of

o can be calculated by the latter Equation 4.8,d.e- e~ ‘*’p3T

Orer + A aT Dout
—»@_> o > lep > Fe(2) > _szco >
Dr )
Ju

1/N

J

Figure 4.8: Discrete model of a CPPLL

The detailed transfer steps are described as follows. Whpart of the continues-time system
LG(s) in Equation 4.4 is a discrete-time event sequence, thesmoreling impulse response
LG(t) can be calculated by tHaverse Laplace Transform

K
LG(t) = 2> [topaeart — (eps — c0r)e” " + (copg — )] (4.6)
p3
By n-number sampling iff interval time, the sampled impulse respoh&nT) is
K
LG(nT) = ﬁ [00p300(NT) — (Wp3 — W)€ B + (o3 — )] (4.7)

p3

By applyingz transformation o.G(nT), the discrete-domain transfer function for the open-
loop equation of the'8-order CPPLL can be derived as

KvcolcPRG Zz[c s (1—e “esT) + 0, T] — [c s (1—e @paT) 4 @, T WpaT]
Nayef(C1 +Cp) B—22(2+e 9m3T) 4 z(1+ 26 9nT) — g WpsT
2 (1—a) + @, T] = [ e (1 - a) + w,Tal

2-2(2+a)+2z1+20a)— '

LG(2)

(4.8)

- K,

wherewyes = 21/T, k, = JveoleeRG_ angK . — % The closed loop transfer functid(z) is

Noref(C1+Cp)
equal to
@out(z) N-LG(2)
H(z) = =
@ = 4@ " 1+L6@

2 (1—0) + W, T] — Z[s5 (1—a) + @, Tal (4.9)
B+ 2k (S + w0 T) — o — 2+ Z([20+ 1 — k(S5 + 0, T) —a

— N KZ
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4.2 Analysis Methods on PLL System

4.2.3 State Space Analysis

Compared ts-domain andz-domain analysis in the last two sections, state space sinaty
[HBMMO4] represents the PLL in time-domain by using the eiféince equations for signal
phases and state-space variables for the node voltagediffdrence equation describes the
relationship between the input phager(t) and the output phasg(t), which is given by

AP = Pref — Qout, (4.10)
where
Gref(t) = @ref(0) + rett (4.11)
t
Gout) = Qou(0) + et +Kyco /O Ve (T)dIT. (4.12)

@®ef(0) is the initial input phase condition andgls is the input reference frequenager(out) is
the initial output phase condition ang; is the free oscillation frequency of VC®yco is the
gain of VCO, as expressed in Equation 4.2.

If the feedback signal is behind the reference signal, tHe §€nerates a positive phase error,
i.e. Ap> 0, the capacitor in loop filter is consequently charged. Wihenfeedback signal
leads ahead of the reference signal, the PFD generates tiveq@ease error, i.eA@ < 0, the
capacitor is discharged. The charging/discharging cticam be represented by

) i <t <
|p:{ +lcp, ifO<t<tp (4.13)

0, iftp<t<T_,
wheret, means the duration of the charging or the discharging pewbeth is calculated by

180l _ jagiT

4.14
w 211 ( )

tp
The PFD’s output will update pér time period. The value of varies with the PLL’s locking
process, principally equal to the time interval between $&quential rising edges either of the
reference or of the feedback signal. Fig. 4.9(a) shows thiritiens of the variables, andT_.

By charging or discharging process, the output voltage ®@idbp filter goes up or down con-
sequently. These voltages in the RC network can be accuyrdésicribed by the following
differential equations:

dVe . Vel — Ve

= = 4.15
dt RG ( )
chtrI Vc - Vctrl ip
= — 4.16
dt RG + G’ ( )

whereVy andV; are the two state-space variablggy is the control voltage for VCO, i.e. the
output voltage of the loop filtel, is the voltage on the capacit@i, as shown in Fig. 4.9(b).
Using from Equation 4.11 to 4.16, an accurate behavior oflCBRan be interpreted for the
nonlinear acquisition process and the linear lock-in pseaes well. More details can be found
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4 Hierarchical Optimization of Charge-Pump Phase-Lockedds

Aq3>0 ACD<0 _ Vctrl R
ref } | tp$ R l
| T T_ Ve—gy C,
(a) (b)
Figure 4.9: (a) Definition oft, andT_ (b) Two state-space variables in RC
network [HBMMO4]

in [HBMMO4]. Through approximation, linearization and calation of these above equations,
the closed-loop transfer function of thE'®rder CPPLL in lock-in state can be derived as

2 (1—a) + W, T] — Zs5 (1—a) +w,Tal

28+ 22[ky( Kf&’f‘) +w,T) — 0 — 2]+ Z([20 + 1 — ky( K‘};(j;f‘) +w,T)]—a

H(z) = NK, - (417)

It is worth noting that the closed-loop transfer functlé(e) in Equation 4.17 calculated by the
state space analysis is exactly identical to the closepti@msfer functior (z) in Equation 4.9
calculated by the impulse invariant transformation for3ffeorder CPPLL.

4.3 Performances of PLLs

The design of PLLs has to be tailor-made to apply for variandsof scenarios. For example,
PLLs in clock generation should be insensitive to noisesaaiand provide a clean clock signal,
otherwise a clock signal with large jitter may result in bitogs. PLLs in frequency synthesizer
should lock the desired frequency quickly, otherwise a dtmking process might make PLL

fail to lock the frequency. In this thesis, two typical imgant performances of PLLs, i.e.

locking time and phase noise (jitter), are the main objectsetoptimized while considering the
stabilities of PLLs in lock-in state and in nonlinear acdpios process as well.

4.3.1 Locking Time

When a PLL begins to oscillate at an unlocked frequency wisiclery different of the desired

frequency, and then always approaches till a predefinechtieniwith the desired frequency,
e.g.0=2.5% in this thesis. The corresponding time-cost to lock teqdency is defined as the
locking timeTs, as shown in Fig. 4.10.

To save power consumption in a microprocessor, some crewé often switched to power
down mode when they are idle. PLLs are usually in charge oftsymizing the external and
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4.3 Performances of PLLs

~Y

Figure 4.10: Locking time definition

the internal clock signals. The locking time performancdbf.s determines how often the
circuit can be shut down, and how long the other part of theuds in the system have to wait
after the PLL is turned on again.

4.3.2 Phase Noise & Jitter

Phase noise and jitter are different ways to characterizenae snature phenomenon. When
viewed in frequency domain, an ideal clock signal appeais psak at one frequency, while
a real clock signal with noise appears as “skirt” around tkakpshown in Fig. 4.11, de-

noting the frequency fluctuations. This is referred to assphaoise. When viewed in

time domain, phase noise appears as “fuzz” on rising anthdatlansient edges shown in
Fig. 4.13, implying that the signal period is not kept constaThe period variation is re-

ferred to as jitter. Here, some types of phase noise and pitel their correlation are

presented in this thesis. More theory analysis and mathemmaideling can be found in

[Raz96, DMRO00, HL98,HLL99, LHO0, Meh02].

4.3.2.1 Phase Noise

An ideal sine-wave signal can be described by
X(t) = Acog 2mtfot + @), (4.18)

whereA is the nominal amplitude the signd is the nominal frequency of the oscillation, and
@is an arbitrary fixed phase reference. The spectrum of thed gilee-wave signal without any
fluctuation concentrates at the frequericy fo, as shown in Fig. 4.1 However such an ideal
signal does not exist in the real world. A practical outpghsil is normally given by

X(t) = A(t) cog 2rmtfot + @(t)), (4.19)

* Only one single side, i.e. € f < oo, is presented here.
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4 Hierarchical Optimization of Charge-Pump Phase-Lockedds

whereA(t) andg(t) represent the amplitude and the phase fluctuations of thalsiespectively.
Phase noise describes phase fluctuations of the signal daedom frequency fluctuationigs
spectrum exhibits noise “skirt” the nominal frequency gadslled carrier frequency). Fig. 4.11
shows the spectrum of the ideal signal and the spectrum optthetical signal with phase
fluctuations.

A

Power

practical

phase noise
spectru

ideal
—
Spec‘[run’ 1Hz band
|
fo fot Af Frequency

Figure 4.11: Oscillator power spectrum [Rob03]

Phase Noise Characterization Phase noise is used to represent the random phase fluctua-
tions @(t), which has power spectral density of the signal phase S,eAf) whereAf is the
offset from the carrier frequency. In practic®,is very difficult to directly measure by using a
spectrum analyzer. It is common to measure the power spdeingity of the signal itself, i.e.
S/(Af), rather thar§y(Af). The phase noise(Af) at a frequency offseA f from the carrier

with a measure bandwidth of 1Hz can be calculated by

Psideband fo+Af, 1Hz)

I:)carrier

where Psigeband fo + Af, 1Hz) and Pearrier represent the single side-band powers of the offset
frequency and of the carrier frequency respectively. In Big1, Psigeband fo +Af,1Hz) can

be represented by the area of the rectangle with 1Hz banklatdiffsetAf, andP.arrier can be
represented by the total area under the power spectrum.®@inase noise can be approximately
calculated by the height difference of the spectrum powégs ahd atfg+ Af.

L(Af) = 10l0gso] . (4.20)

When power spectrum in Fig. 4.11 is specified in dBd/Hiza given offset, the phase spectrum
can be depicted in Fig. 4.12. A single-sideband phase npmisetrsim falls at different rates
caused by different dominant noise sources. The spectranbealivided into three regions:
a 1/Af23 region, a YAf? region and a flat region (1 f°) [HL98, Abi97]. In the frequency
range with very small offset frequency, the flicker noise efides generally dominates and
the spectrum in this region falls ayAf3. In the “white frequency” variation region, white
or uncorrelated fluctuations dominate, e.g. thermal noigkewices, and the spectrum falls at
1/Af2. External noise sources dominate in the third region.
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o) L(4f) &
8 dBc/Hz
1i4f 3
2
1i4f
114f°
> >
fo frequency  4f=0 offset frequency
Figure 4.12: A typical spectrum for signal-sideband phase noise [Rob03]
4.3.2.2 Jitter

Designers prefer to characterizing the signal propertiesme domain rather than in phase

spectrum for applications on clock generation or recov&y/shown in Fig. 4.13(a), suppose

{tn} is an ideal square-wave clock with nominal peribdThe phase fluctuation results in the

unstable zero-crossing or transition time{aj}. Jitter is defined as the time deviation between
the transition events (rising/falling edges) {ti} and the corresponding transition events in
{tn}. The discrete jitter values are shown in Fig. 4.13(b).

transition later transition early
\ \
‘ /@
o/ \ W/ / - /
-
T |

p, ©
v v \1I events

Figure 4.13: Jitter definition

Jitter Types Based on the involved noise sources, jitter can be classifiedtwo forms:
deterministic jitterandrandom jitter Deterministic jitter is caused by effects in a predictable
manner, such as channel bandwidth limitation, cross talky dycle distortion, supply noise
and etc. Random jitter is caused by stochastic processasun@edictable manner, such as

t dBc is the decibels relative to the carrier.
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4 Hierarchical Optimization of Charge-Pump Phase-Lockedds

thermal and flicker noises. Deterministic jitter is usuddbunded and has own maximal value,
while random jitter is usually assumed to be Gaussian (nQrdistribution. The total jitter
exhibits usually the convolution of the deterministicgitand the random jitter together.

Based on the jitter behavior in PLLs, jitter can be classiii¢d another two formssynchronous
jitter andaccumulating jittefKun05]. Synchronous jitter is exhibited mainly in drivelobks
such as PFD, CP and Divider. In these blocks, the frequenityeaiutput signal is exactly same
as the input frequency, and the phase of the output signalifltes directly with respect to any
fluctuation of the input phase. Accumulating jitter is exted in autonomous blocks such as
VCO. In these blocks, a fluctuation at the output is not a tireult of one fluctuation event at
the input signal, but rather an accumulation result of al/mus input fluctuations.

Table 4.1: Jitter metrics based on [Kun05]

| Jitter Metrics |  Time Diagram | Mathematic Calculatior] Remark
edge-to-edge| ideal cloc Jee = /Var(dty) - a scalar jitter metric
jitter 9%} driven clock - no information of correlation
long-term tn thek -in unit of time
jitter ] | | _I—_ J = /var(thik —tn) - information of correlation on
k adjacent/distant transitions
cycle-to-cycle To o Ton - a scalar jitter metric
jitter T [ | Jec=+/Vvar(Ta1—Tn) | - only information of correlation
on the adjacent transitions

Jitter Metrics  Jitter can be measured and evaluated in various ways. Heithrde metrics
defined in [Kun05] are adopted here and illustrated in Teh. h PLLS, edge-to-edge jitter is
only defined for the driven blocks, i.e. PFD, CP and Dividdrjlevthe remaining jitter metrics
are suitable for both driven and autonomous blocks.

4.3.2.3 Extracting Jitter from Phase Noise

As circuit speed increases, the requirements on jittersomaag equipment become more criti-
cal. It is easier to characterize signal by measuring its@mmise in frequency domain rather
than by measuring its jitter in time doméainrAs mentioned before, phase noise and jitter char-
acterize the same phenomenon. Phase noise can be intdrasediemeasurement of jitter at a
specified offset frequency away from the carrier. In otherdspthe jitter value can be derived
from a phase noise measurement.

t "For example, most jitter measuring oscilloscopes are oapable of measuring jitters down to 1psRMS. Most
modern real-time oscilloscopes only have bandwidths ug3dZ. Phase-noise equipment, on the other hand,
can measure noise levels of the best low-noise oscillat@itable (much less than 1ps in time domain) and
offer bandwidths of up to 40GHz". [jit]
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4.3 Performances of PLLs

The translation between phase noise and timing jitter has brplored in [HLL99, Dra01]. As
shown in Appendix C.1, the relationship between the tinterjiiar and noise power spectral

density (psd)Sy(f) is
o2 — %O/Ow So(f) S (mfAT)d f. (4.21)

In Appendix C.2, the jitter value of a PFD/CP can be extraftewch the phase noise simulation
on the PFD/CP blocks:

T var(on
o (4.22)
e

whereKget is the gain of the PFD/CP, normally equallgg/ (2r), andvar(dn) is equal to
var(sty) = / Si(Fdf, (4.23)
0

whereS,(f) is the power spectral density of tBg sequence. The jitter value of a VCO can be
extracted from the phase noise simulation on the VCO block:

Af | Lan
JVCO - mlo 20 . (424)

Note the equation is only valid when the phase noigkfatvhich is in the ¥ 2 region.

4.3.3 Stability of PLLs

In feedback control systems, the stability of system is gnthe top topic for designers. When
PLLs work in lock-in state, they can be assumed as contintimessystem. Based on s-domain
analysisphase margims normally taken as the stability criterion. Phase margid) and unity
gain bandwidth@yucg) can be calculated according to Equation 4.4. The correpgrbode
diagram for the open-loop transfer function is shown in Big4. The phase margin of the loop

is expressed as
WuGB

_1,WUGB _q
PM=tan! —tan , 4.25
G ) tan ) (4.25)
wherewygg is the open-loop unity-gain bandwidth, the zero frequersoy, = % and the
third pole frequencywyz = m. The phase margin abycg benefits from the zeroy,,

but is degraded by the potg,s. Generally, phase margin should be not less than@#92]
to guarantee a system stability. An proper setup of the dapaatio C;/C, can provide a
sufficient phase margin. Moreover, the phase margin is inentoithe variation of the absolute
capacitance value€; is usually chosen to be aboﬂgcl.

When PLLs work in nonlinear acquisition process, it coulden in the unstable state although
its phase margin is 52> 45°), as shown in Fig. 4.15(a). This instability could be expéal
by the fact that the phase marginzrdomain analysis is only 42°. Based on thes-domain
transfer functiorH (s) in Equation 4.5 and thedomain transfer functiohl (z) in Equation 4.9,
the corresponding bode diagrams of the closed-loop trafigietions for the %-order CPPLL
are depicted respectively in Fig. 4.15(b).
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Figure 4.14: Bode diagram for open loop of a third-order CPPLL

When the PFD update frequency (input frequency) is compatalthe unity loop bandwidth
wyucg Of the PLL, the excessive phase shift introduced by the faekldelay has to be consid-
ered. Besides, the discrete sampling nature of PFD cannghbesd eithers-domain analysis
is not capable of accurate predicting the PLL stability anyrenz-domain analysis and the
state-space analysis are introduced to tackle such ifigtgsbblem. This instability scenario
can also be explained by the positions of zeros and polesoinl@ous plot. Although all ze-
ros and poles of the PLL closed-loop transfer function ardénleft part of thes-domain root
locus, as long as one pole is out side of the unit circle inzdemain root locus, the PLL
cannot be stable. More details can be found in [HBMMO04, JXOM]. Therefore, a stability
constraint for the nonlinear acquisition process is defima@: the ratio between the reference
signal frequency to the unity-gain-bandwidth (RUR) expeskas

Wref

RUR = ,
WuGB

(4.26)

wherew, is the corresponding angle frequency fof wherew, = 2mf.. To be simple, both
are called frequency throughout this thesis. Based on shétseof [JYM"07], thes-domain
transfer function matches very well with their correspogdi-domain transfer function when
the RUR is larger than 20.

In summary, the stability of the CPPLL is dependent on thesphaargin, the unity-gain-
bandwidth and the reference frequency.
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Transient Response
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Figure 4.15: CPPLL instability observed ir-domain analysis

59
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4.3.4 Design Trade-offs

The loop bandwidth is a key design factor for PLL performanaehich determines locking
time, jitter and stability of PLLs. Essentially, the loopriglvidthwgw, i.e. the -3dB bandwidth
for the PLL closed-loop transfer function is same as theyugdtin-bandwidth (0dB bandwidth)
for the PLL open-loop transfer functiooyycg. Therefore, the loop bandwidtgyy can be
computed by Equation 4.4.

Although the nonlinear acquisition process cannot be atelyr predicted througk-domain
analysis, the locking time is inversely proportional to thep bandwidth of the PLL accord-
ing to [Bes03, HBMMO04]. With a larger loop bandwidth, the Ptan lock more quickly the
expected output frequency and vice versa.

Noise in each building block of a PLL contributes to the tataiput noise, which is character-
ized in terms of phase noise in phase domain or jitter in tiom@an. Assuming that all the
noise sources are not correlated and they are placed atrtlesgonding input node in Fig. 4.16
based ors-domain analysis, the overall noise power of the PLL can lmeprded by

2 2 2 2 2 2
Niotal = Nret@out Nprp/cp@outt™ NEF@out+ NVco@out™ No@oun (4.27)

whereNZ, is the total output noise power and thg,, 5, Presents the noise power due to
noise sourcé\,.... It is easy to know that the noise transfer function (NTFNa§ andNp is

Nres PED/CP NPFOCP | E NLr VCO Nvco
q)ref¢ + AD ﬁ % . E (S) ‘}\ ‘ KVCO q)out
T LR U™
_ 21T S
Np D
\.I*J< 1/N |

Nres : Noise from the reference signal;  Nyco : Noise from the VCO;
Npep/cp: Noise from the PFD/CP; Np : Noise from the D;
N.r : Noise from the LF;

Figure 4.16: Linear model of a CPPLL with noise sources

same as the closed transfer function of the PLL in Equatibnence both NTFs have also a
low-pass filter characteristic. The transfer function is

1
Nout _ Kvcolcp ST RG (4.28)
= C.iC Kvcol Kycolcp '
Nref&D 2T1C2 93 + ( Rl(_j,lrcz2 )52 + Z\/T(r:f\?cgps—i_ 2Tﬂ\<lCF?01ng

If we move the noise from PFD/CRgrp,cp) to the input of the PFD, the transfer function of
Nprp/cp to the output noise should be same as the transfer functibiepdndNp. So we can
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simply obtain the actual NTF for PFD/CP noise through Eaquati.28 divided by the gain of
PFD/CP, i.e.

1
Nout _ Kveo SR (4.29)
Nerpicr G2 S3+ (%5822 )+ Kﬁlr(r:r\?(I:EPSJF 2¢H\<ICF§)<|31C£2

Therefore, Equation 4.29 shows a low-pass characteristieedl. Similarly, the NTFs for LF
and VCO are calculated respectively and expressed as

C1+C;
Nout _ Kuco $+ ReeeS (4.30)
Nr —OOT (GES S et SR
C1+C;
Moo~ S+ (Za0)9 + SRS + 2R

The NTF for LF in Equation 4.30 shows a bandpass filter charatic, while the NTF for VCO
in Equation 4.31 has a high-pass characteristic. As seemttie above NTFs, the overall loop
transfer function are different filter types for each noisarse in PLL, as shown in Fig. 4.17.
In order to reduce the output noise due to the input noise frefierence signal, divider and
PFD/CP, the loop bandwidth of the PLL should be as small asiples When the noise from
the VCO dominates, the loop bandwidth should be larger. Agpiy, a compromising selection
of the loop bandwidth has to be made to optimize the overdll Rbise performance.

The respective NTF iz-domain for each noise source can be calculated based dd (#)e
in Equation 4.9. Althouglz-domain analysis can provide more accurate descriptionLdn P
properties, NTFs irs-domain are usually used to predict the noise transfer behat/ PLLs,
since noise performance in PLL's lock-in state is mostlyssdered.

Moreover, the loop bandwidth is also involved in the stépibf PLLS, as discussed in
Sec. 4.3.3. Since a PLL is actually a discrete-time circug ¢b the sample nature of the
PFD, a too large loop bandwidth may make the PLL unstablenduhie nonlinear acquisition
process. In summary, the impacts of the loop bandwidth okirgctime, noise performance
and system stability of PLLs are listed in Tab. 4.2.

Table 4.2: Trade-offs in CPPLL

loop bandwidth |/

locking time +

suppression noise from input, =

divider & PFD/CP
suppression noise from VCO +
loop stability =

note: + improving;~ deteriorating
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Bode Diagram
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Figure 4.17: Loop transfer function from each noise source to PLL's otitpu

4.4 Example: Hierarchical Optimization of a CPPLL

The trade-offs of PLLs design listed in Tab. 4.2 show us hadfficdit it is to optimize PLLs

by hand-design. Moreover, the PLL performance evaluatioaitzuit-level simulation is very
time consuming. For example, a transient simulation fokilog time performance requires
about 1.5 hours on this CPPLL experimental circuit. Sup@septimization process needs
100 simulations, it would last 6.25 days only for optimipation the locking time. To optimize
jitter performance, another long transient simulationdse® conduct in order to get sufficient
samples of the output periods. Then jitter value can be astidbased on the standard deviation
of these period-samples. Hence, the simulation for jiietd even longer. In consequence, the
“simulation-in-a-loop” based optimization method candotctly apply to the CPPLL. Here,
the hierarchical optimization methodology proposed infiéa3 will be applied to the CPPLL,
and the whole design process can be accomplished in a rédsdinae cost.

The 3%-order CPPLL architecture is already shown in Fig. 4.2. 8ittee PFD and the D
building blocks are pure digital circuits, they will not betonized in this thesis. The values
of the resistance and the capacitances in the LF will be tzkx, while their circuit-level
realization will not be discussed here. The focus is on twpdrtant analog building blocks:
i.e. the CP and the VCO.

The topology of the CP is an outside-biased current-stgeconfiguration, as shown in
Fig. 4.18. The reference currétysis mirrored by the current mirror (P1&P2) into the charg-
ing path (P2&P4) or by the current mirror (NO&NZ2) into the chsirging path (N2&N4). When
signalup (dn) is active, the source current flows into (out of) the loogfilso that the output

62
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voltage of the loop filter rises (drops), which forces a higl@wver) oscillation frequency con-
sequently. Note that signalgp anddn cannot be active at the same time, which means the LF
cannot be charged and discharged at the same time. Sigalsddn are the complement of
the signalsup anddn respectively. The dummy switches (N5&P6) are intended todaany
voltage peak at the output node.

VDD —— u
1 o D—d_n
up dn
P1 PEJ D— D _
| i P6
uf
P3 P4 i
up up
( _‘ _l '_ lout
* Ibias D
_ | —
dn—| '—dn
N3 N4 dn—i[
I - | N5
[ il | —
NO N1 N2 Dummy switches
VSs =

Figure 4.18: Schematic of CP Block

The VCO is a five-stage single-end ring oscillator, as shawRig. 4.19. The input voltage

Ve controls the current through the delay elements, thus métes the delay time of each
stage and in turn determines the output oscillation frequenhe upper and lower transistors,
e.g. P1&N1, act as the voltage control current sources (MC&3d the middle transistors,

e.g. P6&NG6, act as the delay elements. The current flowinoutiir these delay elements is
generated by these current mirror structures, e.g. (NO&NILRO&P?2).

4.4.1 CPPLL Hierarchical Modeling

In this experiment, the CPPLL is realized in a 180nm techgylith a supply voltage VDD

of 3V, using a reference signdy}, of 25MHz to generate the output frequency ranging from
fmin (F150MHZz) to fmax (=500 MHz). In the hierarchical modeling of the CPPLL, syste
performances are modeled in dependence of system-lewahpéers from each building block,
while these system-level parameters can be determinedriylagion of the blocks on circuit
level. Fig. 4.20 gives an overview of the hierarchical parfance modeling of the CPPLL.
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Figure 4.19: Schematic of VCO Block

4.4.1.1 CPPLL on System Level

System-level performances  Six important performances of the CPPLL system are consid-
ered:locking time, jitter, power consumption, unity-gain bamndt, phase margin and output
frequency

The locking time is defined as the time taken by the CPPLL talsyonize with or to lock onto a
new frequency. The performance optimization shall be a@rsd at the worst case. Therefore
the locking time is defined as the time for the output freqyedicectly jumping from fiyin
(150MHz) to fax (500MHz).

The total output noise of the CPPLL comes from the CP and th@ fGhis experiment, while
the input signal and other building blocks are consideredaase-free. The CPPLL exhibits
various noise transfer characteristics with respect taliffierent noise sources, as discussed in
Sec. 4.3.4. Hence, the design of the loop bandwidth has tafaele-off for jitter of the VCO
and jitter of the CP when minimizing the total output jitt€he jitter performance shall also be
optimized at its worst case, i.e. when the CPPLL works at itsmmal output frequencyfmin 5.

With the predetermined digital building blocks PFD and des, the power consumption is
defined as the sum of the power consumption in the CP and VCQg@wsider only analog
blockd):

Power=VDD-4:1lcp+VDD: lyco. (4.32)

8 At the minimal output frequency, the current consumptiomigimal (VCO current consumption is minimal
and other blocks keep constant) so that the jitter perfoom@&worst, which can also be seen from the Pareto-
optimal front of the VCO in Sec. 4.4.3

T The current consumption of LF is not needed to calculategsine charging or discharging currents in LF are
from or to CP.
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4.4 Example: Hierarchical Optimization of a CPPLL

We consider the worst-case power consumption that occues wie CPPLL works at its max-
imal output frequency¥max.

For the optimization process, locking time, jitter and poa@nsumption are taken as the opti-
mization targets at the system level:

f — [Ts, Jsum POWGI]T . (433)

The output frequency range of the CPPLL is determined by t6®\Vtherefore this perfor-
mance is directly forwarded as a circuit-level performaoicine VCO block. Additionally, two
constraints concerning stability are considered for sydtvel optimization:

e The stability criterion RUR for nonlinear acquisition pess. We specify RUR 20.
e The stability criterion PM for linear lock-in state. We sggd®M > 45°

system-level parameters ~ For each building block of the CPPLL, a set of system pararsete
p that are capable of capturing the influence of the blocks ersyistem performances & trade-
offs, are defined:

e CP: outside-biased reference currky, jitter Jcp

¢ VCO: gainKyco, current consumptiol,co, jitter Jyco
e LF: loop filter element®, Cq, Co

e D: divider valueN |l

4.4.1.2 CPPLL on Circuit Level

Circuit-level performances On circuit level, the system-level parameters become perfo
mances of the building blocks that can be simulated in degrecwlof circuit-level design para-
meters. For the CP for instance, the absolute values of thelaied charging and discharging
currentdyp andlgown are equal to the value of the outside-biased cullggnon behavioral level,
and the system-level jittelcp becomes a circuit-level performance of the CP. For the VCO,
gain, current consumption, jitter and output frequencyeaare the circuit-level performances
corresponding to the system-level parameters.

Circuit-level parameters ~ The transistor dimensions, i.e. widths/lengths, are thruittlevel
parameters. In the CP in Fig. 4.18, there are two sets of umeror structures, i.e. P1&P2
and NO&N1&N2. The transistor dimensions in a current migtoucture should be identical. In
the VCO in Fig. 4.19, there are also two current mirror suites, i.e. PO&P1&P2&P3&P4&P5
and NO&N1&N2&N3&N4&N5. The dimensions of other transistan both circuits are set as
same as that of the digital circuit. Since the transistor¥ @O block work in large-signal
function, the sizing rules in Fig. 4.20 are only related te geometric rules in Tab. A.2. For
the current mirror transistors in CP block, the sizing rutetudes not only geometric rules but
electrical sizing rules as well.

I The divider value is determined by the input and the expewtiéplut frequency.
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Figure 4.20: Hierarchical performance modeling of the CPPLL

4.4.2 Modeling CPPLL in Verilog-A

Recently, various behavioral models [AETL96, SG99, HKHOBISA04, Kun05] have been
developed to accelerate the system-level simulation ofsPLUh this thesis, the system-level
models are based on [Kun05], which are realized in Verilof#&rb]. To achieve efficient
modeling and fast extraction, two sets of models are usddd&ing time and jitter respectively.
The first set of models, list D.1-list D.4 in Appendix D, foesson more accurately representing
the nonlinear acquisition locking process, while the secset, list D.5-list D.8, focuses on
more efficient modeling of the jitter in order to acceleratteyj simulation.

Models for locking time extraction In order to more accurately model the nonlinear acqui-
sition process, some properties of building blocks areuishetl and presented as follows. For
example, the rising/falling time, delay time of the PFD @ce firstly extracted from circuit
level simulation and then are parameterizeticasil andtd_dl in the behavioral model.

modul e PFD (ref, feedback, u, ub ,db ,d);
input ref, feedback;
output u, ub, db,d;
electrical ref, feedback, u, ub, db, d;
paraneter real tt=120p from (0:1000000); //rise tine and fall tine
[l the following delay tines are extracted fromcircuit level sinulation
[l for "u" and "ub" signal:
I rise delay ------------- fall delay
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paraneter real td ul=37p; paraneter real td u2=190p;
[l for "d" and "db" signal:
paraneter real td dl=45p; paraneter real td_d2=136p;

end
endnodul e

Since the charging/discharging current sources in Fig§.4ré realized by N/PMOS transistors,
theses N/PMOS transistors will work out of saturation ranfjthe output voltage goes too high

or too low. Therefore the generated output current canndhdésame value as the out-sided
biased reference current. The two parametenmaxandV_minin the CP model are used to

represent the limit of the output voltage. The parambteris used to represent the mismatch
current between the charging and the discharging currents.

modul e CP(lout, Down, N Down, N Up, Up, Ibias);
input Up, N Up, Down, N Down;
out put lout;
electrical Up, N Up, Down, N Down, |lout;
paraneter real |p=25.0e-6; //charge punp’s output current
paraneter real v_max=2.85; [/ maxi mum vol t age at output node
//so that PMOS current source in saturation
paraneter real v_m n=0.35; [/ m nimum vol tage at output node
//so that NMOS current source in saturation
paraneter real M s=0.00; /I Msnmatch of up and down current

[l restrict the output voltage range fromv_nin to v_max
@cross(V(lout)-v_nmax, 1)) begin

state =0
end
@cross(V(lout)-v_mn, -1))begin
state =0;
end
I (lout)<+transition(lp*state*(l+state*Ms), Delay, TransTinme );
end
endnodul e

In the VCO block, according to [LMCO01], the linear VCO modeégdicts more than 90% of the
real VCO characteristics, especially in the operating earig this experimental PLL's VCO,
when the input voltage is in the input range, the VCO outpegdiency increases with the
linear gainKyco. When the input voltage exceeds the maximum input levelMi&® output
frequency can still increase, but the gain is set to B8k, o instead oKy co.

modul e vco(V_tune, VCO out);
input V_tune;
out put VCO out;
electrical V_tune, VCO out;

paraneter real Vm n=0.6;
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paraneter real Vmax=2.6 fron(Vnin: 10e5);
paraneter real Kvco=600e6;

Il conpute the freq fromthe input voltage
if (V(V_tune)<=Vnin)
freq = Fmin;
else if (V(V_tune)<=Vimax)
freq = (V(V_tune)-Vnin)*Kvco+Fnin;
el se

end
endnodul e

Models for jitter extraction In a transient simulation, step size in simulation setupasiaial
factor for time cost and simulation accuracy. If jitters & @nd of VCO cause two individual
events and the two events are displaced at almost same timis pat not exactly coincident,
then circuit simulators have to spend many more time poirgs ¢maller step size) to resolve
the two distinct events, hence the simulation will run muolver. For this reason, itis desirable
to reduce the number of jitter events by combining jitterrsea compactly. The jitter of CP
block, i.e. edge-to-edgé&-p, can be embedded into the model of the reference input atill
(OSC) block. The following parametsyncJlitterrepresents the jitter of CP.

modul e OSC(out);
output out; electrical out;
paraneter real freq=25e6 from (0:10e9);
paranmeter real acclitter=0 from[0:0.1/freq);
[Iperiod jitter fromreference OSC
paranmeter real syncJitter=0 from[0:0.1*ratio/freq);
[l edge-to-edge jitter from PFDY CP

end
endnodul e

As well known, the higher frequency the circuit runs at, thepssize in simulation setup has
to be smaller. The output frequency of VCONstimes (divider value) of the internal signal
frequency of CPPLL. When divider and VCO are merged togethersimulation can run much
faster because the high VCO output frequency is never geteaatually. The acceleration of
simulation is obvious. If divider is merged into the modufeMCO, the period jitter at the
VCO output should be/N time larger than the period jitteiyco [Kun05]. Since there are two
transient processes in one period: i.e. one rising edge aadadling edge, the output jitter of
the VCO_Div block is therefore equal to

Jvco piv = v/2NJco. (4.34)

The merged behavioral model for VCO with divider is named &0V Div. The Verilog-A
model is given in the following.
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modul e VCO Di v(V_tune, VCO out);
input V_tune; output VCO out;
electrical V_tune, VCO out;

paraneter real N=20; //if N =1, divider noved into the VCO bl ock
paraneter real Jvco=10e-12; //Jitter of VCO
anal og begin
@initial_step)begin
seed=160;
Vout =VSS;
del ta=Jvco*sqrt (2*N);
/1 calculating the corresponding jitter on the divider output

endnodul e

Based on the above efficient setups in the behavioral mathelsystem-level simulations for
the locking time and the jitter can be finished in some minutée reasonable simulation time
makes the “simulation-in-a-loop”-based optimization huets feasible for PLL circuits.

4.4.3 Pareto-Optimal Fronts of Building Blocks

The deterministic PSE method mentioned in Chapter 3 is egpdi the circuit level of the CP
and the VCO respectively. The extracted Pareto fronts ptedehere are computed through
real circuit-level simulation, which is a non-trivial task

PSE on CP  For the CP, small jitter and low power consumption are ddsiFég. 4.21 shows
the Pareto-optimal front for the outside-biased curremwt e output jitter of CP, which rep-
resents the lower bound on the combination of both perfoomamalues. Right and above the
front is the feasible region. The trade-off front indicatkat a larger current will result in a
smaller jitter.

PSE on VCO Fig. 4.22 shows the feasible ranges bounded by the Paretts fiar the com-
peting objectives jitter, gain and current of the VCO in 3+ialan the different 2-D projections.
We can evaluate e.g. the increasing trend\a@fo with increasingKyco for constantlyco
from Fig. 4.22(b), or howKyco increases at the cost of a largkio for constantlyco from
Fig. 4.22(c), or the increasing trendlgto with the decreasing ak/co for constanKyco from
Fig. 4.22(d).

The feasible regions for system-level parameters, ligg, Jcp, lvco, Kvco and Jyco, can be
extracted from the Pareto-optimal fronts in Fig. 4.21&4.22

4.4.4 Hierarchical Optimization

Through restricting the system-level parameters on thwir Bareto-optimal fronts, an optimal
performance of the whole circuit can be obtained [EMGO5thia experiment, the independent
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Figure 4.21: Pareto-optimal front of the CP

system-level parameter set is selecteg aslcp, lvco, Kvco, R, C1,Cp]. The parametedcp is
dependent on the parametep andJyco is dependence on the parametexrso andKyco, as
expressed in Equation 4.35. There are two ways to transégittér values into the behavioral
models. One way is to directly embed the fitting function itite models given in List D.5 and
List D.7. The other way is to calculate the jitter values tighb a special script file firstly; and
then to transfer these values to the jitter parameters ofribdels by means of circuit netlist

mapping:

Jep = fitting_function_Xlcp)

- . 4.35
Jvco = fitting_function_Zlyco, Kvco). ( )

4.4.4.1 File system in WiCkeD

In the thesis, the optimization process is realized in WITR@/ic]. The file system for the
CPPLL optimization is briefly listed in Fig. 4.23, and thewgefor other optimization tasks in
other parts of the thesis is similar to this. The file system loa classified into four levels.
At the first level, “CPPLL.def” is the main file for optimizat setup, including the following
functions:

e The parameters are defined, i.e. design parameters, istt{girameters and operation
parameters. And their corresponding upper and lower bayrada also given.

e The circuit performances and the necessary optimizatiostcaints are defined. And their
corresponding simulations are set, e.g. "LockingTimeaos'locking time performance,
"Jitter.rs" for jitter performance.
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Figure 4.22: Pareto-optimal front of the VCO
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Figure 4.23: File system in WiCkeD

e The simulation tasks are distributed to many machines sanebusly. The performances
and constraints can be extracted in parallel.

At the second level, “***.rs” is the setup file for the perfoamces and constraints, which con-
trols the simulation and extraction files at the third lev&r example, “Jitter.rs” controls two
files: “pll_jit.scs” is theSpectreformat netlist of the transient simulation for jitter pemnance,
and “pll_jit.ocn” is in charge of the jitter extraction froprimal simulation data bank. The
behavior-level modules list D.5-list D.8 are included & tburth level.

In the optimization of the CPPLL, one transient simulatiothwSpectrels used to obtain the
locking time T, while another transient simulation is for the jitt&fynm. Based ors-domain
analysis of the PLL, the linear lock-in state propertieg, eunity-gain-bandwidth and phase
margin, are calculated. A third simulation with octave [[Qstused for the system-level con-
straints: the ratio RUR, the PM and the feasible ranges adystem-level parameters.

4.4.4.2 Hierarchical Optimization Results

Tab. 4.3 shows the results of the two optimization steps¢mpn automatic sizing and bottom-
up verification) in hierarchy. Starting from the system sfieations in column 3 and the initial
design in column 4, system-level optimization leads to thensized system performances in
the upper half of column 5 and the system-level parametdtsitower half of column 5. The
latter, propagated as specifications to the circuit-leyginaization, results in the findPqpt,
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which are listed in the lower half of the last column and degzidn dots in Fig. 4.21&4.22, re-
spectively. A system simulation with the behavioral modsibrated according to the circuit-
level design parameters yields the system performancé®ingper half of column 6. We can
see that by considering the technological feasibility afding blocks a first-time-successful
hierarchical optimization has been achieved for a comprakie set of design aspects. The op-
timization on system level and circuit level requires abbthours respectively, which results
in a total of 3 hours.

4.5 Pareto-Optimal Front Computation (POFC) of a whole
CPPLL

Compared to only one optimization design point in the lageexnent example, a comprehen-
sive optimization result, i.e. Pareto-optimal front of 8ystem performance, will be computed
in this experiment example. PSE method is applied not onthedbuilding blocks but to the
whole CPPLL system as well. The trade-offs in the perforneasfdouilding blocks, e.g. gain,
jitter and power in VCO, and the performance at system levgl,bandwidth, locking time and
jitter, will be represented as Pareto-optimal fronts. Efesnts offer designers a fast way to get
insight into the capability of the whole system for a givechieology.

The topologies of the building blocks in this experiment exactly same as those of the last
experiment. The technology is 130nm and the normal supphage VDD is 1.8 volt. The
reference input signal i§,=25MHz. The CPPLL is supposed to generate the output frexyuen
fou=500MHz.

45.1 POFC of the CP Block

For the CP block, the feasible range of the out-biased curseset from A to 650A The
Pareto-optimal front in Fig. 4.24 represents the traderalitionship between the two perfor-
mances, that the output jitter of CP decreases with theasang current. The front shows the
lower bound for both performances, right and above the fotite feasible region.

4.5.2 POFC of the VCO Block

For POFC on the VCO block, two constraints are set:

1. the maximal output frequency is larger than the expea¢iod frequency, so that the VCO
is capable of providing the 500MHz output frequency;

2. the nonlinearity limit of the gain is set to 2.5 to guarantiee acceptable linearity of VCO,
i.e. £ e
_mid” min 5 5 (4.36)

1:max— fmid a
where fig is the corresponding output frequency of the input voltsge = (Vmax —
me)/z.
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1 2 3 4 5 6
System Performances Specificationg Initial design| System-level Circuit-level
& blocks optimization optimization
Locking TimeTs (19 <25 2.85 2.13 2.2
Jitter Jsym ps <25 20.8 2.25 2.21
System: Power (mW) <25 3.02 2.42 2.417
CPPLL Ratio RUR > 20 30.6@fmin 28.5@f min 28.7 @ min
78.6@fmax | 72.8@fmax 73.5@fmax
Phase Margin PM{ > 45 43.6 @ min 45.1@f min 45.1 @ min
48.0@fmax | 45.1@fmax 45.0@fmax
Block: Currentlcp (HA) 50 47.3 lup=46.5lgown=-46.5
CP JitterJcp (pS) 55.2 13.34 14.4
Block: GainKyco (MHz/V) 270.3 347.1 348.4
VCO Currentlyco (HA) 805.9 619.2 619
Jitter Jyco (ps) 13.7 1.88 1.876
Block: ResistoR (KQ) 20 16.98 16.98
LF CapacitorC1 & Cy(pF) 50&8 445 & 7.66 44.5 & 7.66

Table 4.3: Hierarchical optimization results of the CPPLL
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Figure 4.24: Pareto-optimal front of the CP

Large gain, small jitter and low current consumption ardgsred in the VCO block. The 3D
Pareto-optimal front for these three competing objectisstown in Fig. 4.25(a). The contours
of jitter on the Pareto front surface is shown in Fig. 4.25@)ich represents the jitter is reduced
by increasing current consumption for a fixed gain.
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Figure 4.25: (a) 3D Pareto-optimal front of the VCO (b) Contours of jitbke2D surface (gain
VS. current)

4.5.3 POFC of the CPPLL System

For POFC on CPPLL system level, three constraints are set:
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1. phase margin is larger than“4fer PLL stability in the lock-in state;
2. RUR is bigger than 20 so that PLL can work properly in thelim@ar acquisition process;

3. the system design parameters are restricted on the Raptaeal fronts of the building
blocks, which are derived from POFC on circuit level.

In the CPPLL,p = [Icp,Kvco, lvco, R,C1] is selected as independent system-level parameter
set,N = 20 is determined by the output frequendy, is set toC;/10 for the sake of good
matching and safety phase margin.

Here we consider two different application cases. In thé¢ fiase the dominant noise comes
from the reference input, which is the case in clock recowgplications, where the input is
random data. In the second case the dominant noise origifrata the PLL blocks, which is
the case in frequency synthesizers application, wherenfié is a clear signal source.

—*— Pareto—-optimal front
ik Experimental result
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J
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Figure 4.26: Pareto-optimal front of jitter and locking time at inputgt=1ns

In the first case, the loop bandwidth should be chosen to bd smarder to suppress the
reference noise. Assume the input jitter is 1ns, which spoads to 4% distortion at the input
signal (25MHz). Since the overall output jitter is domirdhbg the input noise, a clear trade-off
exists between the locking time and the output jitter, asateg@in Fig. 4.26. The minimal jitter,
point a, is obtained at the minimal loop bandwidth, whichrsduced by the minimal values
of Icp andKyco. The feasible regions dgp andKyco can be found in Figs. 4.24& 4.25. The
minimal locking time, point c, is obtained at the maximumpdzandwidth, which is limited in
theory by the RUR constraint. In this experiment, the maxmioop bandwidth happens to be
generated by the maximal valuelgp andKyco. The best performance, the constraints and the
corresponding design parameters are listed in the uppeotiEdb. 4.4.

In the second case, the reference input is clean and so theblawidth should be chosen
to be large to suppress the VCO noise. Meanwhile, a large b@oplwidth can provide a
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Figure 4.27: Pareto-optimal front of jitter and locking time at inputgit=0 and setting
ICP = Imax

quick acquisition process. At a first glance, it seems thateths no contradiction between
reducing locking time and output jitter. From Sec. 2.3, thepl bandwidthwgyy is increased
by increasindcp. Whenlcp reaches the maximum but thasy is still not large enough, it
can be further enlarged by increasifgco. A largerKyco introduces more VCO noise, which
results in a larger output jitter. Fig. 4.27 shows the tratfdsetween the jitter and the locking
time, where the input noise is Ops and tige is set to maximum. The relationship of the
loop bandwidth at the points e, f, g is%e > W > wy. This indicates that the output jitter is
increased much more by VCO noise than decreased by the edlaap bandwidth. Therefore,
minimizing jitter is equivalent to minimizing VCO noise. &lbest performance, the constraints
and the corresponding design parameters are listed inwer lwalf of Tab. 4.4.

The ultimate sizing goal is to optimize locking time, jit@nd power consumption simultane-
ously. The performance and the corresponding system+pevameter sets for the two different
cases introduced in Sec. 4.3 are collected in rows b and flin4ld. These obtained values
of the system-level parameters can be successfully reabyehe final circuit level. Moreover,
the two compromise optimization results, b and f, are alswtiel by pentagrams in Fig. 4.26
and Fig. 4.27 respectively.

It is worth noting one point here. Based on the discrete caetpafficient points, an entire
Pareto-optimal front is estimated by means of a smoothdittunrve or surface in this work.
Although the residual at certain efficient poifitin the fitting function is not small sometimes,
the highest-level optimization results based on the fitBageto-optimal fronts can really re-
alized by the final lowest-level circuit in the two optimizat experiments. That proves again

** These efficient points might be generated due to non-rolystitnm of performance space exploration.
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that the behavior of a circuit is usually well-natured sog@s it works in the correct region of
operation.

4.6 Summary

This chapter has discussed the basic concept behind of teegbcked loop. The building
blocks and their operation of a charge pump phase-lockea dme briefly explained. Three
analysis methodss-domain analysis, impulse invariance method and stateespethod are

used to characterize the system properties of CPPLL infioe&-in state and nonlinear acqui-
sition process.

The PLL's performances, i.e. locking time, phase noidefjiare discussed in detail. Addition-
ally, the PLLs’ stability criteria for linear lock-in statnd for nonlinear acquisition process are
discussed individually. The design trade-offs among tbe leandwidth, locking time and jitter
are analyzed in theory and visualized by the experimensallie

In this work, to tackle the complex trade-offs in the PLL dgsiwe present an optimization
method to find a proper loop bandwidth in order to optimizdqrenance in terms of locking
time and jitter, which considers the capability of the bunfgiblocks. The experimental re-
sults are consistent with the theoretical analysis. ThetBdront computation on system level
provides a comprehensive insight into the circuit’s calitgbiln clock recovery or frequency
synthesizer applications, starting from various requéasts on the PLL's loop bandwidth to fi-
nal circuit realization, the automatic sizing process cam@complished in hours. Moreover, it
is a first-time-successful top-down sizing process withiauaition. Without the proposed hier-
archical approach, a complete CPPLL design could need nhenayion steps due to complexity
problems.
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Chapter 5

Hierarchical Optimization of
Switched-Capacitor Sigma-Delta
Modulators

Data modulator is an indispensable circuit in nowadays,dhigpnverts analog signadt) in
time-continuous domain to digital signgln) in discrete-time domain or converts the signal in
the reverse process. In last decades, oversampling datertens become more popular for high
resolution medium-to-low-speed applications such as-figeity digital audio. "Oversampling
is the process of sampling a signal with a sampling frequsigpyificantly higher than twice the
bandwidth or highest frequency of the signal being sampl®]. The major advantages of
oversampling method compared to other converter architestre that high-selectivity analog
filters are not needed and the conversion properties are megshsensitive to the circuitry
imperfections and noisy environment.

Switch capacitor (SC) sigma-deltaZX) modulator is an effective topology for high resolution
Analog-to-Digital (A/D) conversion. SEA modulators use not only the oversampling method
but the noise shaping method as well. Hence 2AG@nodulators inherit the oversampling’s ad-
vantages, such as high tolerance to circuitry non-idealdéind reduced accuracy requirements
on sample-and-hold circuit. Despite such predominantgmegs of SCZA modulators, "it is
still governed by the limitations of its analog building bks. In particular, it is sensitive to
circuit non-idealities at the input stage where no nois@sttghas yet taken place" [TMGO02].
To extract the effects of the non-idealities of analog b$oak the circuit performance, a circuit-
level simulation is the direct way generally. However thecwit-level simulation of SGA
modulators is a huge time-consuming and large memory-dgpaguired process, which re-
sults in that it is unfeasible on such circuit by directlyngthe "simulation-in-a-loop" based
optimization approaches stated in [WRSVT88, AEGP00, HBIEXIR" 00, dPDL"01]. A hier-
archical process is needed for optimization onX0modulators.

In this chapter, Sec. 5.1 introduces the fundamental¥\adversampling modulators. Sec. 5.2
reviews the topology of a second-order S modulator and lists out the major non-idealities
of the building blocks. Sec. 5.4 shows the proposed hier@tbptimization method applied to
the second-order SEA modulator. The SNR performance is maximized at the nomiesiigh
case and at the worst design case respectively. Finally53&2concludes.
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5 Hierarchical Optimization of Switched-Capacitor Sighealta Modulators

5.1 2A Oversampling A/D Converters

In this section, the basic topology of conventional coremsrtand ofZA oversampling A/D
converters are briefly described as follows. More detaits loa found in [FM98, Par]. A
conventional Nyquist A/D converter consists mainly of #hl#ocks, as shown in Fig. 5.1(a.1):

¢ Anti-aliasing filter. It is a low-pass filter and prevents the input signals aboyguist
frequency to bring new components in the base-band, whiaft Belong to the original
signal.

e Sample-hold circuit By using a sampling signal with frequendy, the sample-hold cir-
cuit samples a continuously changing input signal egdly; time interval and provides a
constant signal for the subsequent quantization proceise sampled signal hasfg fre-
guency in Nyquist converters, the sampling frequency hdettwice times offy, in order
to avoid any aliasing, i.e. Nyquist frequenty = 2- fp.

e Multi-level quantizer The sampled analog signals are compared with the predeffed
ence levels, and then the comparison results will be digé@dlas the output signals.

In aN-bit Nyquist converter, the number of the quantization lés€N and the number of the
level interval is ® — 1. The interval value) between two successive levels is referred to as
least-significant-bit (LSB) of the converter:
1

q= N1 (5.1)
This conversion has a quantization error uptig/2 with same probability and the quantiza-
tion noise power is equally spread over the entire signativadth. Assumed the above three
building blocks are ideal, a perfect classibabit Nyquist A/D converter has quantization noise
power spectral density @f/ (+/12- fs) uniformly distributed within the signal bandwidth. The
noise spectrum is presented only at one side here, as shawg i 1(a.2). Thaignal-to-noise
ratio (SNR)* performance of an ide&-bit Nyquist converter is [Bak04]

SNRgea = (6.02N+1.76) dB. (5.2)

However the A/D conversion is not ideal in practice. For eglamthe undesired signal above
the Nyquist frequency cannot be attenuated enough to bélewdise floor by the anti-aliasing
filter, or the output of the sample-and-hold circuit variesidg the quantization process. Con-
sequently, the quantization noise will be larger than iesotlktical minimum value, then its
effective resolution will be less thad-bit. The actual resolution, i.é&ffective Number of Bits

(ENOB) is defined by
SNR—1.76dB
In oder to achieve high-resolution by Nyquist converteghhperformances for each building

block are required.

In oversampling converters, a much higher sampling fat€=R - 2f,) is applied in sample-
hold circuit. The factoR is generally referred to asversampling ratidOSR). By the price of

* SNR is defined as the ratio between the signal power and tise poiver: SNR= Psigna)/Pnoise SNR includes
all noise sources, both thermal and quantization.
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5 Hierarchical Optimization of Switched-Capacitor Sighealta Modulators

high sampling rate at the input signal, oversampling methrings two benefits. One is that
the requirement of anti-aliasing filter in oversamplingenter is much more lower than that in
Nyquist converter. A simple passive first-order filter si@fienostly. The another benefit is that
a high resolution A/D conversion is accomplished with a laivA/D converter. Assumed a full
precision quantizer, the total noise power of oversamptimgyerter is same as that of Nyquist
converter. However, the quantization noise is distributeer a wider bandwidth tds/2, i.e.

R- fp (this phenomenon is normally callewise averaging as shown in Fig. 5.1(b.2). If a
digital low-pass filter (LPF) is added at the output, then npast of the quantization noise can
be removed, moreover the wanted in-band signal is not affiecthrough the noise averaging,
the power of quantization noise in the bandwidth of inteiediecreased by facté&. The ideal
SNR using oversampling method is calculated by [Bak04]

SNRgeal= (6.02N+1.76+10logR)  dB. (5.4)

If OSR is 2, then SNReai can be increased by 3dB or the ENOB can be improved by 0.5 bits.
In oversampling converters, decimator is needed besideththe blocks mentioned above, as
shown in Fig. 5.1(b.1).

e Decimator It filters all the signal components out of the signal bandicl includes a big
part of the quantization error power. The filtered signalawdsampled to the Nyquist rate
without degrading SNR performance. The collective operadif the low-pass filtering and
the downsampling is known as decimation, which can be redli® purely digital circuit.

If only using oversampling method to increasebit resolution more, the sample rate has to
be faster by a factor of?). The ZA converter does not need such a high oversampling ratio
because the operation of modulator (in Fig. 5.1(c.1)) ndy ceduces the quantization noise
power within the signal band, but also pushes quantizat@msenpower from the signal band
to outside of the signal band (this phenomenon is normallgdaoise shaping as shown

in Fig. 5.1(c.2). Consequently, the ideal SNR by oversamgpfilus one-order noise shaping
process is [Bak04]

SNRgeal= (6.02N+1.76—5.17+30logR) dB. (5.5)

The details of the noise shaping process in modulator witlibeussed in Sec. 5.3.

e Modulator. In this block the signal is over-sampled and quantized. &asoversampling
converter, it spreads the whole quantization noise powgxéd value) over the frequency
range with bandwidth oR- f, in order to reduce the quantization noise power within the
signal band. Furthermore, the modulator attenuates thetigation noise within the signal
band and amplifies it outside the signal band by means of sbigging process. In conse-
guence, most of the noise power lies out of the signal bands& but-of-band quantization
noise could be filtered by decimator later.

Through noise averaging and noise shaping methods, theeewnts on some building blocks
are quite low inzA A/D converter. The anti-aliasing filter can be realized bynagde RC low-

pass filter. The decimator is a pure digital block and can Is&ggded with the help of mature
CAD tools. In contrast, the modulator is in charge of the diemeous implementation of the
noise averaging and the noise shaping. The enclosed iotansrs of modulator, e.g. inherent
guantization errors and imperfections (non-idealitigs)icuit performances, will degrade the
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5.2 Second-Order Switched-Capacitor Sigma-Delta Modtsat

converter performance [FAB99]. Therefore, the modulatockis taken as the to be optimized
circuit in this work.

A large amount of2A modulator architectures have been developed since 198fis. 5T1
[FAB99] summarize the respective advantages and disaalyasbf the most used\ modula-
tor architectures. Based on system stability, oversamgphtio, circuit complexity and circuit
sensitivity, second-orde&A modulators are most selected architectures for high-uésalap-
plication. Their effectiveness has already been illusttah a variety of applications, such as
digital speech processing systems and voice-band telecaination in [KHE" 86, BW88].

Advantages Disadvantages
single| * guaranteed stability o need of high OSR
ingle-loop, . o :
1-bi% Iow-oFr)der * simple circuitry o presence of noise patterns
[LNGB88] * maximum useful input range
Single.! *large SNR by using low o potential instability
ingle-loop, .
1-big: high-grder OSR o useful input range smaller
[AP87] * smaller noise pattern than full-scale range
o need of low gain integrators
high-ord * guaranteed stability o sensitivity to circuit imper-
igh-order . i
ca?scade xlarge SNR by using low fections
[HIUKSE] OSR o larger complexity of the dig
% maximum usefulinputrange @l part
Multiobit * better stability o more complex digital and
ulti-bi _ .
[CSCO7] xlarge SNR by using low analog circuitry
OSR o sensitivity to multi-bit DAC
* smaller noise patterns nonlinearity

Table 5.1: Summary oA modulator architectures based on [FAB99]

5.2 Second-Order Switched-Capacitor Sigma-Delta
Modulators

TheZA modulator can be implemented as a discrete-time systertcfsud-capacitor, switched
OP AMP) [BW88, GSS00] or as a continuous-time one (active RCtransconductor-
C) [SZ96, CS00]. Compared to the continuous-time reabratihe implementation using
switched-capacitor circuit is compatible with standard@®process and is insensitive to clock
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5 Hierarchical Optimization of Switched-Capacitor Sighealta Modulators

jitter. Moreover, the frequency response of the noise sttgfilter can be accurately set by the
relative capacitor ratios. For this reason, a second-dsdeEA modulators is taken in this
thesis.

5.2.1 Building Blocks of a second-order SC ~ 2A Modulator

A topology of the second-order SEA modulator [BW88] is shown in Fig. 5.2, consisting of
two switched-capacitor integrators, a comparator and & /B converter.

1bit DAC

Ci G
— ]

oy Y B

o Out

S

(I Nl

Figure 5.2: A second-order SGA modulator [BW88]

5.2.1.1 Switched-Capacitor Integrators

The two switched-capacitor integrators in Fig. 5.2 are iidah Each consists of an operation
amplifier (OP AMP), a sampling capacitGg and an integrating capacit@. Compared to a
standard RC integrator, switched-capacitor (SC) integttas two major advantages:

e Much reduced area to realize the same functionality: as seEiy. 5.3, a resistor is re-
placed by the sampling/integrating capacitors and theogexal turn-on/off switches. For
a same time constant & ReCt), @ meg-ohm resistance can be replaced by a pico-farad
MOS capacitance with a proper sampling rate.

e More stable time constant: the time constant of the RC iategiis closely related to the
absolute values of the resistance and the capacitanceg Wiailtime constant of the SC
integrator is determined by the relative ratio of the cajgacies. The absolute values of
resistance and capacitance can vaB0 ~ 30% in silicon realization. In contrast, capac-
itances can superiorly match with each other, its relat®is much more constant than
its absolute values. Hence, the time constant is inseagithe variations of process and
of temperature.

In this experiment, the ratio &s/Cs is set as Equation 5.6 in oder to realize the gain of 0.5, i.e.

b=_—==05. 5.6
c (5.6)

A SC integrator has two operation phases, which are coatt@y two non-overlapping clocks.
The switches are closed when the controlling clocks are &mghvice versa. The corresponding
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5.2 Second-Order Switched-Capacitor Sigma-Delta Modtsat

time diagram for all switches in the modulator is shown in.Bg. During@l, switches; & S3
are closed whiles;& s4 are open, and the capacit@g of the integrator is charged by the input
Vin. During @2, switchess;&s4 are closed whiles;& s3 are open, the charge stored Ggis
transferred t&;. Switchess; & s are closed after a little delayt of switchessz& s4 respectively
in order to avoid charge injection .

C
|
[
:r f;
|
Vin, O— O—D‘
: : VOU'(
|
I
I
I
|
|
I =
I
s1&s3
>t
s2&s4

A

»

Figure 5.3: Single-ended SC Integrator

The SC integrator is a key building block 3\ modulators. Its non-idealities, e.g. switch ther-
mal noise, finite DC gain and slew rate of OP AMP, have strorgaichon the SNR performance
of ZA modulators. We will discuss that in detail in Sec. 5.3.1.3.

5.2.1.2 Comparator

A comparator is used to quantize an analog signal in the Idde generated digital output
will be directly taken as the output signal and be fed back®D/A converter at the same
time. As shown in Fig. 5.2, the comparator lies after thegrdaeor block, its non-idealities are
shaped by the loop in the same way that quantization noidejsesl. Therefore, the impact of
the comparator’s non-idealities can be ignored. Generalgimple regenerative latch without
pre-amplification or offset cancellation fulfills the comnaior requirements” [BW83].

5.2.1.3 1-bit D/A Converter

The D/A converter transforms the digital output signal bextk an analog form, which acts as
another input of the modulator in addition to the referemgaut signal. Any D/A conversion

error will result in distortion at the modulator’s outpuin&e the conversion error is not attenu-
ated, the DAC'’s non-linearity conversion will consideraburt the performance of modulators.
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In order to minimize the impact of non-idealities D/A conegron theXA modulators, 1-bit
D/A converter is selected here. The advantage of an 1-bitddAverter is that it is inherently
linear and guarantees the D/A conversion from differemigailinearity, because there are only
two output values and only one step size.

5.3 Analysis on 2A modulator in z-domain

In principle, quantization process is an intrinsic noreéin procedure, so A modulator is
also an inherently non-linear system. To analyze the behafia ZA modulator, it can still
be implemented by a linear operation if the quantizationrads assumed to be additive white
noise by fulfilling the following four conditions [Mal02]:

[. "All quantization levels are exercised with equal proitigh
Il. The quantization steps are uniform.
[ll. The quantization error is not correlated with the ingignal.
IV. A large number of quantization levels are uséd

A general linear model for a modulator is shown in Fig. 5.4. islta two-input ¥(n)
& e(n)) and one-output Y(n)) system, whosez-domain expression is represented by

Y(z) = STH2)X(z)+NTF(2)E(2)
H(2) 1 (5.7)

= mx(z) + mE(Z%

where X(z) and E(z) presents the input signal and the quantization noise réselsc and
STHz) andNT F(z) are the respectivedomain transfer functions of the input and the quanti-
zation noise.

E(2)

X(z)—b@—» H(z) H@—o—b Y(z)

T

Figure 5.4: Linear model of the modulator with an injected quantizatiorse

For the 29-order SCZA modulator topology in Fig. 5.2, the corresponding lineardelds
shown in Fig. 5.5. The ideal integratozsdomain transfer function including the necessary
closed loop gain are given by »(2), i.e.

-1
1-z Vv

t Although only one-level quantization is used in the secorater SCZA modulator, the quantization error is
still assumed to be white noise, since the quantizatioreneil be firstly sharpened.

Hi(z) = Hz(2) = 0.5 (5.8)
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5.3 Analysis orEA modulator inz-domain

Thus, the ideal signal transfer function is given by

HiH> 0.25

STHz) = = . 59
F( ) 1+H{H,+Hy, 72—15z+0.75 (5.9)
Whereas, the noise transfer function is to be
1 2-2z+1
NTF(z) = Zt (5.10)

T 1+HH,+H, Z2—157+075

E(2)

v

X(2) Hy(z) F—(—)— H2(2) —>E|—>—o—> Y(2)

Figure 5.5: Ideal linear Model of the ®-order SCZA modulator

As can be seen, th8T Hz) in Equation 5.9 is a low-pass function, whiNT F(z) in Equa-
tion 5.10 is a high-pass function. Therefore, tRé-@rder SCZA modulator can suppress the
guantization noise in the signal band and will not attentfaenput signal.

Fig. 5.6 shows the power spectral density (PSD) of an id&absler SCZA modulator when
the OSR is set to 256. As seen in this figure, the PSD of noisepsvattenuated in the signal

SNR = 101.5dB @ OSR=256
_50k
ENOB = 16.56 bits @ OSR=256

-150-

_200 i i i Il
10 10" 10° 10°

Frequency [Hz]
Figure 5.6: PSD plot of the ideal ®-order SCZA modulator @ OSR=256:
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110

50 100 150 200 250 300
OSR

Figure 5.7: SNR vs. OSR in the ideald-order SCZA modulator

band and is amplified outside the signal band. With 256 ovepiag ratio, we can obtain

the maximal SNR is 101.5dB and the corresponding ENOB is@#t5 The higher OSR is,

the lower PSD quantization noise is in the signal band. Gyqunsatly, SNR increases with the
increasing OSR as shown in Fig. 5.7.

5.3.1 Effects of Non-idealities

Sole quantization noise is taken into account in the idaeHr model oEA modulator in the last
section. AlthouglzA modulator is usually well-known for its robustness to tha-ndealities of
the building block compared to other data conversion agchites [CT92], it is still necessary
to take into account such non-idealities of the electricadlementations and the corresponding
introduced conversion error. Actually, the impact asgedavith such imperfections increases
when the modulator specifications are highly demanded Isecthey become the dominant
error sources [BKMA88,DLM92]. The detailed analysis ontloa-idealities of building blocks
are described in [BW88, FAB99]. Here, the effects of noraldies on the SNR performance
are presented and the corresponding modeling of thesedeafities are built. The main non-
idealities of SCZA modulators [BFM 99, MBF"03] can be classified into three categories,
shown as follows:

e clock jitter

e integrator noise
— switches thermal noise

—OP AMP noise
e integrator non-idealities
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x(t)
A k
o 5 X(t+3)
1/(2n*fin)
Figure 5.8: Clock jitter on sampling input signal

—DC gain

— bandwidth

—slew rate

— saturation (output range)

5.3.1.1 Clock Jitter

In SC ZA modulators, the property of SC circuits is closely depenhdanthe charge transfer

process during each clock phase. As seen in Fig. 5.3, thecfock signals are used to trigger
the switches in order to sample the input analog signal. Dtteet clock jitters on the four clock

signals, a non-uniform sampling time sequence is appliethemput signal, which results in

nonlinear distortions of the sampled signal. In consegegthe noise floor or the total harmonic
distortion of modulator is increased.

The distortion of the sampled signal is a function relateth&ostatistical property of the clock
jitter and the modulator input signal. If the input signadisinusoidal signa(t) with amplitude
A and frequencyfi,, the distortion introduced by a sampling with an instantklptter () is

X(t+0) —x(t) = %x(t)é ~ 2mnfinAcog 21tfint)d. (5.11)

Fig. 5.8 illustrates the relationship between distortiod @lock jitter. Since clock jitter is
assumed as white noise in this thesis, so the oversampleggs is helpful to reduce the signal
distortion introduced by the clock jitter. The total powétlee distortion is(2rtfi,5tA)2/2 and
uniformly distributed from 0 tdfs/2 [BW88].

Fig. 5.9 shows the PSD of th@®Rorder SCZA modulator with the clock jitter when the OSR
is set to 256. The SNR performance is reduced from 101.5dB @mnsidering the inher-
ent quantization noise) to 99.95dB (considering addifiefack jitter with standard deviation
AT = 4e—9). This effect can be simulated with SIMULINK by using the debin Fig. B.1 in
Appendix B, which represents Equation 5.11.

5.3.1.2 Noise Sources

In the real circuit implementation &A modulators, the signal is corrupted not only by the
intrinsic quantization noise, but by various electricaises in the building blocks as well. A
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SNR =101.5dB
SNR =99.95dB

‘iw
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10" 10° 10
Frequency [Hz]

~200h b

Figure 5.9: Effect of clock jitter

typical switched-capacitor integrator is already showifrig. 5.3. The most important noise
sources affecting the operation of the SC integrator anerthlenoise associated with the sam-
pling switches and the intrinsic noise of the operationgbkfier [MBF " 03].

Switch Thermal Noise

Switches in SC integrators are implemented with CMOS tstass. When a switch is on, the
CMOS transistor works in triode region and has a finite omstasce that introduces thermal
noise. Thermal noise is an electronic noise generated byh#renal agitation of the charge
carriers (usually the electrons) and usually presentsuilibgum. Thermal noise has a white
spectrum and wide band, is limited only by the time const&th® switched capacitors or the
bandwidth of the OP AMP [MBF03].

(a) L 1 (b)
Figure 5.10: Equivalent SC circuits in (apl (b) g2
Referring to the SC integrator shown in Fig. 5.3, the sangptiapacitorCs is in series with
switches, that periodically open and close with finite fasise. The equivalent circuit is shown

in Fig. 5.10.r4, rp, r3 andr4 are the on-resistances of switclegss,, s3 andss, respectively.
Vn1, Vn2 Vn3z andvys are white Gaussian noise sources, which modulate the theoisz ofrq,
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Figure 5.11: Effect of noise

ro, r3 andry, respectively. Thus noise sources are sampled periogimalbCs. The equivalent
circuit is a simple RC circuit at both phasgsandg,. Therefore, the total noise power can be

evaluated by [NST97]
o AKT Rypy kT
— df = —, 5.12
= rromert "o (6-12)
wherek is the Boltzmann’s constant, is the absolute temperature, arkiT&R,, is the noise

PSD associated with the switch on-resistance. The comespgp model for switch thermal
noise in simulink is shown in Fig. B.2.

Operational Amplifier Noise

The intrinsic noise of operational amplifier includes thatmoise, flicker (1/f) noise, shot noise
etc. For these purely random noises, it is very hard to prélgr instantaneous values at any
time. The usual method to calculate random noise is the geen@an-square value of the noise.
When having multiple noise sources in a circuit, all nois&sloe represented together by a total
root mean square (rms) noise source, which is the squareftioé sum of the average mean-
square values of each individual source. In the behaviooalahof OP AMP, an input-referred
noise source with rms noise voltageis used to present the intrinsic noises in OP AMP:

y(t) = b- [X(t) + Nopamdt)], (5.13)

where

b is the integrator gain, anBN(t) is a Gaussian random number with zero mean and unity
standard deviation. In this experiment, only thermal n@smnsidered, while other noises are
neglected. The corresponding model for thermal noise is&/shio Fig. B.3.
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Fig. 5.11 shows the PSD of th8%order SCZA modulator with the switch thermal noise and
the operation amplifier noise respectively, when the OSRti$0s256.

5.3.1.3 Operational Amplifier Non-idealities

In Sec. 5.3, the transfer functions of input signal and gaation noise §THZ) andNTF(Z),
respectively) are based on an ideal integration procesgrdctice, the real behavior of an
integrator deviates from this ideal behavior due to seveoalidealities of the analog circuit
implementation. The non-ideal effect of the integrator @masequence of the OP AMP’s non-
idealities. Such as finite DC gain and bandwidth, slew ratdiamted voltage region will result
in an incomplete transfer of charge in SC integrators. Timeseidealities will be discussed
separately in the following.

DC Gain To simplify analysis here, the effect of an infinite DC gain@® AMP in a first-
orderZA modulator are formulated here, and the following equaticars be extended to the
higher-oder modulators. The transfer function of an idetgrator with unity coefficient is
Z—l

Hldeal( ) ﬁ

For a first-orde&A modulator, the idea-domain transforms of the input signal and the quan-
tization noise are expressed as

(5.15)

Y(Z) = ST Fdeal(z>x(z> + NTFdeaI( )E(Z)
|deal( ) 1

T Haea@ 2 T Fgeald (5.16)

= zX@+@1-z7YE(®),

where
|STEdeaI(Z)‘ =1

INT Rgeal(z)] — O
As we can see from Equation 5.16, the output of the modulatthra delayed input signal plus
the in-band shaped quantization noise. In practice, améagiator built by an OP AMP with a
finite DC gainAg provides a real transfer function:

z1 . 1
Hreal(z) = W with o= A (5.18)

Therefore, the reat-domain transforms of the input signal and the quantizatioise can be
expressed as

for z—1 ie f—0. (5.17)

Y(z2) = STFReal(2)X(z) +NTFReal(2)E(2)
Hreal(2)
1+ Hreal(2) X(2)+ 1+ Hreal(2) B2
z1 1+(1-a)z?

= - X
l+az1 (2)+ l+az1

(5.19)
E(2),
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5.3 Analysis orEA modulator inz-domain
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Figure 5.12: Integrator output response

where
ST Real(2)| = |11/ = 1—a
— 1++(1 Ozt~ 1 1 for a<l & z—1
INT Real(2)| = [ 175 N1 (l-zHtazl —a

(5.20)
An OP AMP with a finite DC gain affects the integration procegstwo aspects. Based on
the comparison betweeBT Fyeal(z)| and |ST Feal(2)|, only a (1— a) fraction of the previous
output of the integrator is added to the new input sampleydirae. This phenomenonis usually
referred asleaky integratiofi. Based on the comparison betw@ei Fyeal(z)| and|NT Real(2)],
guantization noise in the signal band is weakly attenuatddnce the SNR performance is
consequently degraded by the incomplete integration geoce

Bandwidth and Slew Rate  Besides the finite DC gain of OP AMP, a finite bandwidth or
a finite slew rate could also produce an inaccurate chargesfegawithin each clock cycle,
which leads a non-ideal transient response in SC circuite &fifect of the imperfections on
bandwidth and slew rate are correlated to each other andecantdypreted as a nonlinear gain
[MPVARVH94].

Referring to the SC integrator shown in Fig. 5.12 with a sangpperiodTs, the evolution of
the output node during theth integration period (whe, is on) is given by

Vout(t) = Vour(NTs— To) + (1— a)Vs(1— €7 1), 0<t<Ts/2, (5.21)

whereVs = Vin (nTs— Ts/2), (1 — a)Vs presents the leaky integration due to the finite DC gain.
T=1/(2m- GBW) is the time constant of the integrat@BW is the unity-gain bandwidth of the
OP AMP when loaded b§;. From Equation 5.21, the maximal slope of the integratioweu
happens at the beginning of each integration process,+@, resulting in

d Vs

aVout(t”maX: (1—0()? (522)

This can also be explained by that the SC integrator usuttyssthe integration process with
the maximal slew rate. The later integration process caninded into two separate cases
according to the slew rate capability of OP AMP [MBE3]:

1. If the slew rate of OP AMP is larger than the value in EquaB®2, there exists no limita-
tion for the integration process. Therefore, the integrapirocess oY, can be described
entirely by Equation 5.21.
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2. If the slew rate of OP AMP is smaller than the value in Equab.22, the output signal of
OP AMP cannot linearly follow the changes of the input signN&l; can be characterized
in a piecewise function. The first part of the temporal evolubdf Voui(t <tp) is linear with
the slopeSR while the second part &fi(t > to) is non-linear with the slop8R

In summary, the integrator outpus,; can be characterized as

t—t
Vour(t) = Vour(to) + (1 —a)Vs— SR to) x (1—e ') if t>tg

Vou(NTs—Ts) + (1—o)Vs(1—e 1) if (1—a)¥% <SR
(5.23)

if (1-0)¥%>SR

wheretg is set by

(1—a)Vs
_ Vs 24
to SR T (5.24)

in order to get the continuity of the derivatives\@f(t).

Saturation (Output Voltage Range) Another non-ideality of OP AMP is the output satura-
tion, i.e. the limited output voltage range. Clipping witaur when the OP AMP is asked to
produce an voltage exceeding its own output voltage ranfythisl occurs in the integration

process, the output signal would fail to follow the idealmuitvoltage waveform, and is instead
a distorted waveform. Therefore, the output range of OP Alsi&diso to be taken into account.

The corresponding model for a real integrator is shown in Big. Fig. 5.13 shows the PSD
of the 2/%-order SCZA modulator with a limited DC gain, a limited slew rate and aited
bandwidth and a limited output voltage range of the OP AMPeetvely, when the OSR is set
to 256.

In this section, we have made the analysis on how the noritidsaf electrical implementa-

tions result in the error mechanisms, which consequenthg&mothe performance of modula-
tors. Moreover, the degraded SNR performances by thesédeatities are shown in Fig. 5.9,
5.11 and 5.13.

5.4 Example: Hierarchical Optimization ofa  2"%-order SC A
Modulator

The SNR performance determines the eventual resolution/Df ad D/A converters. For
SNR measurement, one simulation requires 10,000-100/)a@& samples depending on the
oversampling ratio and desired accuracy of the SNR estimalihe standard anal@pice-like
simulations are usually used to generate the raw sampldatatee later fast Fourier transform
(FFT) or discrete Fourier transform (DFT) postprocessihg DFT/FFT is used for calculation
of SNR, a>A modulator with 64*OSR and 1024 in-band FFT bins would reg@1,072 clock
cycles plus the initial cycle [NST97]. To achieve an accyran the order of 90dB, circuit
simulators need typically 100-1000 time steps per clockecythus, over a million time steps
are needed just to acquire a single data point on the SNRis«amput amplitude plot. Such
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Figure 5.13: Effects of non-identities in OP AMP

a simulation can last a day even running on today’s fastespaoter machine. Therefore, in
order to optimize SNR performance, a hierarchical optitezaprocess is needed for XA
modulators.

5.4.1 SC 2A Modulator Hierarchical Modeling

A system-level model in [MBFO03] for SCXA modulators enables a quick and accurate SNR
estimation. Based on the efficient module, a transient sitianl only needs several minutes. It
makes the "simulation-in-a-loop" based optimization apph feasible for SEA modulators.

A system-level module for the"%-order SC A modulators in Fig. 5.2 is realized in
SIMULINK, as shown in Fig. 5.14. Since SEA modulators are sensitive to circuit’s non-
idealities at the input stage where no noise shaping haskentplace [BW88], only the non-
idealities of the first integrator are considered here, evhie second integrator, comparator and
1-bit DAC are assumed as ideal. The detailed realizatioraohesub-model is described in
Appendix B. In this model, the following non-idealities afilding blocks are considered:

1. clock jitter at the input sampled;

. switch thermal noise in the SC structuker /Cs;
. operational amplifier nois&N(t);

. operational amplifier finite DC gai;

. operational amplifier gain bandwidtGBW,

a b~ W0DN
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Figure 5.14: A second-order SCA modulator model in Simulink

6. operational amplifier slew rat&R
7. operational amplifier output voltages,s;

Item 1 clock jitter and item 3 operational amplifier noise emedom noises, which won't be
considered in this work. Sind€is the Boltzmann’s constant afdis the absolute temperature,
item 2 switch thermal noiskKT /Cs is fixed for a predetermined capacitor. The SNR perfor-
mance of a given topology SEA modulator can be optimized by properly choosing the design
parameters of OP AMP, i.e. items 4A7 GBW, SRandVy,. Other system information is listed

in Tab. 5.2.

Table 5.2: Parameters of the'®-order SCZA modulator

Parameter | Value
Signal bandwidth BW = 22.05Hz
Sampling frequency fs=11.29MHz
Oversampling ratio R=256
Number of samples considered N = 66536
Integrator coefficients b=Db2=0.5

In the hierarchical modeling of the SX2A modulator, the SNR is the sole system performance
to be optimized, i.e.
f =SNR (5.25)

The SNR performance is dependent of the system-level paeaspsof OP AMP, i.e.

p = [A, GBW, SR Vou. (5.26)
These system-level parameters are determined by theteiesei design parametexsi.e.

X = Wi, L1, Wb, Lo, .. . (5.27)

whereW andL; are the width and length of theth transistor shown in Fig. 5.16. The hierar-
chical modeling of the second-order S@ modulator is presented in Fig. 5.15.
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Figure 5.15: Hierarchical performance modeling of the S8 modulator

5.4.2 PSE on OP AMP

A folded-cascode OP AMP is used for the second-ordeE&B@odulator, which is realized in
180nm technology with a supply voltage of 3V. The schematghiown in Fig. 5.16.

X VDD —T— X
P5 P6 PO P7. . P8
| :',:J I [:HH‘J
_1
Pll'io_—|PI4i 51 P2 _»PI?_‘_FIJlO
l l
In+ E II: :II g In- E' iI—ODUt
[ —]
(* NI_l:, N2 <l-\ll;ﬁ——INS
I bais
FF—IH | oo —]
N3 N4 FNS I\E‘
) VSS -;- )

Figure 5.16: Schematic of a fold cascode OP AMP

For PSE on the OP AMP, sizing rules [GZEAO1], i.e. geometnd alectric constraints, are
considered to guarantee all transistors to work propettlyerexpected analog function. Tab. 5.3
summarizes the total 152 sizing rules for the N/PMOS in tHdefd-cascode OP AMP. The
detailed sizing rules for each basic analog structure cdauel in Tab. A.2. In addition to the
sizing rules, two performance constraints are taken into@at: a) phase margifP\) larger
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than 45 for the stability of OP AMP; b) the output voltage regidpy: larger than 2.5V, so
that the 29-order SCZA modulator will work properly and the SNR performance willt e
degraded by the limited output voltage range.

Table 5.3: Sizing rules for the folded-cascode OP AMP

N/PMOS | Analog function | Number of sizing rules
N1 & N2 N-type differential pair 2*7
N3 & N4 | N-type simple current mirrof 2*7
N5 & N6 | N-type simple current mirrof 2*7
N7 & N8 N-type lever shift 2*9
Pl & P2 P-type differential pair 27
P3 & P4 P-type lever shift 2*9
P5 & P6 | P-type simple current mirrof 2*7
PO & P6 | P-type simple current mirror 2*7
P7 & P8 | P-type simple current mirror 2*7
P9 & P10 P-type lever shift 2*9
152 (sum)

Large DC gain A), large unity-gain bandwidthiGBW) and large slew rateéSR are desired in
the OP AMP circuit. Through PSE method, e.g. NBl in [SGA03[anominal Pareto-optimal
front of A, GBW andSR i.e. PF, is obtained, as shown in Fig. 5.17(a). From the distributio
of these efficient points on each 2D surface, a design tréfdeestweenA and GBW, denoted
asPF1 in Fig. 5.17(b), and a trade-off betwefrandSR denoted a$F2 in Fig. 5.17(c) are
clearly seen. The increasing trendSRis proportional taGBW, denoted as the solid line with
arrow in Fig. 5.17(d). However, there still exists a Pareptimal front betweeisRand GBW,
denoted a®F3, when both performances approach their limits. The mairAupointx, the
maximumGBW, pointy, and the maximun$R pointz, are denoted as pentagrams in Fig. 5.17.
And the achieved corresponding maxima and minima of theetpegformances are listed in
Tab. 5.4.

Table 5.4: Maxima and minima oA, GBW andSR
\ maximum\ minimum

A (dB) 105.23 | 76.54
GBW (MHz) | 47.05 1.831
SR(V/ps) 33.01 1.44

5.4.3 Nominal Optimization of SC 2A Modulator

The ideal SNR value of the modulator is 101.5dB. Practic&8NR will be degraded by the fi-
nite A, GBWandSRof the OP AMP. To compute the maximal SNR performance, a tukieal
optimization process based on the capability of the OP AMPbeaformulated as

m NR(A, GBW. 1. A GBW, =PF 2
A,GB%,(SRS (A,GBW,SR st. c(A,GBW,SR : (5.28)
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wherec(x) describes the feasible ranges of the system-level desigmggersA, GBW andSR

as shown in Fig. 5.17(a). However, the trade-off betw&&W and SRis not obvious, which
results in a narrow 3D Pareto-optimal front as shown in Fig7&). It is difficult to fitting
the PF. Moreover, an inaccurate fitting could result in a false glesesult. Hence, we try to
reduce the number of the system-level design parametdrsSirssystem-level sweep-analysis
processes of SNR are executed at design pointg, respectively. For example a sweep-
analysis at poink, (i.e. maximalGBW), one of the other two parametes éndSR), varies
from their own minimum to maximum individually and the othgarameters keep constant at
the corresponding design values.

At point x, the red lines in Fig. 5.18 represent the variation of SNRteel toA andSRrespec-
tively. As can be seen, SNR increases WR while SNR stays almost constant wi¢h At
pointy, the blue lines represent the variation of the SNR relate8Rand GBW respectively.
Worth to note, SNR keeps almost 0 wiBW, becausé&Ris minimal at the design point. At
point z, the green lines represent the variation of the SNR relaie€gsRand A respectively.
Based on these results, we can find thaloesn’t have any impact on SNR in this experiment,
while SNR is very sensitive to the value 8R Additionally, a largetGBW can enlarge SNR
whenSRis maximal.

100-
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20 —F—SNRvs. SR ~er y
10r ~+ SNRvs.GBW— g ooint z
~O SNRvs. A
* ) % | |
1 : | | 5 6
Parameters sweep from Min to Max respectively

Figure 5.18: SNR vs Parameter Sweep

Based on the analysis above, SNR is mostly dominatégsfAnd the main increasing trend of
SRis proportional tadGBW. Therefore, the maximal SNR is achieved by a design poinighwh

lies on the nominal Pareto-optimal froRE3, zoomed in Fig. 5.19. The optimization of SNR
in Equation 5.28 can be simplified to

NR(GBW, L. BW, =PF 2
GrgﬁéRS (GBW,SR st. c(GBW,SR 3 (5.29)
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where the system-level design parameters are reduceB\WéandSR PF3 is the optimization
constraint for system-level optimization. The maximal SNR8.89dB generated by the design
pointqs, which is listed in Tab. 5.6 and denoted as diamond in Fig.5.1

7
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Figure 5.19: Pareto-optimal front of GBW vs. SR

5.4.4 Worst-Case Analysis of SC 2A Modulator

What is the SNR performance with the nominal optimized dewizes actually after fabri-
cation? Through a Monte Carlo analysis on the statisticedrpaters of the OP AMP, about
52% circuits can generate thyg performance values, i.6&BW=35.05MHz and5R=32.97V/[us
Additionally, two operation parameters are considere@ htre supply voltage, which varies
from 2.9V to 3.1V, and the temperature, which varies fréi@ @ 100°C. The worst-case op-
eration conditions fo6RandGBW are listed in Tab. 5.5. Consequently, only 0% circuits can
achieve they; performance values in terms of both variation of stati$@cel operation para-
meters. Therefore, the SNR of 98.89dB, which is generatetkbign pointyz, is not an actual
capability of the circuit after fabrication.

Table 5.5: Worst-case operation conditions i8BW andSR
Temperaturg Supply voltage
GBW 100°C 2.9V

SR 0°C 2.9V

To get the real maximum of SNR after fabrication, a yield-eevaptimization is needed. Ac-
cording to varied target yields, different worst-case-+@vBareto-optimal fronts can be ex-
tracted. Fig. 5.19 shows a froRF3yc with a target yield of 987% when the worst-case
distance,, is set to 3, according to Tab. 3.1. The optimization of SNRhwiite 9987% yield
can be formulated as

NR(GBW, . BW, SR = PF3yc. .
Jmax SNRGBW SR st. c(GBW SR 3we (5.30)
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The achieved maximal SNR is 89.4dB, the corresponding dgmntay is listed Tab. 5.6 and
denoted as diamond in Fig. 5.19. The maximal value of SNR isooisly degraded by the
statistical and operation parameters. Finally, the robasign results that we are searching for
are the device sizes which genergsenotqs.

Table 5.6: Nominal and robust optimization results of the Modulator
SNR | Yield GBW SR
(dB) (MHz) | (V/us)
Ideal 101.5 infinite | infinite
Nominalq; || 98.8 0% 35.05 | 32.97
Robustqy || 89.5 | 99.87%]| 28.32 | 26.3

5.5 Summary

This chapter describes the basic advantages by dsthgiodulators compared to Nyquist-

frequency modulators. Noise averaging and noise shapisgnisitaneously implemented in

the A modulators. The efficiency of thé®order SCZA modulator is discussed compared to
other modulator topologies.

Based on the lineardomain model of the ®-order SCZA modulator topology, the maximal
theory value of SNR can be evaluated. Due to the non-ideslitf the analog building blocks,
the actual maximum of SNR will be less than the theoreticileza Most non-idealities of
the 2%-order SCZA modulator are listed here and their effects on the SNR padace are

presented individually. And the corresponding models M3LINK are built including these

non-idealities.

Since the simulation of a SEA modulator on circuit level is very time-consuming, the prsgd
hierarchical optimization methodology in Chapter 3 is #&iplon the modulator. The SNR
performance is maximized based on the real capability ofdxdascode OP AMP circuit. In
the optimization process, a performance space exploratethod is firstly applied to the OP
AMP so that a nominal Pareto-optimal front is extracted, trah the worst-case analysis is
conducted on each efficient point of the nominal Paretorwmgttifront, in order to obtain a
worst-case-aware Pareto-optimal front. Based on thatpthetical maximum of SNR with a
target yield has been computed. It gives designers a raghinato the capability of the circuit
after fabrication. The presented method is not limited ® 2}-order SCZA modulator but
applicable to other modulators as well.
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Chapter 6

Conclusion

The Semiconductor Industry Association (SIA) has annodrtbat worldwide semiconductor
sales reached totaling $267.5 Billion in 2007, a new ingusdcord. Analog circuits are one
of the fastest-growing segments of the market. In the negtyfaars, nearly 70 percent of all
ICs will have analog signal components, which are widelydusecommunication, computer,
consumer, automotive and industrial applications. Thdya#ly shrinking process technologies
make analog circuits smaller, faster and more power efficigut introduce more challenges
and difficulties as well. The increasing time-to-marketsgige drives the progress of design
methodologies, CAD tools and design flows. In contrast tosigaificant increasing density
and complexity of analog circuits, design methodologieamealog circuits have achieved a little
progress over the past decades. Compared to the well dedetop widely available digital
CAD tools, few robust commercial CAD tools are available eptcfor spicelike numerical
simulators. Consequently, the design of analog and miigthkICs remains still a long and
error prone process, which tends to be a bottleneck poinegsigd process of SoC systems.
Therefore, an efficient design methodology for large-seal@og/mixed-signal circuit design
will be valuable.

Chapter 1 presented the challenges of analog design. Cethjaedigital design, designers have
to be much more involved in the design process of an analagrdésan that of a digital design,
and consequently the design results are highly dependetiteoknowledge and experiences
of individual designers. The current analog design flowtstaith the manual selection of
circuit topology. Then designers assign the transistagssemd the values for resistors and
capacitors, and simulate the circuit. The tuning procesdesign parameters and the circuit
verification have to been repeated until the desired cigeiiformances are achieved. Some
commercial automatic sizing tools have been mentioned¢chvare capable of accelerating
some analog designs. As analog circuits become larger, owmplex and include digital
parts gradually, two different optimization strategiesléwge-scale analog/mixed-signal circuits
have been introduced: i.e. flat and hierarchical optimmrathethodology. Additionally, the
methods for performance space exploration have been afemartized, which provide the
useful information of the lower-level realization for thesilgn on a higher-level in hierarchy.

Chapter 2 explained the two automatic processes for anasigm, i.e. automatic sizing and
performance space exploration. The fundamental concéjtsatog design, e.g. design para-
meter, circuit performance/specification/yield, cirairulation, have been introduced. Nom-
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6 Conclusion

inal design aims to optimize the often conflicting circuitfoemances at the same time, while
robust design aims to maximize the circuit yield. The autirsizing process is a mapping

from circuit specifications to design parameters, and isalsueferred to as a nominal de-

sign process. The additional sizing rules for CMOS transssintend to reduce the degree of
freedom in analog design, so that the automatically sizedlt®are guaranteed to stay in the
technically meaningful regions. Performance space eaptor is a mapping from the feasible

space of the design parameters to the feasible space ofthé performances. A determinis-

tic and simulation-based PSE method, i.e. Normal-Bountiggysection, has been introduced
to generate a Pareto-optimal front (a part boundary of thieecieasible performance region),

which represents the performance capabilities of the itircu

Chapter 3 proposed a hierarchical optimization methodolog large-scale analog/mixed-
signal circuits. The methodology is'amulation-in-a-loop" -based hierarchical optimization
methodology, which consists of four main steps. (1) Perforoe space exploration is applied
to each building block on the circuit level individually. &in respective Pareto-optimal fronts
can be obtained. (2) Efficient behavioral models are butiidLs or SIMULINK. The models
include not only the description of circuit functionalsigout the description of Pareto-optimal
fronts as well. (3) Based on these behavioral models, amatto sizing process is conducted
on the system level. During the optimization process, tls¢éesy-level parameters are restricted
to these Pareto-optimal fronts. (4) The specifications &mhebuilding block are propagated
from the optimized results on the system level. And thenatlitematic sizing process on each
building block is conducted individually and in parallelhd whole hierarchical optimization
process can be characterized by a bottom-up extractionraficcapability and a top-down
hierarchical sizing process. Additionally, through wetase analysis on the efficient points
of the nominal Pareto-optimal front, a worst-case-awaret®soptimal front can be extracted.
Based on that, the obtained optimization results represenactual circuit capability with a
target yield after fabrication.

In this thesis, the proposed hierarchical optimizationhodblogy has been applied to two typ-
ical large-scale analog/mixed-signal circuits: a chgrgep phase-locked loop (CPPLL) and a
switched-capacitor sigma-delta (3) modulator. In Chapter 4, the fundamental of a CPPLL
has been discussed, including PLL's building blocks, Pldésformances and PLL system’s
analysis methods. The complex trade-offs in PLLs show tlffecadlities and the challenges
of the optimization task by manual design. The time-consignsimulation of PLL'S perfor-
mance is the main obstacle to the “simulation-in-a-loopsdxd optimization method. To tackle
the problem, efficient behavioral models in Verilog-A haweb developed. Based on perfor-
mance space exploration on the circuit level, a first-timeessssful top-down sizing process
without iteration has been realized. The obtained Parptwral fronts of building blocks and
system represent the capability of circuit and visualizedanflicting relationship among per-
formances, which give designers a detailed insight intectfaiit. In Chapter 5, a second-order
SCAZ modulator has been taken as example circuit because ofidieety. Based on the lin-
earz-domain model, the theoretic maximum SNR performance cavakiated. However due
to the non-idealities of the analog building blocks, theiatENR performance cannot achieve
the theoretical value. By applying performance space eaptm on building blocks, the SNR
performance has been maximized while considering the dipebof OP AMP. Moreover,
worst-case analysis has been applied to the nominal effipgnts in order to extract a worst-
case-aware Pareto-optimal front. Based on it, the actualrmenm of the SNR with a target
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yield has been extracted. The final optimized result showetrentual capability of the cir-
cuit after fabrication. The “simulation-in-a-loop”-bakeptimization method has been realized
based on the efficient behavioral modeling in SIMULINK.

With the proposed hierarchical approach, the complete CR®PI the SCGA modulator have
been sized algorithmically despite their design compjekitoreover, the whole design process
can be accomplished in a reasonable time cost, which is oblyishorter than the design period
by using the traditional analog design method. The predeayproach is not limited to the two
kinds of circuits but applicable to other large-scale agatoxed-signal circuits as well.
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Appendix A

Analog Sizing Rules

For analog circuits using CMOS technology, a lot of fundatakanalog building blocks are
identified based on [GZEAO1]. There are five levels of hidmgias depicted in Tab. A.1 [Ste05].

*

¢ At the lowest hierarchy level 0, the atomic building bloclaisingle transistor. A transistor
can act as a voltage-controlled current source(VCCS) isatsration operation range or a
voltage-controlled resistor in its linear operation range

¢ At the hierarchy level 1, seven transistor pairs are definguésent basic analog function-
alities. For example, a simple current mirror is used to camurrent from one path to
another path. A level shift is used to shift a voltage to a &rgir a lower voltage level.

e At the hierarchy level 2, four “pairs of transistor pairséatefined to present more complex
or more accurate analog function. These pairs are considtéte structures from level
0 and level 1. For example, a 4-transistor can be modeled amahination of a voltage
reference and a current mirror load.

¢ At the hierarchy level 3, a cascode current mirror bank is etedlas a level shifter bank
and a current mirror bank.

¢ At the hierarchy level 4, a differential stage is modeled asm@bination of a differential
pair and a generic current source. The current source camplemented as a simple
current mirror or a cascode mirror structure.

As can be seen, the block at a certain hierarchy level is cegthof blocks at lower levels.
Moreover, the structure library is not complete and a varadtother building blocks can be
added.

A set of sizing rules will be given for each building block. 83es sizing constraints guaran-
tee the dedicated analog function and strengthen its noésste.g. reduce mismatch effect or
channel length modulation. These constraints refer to niyt tbansistor geometry parameters
(width, length and area) and electrical transistor quigstife.g. transistor drain/source volt-
ages) as well. Since each block on levebnsists of the building blocks at the lower levels in
hierarchy, therefore the sizing rules for each identifieztklat leveli include all sizing rules

* In this table, fundamental analog building blocks are pnees schematically through NMOS transistors and
analogously for PMOS counterparts.
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A Analog Sizing Rules

Table A.1: Library of analog basic building blocks [Ste05]

Function Schematic (NMOS)| Hierarchy
(PMOS analogously) Level
\oltage-controlled resistor (res)
Voltage-controlled current source (cs) :"_ 0
Simple current mirror (cm) E 1
Level shifter (Is) j 'i
\oltage reference 1 (vrl) E
Current mirror load (cml) ED
Differential pair (dp) H
/
\oltage reference 2 (vr2)
Flip-flop (fH) ﬁ
Level shifter bank (LSB) ] E E 'i 2
Current mirror bank (CMB) j é é 'j
Cascode current mirror (CCM E
s
4-Transistor current mirror (4TCM —
Cascode current mirror bank (CCMB) @ 3
Diff tial st (DST) - g
ifferential stage
(CM € { cm, CCM, 4TCM, CCMB}) 4
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of these fundamental blocks and the additional sizing ddethe block itself. Tab. A.2 [mun]
lists the detailed sizing rules for the recognized basic NBvEDructures: simple current mirror,
differential pair and level shifter. The safety margms set according to the CMOS realization

technology.
Table A.2: Sizing rules for NMOS basic structures [mun]
\ Structure | Constraint | Safety margin| Reason
Ves—Vih >m m=100mV inversion
NMOS Vps— (Ves—Vin) > m m=100mV s'at.uration'
Current Mirror | £-W =M m= Lnv limit Vi mismatch
L>m m= 0.5um limit relative variance of
W>m m= 0.5um the transconductance factor
|_<._| —mM<Vps1—Vps2<m m=200mV reduce the influence of the chann
length modulation factor on the
current transmission coefficient
equal length limit systematic mismatches
Vos—Vih > m m=10mV inversion
Vbs— (Ves—Vin) > m m= 10mV saturation
L-W>m m= 1unt limit Vi, mismatch
_NMOS_ L>m m= 0.5um limit relative variance of
lefere_ntlal W >m m= 0.5um the transconductance factor
Pair Ves—Vih <m m= 1.0V reduce the influence of
transconductance mismatch
”#_'_::“- on the input offset
—mM<Vps1—Vps2<m m=200mV reduce the influence of the chann
length modulation factor on the
current transmission coefficient
equal length avoid transconductance mismatc
equal width and input offset voltage mismatch
[ Ves—Vin > m m= 10mV inversion
NMOS Vos— (Ves—Vin) > m m= 10mV saturation
Level Shifter | L-W>m m= 1unt limit Vi, mismatch
L>m m= 0.5um limit relative variance of
W>m m= 0.5um the transconductance factor
I_"_| —m<ipsy/ips2—Wo/Wp <m | m=10.2 avoid a difference between the
effective voltagé/ss
equal length avoid transconductance mismatc
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Appendix B

Modeling 2A Modulator Non-Idealities in
SIMULINK

In this chapter, the behavioral model of the second-o¥demodulators is realized in Simulink
module, which are based on the modules in [BF, MBF"03].

Sampling Jitter  According to Equation 5.11, a random sampling jitter model be built as
shown in Fig. B.1. The input signalt) and its derivativelu/dt are continuous-time signals.
They are sampled with a sampling periggby a zero-order hold. The sampling uncertainty,
i.e. clock jitterd, is implemented by a Gaussian random procgsswith a standard deviation
At.

o T
x(®) + J_L‘—
P! du/dt » Add Zero-Order y(®
Hold

Derivative

ﬂ—bj_l—\_ P delta

nt) Product

Random Zero-Order Jitter
Number Hold Standard
Divation

Figure B.1: Modeling a random sampling jitter [MBFO3]

Switches Thermal Noise ~ The switch thermal noise voltagg can be evaluated by Equa-
tion 5.12. And the thermal noise is superimposed to the impliagex(t), expressed as

y(t) = [x(t) +er(t)]b= [x(t) + an(t)]b, (B.1)

wheren(t) denote a Gaussian random process with unity standard weviahdb = Cs/Cs is
the coefficient of the integrator. Equation B.1 is impleneehiby the model shown in Fig. B.2.
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B ModelingZA Modulator Non-Idealities in SIMULINK

.
Productl y(®)
(b) > N e_l_(t) Add

KT/C noise g

Product
M+

Random Zero—-Order
Number Hold

Figure B.2: Modeling switches thermal noi$€T /C block [MBF+03]

Operation Amplifier Noise The model of OP AMP noise is shown in Fig. B.3. The intrinsic
noise of operational amplifier includes thermal noise, #8icil/f) noise, shot noise etc. These
various noises contribute together to the total OP AMP npi@eerV.?, whose value can be
evaluated through simulation on the circuit in Fig. 5.3 dgrphasep2. "The resulting output
referred noise PSD has to be integrated over the whole freguspectrum, eventually taking
into account the degradation of the thermal noise PSD intred by the auto-zero or corre-
lated double sampling techniques" [ET96], and then dividgd? in order to calculate the
corresponding input-referred rms noise voltafge

- - -0
Product y(®)
M T ﬂ

Random Zero—-Order Noise
Number Hold Standard
Divation

Figure B.3: Modeling operational amplifier noise [MB3]

Real Integrator  Fig. B.4 shows the model of a real integrator including adl tton-idealities
listed in Sec. 5.3.1.3. Only a fraction {1a) of the previous output of the integrator is added
(fed back) to each new input sample, which is modeled thenpetier "alpha’ in Fig. B.4, where

Ap—1
A

The finite bandwidth and slew rate of the OP AMP are implentbiea MATLAB function
block which is placed in front of the integrator. AccordirgEquation 5.23, the corresponding
description in C-code is shown as follows. The limited outiaunge of the OP AMP can be
simply realized by using a saturation block to limit the finatput range.

alpfa=1—a = (B.2)

function out = slew(in,al pha, sr, GBBWTs)
% Mobdel s the operational anplifier finite bandwi dth and slew rate
%for a discrete tine integrator
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% out = slew(in,alpha,sr, GBWTs)

%in: I nput signal anplitude

% al pf a: Effect of finite gain (ideal anplifier al pha=1)

%sr: Slew rate in V/s

% GBW Gai n-bandwi dth product of the integrator loop gainin H
%Ts: Sanple tine in s

% out : Qut put signal anplitude

tau=1/ (2*pi *GBW; % Tinme constant of the integrator
Tmax = Ts/ 2;

sl ope=al pha*abs(in)/tau;

if slope > sr % Qp-anp in slew ng
tsl = abs(in)*al pha/sr - tau; % Slewing time
if tsl >= Tmax
error = abs(in) - sr*Tmax;
el se
texp = Tmax - tsl;
error = abs(in)*(1-alpha) + (al phatabs(in) - sr*tsl) * exp(-texp/tau);
end
el se % Qp-anp in linear region
texp = Tmax;
error = abs(in)*(1-alpha) + al pha*abs(in) * exp(-texp/tau);
end

out =in - sign(in)*error;

MATLAB | >
( ) I Function * —» i > »@

X(t) + z
GBW & SR v

Unit Delay Saturation

leakage

Figure B.4: Modeling real integrator [MBF03]
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Appendix C

Phase Noise & Jitter

C.1 Relationship between Phase Noise and Jitter

Analog engineers prefer using phase noise, while digitsigieers prefer using jitter. The re-
lationship between the two parameters is briefly descritexd.hMore details can be found
in [Raz96, DMR00, HL98,HLL99, LH00, Meh02].

Timing jitter is defined as the standard deviation of the tumeertainty [HLL99]:
1 1
Ofr = 2 E{[o(t +AT) - @(t)]*} = 2 {E[@(t+AT) + @(t) — 29(t + AT) - (t)]}, (C.1)

where E[-] represents the expected value, the time uncertaintytis- AT) — @(t). Since
E[@(t) - @(t + AT)] is equal to the autocorrelation gft), i.e. Ry(AT). Therefore, the jitter
in Equation C.1 can be written as
2
Oar = o Po(0) —Re(AT)L (C.2)

The relationship between the autocorrelation and the pepeetrum is given by the Khinchin
theorem [Gar90], i.e.

RolT) = /0 " s(H)ei T, (C.3)

where Sy(f) represents the power spectrumggt). Replacing the autocorrelation of Equa-
tion C.3 into Equation C.2 result in

02y — %O/Ow Spl F) SI(TTFAT)d 1. (C.4)

Equation C.4 describes the relationship between timingy jgind noise power spectral density
(psd). Therefore, the timing jitter can be calculated frophase noise by using Equation C.4.
As AT goes to infinity, timing jitter is calculated from Equation2C

Gy = %won (C5)

O — %/Omspdf. (C.6)
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C Phase Noise & Jitter

As can be seen from the above analysis, since time jitterdsasimformation than phase-noise
spectrum, the inverse process (from jitter to phase nossapimally not feasible, unless the
extra information on the shape of phase-noise spectrunaitaale.

C.2 Extracting Jitter from Phase Noise Analysis on PFD/CP
and VCO Blocks

Simulator SpectreRF [Cadb] is used in this thesis to comimgtphase noise of the CPPLL. The
proper frequency range in periodic-steady-state (PS3ysisand PNoise analysis is chosen so
that the noise out of the frequency range is neglectedPSS and PNoise analysis, it linearizes
the circuit at each time step in a given period and accunsildie contributions from every
noise sources and over each time point to compute the toagkpmoise.

The jitter of PFD/CP can be derived from the following stepsrst of all, according to the
edge-to-edge jitter definition, i.e.

var(3t,) = E[(8t, — )2, (C.7)

Whereéfn is the mean value ait,. The value is equal to O for a white noise. Therefore, the
var(dt,) can be reformulated as

var(3tn) = E[(3tn)?] = R, (0). (C.8)

Applying the Wiener-Khinchin Theorem in Equation C.3 toatetine
var(dty) — / S(F)df, (C.9)
0

whereS,(f) is the power spectral density of tB sequence.

To reduce the simulation time on jitter extraction, the r@surce of PFD/CP is moved forward
at its input, which is called input-referred jitter of PF¥CThe corresponding input-referred
jitter can be calculated by dividing the effective gain of ®#FD/CP:

T /var(dn)

‘JGQJFD/CP - @[ 5 (C.10)

whereKget is the gain of the PFD/CP, in units of ampleres/cy@les in units of seconds/cycle.
The ratio 2 comes from the modeling on two transition edgesdycle. '

The jitter in VCO, is almost completely due to oscillator phaoise. According to the Equation
76 in [Kun05], i.e.

(C.11)

* The noise should be at least -40dB down and dropping at theekidrequency simulated.
t In a cycle with two transition, the sum jitter is calculatgdgym= 1 /le +J2=/2], whered; = J, = J
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C.2 Extracting Jitter from Phase Noise Analysis on PFD/CIP\&BO Blocks

and Equation 73 in [Kun05], i.e.

J=CT= /fﬁ, (C.12)
0
the jitter of VCO can be extracted by
Af | Len
JVCO - mlo 20 . (C13)

L(Af) means the phase noise on the offset frequéxicin unit of dBc/Hz. Note the Equation
C.13 is only valid when the phase noise\dt which is in the ¥ f2 region.
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Appendix D

CPPLLs Verilog-A Models

In this chapter, the Verilog-A models for building blockstbé CPPLL are listed in the follow-
ing, which are based on the modules in [Kun05].

Lists D.1- D.4 are for the extraction of the locking time merhance.

Listing D.1: Behavioral model of PFD in Verilog A

~
[/ PFD

‘include "constants.h"
‘include "discipline.h"

module PFD (ref, feedback, u, ub ,db ,d);
input ref, feedback; //input and feedback are the reference and feedback clock
output u, ub, db,d;
electrical ref, feedback, u, ub, db, d;

parameter real v_high=3;
parameter real v_low=0;
parameter real ttol=10p;

parameter real tt=120p from (0:1000000); /lrise time and fall time
/I for "u" and "ub" signal: delay time extracted from circuitevel simulation
/| ——— — rise dealy —————— fall delay

parameter real td_ul=37p; parameter real td_u2=190p;
[/l for "d" and "db" signal:
parameter real td_d1=45p; parameter real td_d2=136p;

integer state; /I state=1 for down, state=1 for up.
real td_u,td _ub,td _d,td _db; //delay time

analog begin
@(cross (V(ref)v_high/2.0, 1, ttol)) begin
if (state <1)
state = state+1;

/] $strobe ("current time %g ns and state=", $realtim&0e8, state);
if (V(u) >v_high/2) td_u =td_ul; else td_u =td_u2;
if (V(ub)>v_high/2) td_ub=td_ul; else td_ub=td_u2;
if (V(d) >v_high/2) td_d =td_d1; else td_d =td_d2;
if (V(db)>v_high/2) td_db=td_d1; else td_db=td_d2;

end

@(cross (V(feedback)v_high/2.0, 1, ttol)) begin
if (state>1)
state = state-1,
if (V(u) >v_high/2) td_u =td_ul; else td_u =td_u2;
if (V(ub)>v_high/2) td_ub=td_ul; else td_ub=td_u2;
if (V(d) >v_high/2) td_d =td_d1; else td_d =td_d2;
if (V(db)>v_high/2) td_db=td_d1; else td_db=td_d2;
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D CPPLL’s Verilog-A Models

end

V(u) <+transition ((state==+1) ? v_high : 0.0, td_u, tt);
V(ub)<+transition ((state==+1) ? 0.0 : v_high, td_ub, tt.®);
V(d) <+transition ((state==1) ? v_high : 0.0, td_d, tt);
V(db)<+transition ((state==1) ? 0.0 : v_high, td_db, tt/2.0);

end
endmodule

Listing D.2: Behavioral model of CP in Verilog A

/1CP

‘include "constants.vams"
‘include "disciplines.vams"

module CP(lout, Down, N_Down, N_Up, Up, lbias);
input Up, N_Up, Down, N_Down;
output lout;
electrical Up, N_Up, Down, N_Down, lout;

parameter real v_high = 3;

parameter real v_low = O;

parameter real v_th =(v_high-v_low)/2; //'threshold voltage

parameter real TransTime=10p from (0:1000000);

parameter real Delay=1p from (0:1000000);

parameter real Ip=25.0e-6; //charge pump’s output current

parameter real v_max=2.85; /I maximum voltage at output node so that

/I Pmos current source in saturation

parameter real v_min=0.35; // minimum voltage at output node so that

/I Nmos current source in saturation

parameter real Mis=0.00; /I Mismatch of up and down current
integer state; // CP state: “1->charge","1->discharge","0->no output current"

analog begin

@(initial_step) begin
state =0;

end

@(cross (V(Up)yv_th, 1)) begin /I current charge
state = —1,;

end

@(cross (V(Down}-v_th, 1)) begin /I current discharge
state = 1;

end

@(cross (V(Up)y-v_th, —1)) begin // no output current
state =0;

end

@(cross (V(Down}v_th, —1)) begin
state =0;

end

Il restrict the output voltage range from v_min to v_max
@(cross (V(lout)v_max, 1)) begin

state =0
end
@(cross (V(lout}v_min, —1))begin
state =0;
end

I(lout)<+transition (Ip-statex(1+state<Mis), Delay, TransTime );

end
endmodule

Listing D.3: Behavioral model of VCO in Verilog A

122



/1VCO

‘include "discipline.h"
‘include "constants.h"

module vco(V_tune ,VCO_out);
input V_tune;
output VCO_out;
electrical V_tune, VCO_out;

parameter real VSS=0, VDD=3;

parameter real Vmin=0.6;

parameter real Vmax=2.6 from(Vmin:10e5);
parameter real Fmin=50e6 from (0:10e9);
parameter real Kvco=600€e6;

parameter real tt=0.0001/Fmin from (0:10e3);
parameter real ttol=1e—8/Fmin from (0:1/Fmin);

real freq, phase, Vout;

analog begin
@(initial_step )begin
Vout=VSS;
end

/I compute the freq from the input voltage
if (V(V_tune)<=Vmin)
freq = Fmin;
else if (V(V_tune)<=Vmax)
freqg = (V(V_tune)-Vmin)x Kvco+Fmin;
else
freqg = (V(V_tune)-Vmax)x (0.25+ Kvco)+(Vmax-Vmin)* Kvco+Fmin;

[/l ideal function
Il freq=(V(V_tune}Vmin)x Kvco + Fmin;

/I phase is the integral of the frequency modulo 1
phase=idtmod (freq, 0.0, 1.0,-0.5);

/lupdate jitter twice per period

@(cross (phase0.25,1,ttol))begin
Vout=VDD;

end

@(cross (phase+0.25,1,ttol begin
Vout=VSS;

end

V(VCO_out)<+transition (Vout,0, tt);

end
endmodule

Listing D.4: Behavioral model of divider in Verilog A

/1l divider

‘include "constants.h"
‘include "discipline.h"

module divider(clock_out, clock_in);
input clock_in;
output clock_out;
electrical clock_in ,clock_out;

parameter real Nmin = 6 ; /I minimum divider value
parameter real Nmax = 20 ; /I maximum divider value
parameter real v_high = 3;

parameter real v_low = 0;

parameter real v_th = 1.5 ;

parameter real tt = 10p; /I time of rise and fall time
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parameter real td = 0;
parameter real JumpTime=8u; // output frequency jump from minimum maximum

integer count ,n,M;
analog begin
@(cross ((V(clock_inyv_th),1)) begin
if ($abstime>=JumpTime) M=Nmax;
else M=Nmin;;
count=count+1;
if (count>=M) count=0;
n = (2=count >= M);
end
V(clock_out)<+ transition(n? v_high : v_low, td, tt);

end
endmodule

Lists D.5- D.8 are for the extraction of the jitter perfornsan

Listing D.5: Behavioral model of oscillator in Verilog A

-
I/ Fixed—frequency oscillator (OSC)with accumulating and synchoass jitter
‘include "disciplines .h"

module OSC(out);
output out;
electrical out;

parameter real freq=25e6 from (0:10e9);
parameter real ratio=1 from (0:10e9);
parameter real VSS=0, VDD=3,;
parameter real tt=0.01x ratio/freq from (0:10e9);
parameter real accJitter=0 from [0:0.1/freq);
/I period jitter for reference osc and divider
parameter real synclJitter=0 from [0:0.%ratio/freq);
// edge-to—edge jitter , for divider and PFD/CP

integer n, accSeed, syncSeed;
real next, dT, dt, accSD, syncSD, Jcp;

analog begin

@(initial_step) begin
accSeed=286;
syncSeed=459;
accSD=acclittersqrt(ratio/2);
syncSD=synclitter;
next=0.5/freq+$abstime;

end

/I calculation jitter value from fitting fucntion
Jep=fittingfunctionl (lcp);
syncSD=Jcp;

@(timer (next+dt))egin
n=In;
dT = accSD x$dist_normal (accSeed ,0,1);
dt = syncSD $dist_normal (syncSeed ,0,1);
next=next+0.5 ratio/freq+dT;

end

V(out)<+transition (n?VDD:VSS,0, tt);
end
endmodule
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Listing D.6: Behavioral model of PFD/CP in Verilog A

/I Phase-Frequency Detector with Charge Pump

/I pfd_cpl: a simple three state phas&requency detector
/Il Version la, 12 July 03

/l Ken Kundert

/I Downloaded from The Designer’s Guide (www.designepuide.org).
/I Post any questions to www.designerguide.org/Forum

‘include "disciplines.vams"
‘include "constants.vams"

Il
/I This model exhibits no jitter
/I The jitter of PFD/CP is integrated into OSC block

module pfd_cpl (lout, ref, vco);

output lout; electrical lout; // current output

input ref; voltage ref; /I positive input (edge triggered)
input vco; voltage vco; /l inverting input (edge triggered)
parameter real iout=20u; // maximum output current
parameter real VDD=1.8; /I output voltage in high state
parameter real VSS=0; // output voltage in low state

parameter real Vth=(VDD+VSS)/2; // threshold voltage at input
parameter integer dir=1 from [—1:1] exclude O;

I/ dir=1 for positive edge trigger

/l dir=—1 for negative edge trigger
parameter real tt=1n from (0:inf); /l transition time of output signal
parameter real ttol=1p from (0:inf);
integer state;

analog begin
@(cross (V(ref)yVth, dir,ttol)) begin
if (state >—-1) state = state— 1;
end
@(cross (V(vcoy}Vth, dir,ttol)) begin
if (state < 1) state = state + 1;
end

I(lout) <+ transition(ioutstate, 0, tt);

end
endmodule

Listing D.7: Behavioral model of VCO with jitter in Verilog A

p
/IVCO8D together exhibits Jitter
‘include "discipline.h"
‘include "constants.h"

module VCO_Div(V_tune ,VCO_out);
input V_tune;
output VCO_out;
electrical V_tune, VCO_out;
parameter real VSS=0, VDD=3,;
parameter real Vmin=0.6;
parameter real Vmax=2.6 from(Vmin:10e5);
parameter real Kvco=600€e6;
parameter real Fmin=50e6 from (0:10e9);
parameter real tt=0.0001/Fmin from (0:10e3);
parameter real ttol=1e—8/Fmin from (0:1/Fmin);

parameter real N=20; /l'if NI=1, divider moved into the VCO block
parameter real lvco=400e-6; // current comsumption
parameter real Jvco=10e-12; /I Jitter of VCO

real freq, phase, dT, delta, Vout;
integer seed, fvco;
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analog begin
@(initial_step )begin
seed=160;
Vout=VSS;
delta=Jvcae sqrt(2xN); // calculating the corresponding jitter on the divider ouwp
end

/l calculate the freq from the input voltage
if (V(V_tune)<Vmin)
freq=Fmin;
else if (V(V_tune)<=Vmax)
freq=(V(V_tune)Vmin)* Kvco + Fmin;
else
freq=(V(V_tune)-Vmax)= (0.25+ Kvco)+(Vmax-Vmin)* Kvco+Fmin;

/lapply the frequency divider , add the phase noise
freq= (freq/N) / (1 + dT = freq / N);

// calculation of Jvco through fitting function
Jvco= fittingfunction2 (lvco ,Kvco);

/I phase is the integral of the frequency modulo 1
phase=idtmod (freq, 0.0, 1.0,-0.5);

/lupdate jitter twice per period

@(cross (phase0.25,1, ttol ))begin
dT=delta $dist_normal (seed ,0,1);
Vout=VDD;

end

@(cross (phase+0.25,1,ttol begin
dT=delta $dist_normal (seed ,0,1);

Vout=VSS;
end
V(VCO_out)<+transition (Vout,0, tt);
end
endmodule

Listing D.8: Behavioral model of PLL outputs’period measurement in \ggria

p
/I VerilogA for PLL_JitterMod , PLLoutput, veriloga
‘include "constants.vams"
‘include "disciplines.vams"

module PLLoutput (VCO_out);
input VCO_out;
electrical VCO_out;
parameter real tstart = 20e-6; /] start to write an output file
parameter real VDD = 3;
parameter real VIH = VDD/2;
integer fp;
real prev;

analog begin
@(initial_step )begin
fp=%fopen("PLLPeriods . tcl", "w");
end
@(cross ((V(VCO_outyVTH) ,1)) begin
if ($abstime>=tstart)$fstrobe(fp,"%3.10e",$abstimeprev);
prev=$abstime ;
end
@(final_step) begin
$fclose(fp);
end
end
endmodule
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Abstract in German

Die vorliegende Arbeit stellt ein automatisiertes hienggches Dimensionierungsverfahren fur
komplexe Analog-/Mixed-Signal-Schaltungen vor. Es wighweinem Systemmodell auf der
Verhaltensebene und einer Modellierung der Systemblockedar Transistorebene ausge-
gangen. Bei dem vorgeschlagenen zweistufigen Dimensiorgsprozess werden zunachst
Systemparameter dimensioniert und als Spezifikation amaehfolgende Transistordimen-
sionierung der Systemblocke weitergereicht. Durch einel&Charakterisierung des Eigen-
schaftspotentials der Systemblocke mittels Pareto-Ogtimg wird eine realistische Systemdi-
mensionierung sichergestellt und so ein iterationsfréegr-Down-Entwurfsprozess erzeugt.
Das vorgestellte Verfahren wird anhand des Entwurfs vors@tagelschleifen und Sigma-
Delta-Modulatoren demonstriert.
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