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Abstract

Peer-to-peer (P2P) video streaming is a promising solution to enable efficient video distribu-
tion over the Internet. The nodes or peers in this type of system can take the role of both a
server and of a client at the same time. During video distribution each peer acts as a relay
node contributing it upload capacity. This thesis focuses on a specific topic known as P2P
Video Multicast within the P2P streaming area. The contribution of this thesis is to present
network-adaptive techniques and novel architectures which improve the video delivery in
terms of end-to-end delay, scalability and video quality for different scenarios. The pro-
posed architectures are supported by an analytical framework, extensive simulations and
evaluations in real-world scenarios using the PlanetLab overlay testbed.

Kurzfassung

Peer-to-Peer (P2P) Video Streaming ist ein vielversprechender Ansatz, um eine effiziente
Verteilung von Videos über das Internet zu ermöglichen. Die beteiligten Netzknoten können
gleichzeitig die Rolle eines Servers oder eines Clients übernehmen. Während der Videoüber-
tragung agiert jeder Peer als Relais-Knoten und trägt seine Upload-Kapazität bei. Diese
Arbeit beschäftigt sich mit P2P Video Multicast, welches einen Teilbereich von P2P Video-
Streaming darstellt. Der Hauptbeitrag der Arbeit besteht in neuen Architekturen und adap-
tiven Methoden, die die Videoübertragung hinsichtlich Ende-zu-Ende-Verzögernung, Skalier-
barkeit und Videoqualität in verschiedenen Szenarien verbessert. Die vorgeschlagenen Ar-
chitekturen werden sowohl analytisch, durch umfangreiche Simulationen, sowie durch eine
Implementierung im weltumspannenden Overlay-Netz PlanetLab evaluiert und validiert.
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1. Introduction

For many years, video has been present as an important media of entertainment and com-
munication in the society. The recent advances of the Internet and computing technologies
have opened up new opportunities to multimedia applications, where video delivery and
streaming over the Internet has gained significant popularity. Currently, video playback
from on-line video or news site has become part of the daily life of most Internet users. This
fact has generated a technological and social revolution in media distribution and consump-
tion.

Despite recent advances, video streaming over the Internet still presents many challenges,
mainly due to the nature of the Internet, which is based on the best-effort packet transfer
concept where quality-of-service (QoS) is not provided and throughput and delay fluctua-
tions can easily lead to video playback interruptions. Media streaming systems are distinct
from file-sharing systems, in which a client has to download the entire file before using it.
In a media streaming session, the receiver can already consume the file while downloading.
This kind of multimedia application requires high data rate, low-latency and low packet lost
rate, which represent a significant challenge for the design of future network architectures.

1.1. Motivation for Media Delivery on Peer-to-Peer Networks

During the past years, streaming video over the Internet has received great attention from
academia and industry due to the growing demand of the users for video services. To this
end, several multimedia applications have been developed and different distribution archi-
tectures have been proposed. However, most media streaming applications are based on the
traditional client-server model which leads to limitations on the achievable performance.
Even the large streaming servers are not able to feed more than a few hundred streaming
sessions simultaneously. The streaming server is the single point of failure and the required
high rate network access is costly. In addition, the selection of the best streaming server
during a session is difficult.

Since the Napster advent in 1999, Peer-to-Peer (P2P) networks have experienced a tremen-
dous growth in popularity. This kind of networks has generated great interest in the research
community who find in these systems a fast and efficient way to deliver movies, music or
software files. In a P2P system, the users interact directly as a way to exchange their re-
sources and services through the Internet [7]. P2P systems maintain their independence
of the underlying physical network by using an overlay topology. In contrast to the client-
server model, in a P2P system each computer or peer can take the role of both a server and of
a client. P2P networks have several advantages over the traditional client-server approach,
due to their inherent scalability, distributed delivery process and flexibility, which facilitate
a broad spectrum of multimedia applications.

P2P overlay networks have become a promising solution for video streaming and many
P2P multimedia systems have been subsequently deployed, which include distributed file

1



1. Introduction

sharing, content distribution or multimedia sensor networks. However, P2P media stream-
ing still has many open issues that must be solved to achieve high and constant video quality,
as well as low initial latencies. To this end, new P2P media streaming applications are being
investigated and developed. This thesis explores one of these applications known as P2P
Video Multicast.

P2P Multicast is a solution that allows for the distribution of content to an audience without
the need for any special support from the network [10], and where the upload capacity of the
participating peers is only considered to forward the content. P2P Multicast uses a delivery
mechanism to distribute media content to the participating peers, which are self-organized
into an overlay structure. The overlay structure is based on a single tree, multiple or on
meshes, while the delivery protocol is used to manage the media streaming to each peer
via this overlay structure. Although, P2P Multicast is a promising technology to content
distribution in scenarios such as videoconferencing or IP-based TV, until now its potential
has been greatly limited by low video quality as a result of low throughput to the receivers.

The purpose of this thesis is to provide media streaming architectures which help to reduce
end-to-end delay, increase the scalability and enhance video quality. This work studies P2P
multicast for two different distribution problems, namely one-to-many content distribution
and many-to-many content distribution. This thesis investigates the benefits of proximity,
rate allocation and scalable video encoding to improve the performance of a P2P multicast
system. In particular, proximity issues are used to deal with the low latency video streaming
problem. Rate allocation strategies are used to reach a constant video quality between dif-
ferent videos from different sources. The importance of using scalable video coding through
layers scheduling is considered for video quality issues between heterogeneous users.

1.2. Contributions

The media streaming architectures studied in this work are inspired by the Mutualcast ap-
proach [49], which is an efficient mechanism for one-to-many content distribution that max-
imizes the overall throughput by exploiting the upload capacity of all participating peers. In
this work the Mutualcast approach is extended to a hierarchical and multi-source approach.
This thesis also proposes a multicast approach based on multiple m-ary trees as an alterna-
tive solution to the Mutualcast approach.

More specifically, this thesis makes the following contributions:

• Implementation of a Mutualcast prototype on the PlanetLab infrastructure which al-
lows to evaluate the Mutualcast performance in terms of overall throughput and end-
to-end delay using several PlanetLab nodes located in different sites around the world.

• A hierarchical collaborative multicast model which achieves shorter end-to-end deliv-
ery time, improved scalability at reduced resource consumption. The proposed scheme
involves cooperation among the participating peers which are organized into small
mesh clusters at each level of a single distribution tree. This model combines the ben-
efits from tree and mesh structures in order to reach a best possible performance in
terms of delay and scalability. From tree-based distribution, the hierarchical multicast
model has taken the idea of how to construct a single global tree structure to achieve
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scalability, while from mesh-based approaches, the fully-connected topology to build
small clusters at each level of the tree has been taken, taking advantage of the higher
transmission capacities among neighboring peers. Each peer inside a cluster is a re-
ceiving and forwarding peer at the same time. Due to the fact that the upload capacity
of all peers is also used, the bandwidth consumption from the source can be reduced.
An analytical study and an experimental prototype of the hierarchical collaborative
multicast model are presented. The experimental prototype is implemented over the
PlanetLab infrastructure in order to evaluate the performance of the proposed model in
real-world scenarios. The results from PlanetLab show that the proposed hierarchical
multicast approach achieves a good performance, short delivery time and scalability.

• A multi-source video multicast framework for video streaming over P2P networks,
which distributes multiple videos to all requesting peers exploiting full collaboration
among the participating peers. In this approach, each source distributes its own video
sequence while additionally forwarding video data received from other sources. A sin-
gle peer is selected to redistribute a particular video block to the peers which would
like to receive the videos. The goal is to maximize the overall throughput or alter-
natively the aggregate video quality of multiple concurrent streaming sessions. The
special cases of "same throughput" or "same video quality" for all streams are also
considered. The rate allocation and redistribution are formulated as an optimization
problem and the proposed framework is evaluated for three different scenarios. In the
first scenario, the rate allocation is jointly decided for all participating peers. In the
second, the rate allocation is also decided jointly, but additionally either same rate or
same video quality streams are enforced. In this scenario an adaptive mechanism is
introduced in each source in order to enforce the same video quality between different
video sequences. The third scenario assumes separate distribution for every source
which divides its upload capacity equally among the different video sequences. The
rate allocation is formulated as an optimization problem, and an analytical model is
developed. To validate the analytical framework with real world environments, an ex-
perimental prototype is implemented and evaluated on the PlanetLab infrastructure.
The experimental results validate the analytical analysis and show the superior perfor-
mance of joint rate allocation compared to independent allocation and the effectiveness
of the proposed framework.

• A multicast scheme based on multiple m-ary trees rooted at the source as an alternative
to the Mutualcast approach. The proposed scheme maximizes the overall throughput
while minimizing the end-to-end delay by exploiting the full upload capacities of the
participating peers and their proximity relationship. The delivery scheme is based on
cooperation between the source, the content-requesting peers and the helper peers.
The source splits the content into several blocks and feeds them into multiple m-ary
trees rooted at the source. Every peer contributes its upload capacity by being a for-
warding peer in at least one of the m-ary trees. An algorithm to build the collection
of m-ary trees is proposed. The proposed model is studied both analytically and by
means of extensive simulation. A prototype of the proposed model has been imple-
mented and evaluated over the PlanetLab infrastructure. The results obtained from
the experiments on PlanetLab validate the results obtained from simulation and show
that the proposed model achieves similar throughput as the best known solution in the
literature (Mutualcast) while at the same time reducing content delivery delay.
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The proposed schemes in this dissertation use a fixed network topology. However, differ-
ent bandwidth allocation strategies are proposed in order to effectively deal with dynamic
changes in the network condition, such as variations in the upload bandwidth, packet loss
and transmission jitter. These strategies are supported by the TCP protocol. All links be-
tween nodes are established using TCP connections. Desired characteristic, such as reliable
data delivery, flow-control and handling of node leave events are automatically been taken
care of by the TCP protocol. The proposed schemes are directly related to small-scale Appli-
cation Layer Multicast (ALM) approaches for scenarios where the number of participants is
typically small such as multi-party video conferencing or multiplayer gaming.

1.3. Organization

This thesis is organized as follows. Chapter 2 provides a brief overview of peer-to-peer net-
works, some basics of video streaming, content delivery and scalable video. In Chapter 3,
recent advances in the field of peer-to-peer streaming and multicast schemes are described.
This chapter also provides an overview of Mutualcast [49], which is the reference multi-
cast model used in this thesis. Chapter 4 focuses on the impact of end-to-end delay and
the scalability during the media delivery. A hierarchical multicast model which combines a
tree structure with small fully connected clusters is proposed to deal with these problems.
The performance of hierarchical multicast and Mutualcast are analyzed over a real-world
network. In Chapter 5, the Mutualcast approach is extended to a multi-source model to dis-
tribute different video sequences from multiple senders to multiple receivers using a fully
connected network. An adaptive mechanism based on scalable video coding is introduced to
reach a similar video quality between different video sequences. A description about the op-
erations of this particular mechanism is given. This chapter also gives a detailed throughput
and rate-distortion analysis for the proposed multi-source multicast model, and evaluates
its performance over a real-world wide-area network using the PlanetLab testbed. Chap-
ter 6 introduces a multicast model based on multiple m-ary trees rooted at the source as an
alternative solution to the Mutualcast approach. An algorithm to build the tree collection
is presented. This algorithm combines the proximity information between the requesting
peers with their upload capacity in order to obtain an optimal tree collection. Different tree
collections can reach the same optimal solution, where the overall throughput is maximized
while the end-to-end delay is reduced. An experimental prototype is implemented on Plan-
etLab in order to evaluate the performance of the proposed approach. Chapter 7, concludes
this thesis with a summary and some directions for future research.

This dissertation also includes an appendix. Appendix A contains additional information
about the different simulations for multi-source video multicast and the results obtained
from the JSVM (Joint Scalable Video Model) software which is used in this thesis to encode
the test sequences for the experiments.

1.4. Performance Metrics

As previously stated, video streaming has demanding throughput, delay and loss rate re-
quirements. For P2P video multicast, it is difficult to efficiently support video multicast
while satisfying quality requirements from the users. To become highly accepted by the
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users, the P2P streaming systems should offer a high video quality, as well as low end-to-
end delay. Thus, the metrics of interest for the study of the P2P video multicast systems in
this thesis are: the maximum throughput reached by the system, which refers to the over-
all throughput, the time to actually download the video which refers to the delivery time
or end-to-end delay, and the peak signal-to-noise ratio (PSNR), which refers to the video
quality.

Overall throughput. One of the key performance metrics for a distribution system is the
throughput, which describe its capacity to support a given multimedia application. In [1]
the throughput is defined as the number of binary digits that the network is capable of
accepting and delivering per unit of time. The throughput also is sometimes called bit rate,
transfer rate or data rate. In the proposed architectures, the overall throughput is related to
the capacity of the network to achieve a certain distribution rate.

Delivery time. Delay is an important factor in the distribution of real-time video, because
video data must be played out continuously. Due to its nature, a peer-to-peer system often
needs to relay the packets along multi-hop paths to reach the end-users. This fact introduces
an additional delay in each hop, which increases the end-to-end delay particularly when the
links are congested. Delay variation also is a critical parameter, because the video frames
must be presented to the users at a constant rate [1], and any variation must be corrected
before displaying the video to the viewers.

Video quality. Video quality is a strong factor for user satisfaction. In this thesis, the peak
signal-to-noise ratio (PSNR) is used to evaluate the video quality. PSNR is the most widely
used objective video quality metric. A video sequence with a PSNR value between 30 and
40 dB usually is acceptable [75], while a video with a PSNR below 30 dB is typically quite
bad.
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2. Background in Media Delivery

Multimedia refers to information that uses a combination of different content forms such as
text, images, audio and video. Multimedia has experienced tremendous growth in the late
20th century and early 21st century, and it has become one of the most used terms in differ-
ent scientific, economic and technological fields. In the computing field, "digital multimedia
concerns with the computer-controlled integration of text, audio, still images, animation, video, and
interactive content forms, where each type of information is represented, stored, transmitted, and pro-
cessed digitally" [1]. This chapter describes the terms that are associated with media delivery
and present an overview about the different types of communication infrastructures that are
used to distribute multimedia content.

This chapter is organized in the following way:

• Media representation and compression
The key concepts of media representation and the compression standards used in this
dissertation are introduced. The most popular applications in the current multimedia
wave are identified.

• Media delivery
The different communication modes and protocols for media delivery are reviewed.
The different alternatives for media distribution such as IP Multicast, Content Dis-
tribution Networks and P2P networks are introduced. The benefits, challenges and
applications of P2P networks are discussed.

2.1. Media Representation

The presentation of the information in a multimedia system is controlled by computers,
which handle the information as a succession of binary digits. To this end, all type of in-
formation such as text, images, audio and video must be coded in bits to be represented
in a digital format. For the case of text, "a unit is a block of characters, where each character
is represented by a fixed number of bits known as codeword " [76]. Similarly, a digital image is
represented by a two-dimensional block, where each element is represented by a fixed num-
ber of bits. In contrast, analog signals of audio must be converted to digital format using
digitization techniques known as signal encoding. Similar to audio, a digital video can be
obtained from a analog signal by using signal encoder. However, currently a video also can
be obtained digital directly using a digital camera. All digital cameras use an image sensor
called CCD (charge-coupled device) with photosensitive surface, which "comprises a 2-D ar-
ray of sensors, each corresponding to one pixel, where the optical signal that reaches each sensor is
converted to an electronic signal" [75].

Generally, the produced digital signal from these applications has a relatively high rate,
which is measured in bit per seconds (bps). Due to these very high rates, these applica-
tions (uncompressed audio and video) consume a tremendous amount of storage and band-
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width, which cannot be supported by the communication systems and compression tech-
niques must be used.

2.2. Media Compression

Compression is an important issue to be considered for digital media distribution, because it
helps to reduce the high resulting bit rate from the digital conversion to a level which can be
supported by the communication networks. Compression removes the inherent redundan-
cies in digitized audio and video signals in order to reduce the amount of data that needs to
be stored and transmitted. In the following, this study only concentrates on video compres-
sion. To this end, a considerable effort has been realized during the last three decades for
the development of video compression techniques. Thus, different standards for video com-
pression such as H.261 [166], MPEG-1 [168], H.262 (MPEG-2) [169], H.263 [167] and MPEG-4
[170], have been developed. A recent video compression standard is H.264/AVC [171]. The
results presented in this dissertation are based on the video coding standard H.264 and one
of its extensions known as Scalable Video Coding (SVC) project [177]. A brief overview
about the H.264/MPEG4-AVC and H.264/SVC standards will be given in the next sections.

2.2.1. H.264/AVC Video Coding

H.264/Advanced Video Coding (commonly referred to as H.264/AVC) is the newest video
coding standard in the series of international video coding standards developed by the
ITU-T Video Coding Experts Group and the ISO/IEC Moving Picture Experts Group [171].
The standardization of H.264/AVC, also called MPEG-4/Advanced Video Coding was com-
pleted in May of 2003 [173].

H.264/AVC offers a wide range of bit rates, frame rates and spatial resolutions, making it
very versatile and guaranteeing its functionality for diverse applications [172], [175] such as
broadcast over various types of networks, interactive or serial storage, video on demand or
multimedia streaming. To provide flexibility and customizability for heterogeneous applica-
tions and networks, H.264/AVC integrates a Video Coding Layer (VCL), which represents
the video data efficiently. The Network Abstraction Layer (NAL) formats the VCL to make
it compatible with different transport layers and storage devices and provides the necessary
header information in an appropriate format [171].

In comparison to the MPEG-2 standard, H.264/AVC achieves on average a bit rate reduc-
tion of up to a 50% for the same level of perceived video quality [172]. This gain results
by combining a number of new features introduced by H.264/AVC, which allow it to com-
press video much more effectively than previous standards. Such key features include a
better motion-compensated prediction with multiple reference frames for prediction, vari-
able block-size motion compensation with finer granularity, spatial intra coding prediction
capacity, 4x4 integer transform, content-adaptive in-loop deblocking filter and improved en-
tropy coding [172].

A detailed description of H.264/AVC can be found in [171], [173], [174], [172], [175]. Addi-
tionally, a reference software implementation of H.264 is freely available in [105].
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2.2.2. Scalable Video Coding

The capability of recovering important image or video information by decoding only parts
of a compressed bit stream is known as scalability [75]. Using scalable video coding (SVC),
parts of a video stream can be removed and the resulting substream forms another valid
video stream for some target decoder. This substream represents the source content with a
reconstruction quality that is less than quality of the complete original video stream but is
high when considering the lower quantity of remaining data [178]. Currently, the heteroge-
neous networks is catching on and appears to be the trend in which networks will converge
in the future. Under this conditions, SVC emerges as a valuable solution to easily adapt the
coding speed to the different transmission rates and physical devices.

SVC represents the video into one base layer (BL) and one or more enhancement layers (EL),
where each EL cumulatively upgrades the video quality contributed by the BL. In essence,
SVC encodes the video once, into a compressed bit-stream. Each of the different users can
now extract just the right amount of data from this common video stream, depending on
the network conditions or device type. The main constraint is that to decode a particular
enhancement layer, the BL and all the lower enhancement layers are required.

The usual forms of scalability are quality, spatial and temporal scalability. Quality scalabil-
ity is more commonly known as SNR scalability. In SNR scalability, the video is represented
by different layers varying in the level of perceptual quality. Here, decoding the base layer
provides a low-quality of the reconstructed video. However, the resulting quality of the
reconstructed video is increased by decoding the enhancement layers. In spatial scalability,
the BL and the EL usually use different spatial image resolutions (resolution of the EL higher
than that of the BL), making it possible for devices which have limits on their screen size (eg.
PDAs), to be able to receive the video, by receiving the layer with a lower resolution. Fi-
nally, temporal scalability enables different temporal resolutions, or frame rates to represent
the same video. This solution allows users with slower data links to access the same video
content, but with slower speeds.

In general, each form of scalability provides multiple video representations in different
resolutions, and each video representation has different importance and bandwidth require-
ments. The base layer (BL) is more important than the enhanced layers. Due to the coarser
quality of the base layer, the base layer needs less transmission bandwidth. In contrast, the
enhanced layers require more transmission bandwidth due to their finer quality. Scalable
Video Coding has been used by various video streaming systems [218], [157], [146] to pro-
vide video quality under variable network conditions.

2.2.3. H.264/SVC Scalable Video Coding Extension

H.264/AVC is now a well established video coding standard and several derivative stan-
dardization projects are emerging from it. Motivated by the significant improvements intro-
duced by the H.264/AVC standard, the Joint Video Team (JVT) of the ITU-T VCEG and
the ISO/IEC MPEG have standardized a Scalable Video Coding (SVC) extension of the
H.264/AVC standard [176], [177]. H.264/SVC retains most of the existing features of the
H.264/AVC, and adds new components to support the temporal, spatial and quality scala-
bility. In fact, the base layer of the H.264/SVC bit-stream is compatible with the H.264/AVC
standard and can be decoded by a regular AVC decoder. H.264/SVC has achieved signif-
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icant improvements in coding efficiency with an increased degree of supported scalability
relative to the scalable profiles of prior video coding standards.

H.264/SVC introduces new tools which reduce the loss in coding efficiency compared to
single-layer coding. Schwarz et al. state the following features as the most important inno-
vations of H.264/SVC [178]:

• "A hierarchical prediction structure which provides temporal scalability with several layers
while improving the coding efficiency and increasing the effectiveness of quality and spatial
scalable coding".
• "Mechanisms for inter-layer prediction of macroblock modes, motion, and residual in order to

improve the coding efficiency for spatial scalable and quality scalable coding".
• "Introduction of the key pictures concept, in oder to adjust a suitable tradeoff between drift

[179] and enhancement layer coding efficiency for hierarchical prediction structures".
• "A single motion compensation loop provides a decoder complexity close to single-layer coding

for spatial and SNR scalability".
• "A modified decoding process which allows a lossless and low-complexity rewriting of a SNR

scalable bit stream into a bit stream that conforms to a non-scalable H.264/AVC profile".

Based on these innovations, H.264/SVC reaches a competitive rate-distortion performance
while only requiring a single motion compensation loop at the decoder side. Temporal scal-
ability is achieved using a hierarchical prediction structure [178]. The data corresponding to
non-reference frames or pictures are removed from the bitstream. Hence the base layer, the
one at the lowest temporal resolution is composed of only the key pictures or the key frames.
For supporting spatial scalable coding, SVC follows the conventional approach of multilayer
coding used by the previous standards. SNR scalability is enabled by performing residual
quantization. The base layer of the SNR scalable stream is encoded using transform coding
as for the H.264/AVC standard. This makes the obtained base layer compatible with the
AVC standard. For the enhancement layers, the quantization error between the base layer
and the original video is re-quantized, with greater precision by decreasing the quantization
step size [181]. This is done by lowering the quantization parameter (QP) of the encoder.
The newly constructed enhancement layer in combination with the base layer form the new
base layer for the next higher enhancement layer, and afterwards the process is repeated.
The refinement information is sent using progressive refinement (PR) slices. Each PR slice
represents a particular amount of refinement and can be truncated arbitrarily. The received
portion of the PR slice provides the improvement in the video quality.

The reference software to implement the H.264/SVC standard is the Joint Scalable Video
Model (JSVM) reference software. A version of the JSVM software, written in C++ is freely
available, and it can be accessed from a CVS server set up at the Rheinisch-Westfälische
Technische Hochschule (RWTH) Aachen [182].

More detailed information about H.264/SVC can be found in [176], [178], [179], [180], [177].

2.3. Digital Video Formats

For many years now, digitization of video has been used in television studios, and sev-
eral conversion processes between different video formats have been defined. In order to
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standardize these processes, the International Telecommunication Union - Radiocommuni-
cations Branch (ITU-R) developed the Recommendation CCIR-601 (BT.601) [183], which de-
fines a standard for the digitization of video pictures. The original digitization format used
in Recommendation CCIR-601 is the 4:2:2 format. Based on the 4:2:2 format, a number of
variant formats such as 4:2:0 or the HDTV format have been derived [76]. In addition to
CCIR-601, other digital video formats have been defined for use in other application fields
such as video telephony, videoconferencing, and high definition TV (HDTV). The Common
Intermediate Format, known as CIF, was introduced by the International Telecommunica-
tions Union - Telecommunication sector (ITU-T) for videoconferencing applications over
ISDN/Internet. This format has about half the resolution of BT.601(4:2:0 format) in both
horizontal and vertical dimensions (352x288 pixels). The quarter CIF (QCIF) has been de-
fined for videophone and similar application. QCIF has been derived from the CIF and has
half the spatial resolution of CIF in both horizontal and vertical directions (176x144 pixels).
In this dissertation, the CIF and QCIF formats are used in the experiments. For example, the
spatial scalability uses the QCIF (176x144 pixels) format to encode the base layer, while the
enhancement layers are encoded by using the CIF (352x288 pixels) format.

2.4. Media Applications

There are several applications that involve multimedia. Some of these applications can be in-
terpersonal and interactive communications such as telephony or videoconferencing, while
others can be entertainment applications such as video on demand or television. In some of
these applications just a single type of media (e.g., speech, image, text or video) is involved,
while in others two or more types of media can be integrated together (e.g. videophone).
Interactive applications, such as videophone and videoconferencing, require that the media
be captured and encoded in real-time. In many non-interactive applications media content
is pre-encoded and stored for later enjoying. In these cases, the media may be stored lo-
cally or remotely. Examples of local storage include video DVD and music CD, while an
example of remote storage is video streaming over the Internet. Here, a real-time encoding
is not required and a more efficient encoding can be enabled (e.g., DVD content). However,
pre-encoded media has a limited flexibility, because it can not be significantly adapted to
channels that support different bit rates or to clients that support different display capabili-
ties [73]. On the other hand, some non-interactive applications, such as the live broadcast of
a sporting event, may also require real-time encoding. Recently, the most visible services in
the new multimedia wave are:

Voice over IP (VoIP) is an application for the transmission of voice through the Internet
or other packet-switched networks. Voice over IP also is known as IP telephony. Similar
to a data transfer application, the telephone signals are carried over the Internet as digital
signals reduced in rate by a speech compression technique. A successful VoIP application
based on P2P technology is Skype [20]. Although VoIP implementations are enjoying high
popularity, they face several challenges such as latency, jitter, available bandwidth, packet
loss and security.

Entertainment content distribution over Internet. With the advances in digital media and
Internet, people experience video and audio contents on the Web. This fact has generated
a technological revolution in video distribution and various systems to improve content
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distribution have been proposed. However, video distribution on the web still has several
challenges such as quality, security, reach and costs.

Videoconferencing is an example where multiple type of media can be integrated together.
Videoconferencing often involves a group of people at each participating site, and it can be
bi-party and multi-party. For example, during a virtual seminar, speech, video and electronic
documents are integrated and transmitted to a remote group. In contrast, the information
from a remote group may integrate speech and video or just speech.

2.5. Media Delivery

2.5.1. Communication Modes

The typical communication modes in today’s communication networks can be classified as:
unicast, broadcast and multicast. Figure 2.1 illustrates these communication schemes.

Sender peer

Pool of peers

a)

Sender peer

Pool of peers

b)

Sender peer

Pool of peers

c)

Figure 2.1.: Different distribution schemes: a). Unicast, b). Broadcast, c). Multicast.

Unicast represents a common communication form between two entities. Unicast commu-
nication also is known as point-to-point or one-to-one communication. Unicast communi-
cation can be simplex, half-duplex or duplex. Telephone conversations and video streaming
over the Internet [73] are typical unicast examples.

Broadcast means that the information emitted from a source will be received by all the other
devices connected at the same network. Broadcast probably represents the most popular
communication scheme due to its wide usage in broadcast television.

Multicast is similar to broadcast except that the information emitted from a source is only
received by a specific group of nodes in the network, which is called a multicast group.
Multicast is an alternative to unicast that reduces the network traffic and optimizes the server
resources [72]. Multicast is a one-to-many communication scheme, while broadcast is an
one-to-all communication. Videoconferencing is a multicast example, where a predefined
group of devices/computers are involved to receive the same content.

2.5.2. Media Delivery Modes

Media streams can be transmitted in two different modes: download mode and streaming
mode.
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Media delivery based on file download

In the download mode, the users have to download the entire media file before playing it
back. Video download is similar to a file download, which allows to use established delivery
mechanisms such as TCP or FTP [73]. However, the media files generally are very large files
which require long transfer times and large storage capacities. The download mode requires
patience from the users, who have to wait until the entire video has been downloaded before
it can be viewed. Download also offers reduced flexibility, because the users must download
the entire video before deciding if it is the wanted video.

Media delivery based on streaming

In contrast, in the media streaming mode, the receiver can already consume the media file
while part of it is being received and decoded. In others words, media streaming allows
us to reduce the delay between the start of delivery and the beginning of playback at the
viewer. This delay usually is in the order of 5-15 seconds [73]. On the other hand, since only
a small portion of the video is stored by the viewer during media streaming, the require-
ments of storage are low. However, video streaming is sensitive to the delay, because the
video packets must arrive at the receiver before their playout deadlines [75]. Thus, media
streaming typically requires high data rate, low-latency, or high throughput in order to offer
video quality to the viewers. This is challenging since today’s Internet does not provide any
Quality of Service (QoS) guarantees to video streaming [74]. Additionally, the current Inter-
net has limitations to efficiently support multicast video while providing service flexibility
to users with different QoS requirements.

2.5.3. Protocols for Media Streaming

In this section, an overview about the most important Internet protocols for media streaming
is presented. Specifically, the study describes the transport-layer protocols known as UDP
and TCP, and how the media streaming is affected in both protocols. A detailed revision of
the protocol stack for media streaming can be found in [76], [75].

Current streaming services use the User Datagram Protocol (UDP) which allows predictable
and reduced delay, but it does not guarantee packet delivery.

TCP presents a number of important advantages for media streaming such as rate con-
trol and guaranteed delivery. TCP rate control has proven stability and scalability while
the guaranteed delivery is achieved via retransmission. On the other hand, TCP has some
practical difficulties of long delay and instantaneous fluctuations [73]. The long delay in-
troduced by the TCP retransmission is unacceptable for real-time video applications with
stringent delivery time. However, it is not always the case. For example, for Internet video
streaming and broadcast applications, the allowed delay can be relaxed to few seconds and
several retransmissions can be allowed [75].

Recently, "TCP-friendly" that avoids congestion similar to TCP, but without the instanta-
neous fluctuations has been proposed in [184], [185]. TCP-friendly rate control can coexist
with other TCP-based applications and has more predictable stability and scalability proper-
ties compared to previously deployed control schemes. However, TCP-friendly rate control
inherits from TCP characteristics such as the dependence of round-trip time for transmission
that are unacceptable for media streaming. A detailed information about the TCP-friendly
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congestion control is given in [186].

The video streaming architectures proposed in this dissertation are based on TCP, in order
to take advantage of its suitable flow control and congestion control mechanisms.

2.6. Delivery Infrastructures

Media streaming over the Internet has gained significant popularity in recent years due to
the continuous increase in network access speed of the end-users. In this section, the main
media delivery infrastructures such as IP-Multicast, Content Delivery Networks, Applica-
tion Layer Multicast, and P2P Networks are introduced.

2.6.1. IP-Multicast

IP Multicast was proposed by Deering [81], as an efficient solution for one-to-many con-
tent dissemination. Multicast presents a better efficiency than unicast due to its reduced
transmission overhead on the sender and the network, which reduces the delivery time for
content distribution. A unicast-based distribution alternative requires that the source sends
an individual stream to each end-user, which is critical for high-bandwidth applications,
such as video, where large portion of bandwidth for a single stream is required. IP Multicast
reduces traffic by simultaneously distributing a single copy to potentially thousands of end-
users, while the multicast packets are replicated in the network by routers [83]. Different
applications such as videoconferencing, distance learning and news are based on multicast
technology. Figure 2.2 shows how data is distributed from a source to several end-users
using IP multicast. Here, a multicast distribution tree is formed by a tree whose root is the
source of the multicast tree and whose branches form a spanning tree through the network
to the end-users [83]. This tree is known as shortest path tree because the shortest paths
through the network are used.

Router 1

Router 2

End-host 1 (Source) End-host 2

End-host 3

End-host 4

Figure 2.2.: IP Multicast

IP multicast has shown to be an efficient and high performance technology for data delivery
from a source to a large number of receivers. Unfortunately, IP multicast has not been fully
deployed in today’s Internet. Some reason for this are:
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• Its deployment requires router support from all ISPs (Internet service providers), which
implicates substantial modifications of the Internet infrastructure.

• New issues associated with network control and management [85] such as end-to-end
reliability and flow and congestion control.

Thus, the deployment of IP Multicast has been limited to local area networks, individual
campuses, and a handful of ISPs only [84]. To face these challenges, different alternative IP
multicast approaches have been proposed [88], [89], [90]. Although these solutions simplify
IP multicast implementation and improve the network management, they still maintain the
router dependency. Recently, new IP Multicast [84], [86], [87] approaches have been pro-
posed to provide multicast service on the Internet using native IP Multicast. Most of these
solutions build IP multicast "islands", which are connected with each other using unicast
tunnels.

On the other hand, IP multicast presents specific challenges to streaming media systems
such as heterogeneity and more restricted choice for error control. Heterogeneity mainly
originates because different receivers experience different channel conditions, while restricted
choice for error control is because the retransmission in IP multicast is limited due to scala-
bility issues [73].

2.6.2. Content Delivery Network

In today’s Internet, one-to-many media streaming applications are based on the traditional
client-server model of Content Delivery Networks (CDN), and commercial solutions such
as Akami [78], Limelight Networks, VitalStream and other are offered via a CDN system.
A CDN is formed by content servers networked together across the Internet, which cooper-
ate with each other to transparently distribute content to end-users. Typically, the content
servers are located near the users, in order to be able to serve the requested content rapidly
[79]. The content servers in the CDN are connected to content providers via an internal
network, which is used to transfer content from providers to content servers.

However, the CDN approach faces a number of problems such as single point of failure and
costly access to high rate networks. Also, even the large streaming servers are not able to
feed more than a few hundred streaming sessions simultaneously. Additionally, the selection
of the best streaming server in a CDN during a session is difficult. These constrains limit the
CDN’s performance.

2.6.3. Application Layer Multicast (ALM)

In recent years, many researchers have chosen to use application-level solutions as an al-
ternative to implement multicast [85], [91], [92]. In Application-Layer Multicast (ALM), all
multicast tasks are implemented at the end-hosts exclusively while the network infrastruc-
ture is maintained. Figure 2.3 depicts an example ALM, where the numbers indicate the link
delays.

End system multicast is present in systems where all functionality is pushed to the end
hosts actually participating in the multicast group [77]. An example of this type of systems
are the P2P network. An overview about P2P networks will be given in the next section.
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Figure 2.3.: Application Layer Multicast

A drawback in the ALM system is its performance penalty associated with dynamic and
heterogeneous Internet environments [77], because the performance is affected by the loca-
tions and stability of the end-users.

2.6.4. P2P Networks

2.6.4.1. Basic Principles

Since the Napster [2] advent in 1999, a new wave of P2P network architectures such as
Gnutella [3], KazaA [5], BitTorrent [8] and many others have been deployed. Currently, the
P2P networks generate an important portion of the Internet traffic. According to the Cisco
study forecasts [6], the P2P networks traffic represented up to 62 percent of all Internet traffic
in 2006. This trend is not expected to decrease over the next years. Instead, the Cisco report
considers that the P2P traffic will increase from 1,330 petabytes per month in 2006 to 5,270
petabytes per month in 2011. The Peer-to-Peer paradigm has been a very attractive topic for
many researcher from different areas such as networking, distributed systems, complexity
theory, databases and others. Therefore, the Peer-to-Peer concept is quite broad and a con-
siderable number of different definitions of "Peer-to-Peer" are found in the literature [9], [7],
[24], [27], [25].

A P2P communication infrastructure is formed by a group of nodes located in a physical
network. These nodes build a network abstraction on top of the physical network known as
an overlay network, which is independent of the underlying physical network. Figure 2.4
shows this scenario [7], [17]. The overlay network is established by each P2P system through
TCP or HTTP connections. Due to the abstraction layer TCP protocol stack, the physical
connections are not reflected by the overlay network. The overlay network builds logical
tunnels between pairs of nodes [11], in order to implement its own routing mechanism to
transport its messages.

In the traditional client-server model two types of nodes are employed: clients and servers.
In this context, clients only request services and the server only provides the clients with
the appropriate service. A server can accept several requests, process them, and return the
requested contents to the clients. In today’s Internet, the clients include web browsers, online
chat clients and email clients, while the servers typically are web servers, ftp servers and mail
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Figure 2.4.: P2P Overlay Architecture

servers. In contrast, in the P2P systems, no dedicated infrastructure is required. Dedicated
servers and clients do not exist because each peer can take the role of both a server and
of a client at the same time. An important advantage of peer-to-peer systems is that all
available resources are provided by the peers. During media distribution, peers contribute
their resources to relay the media to others. Thus, as a new peer arrives to the P2P system,
the demand is increased, but the overall capacity too. This is not possible in a client-server
model with a fixed number of servers.

2.6.4.2. P2P Classification

Currently, P2P systems are classified mainly into two categories: unstructured and struc-
tured. This classification is based on how the nodes in the overlay structure are connected to
each other.

Most unstructured P2P systems are considered as the first generation of P2P systems, which
were used to share and to store files. An unstructured P2P network is formed when the log-
ical links among participating nodes are established randomly. These systems are designed
more specifically for heterogeneous and distributed environments [15], where maintaining
strict restrictions on control data placement and the network topology is not possible. In an
unstructured network, the queries have to be flooded through the network, which causes
a high amount of traffic in the network. Unstructured systems can be further divided in
[17]: centralized P2P, pure P2P and hybrid P2P. Figure 2.5 shows the architectures for these
different unstructured P2P approaches.

In centralized systems such as Napster [2] a central directory server exists. This central
server is responsible for answering the queries. Hence, all the query traffic is directed to it.
On the other hand, in a pure P2P system all peers are equal and no peer holds any permanent
information about which objects are stored where. No directory with the data of the peers
which are a part of the network exists. Examples of this architecture is Gnutella 0.4 [3] and
FreeNet [19]. Finally, a hybrid architecture attempts to strike a balance between the accuracy
of the centralized architecture and the lower load of the pure architecture. The Gnutella v0.6
[23], JXTA [21], FastTrack [18], KaZaA [5], or Skype [20] are example of hybrid architectures.
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Figure 2.5.: A comparison among the different unstructured P2P architectures. a). Centralized P2P,
b). Pure P2P, c). Hybrid P2P

Structured P2P systems represent the second generation of P2P systems [13]. These systems
are structured because they maintain a close coupling between the network topology and
the location of data via a hash table (DHT). Ratnasamy et al. [14] define a hash table as
"a data structure that efficiently maps ’keys’ onto ’values’ and serves as a core building block in
the implementation of software systems". In fact, the hash table is used to precisely define the
data placement and lookup operations. In these systems, each peer acts as a server for a
subset of values, which can be data items or pointers to where data is available [27]. A DHT
mechanism is responsible to handle peers joining/leaving the overlay. This DHT mechanism
should be fully distributed in order to avoid a single point of failure or bottlenecks. A routing
table with links to a small subset of peers is maintained in each peer. Then, these links can
be used to construct the overlay network, which usually follows a regular topology such as
ring, tree, mesh, or hypercube [27], [26]. Chord [4], Pastry [12], Tapestry [13] and CAN [14]
are some well know examples of structured systems. All these approaches are based on hash
tables and they fundamentally only use a different routing mechanism. Structured systems
show superior scalability and reliability compared to unstructured systems. On the other
hand, a disadvantage of structured P2P systems is their high dependence on the network
dynamic, which hinders to maintain a required structure for efficiently routing messages
[9], [17]. A detailed comparison between structured and unstructured is discussed in [16].

2.6.4.3. Benefits of P2P Networks

P2P systems are different to traditional client-server model. The main benefits of P2P net-
works are:

Decentralization. In a traditional client-server model, the information is concentrated in a
central server, which distributes the information to clients through a network. In contrast,
a decentralized system distributes its resources among several nodes in the system. Decen-
tralization is a key feature in P2P networks that must be considered when the systems and
applications are designed. Decentralization increases autonomy.

Cost reduction. In contrast to the centralized systems, the P2P systems provide structure
to spread the cost over all participating peers [31]. In a file-sharing systems such as Napster
or Gnutella, the file storage cost are shared among different peers. Thus, the P2P paradigm
can have a positive impact in the business process because the costs are reduced and the
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productivity is increased.

Resource aggregation. Due to its decentralized nature, the P2P networks can support the
aggregation of resources. Each peer in the P2P system contributes additional resources such
as upload capacity, processing power or storage capacity, which is not possible in a client-
server architecture. Large applications such as computer-intensive simulations can obtain
enormous benefits from resource aggregation, because additional processing power and
storage capacity from other peers is available [31]. Resource aggregation also benefits mul-
ticast applications [48], [49], because each requesting peers contributes its upload capacity
to redistribute the streamed content to other peers on the same network, thereby helping
to reduce the load of the server. Performance is strongly associated to resource aggrega-
tion. Performance in a system based on client-server model is affected when the number
of clients is increased. In contrast, performance is improved in the P2P systems by aggre-
gating resources such as computing power, distributed storage or upload capacity from all
participating peers. However, this performance may be limited when a central server coor-
dinates all peers (e.g., Napster) or when excessive traffic is generated by using flooding (e.g.,
Gnutella). To optimize performance in P2P systems different solutions such as hierarchical
coordination [67], replication [65], caching [66] and intelligent routing [69], [68] have been
proposed.

Scalability is the ability of a system to handle an amount of work without a considerable
impact on its performance. Different types of scalability such as structural scalability and
load scalability are defined in [59]. Bondi defines the structural scalability as "the ability of a
system to expand its structure without modifying its architecture and load scalability as the ability
of a system to perform graceful as the offered traffic is increased". Schemes based on a central
server present limited scalability mainly caused by the amount of centralized operations
that need to be performed [7]. Although, scalability is improved in decentralized systems, it
plays an important role when the P2P systems are designed. In the P2P networks, scalability
can be measured using parameters as the number of users in the system (load scalability) or
the number of nodes within the system (structural scalability) [31]. Napster shows a better
scalability than the system based on client-server model, because in Napster the music files
are directly downloaded from the peers that possess the requested content. However, pure
P2P systems do not scale well, because its search is based on a flooding mechanism [27],
which increases the traffic as the number of users increases.

Dynamism. P2P systems have a topology with highly dynamic behavior, where the peers
enter and leave the network at any time. This implies that resources such as power com-
puting, data or store capacity are highly variable. P2P environments fit particularly those
distributed applications with highly dynamic environment such as instant messaging or
distributed computing [7], which cannot be supported in a centralized environment. Dy-
namism is related with the ad-hoc connectivity of P2P system.

Fault resilience. Due to the decentralized nature of P2P systems, no central point of failure
exist, and the vulnerability of the network as a whole is very small [17]. Nevertheless, P2P
networks still face failures associated with disconnections, unreachable peer, partitions and
peer failures. An active collaboration among the still connected peers is desirable to face
the presence of such failures [7]. To this end, different collaboration strategies such as re-
lays node [44], replication [64], popularity [70] and grid computing solutions [71] have been
proposed.
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Self-organization. The term self-organization is used in different areas of science with
different meaning [61], and it has no general accepted definition in the literature. Self-
organization allows the internal organization of a system, without being controlled by an
external entity. A self-organization system has inherent features such as emergent behavior,
adaptability, robustness[62], and it shows a high level of scalability. Self-organization is re-
quired in the P2P systems to minimize the need for configuration due to scalability, highly
dynamic environments, fault resilience and cost of ownership [7], [63]. Examples of systems
and products that address self-organization are Oceanstore [64] and Pastry [12].

Anonymity. In a computer system, anonymity allows users to exchange resources while
preserving their privacy and remaining anonymous. Pfitzmann et al. [60] classify the anonymity
between each communicating pair as sender anonymity, receiver anonymity and mutual
anonymity. Anonymity is difficult to ensure in a centralized system, because all clients
typically have been identified before to receive a service. One goal of P2P systems is to
allow anonymity, and a particular type of P2P system called anonymous P2P has emerged
in recent years. In these systems, the users are anonymous by default to service providers.
FreeNet [19] represents an example of how anonymity can be implemented into P2P net-
works. Anonymity can be enforced in a multicast system by creating a special group formed
for parties who wish to preserve their privacy and remain anonymous [7].

2.6.4.4. P2P Applications

Since the Napster advent in 1999, a significant number of P2P applications have been de-
veloped. The main drivers are the technological advances achieved in the today’s personal
computers and the continuous increase in network access speed of the end-users. Thus, P2P
applications have become a large category, which have been categorized by some authors
into major areas such as file sharing, collaboration and distributed computing [9], [7], [31],
[17], [33]. In the following, an overview about these categorizations and the potential of P2P
networks for media streaming delivery is discussed.

File sharing. File sharing can be seen as a form of content distribution [33], [7]. In fact, con-
tent storage and exchange have been the first applications based on P2P technology. These
applications were introduced by Napster, and have become one of the areas where the P2P
networks have shown a great popularity. Several content sharing applications such as eMule
[22], KaZaA [5] and BitTorrent [8] still represent an important traffic portion in today’s In-
ternet.

Distributed computing. Distributed computing is a term used to indicate that different
parts of a program run simultaneously on different computers, which are communicated
with a network. During the last years, the grid computing concept [34] has been developed
as an alternative for large scale simulations and data analyses. The term grid refers to an
infrastructure that allows for the global integration of computation-intensive resources such
as supercomputer clusters and storage systems, which are managed by different institutions
around the world. Computing grid is a concept that can be seen as distributed computing
[42]. The Genome@Home [35] and BOINC (Berkeley Open Infrastructure for Network Com-
puting) [37] projects are examples of distributed computing applications. In Genome@Home
the design of the large numbers of protein sequences is supported by distributed computing
[36], while BOINC developed as an extension from the Seti@Home project [38], [40], [39],
is a platform for public-resource distributed computing [41]. Although grid systems inte-
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grate more powerful resources and show a more stable environment than the typical P2P
systems [43], P2P technology represents a potential solution for the grid applications. This
assumption is based on the fact that P2P technology takes advantage of the processing power
available on the peers. Thus, a large computational job can be divided into many small inde-
pendent parts, which are distributed across multiple computers. The combined processing
power of peers helps to obtain faster completion time in comparison to the traditional sys-
tems. After this, the small results are integrated into the final solution.

Collaboration. Collaborating computing is an application category where individuals or
teams in different geographic locations interact with one another through computation tools
to share, modify, or jointly produce data and information. The collaborative applications
range from online games to shared applications that can be used in business, educational,
and design environments. Generally, these applications are based on events [7]. Thus, when
a change occurs at one node (e.g., a modification introduced by a person), an event is gener-
ated and sent to all participating nodes. Groove [44], BSCW [45](Basic Support Cooperative
Work) and Ocules CO [46],[47] are examples of collaborative applications over the Internet.
Examples of collaboration for content distribution are proposed in [48],[49], [93]. In these
cases, the requesting peers cooperate with each other to distribute content. Due to its ad-
hoc nature, the P2P paradigm represents a valuable technology for user-level collaborative
applications. However, these applications have stringent requirements about security and
integrity [31], [7], which are formidable challenges.

Media streaming. In recent years, media streaming over the Internet has become possible,
in large part due to the development of new computing technology, compression standards,
high-capacity storage devices and the increase in network access speed of the end-users [74].
This fact has generated an increasing demand for multimedia services on the web, which has
received tremendous attention from academia and industry. Thus, different video streaming
applications for live streaming or video on demand services have emerged as valuable tools
to improve communication. Streaming video applications have had a strong impact in differ-
ent scenarios such as videoconferencing distribution, news distribution or event broadcast.
P2P paradigm has become a promising solution for video streaming, because it offers char-
acteristics which cannot be provided by the client-server model. P2P networks do not have
a single point of failure, the upload capacity is shared among all peers, the bottlenecks are
avoided, the contents can be shared by all participating peers, and they provide scalability.
Subsequently, many P2P media streaming systems such as ZigZag [28], CoolStreaming [51]
or Mutualcast [49], have been developed. A detailed revision of these systems is given in
Chapter 3. Recently, a new media streaming application called P2PTV has been proposed as
an alternative to IPTV. P2PTV combines P2P technology with Internet TV, which constitutes
an important progress of large-scale P2P streaming. Many different P2PTV applications such
as SopCast [52], PPLive [53], PPStream [54] have appeared on the Internet. Although P2P
networks are at the moment one of the most valuable infrastructures to distribute media
streaming, the P2P technology still has many open issues that must be solved to achieve
high and constant video quality. To this end, new P2P media streaming applications are
being investigated and developed. This thesis explores one of the media streaming applica-
tions known as P2P Video Multicast.
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2.7. Chapter Summary

Multimedia content delivery over the Internet has gained popularity during the past years.
However, the expansion of these multimedia services has been limited due to lack of net-
work infrastructure or unacceptable video quality. This fact motivated the need for new
compression standards and networks infrastructures. In this chapter different key concepts
about media compression and delivery infrastructures have been discussed. Specifically,
the most recently standards for video compression are discusses. Thus, a brief summary of
video compression standards H.264/AVC and H264/SVC is presented. H.264/SVC is an
emerging standard that introduces new tools which reduce the loss in coding compared to
single-layer coding. Furthermore, different video formats such as CIF and QCIF has been
derived from the original recommendation CCIR-601 developed by ITU-R. CIF and QCIF
formats are used by the architectures presented in this dissertation.

Video can be delivered to the users via video streaming mode or video download. Video
delivery based on streaming presents the best performance, with respect to video delivery
based on download, because when using video streaming the receiver can already consume
the media file while part of it is being received and decoded. In addition, video streaming
helps to save bandwidth and storage capacity.

Delivery infrastructures play an important role for the efficient content distribution over
the Internet. IP Multicast has been proposed as an efficient solution for one-to-many con-
tent dissemination. However, deployment of IP Multicast is not widely available in today’s
Internet. Due to this problem, many researchers have chosen to use application-level so-
lutions as an alternative to implement multicast. In Application-Layer Multicast (ALM),
all multicast tasks are implemented at the end-hosts exclusively while the network infras-
tructure is maintained. Recently, P2P networks have emerged as a valuable infrastructure
for media streaming. This chapter concludes with an introduction to the P2P networks.
The main applications and benefits of P2P networks have been discussed. File sharing, dis-
tributed computing, collaboration and content distribution are some applications of the P2P
networks. P2P networks are a valuable architecture for media streaming distribution, but
media streaming over P2P networks still have many open issues such as scalability, delay
and video quality that must be solved before to achieve a total acceptation.
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In recent years many people from academia and industry have been interested in how to
efficiently distribute video from one sender to many viewers, and different systems such
as CoolStreaming [51], CoopNet [48] and others have been proposed and developed. Al-
though IP Multicast has been proposed as an efficient solution for one-to-many content dis-
semination, several reasons such as routers migration, complexity of the protocol and a poor
interoperability with existing services [197] have limited its widespread deployment in to-
day’s Internet. In such circumstances, many researchers have chosen to use application-level
multicast (ALM) solutions [91] as an attractive alternative to IP Multicast for content distri-
bution. Application-level multicast is ideal in systems where all functionality is pushed to
the end hosts such as in the P2P networks. The main goal of a P2P multicast system is
to maximize delivered overall quality and the overall throughput associated with content
distribution to a group of viewers. This chapter explores the benefits of the overlay P2P
networks for multicast services and study their categorizations from the point of view of its
network topology. A brief summary of the existing P2P streaming applications according to
this classification is presented. The chapter ends with an overview of existing works about
multi-source multicast.

This chapter is organized as follows:

• Introduction
The main challenges to build overlay P2P networks are discussed. Based on the overlay
network structure, the overlay P2P systems can be classified as tree-based, forest-based
and meshed-based [150], [151], [221]. An overview of these categories is provided.
• Tree-based overlay for media streaming

A tree-based overlay is built using a single distribution tree rooted at the source. In
this section, a media streaming model based on a single multicast tree: ZigZag [28] is
discussed.
• Forest-based overlay for media streaming

The forest-based overlay takes the idea from end-system multicast [92] and expands it
by organizing the requesting peers into multiple trees [97], [217]. This section gives a
brief revision of SplitStream [110] and Dagster [51] which are media streaming models
based on multiple trees.
• Mesh-based overlay for media streaming

In a mesh-based P2P overlay approach, the participating peers form a connected mesh
and employ a delivery strategy based on swarming [97]. An example of a mesh-based
overlay is Mutualcast [49], which is an efficient mechanism for content distribution in
the P2P networks. A detailed revision of Mutualcast is given.
• Multi-Source Multicast

A promising approach to maximizing delivery quality to a group of requesting peers
is to allow the peers to receive content from multiple sources [108], [93]. This section
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focuses on the existing works on various aspects of multi-source multicast.

The contributions in this chapter are:

1. A revision of the different P2P overlay structures used for media streaming delivery.

2. Implementation and test of a Mutualcast prototype on the PlanetLab infrastructure to
evaluate the Mutualcast performance under real world conditions.

3.1. Introduction

A P2P media delivery system involves two important components: an overlay network and
a content delivery mechanism [108]. An overlay network is constructed over the under-
lying physical IP network [58] using a mechanism that determines how the peers are con-
nected. The content delivery mechanism is responsible for streaming the content to each
peer through the overlay network.

An overlay P2P multicast mainly presents the following advantages over IP multicast:

1. No router support is required.

2. More flexibility and adaptability to diverse requirements from the applications [27].

Zheng et al. [27] state that to construct and maintain an efficient overlay P2P network,
mainly three problems should be considered. The first question is related to the P2P net-
work architecture, and defines what topology is used to build the overlay network. The
second question concerns network management and how the participating peers in the mul-
ticast group are managed, especially when the users present heterogeneous capacities and
behaviors. The third problem is related to adaptability of the overlay network to route and
schedule media data in an Internet environment whose links have an unpredictable behav-
ior. Several solutions have been proposed to address these issues.

Three main types of overlay P2P topologies are considered for providing P2P multicast
[108], [58], [101]: tree-based topology, forest-based topology and mesh topology. These
topologies are illustrated in Figure 3.1. In the following, a brief survey of these overlay
P2P classifications is given.
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Figure 3.1.: A comparison between: a) tree-based overlay, b) forest-based overlay, and c) mesh-based
overlay
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3.1.1. Tree-based P2P Streaming

In the tree-based approach, an overlay construction mechanism organizes participating peers
into a single tree whose root is located at the source node. The participating peers are orga-
nized as interior nodes or leaf nodes into a single tree. In Figure 3.1a, the source S sends the
data to requesting peer R1, which forwards the data to requesting peers R2 and R3. Then,
a video stream in this configuration is basically pushed from a parent router to their chil-
dren routers along a well-defined route. Thus, in Figure 3.1a the upload capacity of peer R1

is used by the multicast tree for content distribution, while the upload capacity of the leaf
peersR2 andR3 is not used. Although a tree approach probably represents the most effective
distribution structure in term of bandwidth and delay optimization [109], this configuration
has an inherent drawback because all the burden generated by forwarding multicast mes-
sages is carried out by a relative small number of interior nodes.

A tree structure for data distribution works well when the interior nodes are dedicated
infrastructure routers as is the case for IP multicast. However, tree configuration has an
additional problem in application-level multicast, where all functionality is pushed to the
end-users and many of these participating peers may not have the network capacity and
availability required of an interior node in high-bandwidth multicast applications [110]. This
situation is shown in Figure 2.3, where end-host 2 contributes its upload capacity to forward
the received content to end-host 4, while the number of copies emitted by the source is
reduced. Compared with naive unicast, an efficient distribution scheme can be obtained
without changes to routers, because all routing tasks are pushed to the end-users. However,
the availability and capacity of end-host 2 must be considered before in order to make an
intelligent construction of overlay trees and obtain a better performance of the multicast
system.

3.1.2. Forest-based Overlay

In a cooperative environment such as P2P networks, the participating peers contribute re-
sources proportional to the benefits they obtain from the system. Specifically, in application-
layer multicast, the peers expect that the forwarding load will be shared among all partici-
pants [110]. However, multicast based on a single tree does not match well with these coop-
eration expectations, because the forwarding multicast traffic is carried by a small number
of interior peers, while the upload capacities of a large number of leaf peers is not used.
This is a critical problem for applications with high-bandwidth requirements such as video
or bulk file distribution, because many interior nodes in the multicast tree may not have the
required upload capacity. To face these challenges, a forest-based overlay architecture for
media streaming has been proposed. A forest-based overlay organizes participating peers
into multiple trees [58], and distributes the forwarding load among them in an efficient man-
ner. In a forest-based overlay, each peer determines a proper number of trees to join based
on its upload capacity. Figure 3.1b shows an example of a forest-based overlay. Here, partic-
ipating peers are organized into multiple trees. To this end, each peer is placed as an internal
node in at least one tree and as a leaf node in other trees. In Figure 3.1b, source S stripes its
content and distribute the stripes using two separate multicast trees T1 and T2. Each internal
node in each distribution tree forwards any received stripe to all of their child nodes. Thus,
the tree construction algorithm represents an important component of the forest-based P2P
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streaming approach. A strategy based on multiple trees minimizes the effect of churn [97]
and optimizes the usage of available resources in the system. However, the determination of
the number of required trees to maximize the overall throughput is an open problem [126].

An alternative to maximizing the overall throughput is to generate and combine all trees for
all co-existing sessions in the overlay network in order to determine the optimal multicast
tree collection. To this end, the source splits the content into blocks and assigns only a block
to each peer for its redelivery. Every peer generates all possible trees to deliver its block to the
rest of the requesting peers. If all the blocks are distributed in a parallel way several sessions
coexist at the same time and all these trees generated in each node need to be combined.
Thus, given n nodes, first all multicast trees are generated in every node using the Cayley’s
formula [132] and encoded using Prüfer’s coding [127], [133]. Second, all multicast trees
generated from all the participating nodes are combined. Third, the maximum throughput
for every tree collection can be obtained using linear programming [106]. The results show
that for 4 nodes (with upload capacity in kbps of 100, 200, 300 and 400) there are 6766 optimal
tree collections with an overall throughput of 333.33 kbps. Only the case of 3 and 4 nodes is
simulated, because the number of combinations grows exponentially. For n = 3, 4, 5, 6, the
number of combination is 27, 65536, 30517578125 and 4.738E+18, respectively. Thus, finding
an optimal collection of multicast trees is considered a NP-hard problem [49]. Additionally,
to determine on the fly which is the optimal tree used by each node to redistribute its block
within 6766 combinations is a hard task, because some nodes can use a binary tree, while
others use a chain. A detailed version of these experiments is given in [128].

3.1.3. Mesh-based Overlay

Although in a forest-based overlay, a peer can join different multicast trees and receive data
from different sources, they still continue to receive a given strip from a single sender, re-
sulting in the same problem like the case of a single tree [92], [58]. These limitations have
motivated a new approach known as mesh overlay networks, which is an approach inspired
by BitTorrent [8], [118] or Bullet [112]. Figure 3.1b, presents an example mesh-based overlay.
A mesh-based overlay is formed by participating peers via random connections, where each
peer (except the source) tries to maintain a certain number of parent peers and also serves a
specific number of child peers using a swarming mechanism for content delivery [95]. In a
mesh-based overlay, a peer can concurrently receive data from different senders, each con-
tributing a portion of its upload capacity. Additionally, the requesting peers can send and
also receive data from each other.

The data delivery strategy for a mesh-based overlay and for a forest-based overlay is very
different, because video data in an mesh-based overlay is available in multiple neighboring
peers, and a node has to pull data to avoid significant redundancies while the data in a forest-
based overlay is pushed from a parent peer to many child peers. Chu et al. [92], states that
a good mesh has the following two properties: First, "the quality of the path between any pair
of members is comparable to the quality of the unicast path between that pair of members". Second,
"each member has a limited number of neighbors in the mesh". Here, delay and bandwidth are
referred to as the application metrics, while a limited number of neighbors in the mesh helps
to maintain a low overhead in the mesh.

Due to the dynamic and unpredictable behavior of peers, the main challenge of a mesh-
based overlay is how to select the proper senders [58] and how to cooperate and schedule
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the received data in the requesting peers. Recently, considerable research effort about mesh-
based P2P video streaming systems has been made. In [116], the authors exploit a strategy
based on buffer maps to monitor network-wide quality. Carra et al. [111] present a method-
ology based on stochastic graph theory for mesh overlay streaming systems, and show that
mesh-based overlays are very robust to failures and provide bounds on the receiving de-
lay. Magharei et al. in [97] realize a detailed comparative study between mesh-based and
multiple-tree-based approaches for live P2P streaming.

3.2. Application of Tree-based Overlay for Media Streaming

During the last years, several application-level multicast systems, e.g., Overcast [10], CAN
[14], NICE [91], Bayeux [113] based on a single multicast tree have been proposed. A repre-
sentative media streaming system based on a single tree is Zig-Zag [28]. In the following, a
brief introduction to this system is given.

3.2.1. ZigZag

In ZigZag, the receivers are organized into a hierarchy of clusters and the multicast tree is
built over this hierarchy using a set of connectivity rules called C-rules [28]. Each cluster has
two heads, the first head is responsible for monitoring the memberships of the clusters, while
the second head or associated-head is responsible for transmitting the content to cluster
members. This organization allows for a continuous service during a failure, because in case
the associate-head departs, the head can assign a new associate-head quickly. Initially, when
the number of peers is small, they are organized into one cluster only. The organization
will grow or shrink as new peers join or leave. ZigZag builds the multicast tree based on
this administrative organization and following the three C-rules [28]. The first rule states
that "a peer, when at its highest layer, neither has a link out nor a link in", while the second rule
defines that "non-head members of a cluster must receive the content directly from its associate-
head" and the third rule states that "the associate-head of a cluster, except for the server, must
get the content directly from a foreign". The procedure to map peers into the administrative
organization and the C-rules are the main contributions of this system. In [28] the ZigZag
system is simulated for a set of 5000 clients under no failure and failure scenarios. Each
cluster has between 5 and 15 peers, and all peers forward the content to no more than 13
other peers. The authors compare the performance between ZigZag and NICE [91], which
is a P2P streaming solution based on an hierarchical arrangement of clusters. The results
show that ZigZag has a maximum degree only half of the maximum degree of NICE, which
means that ZigZag exhibits a less bottleneck than NICE. ZigZag and NICE are compared
using other metrics such as control overhead, join overhead, failure overhead and link stress.
The results show that ZigZag presents the best performance for most of the metrics.

3.3. Application of Forest-based Overlays for Media Streaming

Several application-level multicast systems based on the forest approach can be found in
the literature. CopNet [48], SplitStream [110] and Dagster are examples of forest-based P2P
streaming systems. The section presents a brief overview of SplitStream and Dagster.
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3.3.1. SplitStream

SplitStream is an example for an efficient cooperative distribution scheme, because it dis-
tributes the forwarding load among the participating peers. To this end, SplitStream intro-
duces the idea of multiple trees. SplitStream splits the content and distributes the striped
data using separate muticast trees. Here, a decentralized scheme is used to construct a forest
of multicast trees from a single source. Peers join as many trees as the number of stripes
they wish to receive, and they specify an upper bound on the number of stripes they are
willing to forward [110]. Thus, the key challenge in SplitStream is to efficiently construct a
forest of multicast trees such that the forwarding load can be spread across all participating
peers, subject to the upload capacity constraints of the participating nodes in a decentral-
ized, scalable, and self-organizing manner. In order to balance the forwarding load among
all the nodes, SplitStream accommodates nodes with different network capacities and asym-
metric bandwidth on the inbound and outbound network paths, such that an interior node
in one tree is a leaf node in all the remaining trees. Thus, ideally, any given peer is an interior
node in only one tree and its departure can cause the temporary loss of at most one of the
stripes. Multiple trees combined with appropriate data encoding such as multiple descrip-
tion coding (MDC) help to mitigate the effects of node failure and sudden node departure,
allowing an improved robustness of SplitStream. SplitStream bases its design on Pastry [12]
and Scribe [115], which are a structured P2P overlay network and a scalable application-
level multicast system, respectively. From Scribe, SplitStream adopts the idea of using a
separate multicast tree for each of the k stripes, while from Pastry, it has taken the properties
of routing to construct trees with disjoint sets of interior nodes. However, SplitStream fails to
utilize the full upload capacity of all the participating peers in the multicast group, limiting
the maximum overall throughput.

3.3.2. Dagster

Dagster [55] has been proposed as an end-host multicast scheme for delivering non-interactive
media, which addresses issues of heterogeneity, transience of peers and cooperation. Dag-
ster has three distinct features [55]:

1. The requesting peers are organized into an overlay based on a directed cyclic graph
(DAG) [121]. Thus a peer can receive content from two or more parents, improving the
system robustness.

2. Since peers receive media data from multiple peers with different bit-rates, the peers
transcode the received media data before forwarding it to other peers.

3. An incentive system is used in order to encourage peers to share their upload capac-
ity. The incentives are based on "(a) lower service rejection probability" and (b) "lower
disruption probability".

To construct the overlay DAG, the author defines four rules: monotonically decreasing bit
rate, equal bit-rate from parents, preemption, and continuous service. Based on these rules,
the overlay DAG construction is realized in five main steps. To enable media streaming from
multiple parents to a single peer, Dagster uses a coding method known as multiple state
encoding. Dagster has a dynamic reconfiguration, because it allows that peers periodically
probe the source to search for a better parent so that donations from newer peers can be fully
utilized [55]. The performance of Dagster is compared with Best Fit algorithm [56]. Best Fit
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inserts a newly arrival peer into a parent with largest available bandwidth, and rejects a peer
if there does not exist a parent with enough bandwidth to satisfy the required bandwidth.
The rejection rate is used as metric to compare both strategies. The results show that Dagster
achieves a rejection rate less than 10 percent of the clients, while the Best Fit rejection rate
is around 50 percent. Others metrics evaluated by Dagster are the diameter of the graph,
donation level, and optimal number of parents. Diameter of the graph refers to hops away
from the source. A lower diameter is desirable for media streaming in order to reduce the
probability of service disruption and fluctuation. Dagster is promising in this sense, because
it presents a lower diameter of graph and reduced average level of nodes. Dagster shows
that there is a clear relationship between the level of a peer and its donated upload capacity
when the peer is contributor-aware. An important finding in Dagster is the reduced number
of parents required. The author suggests that three parents for each node is enough to reach
an acceptable frame rate if one of the parents has failed. Although Dagster is a promising
media streaming architecture, its topology still needs to be improved in terms of link stress
and stretch.

3.3.3. M-ary Trees

This section introduces a special type of tree known as m-ary tree, in which every node has
m or fewer children [133]. An m-ary tree is also sometimes known as a k-tree, N-ary tree, or
a d-ary tree. A rooted tree is an m-ary tree if each internal node has no more thanm children.
Figure 3.2 shows an example of an m-ary tree with m = 3 for 12 nodes.

R

1 2 3

6 754 8

9 10 11

T0
T1

T2

T

Figure 3.2.: Example of an m-ary tree for 12 nodes

Thus, an m-ary tree T is a finite set of nodes with the following properties [129], [130]:
1. it is either empty T = 0 with degree 0; or
2. consists of a distinguished node (the root R) together with an ordered m-tuple of sub-

trees, each of which is an m-ary tree, such that T = (R, T0, ..., TN−1) and degree N.
The empty trees are called external nodes or leaves, while the non-empty trees are called
internal nodes [130].

A roted tree is a complete m-ary tree if each internal node has exactly m-children. Figure
3.2 shows an example of a complete m-ary tree for m = 3.

Additional properties of m-ary trees are [135], [130], [131]:
• For m = 2, the m-ary tree corresponds to a binary tree.
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Figure 3.3.: Example of a complete m-ary tree for m = 3

• An m-ary tree is full if each internal node has m children.

• An m-ary tree is balanced if all external nodes or leaves l fall on the same level or two
adjacent levels.

• An m-ary tree is complete if all external nodes or leaves l lie at the same level.

• The maximum number of external nodes or leaves in an m-ary tree of height h is at
most mh

• A complete m-ary tree with i internal nodes contains N = m(i) + 1 nodes.

• A complete m-ary tree with N nodes has i = (N − 1)/m internal nodes and l =
(m−1)(N+1)

m external nodes or leaves.

Several applications of m-ary trees are found in the scientific literature. Gessel and Seo [134]
present a refinement of Cayley’s formula for trees using m-ary trees. In computer science,
m-ary trees are used to analyze the structure of computer programs [130] in order to improve
external sorting [136] or searching [137], [138]. In [123], a collection of modified m-ary trees
is used as a strategy to reduce the end-to-end delay during content distribution.

3.4. Application of Mesh-based Overlays for Media Streaming

Inspired by BitTorrent [8], several mesh-based overlays for massive parallel content distri-
bution among peers such as CoolStreaming [51], PPlive [53], Bullet [112], VMesh [117] and
Pulse [114] have been proposed. A framework for small-scale application-layer multicast
inspired by mesh-based overlays is Mutualcast [49].

3.4.1. Mutualcast

Mutualcast is as an efficient mechanism for one-to-many content distribution. Compared
with previous multicast approaches, Mutualcast achieves the maximum overall throughput
by fully exploiting the upload capacity of the peers.

Description

Mutualcast uses a fixed network topology and allows that peers with different capabilities
distribute a different amount of content. Li et al. state three distinct features for Mutualcast
[49]:
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1. "Mutualcast splits the to-be-distributed content (e.g. a file or media stream), into many small
blocks, and distributes each block separately".

2. "Each block of content is assigned to a single peer for redelivery."
3. "Mutualcast employs an optimal bandwidth allocation strategy, which is implemented via re-

distribution queues between the source and the requesting peers."
In Mutualcast, the content redistribution is realized by the requesting peers, helper peers

or even the source itself. Mutualcast employs an optimal bandwidth allocation strategy in
order to effectively deal with dynamic changes in the network condition, such as variations
in the upload bandwidth, packet loss and transmission jitter.

The basic distribution framework of Mutualcast is shown in Figure 3.4, for one source S,
three requesting peers R1, R2, R3 and one helper peer H1.

R1

S

1

5

2 3

4

6

7

8

8 8

R2 R3

H1

Figure 3.4.: Mutualcast content distribution network

In this scheme, the peers R1, R2, R3 request a copy of the content from the source S, while
helper peer H1 only contributes its upload capacity to help distributing the content to the
other peers. When a block is assigned to requesting peers R1, R2 and R3 for redistribution
(e.g., blocks 1, 2, 3 and 4), the block is first sent by the source to the peer in charge, which then
forwards the block to the other two requesting peers. The helper peers are not interested in
receiving the videos and just contribute their resources during distribution. When the block
is assigned to helper peer H1 for redistribution (e.g., blocks 5, 6 and 7), the block is first sent
by the source to the helper peerH1, which forwards the block to the other three peers. When
the source has abundant upload capacity, it may also choose to directly distribute the block
(e.g., block 8) to each requesting peer R1, R2, R3. Thus, Mutualcast uses three distribution
routes to distribute content [49]:

1. Through requesting peers,
2. Through helper peers, and
3. Directly from the source.

Mutualcast chops the content into a number of small blocks for distribution and assigns
each block to a certain node for redistribution. The number of blocks assigned to a peer is
proportional to its upload capacity. Mutualcast assumes that the upload capacity of each
peer is the only constraint, which is an assumption motivated by the fact that peers usually
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have larger download capacity than upload capacity (e.g. DSL lines) on the Internet. Mu-
tualcast sets the size of these blocks as 1KB, in order be able to send each block as a single
packet over the network.

In Mutualcast, the connections between peers are established using TCP. Mutualcast lever-
ages several benefits from TCP such as flow control, reliable data delivery and node leave
events. Additionally, the TCP buffers are the redistribution queues, which solves the prob-
lem of establishing buffer queues to send content among peers and to control the speed of
distribution between them.

Analytical Framework

[49] presents an analytical framework for Mutualcast which will be briefly reproduced in the
following and later extended. The analysis assumes that the Mutualcast scheme is formed
by a source S of upload capacity CS , N1 requesting peers denoted as Ri with upload capac-
ity CRi , and N2 helper peers Hi with upload capacity CHi . The participating peers for the
Mutualcast scheme are shown in Figure 3.5. For Mutualcast, the exhaustion of the source

S

H1 HN2
R1 RN1

S: Source with upload capacity CS

N1: Content requesting peers R1…RN1
with upload capacity CRi

N2: Helper peers H1…HN2
with upload capacity CHi

Figure 3.5.: Participating peers in the Mutualcast scheme

upload capacity is given by:

BR +BH +N1BD =
N1∑
i=1

BRi +
N2∑
i=1

BHi +N1BD (3.1)

The first term represents the amount of data that is sent from the source to the N1 content
requesting peers for redistribution. The second term corresponds to the data being sent from
the source to theN2 helper peers and the last term represents the block of video dataBD that
is directly sent to the N1 content requesting peers. BRi is limited by the upload capacity CRi

BRi =
CRi

N1 − 1
(3.2)

and represents the content that has to be redistributed to the N − 1 other content requesting
peers. Similarly, for the helper peers, BHi is limited by the upload capacity CHi

BHi =
CHi

N1
. (3.3)
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then BR and BH are obtained as

BR =
N1∑
i=1

BRi =
N1∑
i=1

CRi

N1 − 1
=

N1

N1 − 1
1
N1

N1∑
i=1

CRi =
N1

N1 − 1
CR (3.4)

BH =
N2∑
i=1

BHi =
N2∑
i=1

CHi

N1
=
N2

N1

1
N2

N2∑
i=1

CHi =
N2

N1
CH (3.5)

Where CR and CH are the mean upload capacities of the N1 requesting peers and the N2

helper peers, respectively. The Mutualcast distribution throughput Θ, which represents the
amount of content sent to the requesting peers per second is defined as

Θ =


CS for CS ≤ (BR +BH)

BR +BH + (CS−BR−BH)
N1

for CS > (BR +BH)
(3.6)

When a special case with no helper nodes (N2 = 0) is considered, (3.6) reduces to:

Θ =


CS for CS ≤ BR

BR + (CS−BR)
N1

for CS > BR

(3.7)

where the overall throughput Θ for CS > BR can also be written as

Θ = N1
(N1−1)CR +

CS−
N1

(N1−1)
CR

N1
= N1

(N1−1)CR − CR
(N1−1) + CS

N1
= CR + CS

N1

(3.8)

Simulation

Similar to [49], Mutualcast is evaluated in terms of overall throughput and linear program-
ming is used to maximize the overall throughput. Linear programming [107], [204] has been
successfully used as an optimization tool by other authors [106], [119], [120]. A set of five
peers is used, where peer S acts as the source and the four peers R1, R2, R3 and R4 work as
requesting peers. The upload capacity of the participating peers CS , CR1 , CR2 CR3 and CR4

in kbps is 1000, 750, 1000, 750, and 500, respectively. Helper peers are not considered in this
example. Figure 3.6 shows this mutualcast setup and its translation into a linear program
for throughput maximization.

In Figure 3.6, the source splits the content into five blocks. The blocks X1 to X4 are dis-
tributed from the source to the requesting peers through other peers, while the block X5

is distributed from the source to each requesting peer directly. This example assumes that
the source has an upload capacity of 1000 kbps. In the linear program (Figure 3.6 b), the first
constraintX1 +X2 +X3 +X4 +4X5 ≤ 1000 kbps considers the upload capacity of the source,
which has to deliver one block to each requesting peer R1, R2, R3 and R4, and additionally
sends the block X5 to every peer directly. The other constraints consider the upload capacity
of the requesting peers R1, R2, R3 and R4, which redistribute the received blocks X1, X2, X3

and X4, respectively to the rest of peers in the mutualcast group. The solution gives a maxi-
mum throughput of 1000 kbps, while the size of the blocks in kbits isX1 = 250, X2 = 333.33,
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Θ = X1 + X2 + X3 + X4 + X5
subject to
X1 + X2 + X3 + X4 + 4X5 <= 1000
3X1 <= 750
3X2 <= 1000
3X3 <= 750
3X4 <= 500

Linear Program: 

Figure 3.6.: Mutualcast example and its translation into a linear program for throughput maximiza-
tion

X3 = 250, X4 = 166.66 and X5 = 0, respectively. All constraints ensure that the limit of the
capacity of the source and the requesting peers are not exceeded.

Four different examples using different upload capacities for the source and the requesting
peers are evaluated. The results are summarized in Table 3.1.

Table 3.1.: The overall throughput Θ of Mutualcast

CS CR1 CR2 CR3 CR4 Throughput
(kbps) (kbps) (kbps) (kbps) (kbps) (kbps)

500 250 1000 500 1000 500
1000 750 1000 500 1000 1000
500 500 200 500 250 487.5
1000 500 750 500 750 875

In the first two examples, BR > CS , then θ is given by the first part of (3.7), and θ become
same as CS . In contrast, in the last two examples, BR < CS , then θ is given by the second
part of (3.7).

Limitations

However Mutualcast incurs performance penalties because, depending on the locations of
peers, packets are likely to travel along sub-optimal paths, and packets may traverse the
same links multiple times. Thus, proximity and delay are important issues to be considered.
Since all nodes in Mutualcast are fully connected, the scalability also is limited.
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Extensions

Mutualcast has been extended in several works [140], [139]. In [139], Mutualcast is used for
a multi-party real-time audio conferencing system. To this end, the peers form a fully con-
nected group and during the conference, every peer takes turn to mix and redeliver the com-
pressed audio. The audio is split into frames, which are mixed and redelivered by the peers.
Each peer can redeliver a number of frames proportional to its upload capacity. Huang et al.
[140] propose an adaptive rate control scheme for streaming media in Mutualcast. This ap-
proach uses multiple bit rates to gracefully adjust the common quality received at all peers.

3.5. Hybrid Tree/Mesh Overlay

Recently, new hybrid overlay ALM structures have been proposed. These hybrid tree/mesh
overlays combine the advantages of tree-based and mesh-based approaches for media de-
livery. Examples of hybrid overlays are MeshTree [122], mTreebone [109] and hierarchical
collaborative multicast [50]. Because the full knowledge of the network topology in a dis-
tributed environment is not available, a solution based on greedy often leads to overlay
ALM structures that are inefficiently structured.MeshTree address the greedy problem. To
this end, MeshTree introduces two key ideas [122]. First, the overlay structure must contain
a low cost tree which connects nodes that are topologically close together. This tree rooted
at the source is called the backbone tree. Second, shortcut links must be added on top of the
tree in order to improve the delay of the backbone tree. This creates a mesh overlay, which
is degree-bounded based on the individual peers’ capacity. Similar to MeshTree, mTreebone
uses a backbone tree, but it is constructed over a set of static peers. These static peers orga-
nized with others form a mesh overlay, which facilitates to accommodate dynamic peers and
fully explore the available capacity between peers. Here, the main challenge is to identify
the static peers. To this end, the authors use an age threshold-based method to identify the
static peers and design the backbone tree. Hierarchical collaborative multicast uses a single
tree and forms small clusters in each peer. Chapter 4 gives a detailed review of this scheme.

3.6. Multi-Source Multicast

Multi-source P2P multicast applications recently have been used for collaborative environ-
ments such as conferencing, multi-player games or content distribution services [161], [163],
[162]. The classical tree solution for multicast schemes shows limitations such as failure node
fragility or additional delay when it is used in a multi-source context [112]. An additional
limitation for tree solutions is the limited collaboration among all peers. On the other hand,
the emerging P2P overlays known as unstructured and structured overlay show limitations
for multi-source multicast such as scalability [141], large overhead [143] or complex protocols
[142]. In [11] a new technique called Unstructured Multi-source Multicast is presented. This
solution builds and maintains multicast distribution trees from many sources on top of an
unstructured base overlay. The model deals with some limitations in the unstructured P2P
overlay such as scalability and large overhead. The authors in [94] introduce a distributed
video streaming framework, which shows the benefits of video streaming from multiple
servers to a single receiver. In [144], a P2P media streaming model is proposed that involves
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multiple sending peers in one streaming session, which uses a tomography-based sender
selection protocol to optimize the quality at the receivers. Recently, the authors in [103] and
[145] have proposed new approaches for content distribution from multiple sources to a sin-
gle receiver. While in [103] the authors present and evaluate an algorithm for the optimal
bit allocation in combination with scalable video techniques for distributed streaming en-
vironments, in [145] the authors exploit the similar source concept to significantly improve
the download time of a file from multiple sources to one receiver. All these solutions are
only partially collaborative because the collaboration among the sources is not considered.
In [146], PALS (P2P Adaptive Layered Streaming) is presented as a receiver-driven coordina-
tion mechanism for quality adaptive streaming from multiple congestion controlled sender
peers to a single receiver.

3.7. A Global Testbed: PlanetLab

An effective way to design, evaluate, and deploy geographical distributed network services
is to use a global testbed [154]. However, conventional testbeds do not support a dual use
from researchers that want to develop new applications and clients that want to use these
applications. To deal with these issues, PlanetLab has been proposed as a promising overlay-
based testbed. PlanetLab is designed under the following principles [154]:

• "Services should be able to run continuously and access a slice of the overlay’s resources",
• "Control over resources should be distributed",
• "Overlay management services should be unbundled and run in their own slices", and

• "APIs should be designed to promote application development".

How PlanetLab realizes the distributed virtualization and unbundled management is de-
scribed in [155]. Since July 2002 hundreds of users have used PlanetLab for a wide range
of services such as content distribution networks [158], [159], routing and multicast overlay
[92], [93], [50], P2P-based video streaming [157], [51]. Currently, PlanetLab [153] consists of
843 machines, hosted at 422 sites, spanning over more than 30 countries. In [156] the authors
report their experience building PlanetLab over the last years. In September 2006, a project
called OneLab [160] has been started in Europe. OneLab manages the European part of the
PlanetLab platform, and operates in close cooperation with the PlanetLab team.

3.7.1. Mutualcast Implementation and Evaluation

A Mutualcast prototype has been implemented and evaluated on PlanetLab. The imple-
mentation includes a sender module run by the source peer and a receiver module run
by each of the requesting peers. Mutualcast implementation is based on the TCP proto-
col, which manages the sending and receiving buffers and the redistribution queues in all
participating peers. To evaluate the performance of Mutualcast on PlanetLab, a small multi-
cast group formed by four PlanetLab nodes is selected. The source is located at University of
Pittsburg (planetlab2.cs.pitt.edu), while the requesting peers are located at University Col-
lege London-UCL (planetlab1.net.research.org.uk), Worcester Polytechnic Institute-WPI (75-
130-96-13.static.oxfr.ma.charter.com) and Universidad Técnica de Lisboa-UTL (planetlab-
2.tagus.ist.utl.pt). The source broadcasts a media file of 11 MB to all the requesting peers.
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The experiments demonstrate the capability and flexibility of the Mutualcast approach. The
throughput of the source and the three requesting peers are shown in Figure 3.7 a)-d). The
horizontal axes represent the time during the first 30 seconds. The throughput of the source
represents its sending rate, while the throughput of the requesting peers represents their
reception rate. The requesting peers receive packets based on their redistribution capacity,
which is limited by their upload capacity. In the experiment, the throughput of the source
and the requesting peers are changing every second in response to the network changes.
This adaptation allows that Mutualcast assigns more blocks to peers with better network
conditions at the time.
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Figure 3.7.: Mutualcast throughput measurements: a) throughput of the source, b)- d) throughput
of the requesting peers.

3.8. Research Challenges

Although significant advances in P2P media streaming have been made in recent years, there
are still many open issues. Yiu et al. [164] identify the problem of locating supplying peers
and maintaining content delivery paths as the two major challenges in providing P2P me-
dia streaming. These challenges are presented due to the dynamic nature of the peers. In
a P2P system, a supplying peer might suddenly leave or crash, and the requesting peers
need to find new supplying peers. Additionally, peers have limited bandwidth capacities,
and often multiple peers are also required in distributed streaming systems [94], [165]. An-
other important challenge in P2P media streaming is the heterogeneity of the underlying IP
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networks [58]. This heterogeneity is mainly introduced by the heterogeneous receivers and
asymmetric access capacities. Download and upload capacities of the peers are asymmetric,
because the peers usually have larger download capacity than upload capacity (e.g. DSL
lines). Download capacity decides the receiving capacity for each individual peers, while
the upload capacity decides the total available capacity for the system. These characteristics
may generate random packet-losses in the network or at the buffers of the peers when the
access bandwidth of a peer or the sum of all supplying peers are less than the average bit rate
required by the video stream [58]. Video streaming has certain requirements on bandwidth,
packet loss, and packet delay. However, under this situation a P2P system does not provide
any guaranteed support to video streaming services [125], and new solutions to satisfy strin-
gent quality requirements must be investigated. A promising solution to this problem is to
provide self-adaptive QoS for each individual peer according to the current network con-
ditions, while the total upload capacity of all peers is fully utilized [58]. To this end, some
issues such as content aware media data organization, priority-based media data delivery,
QoS adaptive multi-source and layered media data scheduling should be addressed. On
the other hand, Mutualcast [49] is proposed as an efficient multicast mechanism for content
distribution from one source to multiple requesting peers. However, Mutualcast concen-
trates on improving the overall throughput, and does not consider the Rate-Distortion per-
formance of video delivery. The Mutualcast concept can be extended to multiples sources in
order to obtain an optimal solution that maximizes the overall throughput or alternatively
the overall video quality as will be shown later in this thesis.

3.9. Chapter Summary

This chapter has introduced the benefits of overlay P2P networks for multicast services and
their different categorizations. From the point of view of their network topology the overlay
P2P networks have been categorized as: Tree-based overlay, forest-based overlay and mesh-
based overlay. The main advantages and disadvantages for each approach were discussed.
Based on these concepts, several P2P media streaming systems have been developed. Some
existing P2P streaming applications according to this classification such as ZigZag, Split-
Stream and Dagster have been discussed in the chapter. The m-ary tree concept is intro-
duced as an alternative to create distribution schemes. Specially, the chapter has presented a
detailed revision about Mutualcast which is the reference model in this dissertation. The Mu-
tualcast revision presents an analytical framework for this model and its simulation based
on linear programming. The study also includes the Mutualcast evaluation in the Planet-
Lab testbed. PlanetLab is a overlay-based testbed, which has been proposed to evaluate and
deploy geographical distributed network services.

Recently, new hybrid overlay ALM structures have been proposed. These hybrid tree/mesh
overlays combine the advantages of tree-based and mesh-based approaches for media de-
livery. Some examples of these hybrid structures were also discussed in the chapter. Due to
the growing number of Internet users, some applications require multi-source multicast sup-
port. Multi-source multicast is present in collaborative environments such as videoconfer-
encing, multi-player games or content distribution services. The chapter gives an overview
of existing works about multi-source multicast. The chapter ends with a short discussion
about the main research challenges in the P2P media streaming field.
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4.1. Introduction

Mutualcast maximizes the overall throughput by exploiting the upload capacity of all par-
ticipating peers. A drawback of using a fully-connected network is that the number of con-
nections is proportional to n2 because each peer has to forward its received blocks from
the source to all other peers. Mesh-based approaches also have high control overhead due
to data scheduling and limitations for delay sensitive applications when the participating
peers are located in different geographical locations. This chapter presents hierarchical col-
laborative multicast [50], an ALM scheme that is inspired by Mutualcast and tree-based
approaches. On the one hand, Mutualcast has been shown to provably maximize the overall
throughput during a multicast session, while on the other hand tree architectures introduce
lower end-to-end delay, are more scalable and are easier to maintain. A hierarchical struc-
ture has the advantage of high scalability. The main motivation is to design an ALM scheme
that can achieve shorter end-to-end delivery time, improved scalability and low resource
consumption. Thus, hierarchical collaborative multicast adopts a tree structure as the global
structure but incorporates small mesh clusters on each level of the single distribution tree.
Clusters are an elementary unit of a hierarchical architecture, which involves one source
peer and several requesting peers. The peers inside a cluster are fully connected. Each peer
inside a cluster is a receiving and forwarding peer at the same time. Due to the fact that
the upload capacity of all peers is also used, the bandwidth consumption from the source
can be reduced. The performance of the proposed approach is compared with Mutualcast
[49] using PlanetLab. The results show that the proposed scheme achieves a better perfor-
mance in terms of transfer time than Mutualcast as well as a reduced memory usage in each
forwarding peer.

This chapter is organized in the following way:

• Description
In this section, the Mutualcast scheme is extended to a hierarchical concept. The de-
sign of a novel hierarchical collaborative multicast approach is introduced and its dif-
ferences with respect to other multicast approches are explained.

• Clusters Organization
The requesting peers are organized into clusters, which are allocated into a distribution
tree. Flow control and caching mechanisms are proposed to distribute the content
between a cluster head and its cluster child. The Mutualcast redistribution mechanism
must be adapted a content redistribution based on hierarchical clustering.

• Simulation
The distribution problem is formulated as an optimization problem and the model is
translated to a linear programming problem for throughput maximization. The per-
formance of the hierarchical collaborative multicast approach is simulated in terms of
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throughput.
• Implementation

This section explains the implementation of an experimental prototype of the hierarchi-
cal collaborative multicast approach. The performance of a hierarchical collaborative
multicast prototype is evaluated in the local network of the Institute of Communication
Networks (LKN) at the Technische Universität München (TUM). To verify the proto-
type performance in a wide-area network, the PlanetLab infrastructure is used. The
performance of the proposed approach is compared with the performance of Mutual-
cast in terms of throughput and delay.

The contributions in this chapter are:
1. A hierarchical collaborative multicast approach, where the global distribution scheme

organizes the requesting peers into small meshed clusters hierarchically located on
each level of a single distribution tree. The approach aims at improving the scalability
and delay of Mutualcast.

2. The formulation of rate allocation as an optimization problem with objective functions
that maximize the throughput of the system by exhausting the upload capacity of all
participating peers including the source. The optimization problem is translated into
a linear program which is solved using optimization techniques.

3. An experimental prototype of the hierarchical collaborative multicast scheme, and its
evaluation and comparison with the Mutualcast approach. Both approaches are eval-
uated in a local network and using the PlanetLab infrastructure.

4.2. Description

Mutualcast [49] is a scheme designed for small-scale overlay multicast applications that
achieves the maximum possible overall throughput during a multicast session by exploiting
the upload capacity of all participating peers. Although Mutualcast maximizes the through-
put, it provides limited scalability and does not control the delivery time. The main moti-
vation behind hierarchical collaborative multicast is to improve scalability issues in Mutu-
alcast. On the other hand, the multicast-tree based content distribution has been shown to
have high scalability and low delay, but the upload capacity of all participating peers is typ-
ically not fully exhausted. For example, NICE [91] adopts hierarchical clustering to achieve
reduced transmission delay in a large-scale network, however, NICE fails to utilize the full
upload capacity of all the participating nodes in the multicast group, limiting the maximum
overall throughput. Hierarchical Collaborative Multicast has some similarity to NICE and
Mutualcast. More specifically, it combines the best concepts from both approaches. From
NICE, hierarchical collaborative multicast has taken the idea of how to construct the distri-
bution tree in order to gain scalability, while from Mutualcast it has taken the fully-connected
topology to maximize the overall throughput and the efficient adaptability to bandwidth
variations of individual peers. The proposed approach differs from Mutualcast in that it
uses clusters allocated in a unique distribution tree rooted at the source node. The hierarchi-
cal collaborative multicast structure is shown in Figure 4.1.

Each node in a cluster can potentially become the source node of new cluster. Therefore,
the structure inside one cluster is fixed while the global structure is flexible. In each cluster a
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Figure 4.1.: Hierarchical Collaborative Multicast architecture for 15 peers organized in clusters of
size 3

fully connected topology as in Mutualcast is built, but considering proximity information. In
this work the Round-Trip Time (RTT) between two peers is used as proximity information to
build the local clusters. In Figure 4.1, the peers 1, 2 and 3 form the cluster with the highest hi-
erarchy level (cluster 1) in the multicast session. In this cluster, each peer forwards its blocks
received from the source to the rest of the peers within the same cluster, while receiving the
rest of the blocks from them. Peers in the same cluster have a bidirectional communication
among them. Parallelly, each peer in the first cluster acts as a source for a new cluster lo-
cated on the second level of the hierarchical structure. Thus, peer 1 is a forwarding peer of
cluster 1 and a source peer of cluster 2 (which is formed by peers 7, 8 and 9) at the same
time. Peers 2 and 3 can also extend their own clusters. Cluster 2 is denoted as a child-cluster
of peer 1. The communication between peers located in the first cluster and the requesting
peers clustering on a second level is unidirectional. In other words, in the hierarchical ap-
proach, the blocks are distributed from one cluster to another, from top to bottom. Using
local cluster, the peers can greatly benefit from the capacity of other neighboring requesting
peers via local collaboration while the number of connections is reduced in comparison to a
fully connected overlay topology.

In a fully connected network as Mutualcast, a logical link from each peer to every other
peer is established. The number of required links K is computed as

K = N2
1 (4.1)

where N1 is the number of requesting peers.
For a distribution tree with balanced clusters with the same number of peers in each one,

the number of required links K is given by

K = N1 ∗m (4.2)

where m is the number of peers in the local clusters.
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For example, given a multicast group with 15 requesting peers, hierarchical collaborative
multicast forms a small and balanced cluster of size 3 in each level of the hierarchical struc-
ture and 45 links are only required to distribute all the blocks. In contrast to the proposed
approach, using Mutualcast, the overlay network is formed with 225 connections. Thus, the
hierarchical approach shows better scalability than the Mutualcast approach.

4.3. Cluster Organization

4.3.1. Cluster Formation

Clustering has received considerable attention during the past few years in the scientific
community [189], [191], [193], [196], [219]. Complex networks such a social networks or the
World Wide Web exhibit a high degree of clustering and scale-free [189], [192]. Ravasz and
Barabási show in [190] that these two characteristics are the result of a hierarchical orga-
nization, implying that small groups of nodes organize in a hierarchical manner into large
groups, while maintaining a scale-free topology. Indeed, many complex networks are modu-
lar because in these networks groups of nodes exist that are highly interconnected with each
other, but have few links to nodes outside of the group to which they belong to. Perhaps one
of the clearest examples of complex networks are P2P networks. The hierarchical collabo-
rative multicast scheme assumes that clusters with high interconnected nodes combine into
each other in a hierarchical network.

Hierarchical collaborative multicast first forms a hierarchical structure and then evolves
into meshed clusters. In hierarchical mode, data must be distributed from one cluster to
another, from top to bottom. A peer may belong to two clusters located on different layers
of a hierarchical tree.

The requesting peers form a small cluster with their neighbors based on a proximity policy.
Each cluster is represented by a "cluster head", while the other nodes close to the cluster
head are integrated into the cluster. Figure 4.2 shows zone-based organization for the source
and a cluster head.

The clustering strategy has some similarity to clustering algorithms presented in [194], [219]
and [195]. In Figure 4.2 a) clusters are formed without considering proximity constraints,
and peers located in distant regions can be interconnected to each other. However, high
delays may be introduced in these types of clustering. In Figure 4.2 b), concentric rings are
used to define different zones associated with a peer. The size of zones is based on Round
Trip Time (RTT). Any peer sees the rest of the system as a set of concentric rings. Thus, the
source can select some requesting peers for the top cluster from its closest rings. These peers
selected by the source become the cluster head of other clusters or sub-clusters and form
their associated zones. In addition, the clustering strategy associates a weight with each
peer, which is defined by its upload capacity.

The clustering formation also has some similarity to k-means clustering [200], [199] because
it divides the set of peers into L regions such that the proximity relative to the cluster head
(centroids of the clusters) is minimized. However, the hierarchical clustering is different
from k-means clustering because the number of clusters is not chosen before the procedure
starts. The regionsLwork as landmarks for the geographical location of the peers, in order to
avoid that peers distant to each other, but with the same proximity to the source, be assigned
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to the same cluster.

The hierarchical clustering strategy works as follows:

1. The source S calculates its proximity to each requesting peer based on the round trip
time (RTT).

2. Based on its upload capacity CS , the source S determines a number of peers to feed
directly.

3. Sources define a set of regions L to be used as landmarks.

4. The source selects a peer as cluster head based on the following rules:

• cluster head is the peer with the largest upload capacity CRi in a defined region

• cluster head has an acceptable proximity with the source

• high connectivity and acceptable proximity between the cluster head and a po-
tential group of requesting peers

5. Selected peers are fully connected to each other.

6. Each cluster head repeats step 1 to 6 until all requesting peers are clustered.

A source peer is the head of its cluster in each level. The number of levels and the number
of peers clustered into each cluster depend on the upload capacity of the source (or head
peer) and allowed delay constraints. These values are used as threshold values to determine
when the procedure stops. The number of final clusters, or peers within each cluster is not
known ahead of time.

To better utilize the upload capacity of the requesting peers and to obtain reduced delays,
peers with higher upload capacity should be placed into clusters located in superior levels,
while peers with lower upload capacity should be placed into clusters located further down
the tree.
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4.3.2. Flow Control Mechanism

In a multicast system, the most precious resource is the upload capacity of the source, where
the content originates. This dissertation assumes that the upload capacity of each peer is
the only constraint. This assumption is motived by the fact that peers usually have larger
download capacity than upload capacity (e.g. DSL lines) on the Internet. Thus, the flow
control mechanism is based on the upload capacity of the source and the requesting peers.
Initially, the source does not know the upload bandwidth of all requesting peers. Under
this scenario, the source cannot send content to all peers as quickly as possible. The reasons
are the following. First, if the download capacity of a peer is much greater than its upload
capacity, the packets may be overstocked, and this peer must take more and more space
to store packets in the memory. Second, a peer may have a much broader upload capacity
and forwards the packets immediately, and mostly it waits for the packets from the other
peers. For example, the source sends packet 301 to peer R1 and packet 302 to peer R2. Peer
R2 has abundant upload capacity, while R1 has a scarce upload capacity. Peer R2 forwards
packet 302 to the other peers immediately, and is still waiting for the packet 101, which was
previously received by peer R1. So, peer R2 must also store packets in the range from 102 to
302 in memory and cannot play the content from packet 101 even it has received packet 302
already.

To deal with this problem, the flow control mechanism assumes that a peer does not read
packets from the source link, if one of the forwarding buffers is full. This scenario is shown
in Figure 4.3. Here, the forwarding buffers of node R1 to R2 and R3 are full. The peer R1

stops reading packets from source S. Then the sending buffer of the source to the peer R1

will also be full soon, and the source will not load packets to this buffer any more. On the
other hand, the peers R2 and R3 have large upload capacity and are reading packets from
their sockets very quickly. Thus, the source can rapidly load packets to its other two sending
buffers and send them to the peers R2 and R3. Following the sequence number of packets
in the buffers, the source sends packets much faster to peers R2 and R3 than to peer R1. If
each forwarding buffer is still available for more packets, the corresponding bit in the socket
related to source will be set in descriptor, which will be checked by the source. If the bit is
still set, the peer will read data from the socket of the connection from the source until the
whole packet has been received. Then, this packet will be put into each buffer of the forward
link, to be forwarded to other peers in the same cluster. The payload of this packet is stored
in the memory block.

4.3.3. Caching Mechanism

In hierarchical collaborative multicast, the requesting peers need to efficiently store the pay-
loads of the packets received from the source and other peers in the same cluster. To this
end, a caching mechanism must store contents in separate storage according to the ID of the
source and the requesting peers, which is labeled in the header of the packet. The design
assumes that there is enough space to store the content. In each peer, the payload of the
packets should be sorted by sequence number and stored continuously. However, two prob-
lems are present: media streaming size is unknown and the packets are arriving out of order
from different peers.

Arrays can solve these problems. They are a standard solution used for storing data. An
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array is a structure consisting of a group of elements that are accessed by indexing [202],
[203]. This allows for very fast access because the code can do a little jump quickly to any
location in the array, and the elements are all grouped together so they tend to be in memory
at the same time [201]. However, the size of the array must be fixed and predefined before
distribution, and is impossible to extend its size later. On the other hand, in a list, there is no
fast way to access the N-th element, but the size is easy to append, which means the size does
not need to be predefined before the distribution. In hierarchical collaborative multicast, the
size of the content is unknown and an array can be used to store the packets according to
the sequence number that is specified in the packet header. Thus it is not suitable for storing
large size content. Multimedia streaming is played frame by frame, as soon as each frame is
completely received, it can be read out of the buffer for playback, and the space of this frame
in the memory can be released. Furthermore, the order of the incoming packets depends
on the upload bandwidth of the redistributing peers, and is most probably out of order. The
size of the buffer should be dynamic in order to optimize the efficiency of the memory usage.

Figure 4.4 shows how the arrays and double-linked lists are employed to store the received
packets.

When using double-linked lists, a block can be inserted or removed in the middle of the list,
or added at the beginning or the end. After removing or inserting that block, the linked-list
should be reconnected, and the size or the index updated if necessary. In addition, the size
of the list can be specified or unlimited. This mechanism minimizes the usage of memory
space, and it is suitable for application of playing the stream during receiving.

In a cluster, each requesting peer receives packets from the source (via a direct link) and
other members in the same cluster (via forwarding links), which have different upload ca-
pacity. The packet distance shows the difference of performance between these routes in
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terms of memory usage. A large packet distance indicates that a packet must wait a long
time in the memory before it can be forwarded. So, the larger the packet distance, the larger
the memory usage in each peer.

The flowchart in Figure 4.5 illustrates the algorithm of storing packets in the storage blocks.
Once a new packet is received, the peer checks first the sequence number that is specified
in the packet header, then determines the position of the packet inside the block. Although
at the source the packets are distributed in order for the requesting peers, the packets are
received via different links and due to the different network capacity, they typically arrive
out of order. If the specific block does not exist, the peer creates a new block, and adds it at
the correct position within the double-linked list. After storing the packet the peer checks
whether this block is full. If the counter is equal to the number of packets defined for this
block, then the block is full and its index must be checked. If the index of the current full
block is the smallest, then, this block is the first block of the list (or the previous blocks have
been removed), and the data in this block can be read out. After this, this block can be
removed from the list, and the peer sets the index of the next block as the smallest.

4.3.4. Redistribution Mechanism between Clusters

In hierarchical collaborative multicast, each requesting peer receives packets from the source
and from the other peers in the same cluster. Each peer forwards the packets received from
the source to the other requesting peers in the same cluster. If the requesting peers are cluster
heads then they redistribute the received blocks to their child-clusters.

A redistribution to the children after the whole content has been received is not feasible,
because the playing time difference (redistribution delay) between two levels become too
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large and the nodes need too much space to store the content. Furthermore, the last level
peers experience excessive delay before they can start playing the content (potentially in the
order of minutes or even hours). The required time Trc to download all content to the top
cluster from the source is given by

Trc =
content size

Θ
(4.3)

where Θ represents the overall throughput of the system.

In contrast, the redistribution mechanism approach based on streaming avoid large deliv-
ery delays between clusters, and allows that the cluster heads stream the content to their
child-clusters as soon as a block is ready. In this case, the delivery delay is given by

Trb =
block size

Θ
(4.4)

again, Θ represents the overall throughput of the system.
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From 4.4, it becomes obvious that playout delay becomes much shorter using block dis-
tribution, because the size of a storage block will typically be much smaller than the whole
content.

Similar to Mutualcast [49], hierarchical collaborative multicast uses redistribution queues
to handle anomalies such as packet loss and network congestion during content distribution.
The flow chart for the forward link is shown in Figure 4.6. In this scheme, a peer removes
in each iterative loop a data block from the incoming link, and copies this block onto the
outgoing links connecting all the other requesting peers. The next block from the incoming
link is not removed until the last data block has been successfully copied onto all delivery
links. This forwarding scheme is used by a peer to redistribute the block received from the
source to all the other peers in its cluster. If the peer is a cluster head, then the peer collects
the blocks from all peers in the top cluster and sends these blocks to its child cluster as a
source peer. Thus, in order to reduce the content receiving delay between a cluster head and
its child-peers, the cluster head peer should send the content via the forwarding link after
receiving some blocks instead of receiving all content from its parent peer or the root source.

is forward link empty?

No

wait for a new
block

Yes

was the block 
successfully copied?

No

Yes

Remove a block from
the forward link

Copy the block onto the
delivery link of all the

other requesting peers
wait to finish the 

copy process

is there a child-cluster? 
No

Yes

Peer acts as a 
source peer

Figure 4.6.: The operation flow of the forward link on requesting peer.

The delivery links of the requesting peers are the same as in Mutualcast. A block can arrive
from other peers into the same cluster or from the source. Blocks to be redelivered to the
other requesting peers have a higher priority than the blocks to be consumed in the local
peer.
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4.4. Simulation

In this section, the proposed framework is simulated using linear programming. The simu-
lation evaluates the hierarchical collaborative multicast scheme and Mutualcast in terms of
the maximum possible throughput. The set is formed by 7 participating peers, where peer
S acts as the source peer and the rest of the peers R1 to R6 are requesting peers. The upload
capacity of the source varies from 400 to 1100 kbps, while the upload capacity of the peers
BR1 , BR2 , BR3 , BR4 , BR5 and BR6 in kbps are 1150, 1300, 150, 300, 150, and 300, respectively.
Helper peers are not considered in this example. In order to maximize the overall through-
put, the simulation considers that video sequences can be split in several parts or blocks.
The assumptions are translated into a linear program which is shown in Figure 4.7.

Linear Program:

Cluster 2
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R1

Cluster 1

X1, X
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2 , X
3
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X2X2

X1 X1

X1

R2

R3 R4 R6R5

X 1, 
X 3

X
2 , X

3
X

2 , X
3

Maximize
Θ =  X1 + X2 + X3

subject to
X1 + X2  + 2X3     ≤ 1000
2X1 +  X2 + 2X3 ≤ 1150
X1+ 2X2 + 2X3 ≤ 1300
X1 ≤ 150
X2 ≤ 300
X1 ≤ 150
X2 ≤ 300
0 ≤ X1, 0 ≤ X2, 0 ≤ X3,  

Figure 4.7.: An example of the hierarchical collaborative multicast scheme for six requesting peers
together with the corresponds linear program. The objective is to maximize the overall throughput

In Figure 4.7, the first constraint X1 + X2 + 2X3 ≤ 1000 represents the upload capacity of
source S, which has to deliver the blocks X1, X2 to the requesting peers R1 and R2, respec-
tively. Source S exhausts its upload capacity by delivering a block X3 directly to peer R1

and R2. The requesting peers R1 and R2 form the first cluster in the first level of the distri-
bution tree. The second constraint 2X1 + X2 + 2X3 ≤ 750 represents the upload capacity
of requesting peer R1, which has to redeliver the block X1 to peer R2 and R3, block X2 to
peer R4, and block X3 to peer R3 and R4. Similarly, exhaustion of the upload capacity of
requesting peer R2 is represented by the third constraint. The fourth to seventh constraints
represent the contribution of the requesting peers R3, R4, R5 and R6, respectively, who re-
distribute their received block in the local clusters. The constraints 0 ≤ X1 to 0 ≤ X3, enforce
that negative block sizes are not allowed. To solve the linear program, the Mathematica 5.0
software packet was used. The solution gives a maximum throughput of 725 kbps, while
the rate of the blocks in kbps is X1 = 150, X2 = 300 and X3 = 275, respectively. Here, if the
block size is zero, it means that no block is transmitted on this link. To compare the Hierar-
chical Collaborative Multicast scheme to Mutualcast, the participating peers are organized
into a Mutualcast scheme, and the assumptions are translated into a linear program. Thus,
the source sends blocks X1 to X6 to requesting peers R1 to R6 for redistribution, while block
X7 is directly sent to each requesting peer. Mutualcast leads to a maximum throughput of
725 kbps,while the rate of the blocks in kbps is X1 = 230, X2 = 260, X3 = 30, X4 = 60,
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4. Hierarchical Collaborative Multicast

X5 = 30, X6 = 60, X7 = 75. The results show that the hierarchical collaborative multicast
scheme achieves the same overall throughput as Mutualcast, while the upload capacity of
the source and all requesting peers is fully exhausted. After this, the upload capacity of the
source S1 is varied from 400 to 1100 kbps, while the upload capacity of the requesting peers
is maintained. The results from Mutualcast and the hierarchical collaborative multicast are
summarized and compared in Figure 4.8.
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Figure 4.8.: Overall throughput comparison for Mutualcast and Hierarchical Collaborative Multi-
cast

Figure 4.8 shows that Hierarchical Collaborative Multicast reaches an overall throughput
lower than Mutualcast when the upload capacity of the source S varies from 500 kbps to
900 kbps, because the upload capacity of the source cannot be used optimally. However,
when the upload capacity of source S is 1000 kbps, the overall throughput reached by both
schemes is identical, because the upload capacity of the source and all peers is fully ex-
hausted. When the upload capacity of S is 400 kbps both schemes reach the same overall
throughput, because the source is fully exhausted in both cases. Finally, if the upload capac-
ity of the source S continues to grow above 1000 kbps, Hierarchical Collaborative Multicast
reaches an overall throughput lower that Mutualcast. This is because in Hierarchical Col-
laborative Multicast the upload capacity of the cluster heads R1 and R2 has been exhausted
and they cannot redistribute more blocks to their child-clusters. Then, source S cannot be ex-
hausted and Hierarchical Collaborative Multicast cannot reach the same overall throughput
as Mutualcast.

4.5. Implementation

The proposed hierarchical collaborative multicast scheme has been implemented using Linux
and C/C++. Similar to Mutualcast, all links between nodes are established using TCP con-
nections. Desired characteristic, such as reliable data delivery, flow-control and handling
of node leave events are automatically been taken care of by the TCP protocol. In both ap-
proaches, all the peers (except the root source) send and receive packets at the same time,
and the distribution of blocks among the requesting peers is implemented using threads. In
computer term, a thread is a "lightweight" process, which is smaller, faster and more ma-
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neuverable than a traditional process [205]. In this work, the threads are used in order to
ensure distribution and storage without delay. Each node runs 3 threads in parallel: send-
ing, receiving and measurement. According to the task of each peer in the system, they are
classified as source, requesting peer or cluster head.

A "sender" module runs at the root source, which is located at the top in Figure 4.1. This
module does not receive any content, and sends content only. The sender module includes
two threads. The first thread called source thread delivers content, while the second thread,
called measurement thread measures the upload throughput. The sender thread performs the
initialization of the source and delivers the content to the requesting peers after the clus-
ter has been established. Meanwhile, measurement thread starts measuring the upload
throughput until it receives an asynchronous ending message from the sender thread. A
"receiver" module runs on every requesting peer, which has no child-cluster. This request
module has only one thread, which receives and forwards the content received from the
source to the rest of the peers in its cluster. A cluster head peer works as a requesting peer
and server peer. To this end, a "cluster head" module is run by each cluster head peer. The
cluster head module combines "sender" and "receiver" modules. Thus, three threads called
source thread, requesting thread and measurement thread are enabled in each cluster head.
The communication between threads in provided by the redistribution queue. The request-
ing thread puts the storage blocks into the queue and the source thread redistributes them
to the child-cluster one by one.

To run the protocol, initially, the source starts listening on a pre-defined port and waits for
the socket connection request. Then, each requesting peer establishes a connection with the
source. The source copies the IP address and listening port of every requesting peer and
sends this information to all requesting peers. The flow diagram in Figure 4.9 shows the
steps followed by the source during the system initialization.

The cluster initialization takes place in the very beginning, in order to define the hierarchi-
cal collaborative structure to be used. To this end, each requesting peer uses the IP address
and Round Trip Time (RTT) to calculate its proximity to the rest of the requesting peers.
The local clusters can be organized by combining proximity information with information
about the upload capacity of the peers. Each peer starts a new thread, which listens and
waits to establish the forward link for transferring content between two peers. All peers
maintain a list of all peers in the cluster. So the forwarding connection could be established
very quickly. The flowchart in Figure 4.10 shows the establishment of a connection on a re-
questing peer. After the initialization of the forward link, an initialization finished signal is
received from the source indicating that the cluster is initialized and all links are ready for
content distribution. Then, the source and the requesting peers begin the data transfer.

The source has a connection to each requesting peer, and a sending buffer is associated to
each connection by the source. In these sending buffers, the source loads packets from its
hard disk and sends these packets through TCP connections. After the blocks are received
at each requesting peer, it forwards the block to the rest of the peers in the cluster. If the
requesting peer is a cluster head, it organizes the received blocks and forwards them to its
child-cluster. For this task, the requesting peers check each forwarding buffer. If forwarding
buffer is still available for more packets, the source or cluster head will be informed via the
socket descriptor. The source checks this information and the next packet is put into each
buffer of the forward links.
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Figure 4.9.: Establishment of peer connections and cluster formation from the source’ perspective.

In the implementation, the block size is set to 1KB, so each block can be sent using a single
TCP/IP packet. The buffer size is set to 3 KB, which corresponds to 3 packets. A loading
pointer indicates how many packets remain in the buffer and how much space is available.

4.6. Evaluation

The performance of a hierarchical collaborative multicast prototype has been evaluated in
the local network of the Institute of Communication Networks at the Technische Universität
München and in the PlanetLab [153] infrastructure. For both infrastructures, the proposed
approach and the Mutualcast approach have been compared in terms of delivery delay.

The delivery times between Mutualcast and the proposed approach are measured making
extensive tests in the local network. The obtained measurements from the local network are
very similar between for both schemes, due to the high capacity and homogeneity of the
participating peers. In addition, the experiments compare the resource consumption (mem-
ory usage) between Mutualcast and hierarchical collaborative multicast by broadcasting a
media file of 11 MB from the source to all requesting peers. The results are shown in Figure
4.11.
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Figure 4.10.: Establishment of connections on the requesting peer.
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The memory usage is determined by the packet distance, which indicates the memory space
required in each peer to forward the blocks received from the source to the rest of the request-
ing peers. The larger the packet distance, the larger the memory usage in each forwarding
peer. The results show that for the same bandwidth capacity among all requesting peers,
Mutualcast shows a bigger distance than Hierarchical Collaborative Multicast. Therefore,
Mutualcast needs a greater usage of memory in each forwarding peer than the proposed
approach.

For the experiments on PlanetLab, a simple and small multicast group formed by 10 Plan-
etLab nodes is selected. The tested scheme is shown in Figure 4.12. In the experiments,
the source is located at University of Pittsburg (planetlab2.cs.pitt.edu), while the first level
cluster in the hierarchical structure is formed by PlanetLab nodes located at University Col-
lege London-UCL (planetlab1.net.research.org.uk), Worcester Polytechnic Institute-WPI (75-
130-96-13.static.oxfr.ma.charter.com) and Laboratory of Computer Sciences, Paris 6-UPMC
(planetlab-01.lip6.fr). Two child-clusters are built on the second level. The first child-cluster
which is formed by PlanetLab nodes located in the Northeast of the United States (Mas-
sachussetts Institute of Technology (planetlab7.csail.mit.edu), University of Toronto (pl2.csl.
utoronto.ca) and University of Chicago (planetlab3.cs.uchicago.edu) is connected to the WPI
PlanetLab node, while the second child-cluster which is formed by PlanetLab nodes located
in Poland Warsaw-UT(planetlab3.mini.pw.edu.pl), Wroclaw-UT (planetlab1.ci.pwr.wroc.pl),
and TP-Warsaw (planetlab1.warsaw.rd.tp.pl) is connected to the UCL PlanetLab node. Then,
the source broadcasts a media file of 1.5 MB using both schemes to all the requesting peers.

PlanetLab nodes:
Source peer (S): 
S - University of Pittsburgh (planetlab2.cs.pitt.edu)
Requesting peers:
R1 - Worcester Polytechnic Institute 

(75-130-96-13.static.oxfr.ma.charter.com )
R2 - University of Chicago (planetlab3.cs.uchicago.edu)
R3 - Massachussetts Institute of Technology (planetlab7.csail.mit.edu) 
R4 - University of Toronto (pl2.csl.utoronto.ca)
R5 - LIP6 - Université Pierre et Marie Curie (planetlab-01.lip6.fr)
R6 - University College London - UCL (planetlab1.net.research.org.uk)
R7 - Wroclaw University of Technology (planetlab1.ci.pwr.wroc.pl)
R8 - TP-RD-Warsaw (planetlab1.warsaw.rd.tp.pl)
R9 - Warsaw University of Technology (planetlab3.mini.pw.edu.pl)

R2
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R5

R6

R1

R7

R8
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S

Cluster 2

Cluster 3

Cluster 1

Distribution from the source to each peer directly

Redistribution inside the clusters

Redistribution through distribution tree

Figure 4.12.: Organization of Planetlab nodes using Hierarchical Collaborative Multicast

The first experiment on PlanetLab evaluates the adaptability of the hierarchical collabora-
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tive multicast scheme to the bandwidth variation of the peers. Figure 4.13 shows how the
source fits the content distribution to the peers based on their available capacity. The peers
are organized into three clusters located on different levels through the distribution tree.
Thus, each peer in the first cluster (WPI, UCL and LIP6) receives and forwards a part of the
broadcasted file from the source based on its throughput. WPI receives and forwards 31.9
% of the total file, while UCL and UTL receive and forward 35.2 %, and 31.9 % of the total
file, respectively. Similarly, in the first (cluster 2) and second (cluster 3) child-clusters, each
requesting peer receives and forwards a part of the broadcasted file from its parent peer. In
cluster 2, MIT receives and forwards 38.4% of the total file, while UChicago and UToronto
receive and forward 33.2% and 28%, respectively. In cluster 3, TP-Warsau receives and for-
wards 24 % of the total file, while Wroclaw-UT 49.4% and Warsaw-UT 26.6 %, respectively.
In each cluster, the number of blocks to be distributed to each peer are dynamically adapted
considering its changing upload capacity.
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Figure 4.13.: Dynamic load distribution in clusters

In contrast, using Mutualcast, the load distribution among the nodes is very unbalanced.
Mutualcast distributes a number of blocks to each peer based on its upload capacity in order
to obtain uniform content distribution. However, some peers do not contribute with enough
upload capacity or the connection is very slow. The load distribution for the same peers
using Mutualcast is illustrated in Figure 4.14. Here is shown how two PlanetLab nodes
located in Poland (TP-Warsaw and Wroclaw-UT) receive a reduced number of data blocks
(percentage of received file) compared to nodes located in the Northeast of the United States.

The second set of experiments evaluates Hierarchical Collaborative Multicast and Mutual-
cast in terms of delivery delay. In the experiments, the scheme with the smallest delivery
delay is assumed to present the best overall performance. The maximum delay for both
approaches during the delivery of 1.5 MB is shown in Figure 4.15.

In contrast to the measurements realized in the local network, the Mutualcast and Hier-
archical Collaborative Multicast have different performances on PlanetLab, due to the het-
erogeneity of the participating peers. The results show that when the proposed approach
is used, the maximum delay is smaller in comparison to Mutualcast for the most of the re-
questing peers. Using the proposed approach the average delay is reduced by around 40%
with respect to Mutualcast.

This improvement first is attributed to the fact that the source is close to the cluster at the
highest level of the hierarchy. Thus, the throughput between the source and this subset
of requesting peers is larger than the throughput between the source and the rest of the
requesting peers. The second fact is that using a hierarchical approach, the peers in the local
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Figure 4.14.: Dynamic load distribution in Mutualcast
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Figure 4.15.: Maximum delay comparison between Mutualcast and Hierarchical Collaborative Mul-
ticast

clusters avoid the connection to distant peers into the overlay topology, while when using
Mutualcast all the requesting peers are fully connected. Another important contribution of
hierarchical collaborative multicast is the clustering and load distribution among peers with
similar performance and proximity.

4.7. Chapter Summary

In this chapter, a Hierarchical Collaborative Multicast scheme for video delivery from one
source to multiple receivers using Peer-to-Peer (P2P) networks has been proposed and eval-
uated. Tree and mesh structures are combined for video delivery.

Hierarchical Collaborative Multicast organizes all nodes as a scalable distribution tree. Re-
questing peers are organized into small meshed clusters, which are hierarchically located
through a unique distribution tree. Content is distributed from the root source to every peer
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through the tree. If a requesting peer has a child-cluster, then this peer is called a cluster-head
peer. A cluster head peer and its child-peers comprise a distribution cluster. The hierarchical
clustering is based on the upload capacity of the requesting peers and their mutual proxim-
ity. In each cluster, all the participating peers are fully interconnected, and they are in fact
receivers and senders at the same time.

The source chops the content into many packets and sends each packet to a single peer.
Then the peer exchanges the received packets among the rest of the peers to obtain the whole
content. The implementation utilizes sending and forwarding buffers, a storage block and
dynamic adaptive distribution mechanism in order to maximize the throughput, minimize
the memory usage and redistribution delay between nodes of different levels in the distri-
bution tree.

The local network of the Institute of Communication Networks (LKN) and the PlanetLab
[153] infrastructure are used to evaluate the performance of the hierarchical collaborative
multicast scheme. In both infrastructures, the performance of the proposed scheme has been
compared with the Mutualcast performance. The results show the superior performance
of hierarchical collaborative multicast compared to Mutualcast. Specifically, the proposed
scheme presents a better load distribution, a reduced average delay and a reduced memory
usage.
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In this chapter, a novel approach for video delivery from multiple sources to multiple re-
ceivers in P2P networks is introduced. The source peers, the requesting peers and additional
helper peers are considered as participating peers. The approach assumes that all request-
ing peers and all sources need to receive all videos. The helper peers are not interested in
receiving the videos and just contribute their resources during distribution. The proposed
approach is inspired by Mutualcast [49], which is an efficient mechanism for one-to-many
content distribution that maximizes the overall throughput by exploiting the upload capac-
ity of all participating peers. The Mutualcast scheme is extended from one source to multiple
sources and the optimal rate allocation for multi-source streaming applications is investi-
gated.

In the scheme proposed in [93], each source distributes its own video sequence and addi-
tionally forwards blocks of video received from other sources to the rest of the requesting
peers. How much the source can redistribute depends on the available upload capacity. At
the same time, each requesting peer forwards the blocks directly received from a source to
the rest of the peers. Again, the amount of redistributed content depends on the peers up-
load capacity. The optimal rate allocation among multiple streaming sessions is determined
and the effectiveness of the proposed scheme is evaluated for four different scenarios. In the
first scenario, the rate allocation is jointly decided for all participating peers. In the second
scenario, the rate allocation is also decided jointly, but additionally either same rate or same
video quality streams are enforced. In the third scenario, separate rate allocation for every
source and same rate streams are assumed. In this case, the upload capacities of the sources
are divided equally among the different video streams. The fourth scenario also considers
sources with independent rate allocation, but for different rate streams. Again, the upload
capacities of the sources are divided equally among the different video streams. The analysis
assumes that the upload capacity of each peer is the only constraint, which is an assumption
motivated by the fact that peers usually have larger download capacity than upload capacity
(e.g. DSL lines) on the Internet. Each sources splits its video into many small blocks, and
delivers each block separately. The analysis also assumes that all participating peers have
heterogeneous upload capacities and may store different number of video blocks. Exhaust-
ing the upload capacity of each peer leads to the best system performance, which becomes
reflected by maximum throughput or best possible video quality.

This chapter is organized in the following way:

• Description
The section starts by declaring the motivation for this work. In particular, how the
Mutualcast approach can be extended to multi-source scenarios such as multi-party
videoconferencing is discussed. Then, the multi-source framework is introduced and
its principle design is described.
• Analytical model

An analytical framework for the multi-source video multicast scheme is presented.
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The proposed scheme is analyzed in terms of throughput maximization and Rate-
Distortion optimization.

• Adaptive rate allocation mechanism

Here, an adaptive rate allocation algorithm is introduced, which enforces either same
rate or same video quality streams in the overall system.

• Simulation

To simulate the performance of the multi-source multicast approach, the distribution
problem is formulated as an optimization problem [188] [107] and translated into a
linear programming problem, which is solved using standard optimization techniques.
The performance of the proposed approach is simulated in terms of throughput and
video quality (PSNR).

• Implementation and evaluation

In this section, the implementation of an experimental prototype of the proposed multi-
source multicast approach is described. The performance of the prototype has been
evaluated in a local network and in the PlanetLab infrastructure. The performance of
the proposed approach has been compared to a multi-source multicast scheme with
independent rate allocation in terms of throughput, PSNR, and delay for all video
streams.

The author’s research contributions in this chapter are:

1. A multi-source multicast model, targeted for video streaming environments that in-
herently have multiple senders. The model assumes that the senders simultaneously
stream different video sequences to multiple receivers. This includes one source re-
ceiving the videos from the other sources.

2. An analytical framework for the proposed multi-source video multicast approach,
which is divided in throughput-based optimization and Rate-Distortion-based opti-
mization (video quality). The formulation of rate allocation as an optimization prob-
lem with objective functions that either maximize the throughput or the video quality
of the system by exhausting the upload capacity of each peer. The optimization prob-
lem is translated into a linear program which is solved using common optimization
techniques.

3. An adaptive rate allocation mechanism for the multi-source scheme that adjusts the
transmission rates for both sources in order to enforce either same rate or same video
quality streams in the system.

4. An experimental prototype of the multi-source multicast approach, and its implemen-
tation on the PlanetLab infrastructure to evaluate its performance for different sce-
narios: sources with joint rate allocation for arbitrary rates or arbitrary video quality
streams, sources with joint rate allocation for same rate or same video quality streams,
and sources with independent rate allocation.

In this work, sources that perform a joint rate allocation decision during a streaming session
are referred to as sources with joint rate allocation. On the other hand, sources that work
separately, for which their upload capacities are divided equally among the different video
streams are referred to as sources with independent rate allocation. The results obtained
from extensive simulations and experiments on PlanetLab validate the analytical study and
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the effectiveness of the multi-source multicast model, and show the superior performance of
joint rate allocation compared to independent rate allocation.

5.1. Description

This section provides an overview of the proposed multi-source video multicast model. The
solution builds on top of Mutualcast. The proposed approach differs from previous multi-
source multicast approaches in that it uses a fixed network topology where all the participat-
ing peers are fully interconnected, including the sources. Also different to previous work,
the solution performs a joint rate allocation decision considering the upload capacities of all
participating peers. The proposed model is illustrated in Figure 5.1 for two source peers,
two requesting peers and one helper peer.
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Figure 5.1.: Proposed for multi-source multicast approach

In this example, the peers S1 and S2 are the sources, which contain the video sequences X
and Y to be distributed among all participating peers, while peers R1, R2 are the requesting
peers, and peer H1 is a helper peer. The peer H1 does not request the videos, nevertheless,
it contributes its upload capacity to help distributing the videos to the other peers. Here, all
the peers are in fact receivers and senders at the same time, as it is for instance the case in
a multipoint video conferencing scenario. Each requesting peer forwards a received video
block to the other requesting peers and the other source peers. Each source splits the original
content into small blocks and one unique peer is selected to distribute a block to the rest of
the peers. For this example, the source S1 divides the video X into the blocks X1 to X5,
while the source S2 divides the video Y into the blocks Y1 to Y5. Because the proposed
approach is based on collaboration among sources, each source distributes its own video
while additionally forwarding the block of video received from the other source to the rest
of the requesting peers. At the same time, each requesting peer forwards the blocks directly
received from a source to the rest of the participating peers. Thus, the blocks (X1, Y1), and
(X2, Y2) are assigned to the requesting peersR1 andR2, respectively, while the block (X3, Y3)
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is assigned to the helper peer H1, the block X4 is assigned to the source peer S2 and block
Y4 is assigned to the source peer S1 for distribution. Peers with different upload capacity
distribute a different amount of content. The block size assigned to each requesting peer is
proportional to its upload capacity. When the source peers have abundant upload resources,
each source additionally sends one block directly to the video receiving peers. To illustrate
such a case, Figure 5.1 shows that source S1 directly sends block X5 to each peer and source
S2 directly sends block Y5 to each peer. Thus, source S1 sends one block to each participating
peer for redistribution, one block in parallel to all requesting peers, and forwards one block
of the video Y received from the source S2 to each requesting peerRi. The source S2 behaves
similar as source S1, but in a complementary way. It sends the video Y and forwards the
video block X4. Each requesting peer forwards the blocks received from the sources S1

and S2 to the other requesting peers and the other sources, e.g., peer R1 receives the blocks
X1 and X5 from source S1 and the block Y1 and Y5 from the source S2. After this peer R1

forwards the blockX1 and Y1 to the rest of the participating peers except to the source where
the block was originally generated and the helper peer H1. The blocks X3 and Y3 are sent by
the sources S1 and S2, respectively to the helper peer H1, which forwards the blocks to all
participating peers except to the source where the block was originally generated.

5.2. Throughput-based Analysis

The analytical study of the multi-source multicast model is divided in two parts. The first
part corresponds to the throughput-based analysis, which is studied in this section. The
second part corresponding to the video quality analysis is studied in the next section.

The throughput-based analysis of the multi-source multicast model is realized for four sce-
narios:

1. Sources with joint rate allocation for different rate streams,

2. Sources with joint rate allocation for same rate streams,

3. Sources with independent rate allocation for same rate streams.

4. Sources with independent rate allocation for different rate streams.

In each scenario, a particular case and the general case are analyzed. The particular case
considers two sources and N1 requesting peers, while the general case considers M sources,
N1 requesting peers, and N2 helper peers.

5.2.1. Sources with Joint Rate Allocation for Different Rate Streams

In the first scenario, the rate allocation is jointly decided for all participating peers. All par-
ticipating peers are fully connected and all of them need to receive all videos. In order to
maximize the overall throughput, video sequences with different rate are allowed.

A. Particular Case

The particular case for this scenario considers two sources and N1 requesting peers Ri.
Source S1 and S2 have an upload capacityCS1 andCS2 , respectively, and the content-requesting
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Figure 5.2.: A multi-source example with two sources and N1 requesting peers

peers Ri have upload capacity CRi . The case for two sources and N1 requesting peers is il-
lustrated in Figure 5.2.

The exhaustion of the upload capacity of source S1 is given as

CS1 =
N1∑
i=1

B1
Ri

+B1
S2

+ (N1 + 1)B1
D +N1B

2
S1

(5.1)

The first term in (5.1) represents the amount of data being sent from the source S1 to the
requesting peers for redistribution. B1

S2
is the amount of data being sent from source S1 to

source S2 for redistribution. (N1 + 1)B1
D stands for the upload capacity needed to directly

send a video block from source S1 to theN1 requesting peers and the other source S2. N1B
2
S1

is the upload capacity that is needed at source S1 to redistribute a block received from S2.
Similarly, the exhaustion of the upload capacity of source S2 is achieved for

CS2 =
N1∑
i=1

B2
Ri

+B2
S1

+ (N1 + 1)B2
D +N1B

1
S2

(5.2)

B1
Ri

+B2
Ri

is limited by the upload capacity CRi .

B1
Ri

+B2
Ri

=
CRi

(N1 − 1) + 1
=
CRi

N1
(5.3)

The denominator in (5.3) reflects the fact that the content has to be redistributed to the other
N1 − 1 requesting peers and the other source. Then, BR becomes

BR =
N1∑
i=1

B1
Ri

+
N1∑
i=1

B2
Ri

=
N1∑
i=1

(B1
Ri

+B2
Ri

) =
N1∑
i=1

CRi

N1
=

1
N1

N1∑
i=1

CRi = CR (5.4)

If the sum of the two source upload capacities is smaller than the mean upload capacity of
the requesting peers, the throughput Θ is limited by CS1 + CS2 :
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Θ = CS1 + CS2 for CS1 + CS2 < BR = CR (5.5)

If the sum of CS1 and CS2 is larger than CR additional throughput can be achieved. Two
additional distribution routes are distinguished:

1. Source S1 redelivers B2
S1

from source S2 and hence an additional upload capacity of
N1B

2
S1

is required. Similarly, if source S2 redelivers B1
S2

from S1 an additional upload
capacity of N1B

1
S2

is required at source S2.
2. Direct delivery of data to all requesting peers which requires an additional upload

capacity at source S1 of (N1 + 1)B1
D. Similarly, (N1 + 1)B2

D is required at source S2.

These two alternatives put the same total burden on the sources ifB1
D = B1

S2
andB2

D = B1
S2

.
Then, direct delivery to N1 + 1 peers can be selected. Thus, if CS1 + CS2 > BR = CR the
achievable throughput Θ is:

Θ = BR +
(CS1 + CS2 −BR)

(N1 + 1)
(5.6)

Therefore, the distribution throughput Θ for the multi-source scheme using two sources is:

Θ =


CS1 + CS2 for CS1 + CS2 ≤ BR

BR + (CS1
+CS2

−BR)

N1+1 for CS1 + CS2 > BR

(5.7)

B. General Case
For the general case M sources, N1 requesting peers Ri and N2 helper peers Hi are con-

sidered. Source Si sends video data blocks to all requesting peers, all helper peers and all
other sources for redistribution. Additionally, if enough upload capacity is available, a video
data block Bi

D is directly sent to all other sources and the requesting peers. Exhausting the
upload capacities of sources S1, . . . , SM is achieved if

CSj =
N1∑
i=1

Bj
Ri

+
N2∑
i=1

Bj
Hi

+
M∑

i=1,i 6=j

Bj
Si

+ (N1 + (M − 1))Bj
D (5.8)

Similar to (5.7), the distribution throughput Θ for the multi-source scheme with M sources,
N1 requesting peers Ri and N2 helper peers Hi can be written as:

Θ =


∑M

i=1CSi for
∑M

i=1CSi ≤ BR +BH

BR +BH +
∑M

i=1 CSi
−(BR+BH)

N1+M−1 for
∑M

i=1CSi > BR +BH

(5.9)

with the contribution BR from the requesting peers Ri

BR =
N1∑
i=1

B1
Ri

+ . . .+
N1∑
i=1

Bj
Ri

+ . . .+
N1∑
i=1

BM
Ri

=
N1∑
i=1

(B1
Ri

+ . . .+BM
Ri

) (5.10)

=
N1∑
i=1

CRi

N1 +M − 2
=

N1

N1 +M − 2
CR
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and, the contribution BH from the helper peers Hi

BH =
N2∑
i=1

B1
Hi

+ . . .+
N2∑
i=1

BM
Hi

=
N2∑
i=1

(B1
Hi

+ . . .+BM
Hi

) (5.11)

=
N2∑
i=1

CHi

N1 +M − 1
=

N2

N1 +M − 1
CH

For M = 1 in (5.9) the Mutualcast result in (3.6) is obtained as a special case. For M = 2 and
N2 = 0 the result in (5.7) is obtained.

In this scenario, each peer assigns a different portion of its upload capacity to each video,
in order to maximize the overall throughput. Thus, the individual throughputs Θi cannot
be uniquely computed, because several sets of optimal individual throughputs can be com-
bined to achieve the maximum overall throughput in the system. For example, the maxi-
mum overall throughput of 500 kbps using two sources, can be achieved if the individual
throughputs Θ1 and Θ2 are 300 kbps and 200 kbps, respectively. However, the same max-
imum overall throughput can be achieved if Θ1 and Θ2 are 216.65 kbps and 283.35 kbps,
respectively. Both individual values for Θ1 and Θ2 aim to maximize the overall throughput,
but each individual throughput Θi has a set of different optimal values. Furthermore, the up-
load capacity of the requesting peers could be exhausted by forwarding one video sequence
only, while the other video sequences are forwarded by the rest of the sources. For this sce-
nario of sources with joint rate allocation there are typically several solutions to assign the
rate, which maximize the overall throughput. The set of optimal individual throughputs Θ1

that maximize the overall throughput can be obtained via linear programming. This solution
is shown in Section 5.4.

5.2.2. Sources with Joint Rate Allocation for Same Rate Streams

Different sources may have different upload capacities during a video streaming session and
the videos may be streamed at different rates. Therefore, a requesting peer may receive at
the same time a video with high quality while a second video is received with low quality.
In order to deal with this issue, the second scenario again jointly decides the rate allocation
for all participating peers, but additionally enforces same rate streams.

A. Particular Case
The particular case considers two sources which distribute two different video sequences

to N1 requesting peers. The case assumes that both videos are distributed with same rate
Θ1 = Θ2. The source upload to the content requesting peers Ri for redistribution from the
source S1 is

B1
R =

N1∑
i=1

B1
Ri

(5.12)

while the source upload to the content requesting peersRi for redistribution from the source
S2 is

B2
R =

N1∑
i=1

B2
Ri

(5.13)
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Assuming that B1
Ri

= B2
Ri

, BR is obtained similar to (5.4)

BR = B1
R +B2

R =
N1∑
i=1

(B1
Ri

+B2
Ri

) =
N1∑
i=1

2B1
Ri

=
N1∑
i=1

CRi

N1
=

1
N1

N1∑
i=1

CRi = CR (5.14)

The distribution throughput for the two videos now becomes

Θ1,2 = min(CS1 , CS2) for min(CS1 , CS2) ≤ BR

2
(5.15)

If min(CS1 , CS2) > BR
2 , then either source S1 or source S2 or both S1 and S2 are not ex-

hausted and they have the residual upload capacities ∆S1 and ∆S2.

∆S1 = CS1 −
BR

2
(5.16)

∆S2 = CS2 −
BR

2
(5.17)

In order to maximize the overall throughput, the system must exhaust the upload capacity
of both sources. The exhaustion of the sources S1 and S2 is illustrated in Figure 5.3. Here,

S1

RN1R1
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11
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Figure 5.3.: Exhaustion of ∆S1 and ∆S2

B1
D represents the video block directly sent from the source S1 toN1 requesting peersRi and

the source S2. B1
S2

represents the video block sent by the source S1 to the source S2, which
forwards the block to all requesting peers Ri. B2

D represents the video block directly sent
from the source S2 to N1 requesting peers and the source S1, and B2

S1
represents the video

block sent by the source S2 to the source S1, which forwards the block to all requesting peers
Ri. The exhaustion of ∆S1 and ∆S2 is given by

(N1 + 1)B1
D +N1B

2
S1

+B1
S2

= ∆S1

(N1 + 1)B2
D +N1B

1
S2

+B2
S1

= ∆S2
(5.18)

with the same rate constraint B1
D + B1

S2
= B2

D + B2
S1

= ∆Θ1 = ∆Θ2. This leads to an
optimization problem, which mathematically can be formulated as:

Maximize ∆Θ1 = ∆Θ2 = B1
D +B1

S2
= B2

D +B2
S1

(5.19)
subject to

(N1 + 1)B1
D +N1B

2
S1

+B1
S2
≤ ∆S1

(N1 + 1)B2
D +N1B

1
S2

+B2
S1
≤ ∆S2
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The objective in (5.19) is to find the optimal rate allocation that maximizes the additional
throughput ∆Θ1 and ∆Θ2, while enforcing the same rate for both videos. The linear opti-
mization problem can be solved using efficient linear programming (LP) solvers [107], in a
similar way as it is proposed in [106]. Then, the overall throughput Θ is

Θ = Θ1 + Θ2 (5.20)

where Θ1 = Θ2 = B1
R
2 + ∆Θ1 = B2

R
2 + ∆Θ2.

A special case for ∆Θ1 and ∆Θ2 is obtained when ∆S1 > ∆S2 and more specifically ∆S1 ≥
(2N1 + 1)∆S2, then

∆Θ1 = ∆Θ2 = ∆S2 (5.21)

Similarly for ∆S2 ≥ (2N1 + 1)∆S1,

∆Θ1 = ∆Θ2 = ∆S1 (5.22)

B. General Case
To extend the second scenario to its general case, M sources, N1 requesting peers Ri, and
N2 helper peers Hi are considered. Again, helper peers just contribute their upload capacity
during distribution and they are not interested in receiving the videos. The case assumes
that the distribution throughput for all M sources is the same:

Θ1 = . . . = Θj = . . . = ΘM (5.23)

The source upload to the content requesting peers and the helper peers for redistribution
from the source Sj is

N1∑
i=1

Bj
Ri

+
N2∑
i=1

Bj
Hi

(5.24)

Assuming that B1
Ri

= . . . = Bj
Ri

= . . . = BM
Ri

and B1
Hi

= . . . = Bj
Hi

= . . . = BM
Hi

, then

BR =
N1∑
i=1

(B1
Ri

+ ...+Bj
Ri

+ ...+BM
Ri

) =
N1∑
i=1

M ∗B1
Ri

= CR (5.25)

and

BH =
N2∑
i=1

(B1
Hi

+ ...+Bj
Hi

+ ...+BM
Hi

) =
N2∑
i=1

M ∗B1
Hi

= CH (5.26)

Then, Θ1,...,M = min(CS1 , . . . , CSM
) for min(CS1 , . . . , CSM

) ≤ (BR+BH)
M .

If min(CS1 , . . . , CSM
) > (BR+BH)

M , then sources S1, . . . , SM are not exhausted and they have
a residual upload capacity ∆Sj

∆Sj = CSj −
BR +BH

M
j = 1, . . . ,M (5.27)

Then, the exhaustion of ∆S1, . . . ,∆SM is given by

(N1 +M − 1)Bj
D +

M∑
i=1,i 6=j

Bj
Si

+ (N1 +M − 2)
M∑

i=1,i 6=j

Bj
Si

= ∆Sj (5.28)
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with
B1

D +B1
S2

+ . . .+B1
SM

= . . . = Bj
D +Bj

S1
+ . . .+Bj

Sj−1
+Bj

Sj+1
+ . . .+Bj

SM

= . . . = BM
D +BM

S1
+ . . .+BM

SM−1
= ∆Θ1 = . . . = ∆Θj = . . . = ∆ΘM

Bj
D represents the video block directly sent from the source Sj to all N1 requesting peers Ri

and the other M − 1 sources Si. B
j
Si

represents the video block sent by the source Sj to the
source Si, which forwards the block to N1 requesting peers Ri and M − 2 sources Si. ∆Θ is
the additional throughput, which becomes

∆Θ =
M∑
i=1

∆Θi (5.29)

The overall throughput is then given as

Θ = M ∗Θj + ∆Θ (5.30)

The problem can be transformed to the following equivalent optimization problem

Maximize ∆Θ1 = . . . = ∆Θj = . . . = ∆ΘM (5.31)
subject to

(N1 +M − 1)Bj
D +

M∑
i=1,i 6=j

Bj
Si

+ (N1 +M − 2)
M∑

i=1,i 6=j

Bj
Si
≤ ∆Sj (5.32)

for all j = 1, . . . ,M.

The objective in (5.31) is to find the optimal rate allocation that maximizes the additional
throughput ∆Θ1 to ∆ΘM , while enforcing the same rate for all videos. The constraints in
(5.32) ensure that the limits on the upload capacity of the senders are not exceeded. This
optimization problem can be solved efficiently using common optimization techniques such
as the simplex method [107].

Similar to the first scenario, each peer has a wide freedom to assign a different portion of
its upload capacity to each video, in order to achieve the same throughput for all video se-
quences. Thus, the individual throughputs Θi cannot be computed by a specific equation,
and a set of optimal individual throughputs can be combined to achieve the same through-
put for different video sequences.

5.2.3. Sources with Independent Rate Allocation for Same Rate Streams

The third scenario considers the case where the sources work separately with independent
rate allocation and the same rate for all videos is enforced. This scenario also assumes
that the sources and the requesting peers distribute their upload capacities in an equal way
among all different video sequences. This means that coordination between the sources is
not happening and excess capacity of a source cannot be exhausted by other sources.

A. Particular Case
For the particular case, two sources and N1 requesting peers Ri are considered. The case

assumes that two videos are distributed from the sources and that all requesting peers and
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both sources need to receive all videos. The case also assumes that all peers distribute their
upload capacities equally among all video sequences as shown in Figure 5.4. In other words,
two separate and independent Mutualcast distributions run in parallel. Since same rate
streams are delivered, the distribution throughput for both sources is the same, i.e, Θ1 = Θ2.

BR
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S1

BR

S2

Upload capacity CS2
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/ 2
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CS1 

/ 2 
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Figure 5.4.: An example of two sources with independent rate allocation and same rate streams

Figure 5.4 shows how the sources S1 and S2 divide their upload capacity in two parts for
delivery of the videos X and Y . The source upload to the requesting peers for redistribution
from the source S1 and S2 is given by (5.12) and (5.13), respectively.

Assuming thatB1
Ri

= B2
Ri

, and dividing the upload capacity of the requesting peers CRi by
two, BR is obtained similar to (5.4)

BR =
N1∑
i=1

(B1
Ri

+B2
Ri

) =
N1∑
i=1

2 ∗B1
Ri

=
∑N1

i=1CRi

2 ∗N1
=
CR

2
(5.33)

If CS1
2 ≤ BR, then the overall throughput Θ is limited by CS1

2 . On the other hand, if CS1
2 >

BR the upload capacity of source S1 allocated to video X is not exhausted and a data block
B1

S2
defined as

B1
S2

=
CS2

2 ∗N1
(5.34)
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is sent to the source S2 for redistribution toN1 requesting peers. Additionally, one blockB1
D

is directly sent to each requesting peer and source S2. Since both sources are independent, a
coordination between both sources is not happening and the remaining capacity of a source
cannot be exhausted by the other source. Thus, the residual upload capacity ∆ in source S2

cannot be used by the source S1 and the source S2 is not exhausted. Therefore, the individual
maximum throughput for the first video sequence can be written as

Θ1 =


CS1
2 for CS1

2 ≤ BR

BR +B1
S2

+
CS1

2
−(BR+B1

S2
)

N1+1 for CS1
2 > BR

(5.35)

Similarly, the individual maximum throughput for the second video sequence can be writ-
ten as

Θ2 =


CS2
2 for CS2

2 ≤ BR

BR +B2
S1

+
CS2

2
−(BR+B2

S1
)

N1+1 for CS2
2 > BR

(5.36)

with B2
S1

= CS1
2∗N1

.
Similar to the second scenario, the third scenario enforces the same rate for all videos. In

this case, the overall throughput becomes

Θ = 2 ∗min(Θ1,Θ2) (5.37)

this means that the overall throughput is limited by the source with the smallest upload ca-
pacity.

B. General Case
To extend the third scenario with independent rate allocation to its general case, M sources
Si, N1 requesting peers Ri and N2 helper peers Hi are considered. The case assumes that M
separate Mutualcast distributions run in parallel and the distribution rate for all the sources
is the same Θ1 = . . . = Θj = . . . = ΘM . The case also assumes that all peers distribute
their upload capacities in an equal way among all different video sequences. The individual
maximum throughput for each video can be written as

Θj =


CSj

M for
CSj

M ≤ (BR +BH +Bj
S)

BR +BH +Bj
S +

CSj
M
−(BR+BH+Bj

S)

(N1+M−1) for
CSj

M > BR +BH +Bj
S

(5.38)

with Bj
S =

∑M
i=1,i 6=j B

j
Si

, and the contribution Bj
Si

from the other sources Si

Bj
Si

=
CSi

M(N1 +M − 2)
for i = 1, . . . ,M, i 6= j (5.39)

the contribution BR from the requesting peers

BR =
∑N1

i=1CRi

M(N1 +M − 2)
(5.40)
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and the contribution BH from the helper peers

BH =
∑N2

i=1CHi

M(N1 +M − 1)
(5.41)

Similar to the second scenario the same rate for all videos is enforced. In this case, the overall
throughput becomes

Θ = M ∗min(Θ1, . . . ,ΘM ) (5.42)

Again, the maximum overall throughput is limited by the source with the smallest upload
capacity in the system. Or in other words, the source with the smallest value in (5.38) deter-
mines the rate of all videos. Typically, not all sources will be exhausted with respect to their
upload capacity.

5.2.4. Sources with Independent Rate Allocation for Different Rate Streams

Similar to the third scenario, the fourth scenario considers the case where the sources work
separately with independent rate allocation, but this time without enforcing the same rate
for all videos.

A. Particular Case
The particular case considers two sources and N1 requesting peers Ri. Two videos are

distributed from the sources and all requesting peers and both sources need to receive all
videos. The case also assumes that all peers distribute their upload capacities in an equal
way among both video sequences, similar to two separate Mutualcast schemes running in
parallel. However, contrary to the third scenario, here both video sequences can have dif-
ferent rates. In this case, the individual throughputs for the first video and second video
are calculated by using (5.35) and (5.36), respectively. Since this scenario does not enforce
same rate videos, Θ1 and Θ2 can be different and the sources can maximize the distribution
of their videos exhausting their upload capacity completely. Thus, the overall throughput
becomes

Θ = Θ1 + Θ2 (5.43)

Here, the overall throughput is the sum of both individual throughputs, because the con-
straint Θ1 = Θ2 has been removed. Thus, each source can exhaust half of its upload capacity
assigned to its local video. However, since both sources are independent, a coordination
between them does not exist and the remaining capacity of the second half of their upload
capacity cannot be exhausted by the other source. This problem is present when both sources
have different upload capacity.

B. General Case
To extend the fourth scenario with independent rate allocation to its general case,M sources
Si, N1 requesting peers Ri and N2 helper peers Hi are considered. The individual maximum
throughput for each video can be computed by (5.38). Since this case does not enforce same
rate videos, the individual throughputs can be different and the overall throughput becomes

Θ =
M∑

j=1

Θj (5.44)
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The sources can send different rate videos and each source can fully exhaust its upload ca-
pacity assigned to its local video. However, a portion of its upload capacity assigned to the
other videos cannot be exhausted due to the lack of coordination among the sources.

5.3. PSNR-based Analysis

An alternative to throughput maximization is to maximize the overall end-to-end video
quality for all delivered videos. In this section, end-to-end video quality maximization for
all delivered videos is studied. The peak signal-to-noise ratio (PSNR) is used as a measure
of video quality. In [104], two models have been developed for the sequence level rate-
distortion (R-D) performance of predictive video source encoding. Both models require very
limited amount of empirical data, namely three pairs of rate and distortion, in order to set
up the model parameters. Experimental validations using H.264/AVC encoded video test
sequences report high accuracy of these two proposed models. The R-D model from [104]
that is adopted in this analysis relates the PSNR of a video sequence to the encoding rate R
as

PSNR(R) = a+ b

√
R

c
(1− c

R
) (5.45)

where the parameter tuple (a, b, c) can be obtained by measuring three pairs of rate and
distortion. The analysis uses H.264/AVC JM reference software version 12 [105] and selects
three different quantization parameters to obtain three pairs of PSNR and rate for a specific
video sequence. In the proposed framework the coding rate Ri for the video of source Si

is defined by the throughput Θi. Thus, the maximum overall PSNR is proportional to the
maximum overall throughput reached. The overall end-to-end video quality of all delivered
videos in the framework is given by

PSNRtotal =
M∑
i=1

(PSNRi) (5.46)

where M is the number of distributed videos (sources) in the P2P network.
Similar as in the throughput-based analysis, four scenarios are considered for PSNR-based

resource allocation:

1. Sources with joint rate allocation for different video quality streams,
2. Sources with joint rate allocation for same video quality streams,
3. Sources with independent rate allocation for same rate streams,
4. Sources with independent rate allocation for different video quality streams.

For each scenario a particular case and the general case are analyzed. The particular case
considers two sources and N1 requesting peers Ri, while the general case considers M
sources Si, N1 requesting peers Ri and N2 helper peers Hi. In the third and fourth scenario,
the sources are independent, and the coordination among all sources in order to enforce the
same PSNR for all videos is not possible. Therefore, in these scenarios, the analysis focuses
on maximizing the video quality when the streams have same or different rate.
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5.3.1. Sources with Joint Rate Allocation for Different Video Quality Streams

In the first scenario, the sum of PSNR for all video sequences is maximized without enforc-
ing the same quality for all sequences.

A. Particular Case
The particular case assumes that each video has a different D − R function and hence a

different PSNR at the same rate. The PSNR1 for the first video sequence transmitted from
source S1 is

PSNR1 = a1 + b1

√
R1

c1
(1− c1

R1
) (5.47)

where R1 = Θ1.
The PSNR2 for the the second video, which is transmitted from source S2 is

PSNR2 = a2 + b2

√
R2

c2
(1− c2

R2
) (5.48)

where R2 = Θ2. The case assumes that in general R1 6= R2.
Given the upload capacity exhaustion for source S1 in (5.1), the upload capacity exhaustion

for source S2 in (5.2), and the upload contribution from the requesting peers Ri in (5.4), the
maximization of the accumulated PSNR leads to an optimization problem, which can be
expressed as

Maximize
2∑

i=1

(PSNRi) (5.49)

subject to
N1∑
i=1

B1
Ri

+B1
S2

+ (N1 + 1)B1
D +N1B

2
S1
≤ CS1

N1∑
i=1

B2
Ri

+B2
S1

+ (N1 + 1)B2
D +N1B

1
S2
≤ CS2 (5.50)

B1
R1

+ . . .+Bj
R1

+ . . .+BM
R1
≤ CR1

...
...

B1
RN1

+ . . .+Bj
RN1

+ . . .+BM
RN1
≤ CRN1

The objective function in (5.49) maximizes the sum of the individual PSNR values. The
first and second constraints in (5.50) ensure that the limit of the capacity of the sources S1

and S2 are not exceeded, while the last N1 constraints ensure that the number of bits re-
distributed by the requesting peers R1 to RN1 do not exceed their upload capacities. This
optimization problem can be solved using linear programming.
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B. General Case
To extend the first PSNR scenario to its general case, M sources Si, N1 requesting peers
Ri and N2 helper peers Hi are considered. The case assumes that each video has a different
PSNR versus rate function

PSNR1 = a1 + b1

√
R1
c1

(1− c1
R1

)
...

...

PSNRj = aj + bj

√
Rj

cj
(1− cj

Rj
)

...
...

PSNRM = aM + bM

√
RM
cM

(1− cM
RM

)

(5.51)

The upload capacity exhaustion requirement for the sources S1 to SM is given by (5.8),
while the upload contribution from the requesting peersRi is given by (5.10) and the upload
capacity contribution from the helper peersHi is given by (5.11). Mathematically, the overall
PSNR maximization can be formulated as

Maximize
M∑
i=1

(PSNRi) (5.52)

subject to
N1∑
i=1

Bj
Ri

+
N2∑
i=1

Bj
Hi

+
M∑

i=1,i 6=j

Bj
Si

+ (N1 + (M − 1))Bj
D ≤ CSj

for all j = 1, . . . ,M.
M∑
i=1

Bi
R1
≤ CR1 ; . . . ;

M∑
i=1

Bi
RN1
≤ CRN1

M∑
i=1

Bi
H1
≤ CH1 ; . . . ;

M∑
i=1

Bi
HN2
≤ CHN2

(5.53)

The objective function in (5.52) maximizes the sum of PSNR for all videos. The constraints
(5.53) ensure that the limit of the upload capacities of the sources, the requesting peers and
the helper peers are not exceeded. Again, linear programming is used to solve this optimiza-
tion problem.

5.3.2. Sources with Joint Rate Allocation for Same Video Quality Streams

The second scenario assumes that the sources jointly decide the rate allocation for all partic-
ipating peers, but additionally enforces the same video quality for all video streams.

A. Particular Case
The particular case considers two sources (S1 and S2) distributing two different video se-

quences with same PSNR. Initially, the rates Ri generated by both sources are assumed
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to be identical. The upload requirement for source S1 is then given by (5.1), while the total
upload requirement for source S2 is given by (5.2). The upload contribution from the re-
questing peers is given by (5.4). The individual PSNRs for the videos 1 and 2 are given by
(5.47) and (5.48), respectively. Here, PSNR1 and PSNR2 are computed using the rates R1

and R2, respectively. The sum of PSNRs is given by (5.46), where M is set to 2. In this case,
the overall PSNR is maximized for two different video sequences using (5.49), but enforc-
ing the same rate for both videos (R1 = R2). The enforcement can be realized by adding
the constraint R1 = R2 in (5.50). The same quality for all videos is obtained if they have the
same RD-function. However, when the same rate for all video sequences is not enough to
obtain a similar video quality among them, a same PSNR need to be enforced. The PSNR
enforcement is possible, when the sources have abundant upload capacity. To this end, the
broadcast links in each source are manipulated, and the rate of the sequence with the largest
rate is reduced using a rate allocation mechanism. In the following, a description of this
adaptive mechanism to control the rate allocation between the sources is given.

The goal of the adaptive rate control scheme is to effectively use the available upload ca-
pacity from each source to deliver a homogeneous video quality for all streams. To this end,
each source schedules the distribution according to the ratio of the video bit rates. The mech-
anism assumes that the quality requirements are known. Then, a number of layers to reach
this quality level are determined for each video in each source using scalable video coding.
Determining the number of layers and the coding rate for two different video sequences is
illustrated in Figure 5.5.
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Figure 5.5.: Enforcement of the same video quality for two different videos using scalable video
coding. a). Redistribution of layers, b). PSNR comparison

In Figure 5.5 a), the sources send the base layer of their videos in Case 1. In Case 2, both
sources send three enhancement layers of their videos, and the rate R4 for both sequences is
the same. The example assumes that video 1 and video 2 are different and they have been
encoded with different bit rates. Thus, using the rate R4 for both videos, a PSNR of 45 dB
and 38 dB for video 1 and video 2, are obtained respectively. In order to enforce the same
PSNR for both sequences scalable video coding is used in Case 3. Then, the source 1 sends
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two enhancement layer of video 1, while the source 2 sends four enhancement layer of video
2. Figure 5.5 b) shows how both videos sequences can reach the same PSNR using different
number of enhancement layers and different rate.

Once the number of required layers and the coding rate are known in each source and
before starting the distribution, the sources exchange the coding rate of their videos. Each
source computes a local distribution ratio k using these coding rates. The case considers
M = 2. This ratio is used in each source to determine the number of required packets for
each video. In an ideal situation it is desirable that the throughput is the same as the play-
back bit rate of the videos in order to obtain a short initial waiting time and a minimal size
of buffers. In contrast, if the upload capacity of the sources is not enough to satisfy the re-
quested throughput, the initial time and the buffer usage is increased. Additionally, when
different videos are distributed from different sources, the sources need to synchronize the
playback of the videos and adapt their upload allocation for the distribution, so that all
videos can be received with adaptive throughput and have similar initial waiting time or
video quality. The sources use the distribution ratio to adapt the distribution throughput of
streams and each source can schedule the number of packets to distribute from itself and
the number of packet to distribute from the other sources. Thus, the number of distributed
packets for each video is proportional to its coding rate. In the proposed mechanism, the dis-
tribution ratios are fixed, however, the amount of distributed packets is variable according
to the available upload capacity of the sources or the network performance. The distribution
ratio is used to manipulate all delivery links in each source.

The rate control mechanism using two sources (S1 and S2) and two requesting peers (R1

and R2) is shown in Figure 5.6. Here, sources S1 and S2 distribute video X and video Y ,
respectively. Video X and Y have a coding rate R1 and R2, respectively.
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Figure 5.6.: Adaptive rate control scheme for two sources

The distribution ratios for the sources S1 and S2 are computed as

kS1 =
R2

R1
(5.54)

and
kS2 =

R1

R2
, (5.55)

respectively.
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Each source distributes packets of its local video and redistributes the packets received from
the other source. Thus, source S1 distributes n1 packets of videoX to all peers, including the
source S2, while redistributing q1 packets of video Y from S2 to each requesting peer. Source
S1 uses the ratio kS1 to obtain a distribution proportion between q1 and n1 such that

q1 = dn1 ∗ kS1e (5.56)

Source S2 distributes q2 packets of video Y to all peers, including the source S1, while
redistributing n2 packets of video X from S1 to each requesting peer. Source S2 uses the
ratio kS2 to obtain a distribution proportion between n2 and q2, such that

n2 = dq2 ∗ kS2e (5.57)

B. General Case
To extend the analysis toM sources withN1 requesting peers andN2 helper peers, the gen-

eral case assumes that the total upload requirement for sources S1 to SM is given by (5.8),
the upload capacity contribution from requesting peers is given by (5.10) and the upload ca-
pacity contribution from the helper peers is given by (5.11). Each video sequence generated
from each source shows a different PSNR versus rate function (see (5.51)). However, in this
scenario all rates Ri for all M sources are identical. Thus, R1 to RM can be computed by di-
viding the maximum overall throughput Θ between M . PSNR1 to PSNRM are calculated
using the values of R1 to RM respectively. The sum of PSNRs is given by (5.46). Similar
to the particular case, when the same rate for all video sequences is not enough to obtain a
similar video quality among them, a same PSNR need to be enforced using the rate alloca-
tion mechanism. For multiple source, each source computes different distribution ratios for
its local video sequences and the different video sequences to be redistributed from other
sources. This leads to a combinatorial optimization problem.

5.3.3. Sources with Independent Rate Allocation for Same Rate Streams

The third scenario considers the case where the sources work separately with independent
rate allocation and same rate for all videos. The third scenario assumes that the sources
distribute their upload capacities equally among all video sequences. The scenario also as-
sumes that all requesting peers and helper peers divide their upload capacity equally among
all video sequences. Since all sources are independent, the coordination among the sources
to enforce the same PSNR for all videos is not possible. However, the same rate can be
enforced, which would lead to similar video quality for similar video sequences.

A. Particular Case
The particular case considers two sources (S1 and S2) distributing two different video se-

quences and assumes that the ratesRi generated by both sources are identical. The particular
case assumes that the upload capacity of the sources and the requesting peers is divided by
two, in order to assign the same upload capacity for both videos.
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Sources S1 and S2 distribute two different video sequences with different PSNR. Since
both sources distribute both videos with the same rate Ri, the case assumes that the rate Ri

for both sources is limited by the capacity of the smallest source in the system. Thus,

R1 = R2 =
Θ
2

(5.58)

where Θ is given by (5.37).
The PSNRs for video sequence 1 and 2, are given by (5.47) and (5.48), respectively, and the

total PSNR is computed by (5.46), where M is set to 2. Although the coordination between
both sources is not possible, enforcing same rate leads to similar PSNR for similar videos.

B. General Case
To extend the third scenario to its general form,M sources withN1 requesting peers andN2

helper peers are considered. The case assumes that all ratesRi for allM sources are identical
and all participating peers equally divide their upload capacity among all videos.

Since all sources distribute all videos with the same rate Ri, the rate Ri for all sources is
limited by the capacity of the weakest source in the system. Thus,

R1 = . . . = Rj = . . . = RM =
Θ
M

(5.59)

where Θj is given by (5.42).
Each video sequence generated from each source displays a different PSNR, which is com-

puted by (5.51), and the sum of PSNRs is computed by (5.46). Similar to the particular case,
if all distributed videos have approximately the same D − R function, the same rate Ri for
all videos can be enforced in order to obtain similar video quality.

5.3.4. Sources with Independent Rate Allocation for Different Video Quality
Streams

The fourth scenario considers the case where the sources work separately with indepen-
dent rate allocation and different rate streams. In other words, the scenario does not enforce
the same rate for all videos, and assumes that all sources distribute their upload capacities
equally among all video sequences. The scenario also assumes that all requesting peers and
helper peers divide their upload capacity equally among all sequences. Coordination among
the sources to enforce the same PSNR for all videos is not possible. In other words, the re-
maining capacities of a source cannot be exhausted by the other sources.

A. Particular case
The particular case considers two sources (S1 and S2) distributing two different video se-

quences to N1 requesting peers. The particular case assumes that the rate Ri for the videos
are different, and that the upload capacity of the sources and the requesting peers is divided
by two, in order to assign the same upload capacity for both videos.

The individual PSNR for videos 1 and 2 is computed by (5.47) and (5.48), respectively,
where R1 = Θ1 and R2 = Θ2. Throughput Θ1 and Θ2 is computed by (5.35) and (5.36),
respectively. The total overall PSNR represents the sum of the individual PSNRs, which is
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given by (5.46), where M is set to 2.

B. General case
To extend the fourth scenario to its general form, M sources with N1 requesting peers and
N2 helper peers are considered. The case assumes that the sources, the requesting peers and
helper peers equally divide their upload capacity among all transmitted videos.

Each video sequence generated from each source displays a different PSNR, which is com-
puted by (5.51). The individual rates Ri for each video are given by the individual through-
put Θi, where the individual throughput Θi for each video sequences is computed by (5.38).
Then, R1 = Θ1,. . . ,Rj = Θj ,. . . ,RM = ΘM . The total PSNR represents the sum of all indi-
vidual PSNRs, and it is computed by (5.46).

5.4. Simulation

5.4.1. Throughput-based Simulation

In this section, the proposed framework is evaluated using linear programming. The first
part of the simulation evaluates the framework in terms of overall throughput, and linear
programming is used to maximize the overall throughput. In order to simulate the analytical
framework presented in Section 5.2, the following scenarios are considered:

1. Sources with joint rate allocation for different rate streams,

2. Sources with joint rate allocation for same rate streams,

3. Sources with independent rate allocation for same rate streams,

4. Sources with independent rate allocation for different rate streams.

For all cases, a set of 5 participating peers are used, where two peers S1 and S2 act as sources
and three peers R1, R2 and R3 are requesting peers. The upload capacity of the participating
peers CS1 , CS2 , CR1 , CR2 and CR3 in kbps is 300, 600, 500, 300, and 300, respectively. Helper
peers are not considered in this example.

In the first scenario, the rate allocation is jointly decided for all participating sources and
requesting peers. In order to maximize the overall throughput, this scenario considers that
video sequences X and Y can have a different rate. The assumptions are translated into
a linear program which is shown in Figure 5.7. Here, each source contributes its upload
capacity not only to distribute its original content, but also the blocks received from the
other source.

The first constraint X1 +X2 +X3 +X4 + 4X5 + 3Y4 ≤ 300 represents the upload capacity of
source S1, which has to deliver the blocks X1, X2 and X3 to the requesting peers R1, R2, and
R3, respectively. Source S1 exhausts its upload capacity by sending a block X4 to source S2

for redistribution to all requesting peers, by delivering a blockX5 directly to each requesting
peer and source S2 and by redistributing block Y4 received from source S2 to each requesting
peer. Each requesting peer receives one block of X and Y from the sources S1 and S2, and
the upload capacity of each requesting peer is exhausted by redistributing the blocks to the
rest of the requesting peers and one source. Similar to the first constraint in Figure 5.7, the
second constraint represents how the upload capacity of the source S2 is exhausted. The
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Maximize
Θ = X1 + X2 + X3 + X4 + X5 + Y1 + Y2 + Y3 + Y4 + Y5
subject to
X1 + X2 + X3 + X4 + 4X5 + 3Y4 ≤ 300 ,
Y1 + Y2 + Y3 + Y4 + 4Y5 + 3X4 ≤ 600 ,
3X1 + 3Y1 ≤ 500, 
3X2 + 3Y2 ≤ 300,  
3X3 + 3Y3 ≤ 300, 
0 ≤ X1,  0 ≤ Y1, 0 ≤ X2,  0 ≤ Y2, 0 ≤ X3, 0 ≤ Y3,
0 ≤ X4, 0 ≤ Y4, 0 ≤ X5, 0 ≤ Y5, 

Figure 5.7.: Linear program for the first scenario. The objective is to maximize the overall throughput

third, fourth and fifth constraints represent the contribution of the requesting peers R1, R2

and R3, respectively. The constraints 0 ≤ X1 to 0 ≤ Y5, mean that negative block sizes are
not allowed. Here, if the block size is zero, it means that no block is transmitted on this
link. To solve the linear program, the Mathematica 5.0 software packet is used. The solution
gives a maximum throughput of 500 kbps, while the rate of the blocks in kbps is X1 = 83.33,
X2 = 50, X3 = 50, X4 = 116.67, X5 = 0, Y1 = 83.33, Y2 = 50, Y3 = 50, Y4 = 0, and Y5 = 16.67,
respectively. The rate of the sequences X and Y are 300 kbps and 200 kbps, respectively.
In this case, the best overall throughput can be achieved and the upload capacity of both
sources and all requesting peers is fully exhausted. However, the video sequences X and Y
have different rate and hence most likely different quality.

In the second scenario, the rate allocation is also decided jointly for all participating peers,
but additionally, the same rate for video sequencesX and Y is enforced. The resulting linear
program is similar to the previous case, except that now the linear program assumes that
X1 + X2 + X3 + X4 + X5 = Y1 + Y2 + Y3 + Y4 + Y5. The solution gives again a maximum
throughput of 500 kbps, while the rate of the blocks in kbps isX1 = 83.33, X2 = 50, X3 = 50,
X4 = 66.66, X5 = 0, Y1 = 83.33, Y2 = 50, Y3 = 50, Y4 = 16.66 and Y5 = 50, respectively. Now,
the rate of the two sequences X and Y is 250 kbps and hence balanced. In this case, the best
overall throughput can be achieved, the upload capacity of both sources and all requesting
peers is fully exhausted, and the sequences X and Y have the same rate.

The third scenario considers independent rate allocation for every source. The sources
equally divide their upload capacity between videos X and Y . Thus, for the delivery of
each sequence, the upload capacity in each source is divided by two. Each requesting peer
also divides its upload capacity equally between both sequences. Additionally, the scenario
assumes that both videos have the same rate. The assumptions translated to a linear program
are similar the assumptions shown in Figure 5.7, but now all upload capacities are divided
by 2. For example, the upload capacity of source S1, which is 300 kbps, is represented as
X1 + X2 + X3 + X4 + 4X5 ≤ 300 ∗ 0.5 and 3Y4 ≤ 300 ∗ 0.5. Additionally, the constraint
X1 +X2 +X3 +X4 +X5 = Y1 +Y2 +Y3 +Y4 +Y5, which enforces the same rate between both
videos is added. The solution after solving the resulting linear program gives a maximum
throughput of 300 kbps, while the rate of the blocks in kbps is X1 = 83.33, X2 = 50, X3 =
16.66, X4 = 0, X5 = 0, Y1 = 83.33, Y2 = 50, Y3 = 16.66, Y4 = 0, Y5 = 0, respectively. The
size of the sequences X and Y are balanced with 150 kbps, but the maximum throughput is
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smaller than for the first and second scenario.
The fourth scenario considers independent rate allocation for every source, but this time

the videos can have different rates. The fourth scenario assumes that the sources divide their
upload capacity equally between videos X and Y . Thus, for the delivery of each sequence,
the upload capacity in each source is divided by two. Each requesting peer also divides
its upload capacity equally between both video sequences. The assumptions translated to
a linear program are similar to Figure 5.7, but all upload capacities are divided by 2. For
example, the upload capacity of source S1, which is 300 kbps, is represented as X1 + X2 +
X3 +X4 + 4X5 ≤ 300 ∗ 0.5 and 3Y4 ≤ 300 ∗ 0.5. In this case, no constraint to enforce the same
rate between both videos is considered. The solution gives a maximum throughput of 400
kbps, while the rate of the blocks in kbps isX1 = 83.33,X2 = 50,X3 = 16.67,X4 = 0,X5 = 0,
Y1 = 83.33, Y2 = 50, Y3 = 50, Y4 = 50, and Y5 = 16.67, respectively. The rate of the sequences
X and Y are 150 kbps and 250 kbps, respectively. The fourth scenario presents a better
overall throughput than the third scenario with independent sources for same rate streams.
This is because in the fourth scenario, the sources uses different rate streams, and they can
carry out a best allocation of their upload capacity. However, the overall throughput in this
scenario is smaller than the overall throughput obtained by the first and second scenarios.
This is because both sources are independent, and the coordination between them is not
possible. Thus, the remaining capacities of a source cannot be exhausted by the other source.

To compare how the four simulated scenarios works in the multi-source video multicast
framework, the simulations are extended by varying the upload capacity of the source S1

from 200 to 900 kbps, while the upload capacity of the source S2 and the requesting peers is
maintained. Figure 5.8 shows these results.
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Figure 5.8.: Overall throughput comparison for all cases

The results show that the sources with joint rate allocation for same rate streams achieves
the same maximum overall throughput as the sources with joint rate allocation for different
rate streams, when an optimal bandwidth allocation is found. Contrary, the sources with in-
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dependent rate allocation achieves an overall throughput smaller than the sources with joint
rate allocation. In the independent sources with same rate streams, the throughput is limited
by the upload capacity of the weakest source. On the other hand, since both sources are in-
dependent, the coordination between them is not possible and the remaining capacities of a
source cannot be exhausted by other sources. However, one can also see that all approaches
lead to identical throughput when both sources have the same upload capacity. Appendix A
contains additional information about the different experiments conduced for these scenar-
ios. The results obtained in the different simulations confirm the obtained results using the
set of equations given in the throughput-based analytical framework in Section 5.2.

5.4.2. PSNR-based Simulation

The second part of the simulation evaluates the framework in terms of aggregate video qual-
ity. To measure video quality, the peak signal-to-noise ratio (PSNR) is used. PSNR is the
most widely used objective video quality metric. A video sequence with a PSNR value
between 30 and 40 dB usually is acceptable, while a video with a PSNR below 30 dB is
typically quite bad [93]. To evaluate the framework in terms of video quality, the model is
fitted in (5.45) for each video sequence. Here, the test sequences ’Foreman’ and ’Mother and
Daughter’ (M & D) are used. The three R-D pairs used to fit the model in (5.45) are shown
in Table 5.1.

Table 5.1.: PSNR and rate for video sequences
Sequences PSNR/rate (dB/kbps) PSNR/rate (dB/kbps) PSNR/rate (dB/kbps)
Foreman 29.41/42 41.23/510 45.7/1017
M & D 35.28/42 45.03/510 48.81/1017

The R-D pairs shown in Table 5.1 are used to calculate the corresponding coefficients a, b
and c, which are used to parametrize the R-D function. The resulting R-D models for the
two test sequences are as follows:

Foreman: (a = 36.44, b = 4.75 and c = 197.97)

PSNR(R1) = 36.44 + 4.75

√
R1

197.97
(1− 197.97

R1
) (5.60)

Mother and Daughter: (a = 44.34, b = 4.05 and c = 425.18)

PSNR(R2) = 44.34 + 4.05

√
R2

425.18
(1− 425.18

R2
) (5.61)

Similar to the throughput-based simulation, the PSNR-based analytical framework is sim-
ulated for four different scenarios:

1. Sources with joint rate allocation for different video quality streams,
2. Sources with joint rate allocation for same video quality streams,
3. Sources with independent rate allocation for same rate streams,
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4. Sources with independent rate allocation for different video quality streams.

A set of 5 participating peers is considered, where the two peers S1 and S2 act as sources
while the three peers R1, R2 and R3 are requesting peers. To maximize the sum of PSNR
of both video sequences, the same upload capacity settings for each participating peer as in
the previous section is assumed. The system performance based on overall video quality is
defined by (5.46), where M is set to 2.

The first scenario maximizes the sum of PSNR, while the PSNR for both videos can be
different. The assumptions are translated into the linear program shown in Figure 5.9.

PSNR1 = 36.44 + 4.75*Sqrt[(R1/197.97)]*(1 - 197.97/R1);
PSNR2 = 44.34 + 4.05*Sqrt[(R2/425.18)]*(1 - 425.18/R2);
R1 = X1 + X2 + X3 + X4 + X5;
R2 = Y1 + Y2 + Y3 + Y4 + Y5;
Maximize:  

PSNR1 + PSNR2
subject to:
X1 + X2 + X3 + X4 + 4X5 + 3Y4 ≤ 300,
Y1 + Y2 + Y3 + Y4 + 4Y5 + 3X4 ≤ 600 ,
3X1 + 3Y1 ≤ 500, 
3X2 + 3Y2 ≤ 300,  
3X3 + 3Y3 ≤ 300,
0 ≤ X1, 0 ≤ Y1, 0 ≤ X2, 0 ≤ Y2, 0 ≤ X3, 0 ≤ Y3, 0 ≤ X4, 0 ≤ Y4, 0 ≤ X5, 0 ≤ Y5

Figure 5.9.: The first scenario is translated into a linear program for the maximization of the aggre-
gate video quality

The set of constraints defined in the linear program are the same as in Figure 5.7. The linear
program is solved using Mathematica 5.0. The solution maximizes the sum of PSNR to be
79.75 dB, while the rates of the blocks in kbps are X1 = 83.33, X2 = 50, X3 = 50, X4 = 75.53,
X5 = 6.68, Y1 = 83.33, Y2 = 50, Y3 = 50, Y4 = 4.79 and Y5 = 46.31, respectively. The rate
of the sequences X and Y are 265.5 kbps and 234.5 kbps, respectively. The PSNR values of
the first and second sequence in dB are 37.85 and 41.90, respectively. The upload capacity of
all peers is exhausted and the video quality of the two streams differs significantly.

The second scenario assumes that the sequences generated in each source have the same
PSNR. Initially, the scenario uses the results obtained when the rates of the two sequences
X and Y are identical. The assumptions are translated into a linear program as is illustrated
in Figure 5.9, but adding the constraint X1 +X2 +X3 +4 +X5 = Y1 +Y2 +Y3 +Y4 +Y5. Thus,
the description of the linear program for the interconnected sources with balanced video
sequences is similar to the previous case, except that sequences X and Y have the same rate.
The solution leads to a sum of PSNR of 79.71 dB, while the rates in kbps are X1 = 83.33,
X2 = 50, X3 = 50, X4 = 57.18, X5 = 9.47, Y1 = 83.33, Y2 = 50, Y3 = 50, Y4 = 7.18,
Y5 = 59.47 respectively. The rate for both sequences is 250 kbps, and the PSNR values of
the first and second sequence in dB are 37.55 and 42.16, respectively. The resulting overall
reception quality is close to the optimal quality PSNR obtained by the multi-source scheme
with different video quality, which represents the best overall PSNR in the framework,
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however the individual video quality for both videos is different. Then, the same PSNR for
both sequences needs to be enforced. To this end, source S2 doesn’t send block Y4 to source
S1, to avoid exhausting the upload capacity of S1 during the distribution of this block. Also,
block Y5 is not sent by the source S2 in order to use this upload capacity to send the block X4

to all requesting peers. After this, the PSNR values of the first and second sequence in dB
are 38.44 and 41.21, respectively. The sum of PSNR is 79.66 dB. This result shows that the
overall quality is reduced, but both sequences tend to reach more similar PSNR. The first
sequence cannot reach the same PSNR as the second sequence, because the upload capacity
of S1 has been exhausted and the rate cannot be further increased. If exactly the same video
quality is to be obtained, the rate of the second sequence would now have to be reduced
which, however, would lead to a waste of available resources as the upload capacities would
not be fully exhausted. Thus, the same PSNR for all video sequences can be only achieved
when the sources have enough upload capacity.

The third scenario evaluates the overall video quality when the sources have independent
rate allocation and the rate for both videos is the same. This scenario assumes that the
sources distribute their upload capacities equally for videos X and Y . We also assume that
each requesting peer divides its upload capacity equally to both videos, and translate all
constraints into a linear program. When solving the corresponding linear program, a sum
of PSNR of 75.05 dB is obtained. The rate of the blocks in kbps is X1 = 21.53, X2 = 34.46,
X3 = 8.98, X4 = 85.01, X5 = 0, Y1 = 59.36, Y2 = 44.73, Y3 = 14.75, Y4 = 31.07 and
Y5 = 0.068, respectively. The rate of the sequences X and Y is balanced with 150 kbps and
the first and second sequence have a PSNR of 35.12 dB and 39.93 dB, respectively, but the
aggregate PSNR is smaller when compared to the previous cases.

The fourth scenario evaluates the overall video quality when the sources work with inde-
pendent rate allocation and the PSNR for both videos are different. Similar to the third
scenario, the sources distribute their upload capacities equally for videos X and Y . The sce-
nario also assumes that each requesting peer divides its upload capacity equally between
both videos, but the same PSNR for both videos does not need to be enforced in this sce-
nario. The assumptions translated to a linear program are similar to Figure 5.9, but the
upload capacity of the sources and requesting peers is divided by 2. When solving the corre-
sponding linear program, a sum of PSNR of 75.05 dB is obtained. The rate of the sequences
X and Y is 150 kbps and 200 kbps, respectively. The first and second videos have a PSNR
of 35.14 dB and 42.16 dB, respectively, while the total PSNR is 77.30 dB. The fourth scenario
presents better PSNRs than the third scenario. However, the PSNR is smaller than the
PSNR obtained in the first and second scenarios.

Similar to the throughput-based comparison, the PSNR-based model is compared for the
four introduced scenarios for a set of five participating peers. The upload capacity of the
participating peers are the same as in the throughput-based comparison. The upload capac-
ity of the source S1 is varied from 200 to 900 kbps, while the upload capacity of the source
S2 and the requesting peers is maintained. Figure 5.10a compares the overall video quality
for the evaluated scenarios. Here, the overall PSNR for the multi-source scheme with same
video quality is shown after the PSNR enforcement has been made. The results show that
when the source S1 is weak (e.g., 200 kbps), the PSNR enforcement is not possible, because
the maximum rate reached by sequence X is identical to the upload capacity of S1. The
results also show that the multi-source scheme with same video quality achieves an overall
video quality close to the multi-source scheme with different video quality, but not equally.
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This is because the first scheme redistributes its video quality in a similar PSNR between
sequences X and Y . On the other hand, the multi-source scheme with independent rate al-
location shows a smaller sum of PSNR, because the video quality is limited by the upload
capacity of the weaker source. However, all approaches lead to similar overall PSNR when
both sources have the same upload capacity.

a) b)
Scenario 1: Sources with joint rate allocation for different video quality streams
Scenario 2: Sources with joint rate allocation for same video quality streams
Scenario 3: Sources with independent rate allocation for same rate streams
Scenario 4: Sources with independent rate allocation for different video quality streams
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Figure 5.10.: a). Overall PSNR comparison for all scenarios, b). Individual PSNR comparison
for all scenarios

Figure 5.10b compares the individual PSNR of each video sequence for each scenario. The
individual PSNRs obtained from the multi-source scheme with same video quality present
the best video quality balance for both video sequences. In contrast, the individual PSNRs
obtained for the multi-source scheme with independent rate allocation are less balanced.
For this specific example, the PSNR enforcement is required because the video sequences
are very different, however, when the video sequences from different sources are similar a
strategy based on same rate may be enough to obtain a similar video quality for all video
sequences in all participating peers.

The results obtained in the PSNR simulations agree with the obtained results using the set
of equations given in the PSNR-based analytical framework. Appendix A contains addi-
tional information about the different experiments conduced for these scenarios.

5.5. Implementation and Evaluation

5.5.1. Implementation

A prototype collaborative multi-source multicast has been implemented in order to evaluate
its performance in real world scenarios. The implementation runs on Linux and consists of
different programs written in the C/C++ language. The implementation includes a server
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module run by the source peers and a receiver module run by each requesting peer. Both
modules have been enabled with a sender/receiver mode. Similar to MutualCast, in the
implementation all links among the participating peers are established using TCP connec-
tions. Desired characteristics such as reliable data delivery, flow-control and handling of
node leave events are automatically been taken care of by the TCP protocol. In the imple-
mented prototype, all the participating peers receive all videos. This includes one source
receiving the videos from other sources. In each source, the server module distributes the
local video, while redistributing a part of video received from other sources, and receives
other parts of videos from the requesting peers for its playback.

Each requesting peer runs a receiver module which receives the video blocks from the
sources for its playback and forwards these blocks to the rest of the requesting peers and
the sources that need to receive this content. In this collaborative way, all participating peers
are sending and receiving at the same time. The distribution of blocks among the partici-
pating peers is implemented using threads. Threads are used in order to ensure distribution
and storage without delay. Each source peer sets up the following threads:

• a sending thread to distribute own content to the requesting peers,

• a receiving thread to receive content from the sources and forward the data to the other
peers (source is acting as receiving peer),

• a second receiving thread to receive the forwarded blocks form the other peers,

• a storing thread to read the blocks from storage,

• a measuring thread to perform the different measurements during the streaming ses-
sion.

On the other hand, each requesting peer has the following threads:

• a receiving thread to receive data from the sources and forward the data to the other
peers

• a second receiving thread to receive the forwarded blocks form the other peers,

• a storing thread to read the blocks from storage,

• a measuring thread to made the different measurements during the streaming session.

During a streaming session, the sending thread, receiving thread and measuring thread are
concurrently running in each peer. To run the prototype, initially, the source starts listening
on a pre-defined port and waits for the socket connection request. Then, each requesting
peer establishes a connection with the source. The source copies the IP address and listen-
ing port of every requesting peer and sends this information to all requesting peers. After
this, each peer starts a new thread, which listens and waits to establish the forward link for
transferring content between two peers. All peers maintain a list of all peers in the multicast
group. So the forwarding connection could be established very quickly. After the initializa-
tion of the forward link, all links are ready for content distribution. Then, the sources and
the requesting peers begin the data transfer. After the blocks are received at each requesting
peer or in each source, the blocks are forwarded to the rest of the participating peers. During
the implementation, the block size is set to 1 KB, so each block can be sent using a single
TCP/IP packet.

The distribution of the different videos is concurrently realized in each source by blocking
and unblocking its distribution and redistribution queues until the videos have been dis-
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tributed. Because the mechanism calculates the ratio of the video bit rates only once before
the start of the distribution, additional overhead generated by exchanging throughput in-
formation between the sources is avoided. Therefore, the solution allows that the upload
capacity of the sources is only used to distribute the videos. If the upload capacity of peers
R1 and R2 changes, additional signals are of course required.

5.5.2. Evaluation

To verify the performance of the proposed scheme, an experimental prototype with two
source peers and two requesting peers has been implemented. Two scenarios are evaluated:

1. Sources with independent rate allocation for different rate streams

2. Sources with joint rate allocation for same rate streams or alternatively same video
quality streams

The first scenario shows the performance of the multi-source multicast scheme implemented
in sources without coordination, while the second scenario shows the performance of the
proposed multi-source multicast scheme using an adaptive mechanism to control the rate
allocation between the sources.

Both scenarios are evaluated in terms of throughput, PSNR, and delay for all video streams.
The adaptive multi-source multicast is based on a joint rate allocation decision and an adap-
tive rate mechanism that concurrently controls the bit rate for both sources. The independent
rate allocation approach represents the case where the sources individually optimize their
local upload capacity without coordination. The performance of the collaborative multi-
sources multicast prototype has been evaluated in the PlanetLab infrastructure [153]. The
first scenario introduced in Section 5.4, which corresponds to the joint rate allocation for dif-
ferent rate streams or different video quality streams is not implemented because this case
represents an ideal situation where the upload capacity of every peer is exactly known and
the download capacity of every node is infinite.

The videos sequences used to evaluate both approaches in the PlanetLab infrastructure
are: Mother and Daughter, and Foreman. The short Foreman sequence is concatenated to
a long test sequence with 3000 frames. The same is done with the Mother and Daughter
sequence. Both video streams are encoded with the JSVM software [182] with the same
video quality (PSNR) around 42 dB, but using different encoding rate and different num-
ber of layers for each sequence. To achieve this video quality the Foreman sequence needs
a bit rate of 1600 kbps, which is obtained by using one base layer and two enhancement
layers. The Mother and Daughter sequence is encoded at 230 kbps using one base layer
and one enhancement layer. Both videos have the same duration (60 seconds), but the size
of the Foreman and Mother and Daughter files are 10 MB and 1.5 MB, respectively. After
this, a simple and small multicast group formed by four PlanetLab nodes is selected. The
test multi-source framework is composed of two source peers (S1 and S2) and two request-
ing peers (R1 and R2). Helper peers are not considered in these experiments. The tested
scheme is shown in Figure 5.11. The source S1 is located at Massachusetts Institute of Tech-
nology (planetlab7.csail.mit.edu), while the source S2 is located at University of Puerto Rico
(node2.planetlab.uprr.pr). The requesting peers R1 and R2 are located at University of Ore-
gon (planetlab2.cs.uregon.edu) and Stanford University (planet1.scs.stanford.edu), respec-
tively. All the participating PlanetLab nodes are fully interconnected, including the sources

87



5. Multi-Source Video Multicast

nodes. In the first set of experiments, the adaptive multicast approach is evaluated in terms
of delay for the two different videos. To this end, the two test videos with the same PSNR
are allocated as video 1 and video 2 at the sources S1 and S2, respectively. After this, the
initial rates in the prototype multi-source multicast are fixed to 230 kbps and 1600 kbps for
sources S1 and S2, respectively. Mother and Daugther video is located at source S1, while
Foreman video is located at source S2 Then, both sources deliver their video files to all par-
ticipating peers, including the sources.

PlanetLab Nodes:

M.I.T: planetlab7.csail.mit.edu
Puerto Rico: node2.planetlab.uprr. pr
Oregon: planetlab2.cs.uregon.edu
Stanford: planet1.scs.stanford.edu

Source 2 (video 2)
Requesting peers

Source 1 (video 1)

Redistribution
Direct distribution

University 
of Oregon

Stanford
University 

M.I.T

University 
of Puerto 
Rico

Figure 5.11.: Arrangement of PlanetLab nodes during the evaluation of multi-source video multicast

Figure 5.12 shows the resulting throughput for both videos obtained from the experiments
on PlanetLab. Figure 5.12 a) shows the video throughput obtained from the multi-source
multicast with independent rate allocation, while the obtained throughput for both videos
when using an adaptive mechanism for joint rate allocation introduced in section ?? is shown
in Figure 5.12 b).

The results show that when adaptive rate mechanism is used, the difference between the
delivery delays for both videos is greatly reduced in comparison to sources with indepen-
dent rate allocation. In other words, the adaptive rate control allows us to integrate more
collaboration between the sources in order to achieve a similar PSNR quality for all video
sequences. The average throughput is used to recalculate the PSNR with JSVM software,
obtaining PSNR values of 43.4 dB and 43.9 dB for Foreman and Mother and Daughter, re-
spectively. Appendix A contains additional information about these experiments.

Figure 5.13 compares the throughput for the multi-source approach and the multi-source
approach using independent rate allocation for the requesting peer located at University of
Oregon. The results show that when the proposed approach is used, the requesting peer
receives both videos in a more similar duration than when using independent sources.

Figure 5.14 a) shows how the sources with independent rate allocation tend to distribute
their upload capacity equally between both sequences. Contrary, in Figure 5.14 b), the adap-
tive rate control greatly enforces the rate allocation in each source in order to assign more
upload capacity to the video with higher bit rate (Foreman video), while the upload capacity
allocation for the video with lower bit rate (Mother and Daughter) is reduced.
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Figure 5.12.: Throughput comparison of the multi-source approaches delivering two different videos.
a). Sources with independent rate allocation, b). Sources using an adaptive mechanism for joint rate
allocation.
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Figure 5.13.: Receiver throughput comparison for the requesting peer located at University of Oregon
receiving two different videos. a). Independent rate allocation, b). Joint rate allocation using an
adaptive mechanism.

In the second set of experiments, both sources distribute the same video (e.g. Foreman) and
the adaptive control mechanism must enforce the same throughput for both video sequences
in order to distribute both videos with the same quality (PSNR). Figure 5.15a) shows the
performance of adaptive multi-source multicast when two identical videos sequences are
multicast to all peers. The results show that a similar throughput of around 1.3 Mbps is
achieved for both videos, therefore both videos are delivered with a similar PSNR to all
peers. Contrary, the multi-source multicast with independent rate allocation does not always
reach the same throughput for both sequences, because its performance is affected by the
heterogeneous upload capacity of the sources or the dynamic behaviour of the network (see
Figure 5.15b)).
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Figure 5.14.: Rate allocation percentage for each source: a). Sources with independent rate allocation,
b). Sources using an adaptive mechanism for joint rate allocation.

5.6. Chapter Summary

In this chapter, a novel approach for video streaming from multiple sources to multiple re-
ceivers in Peer-to-Peer (P2P) networks has been proposed and evaluated. The proposed
scheme is suited for collaborative streaming environments, where the system inherently has
multiple senders and video sequences and similar video quality is desired. In multi-source
video multicast, all the participating peers are fully interconnected, and they are in fact re-
ceivers and senders at the same time. For the proposed approach, an analytical framework
is developed for four different scenarios: sources with joint rate allocation for different rate
or video quality streams, sources with joint rate allocation for same rate or video quality
streams, sources with independent rate allocation for same rate streams, sources with inde-
pendent rate allocation for different rate streams. In the analysis, the rate allocation problem
is formulated as an optimization problem with an objective function that either maximizes
the throughput or the aggregate video quality of the system.

The optimization problem is solved using linear programming for four different scenarios.
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Figure 5.15.: Throughput comparison for the case of identical videos using adaptive multi-source
multicast. a). Sources using an adaptive mechanism for joint rate allocation, b). Sources with inde-
pendent rate allocation.

The results from extensive simulations show that multiple-source multicast with joint rate
allocation achieves an optimal performance in terms of overall throughput. Furthermore,
the PSNR enforcement helps us to balance the video quality of all video streams received
by the participating peers. Its performance is similar to the maximum possible performance,
and better than the performance achieved by the multi-source multicast with independent
rate allocation.

Additionally, the chapter presents an adaptive mechanism, which compares the bit rate re-
quirements for each delivered video in order to enforce the rate allocation in each source. The
adaptive mechanism has been integrated in the multi-source multicast model to evaluate the
performance of the sources with joint rate allocation on PlanetLab. To compare the perfor-
mance of the adaptive mechanism, a multi-source model for sources with independent rate
allocation also has been evaluated on PlanetLab. The results show that the adaptive multi-
source multicast provides a better rate adaptation in each source for different or same video
sequences in comparison to sources with independent rate allocation.
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In this chapter an alternative solution based on multiple m-ary trees is proposed. The so-
lution builds multiple m-ary trees in which the upload capacities of the peers are fully ex-
ploited and proximity issues are explicitly considered. In m-ary tree-based video multicast,
the m-ary trees are rooted at the source and they always maintain a height of two levels from
the root in order to avoid deep structures. The source splits the content into blocks and dis-
tributes every block separately by using a collection of m-ary trees. Every participating peer
can receive one or more data blocks directly from the source. After this, every peer forwards
the data block to its children in the corresponding m-ary tree. All peers contribute with
their full upload capacity by being a forwarding peer in at least one of the m-ary trees. The
goal of m-ary tree-based multicast is to maximize the overall throughput, while minimizing
end-to-end delay by considering peer proximity issues during a multicast session.

The obtained m-ary tree collection is different to the tree collection used by Mutualcast be-
cause this scheme avoids that a single peer has to forward its received blocks from the source
to all peers in the fully connected topology. Hence, the worst case delay encountered in Mu-
tualcast does not apply to this scheme. The performance of the proposed scheme is deter-
mined using linear programming. Additionally, a prototype m-ary tree-based multicast has
been evaluated in the PlanetLab infrastructure [153]. The performance of m-ary tree-based
multicast has been compared with Mutualcast, which is the best known scheme in terms
of maximizing overall throughput. The results show that the proposed scheme achieves an
overall throughput similar to fully connected schemes such as Mutualcast, while maintain-
ing a reduced end-to-end delay.

This chapter is organized in the following way:
• Motivation

The chapter starts by declaring the motivation and introduces an approach based on
m-ary trees. In particular, proximity issues are discussed and how the Mutualcast ap-
proach can be affected when the participating peers are located in different geograph-
ical regions. Then, the concept of the m-ary tree based and proximity-aware approach
is introduced.
• System Architecture

Here, the approach is presented and the algorithm to build the collection of m-ary trees
for a multicast session is described.
• Analytical Model

A mathematical model for Application Layer Multicast based on multiple m-ary trees
is developed which utilize the full upload capacities of all participating peers in order
to maximize the overall throughput.
• Simulation

To simulate the performance of the proposed scheme, the distribution problem is for-
mulated as an optimization problem and translated into a linear program, which can
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be solved using efficient optimization techniques.

• PlanetLab Implementation
The implementation of m-ary tree-based video multicast on PlanetLab is described,
and extensive experimental evaluations of the proposed scheme are presented.

The author’s research contributions in this chapter are:

1. A cooperative multicast model based on a collection of m-ary trees which achieves
an overall throughput similar to fully connected schemes such as Mutualcast, while
maintaining a reduced end-to-end delay.

2. An algorithm to obtain a near optimal m-ary tree collection rooted at the source which
exploits the full upload capacity of all participating peers in combination with their
proximity information during a multicast session.

3. A mathematical model for a proximity-aware collaborative Multicast and its formula-
tion as an optimization problem to be solved using linear programming.

4. An implementation and real evaluation of an proximity-aware collaborative Multicast
based on m-ary trees using the PlanetLab wide-are testbed, and its comparison with
the Mutualcast performance.

6.1. Motivation

Peers can greatly benefit from the capacity of other requesting peers via collaboration, and
hence the need to collaborate for multicast applications in large-scale and heterogeneous
environments. Mutualcast is a fulling collaborative scheme, which engages as many peers
as possible and uses their full upload capacities in order to maximize the overall through-
put. However, the participating peers are typically in different geographical locations, such
as is shown in Figure 6.1. Although Mutualcast achieves the maximum possible multicast
throughput in P2P networks with constrained upload capacities, it does not address prox-
imity issues.

Figure 6.1.: Peers are located in several geographical locations during a multicast session
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6.2. System Architecture

M-ary Tree-based Video Multicast is inspired by Mutualcast, and it is extended by adding
proximity information. In this work the Round-Trip-Time (RTT) between two peers is used
as proximity information. In Mutualcast, the source assigns each block of content to a single
peer for redelivery. Each peer redelivers its assigned block to the rest of the requesting peers.
In this case, the distribution tree has two levels from the source for each data block. Thus,
when all requesting peers have the same proximity among them, all blocks are delivered
within the same time to all peers. The number of requesting peers in the multicast group is
denoted as N1. This case is shown in Figure 6.2 where the source S distributes the blocks
X1 to X4 to four requesting peers Ri. The distance d (the proximity measure) among them is
assumed to be identical.

1 2

3 4

X1 X2

X3 X4

d d

d

d d

d

d
d

d

d

R1 R2

R3 R4

S

X4

Figure 6.2.: Mutualcast with same distance d (e.g., RTT) among peers

Mutualcast does not control the delivery time. This is because each peer forwards its block
to all other peers without considering that these peers may be distant from it. On the con-
trary, the proposed approach distributes a block through two or more peers, but they evalu-
ate the peer proximity before forwarding their blocks to the rest of the peers. The basic idea
is illustrated in Figure 6.3 using one source and five requesting peersRi. The distance among
peers is indicated by d, while Xi indicates the block management in each peer. Peers R1 and
R2 have a distance of d from the source. Peers R3 and R4 have a distance of 2d from the
source. Peer R5 is 3d away. The worst case distance occurs when block X5 from the source is
delivered through peer R5 to peer R4. In Figure 6.3 a), block X5 travels a maximum distance
of 8d when the Mutualcast approach is used. On the other hand, Figure 6.3 b) shows that
when the proposed approach is used block X5 encounters at most a distance of 5d during
delivery from the source to all the requesting peers. How to build the collection of m-ary
trees that achieves the previously described improved worst case distance is explained in
the following section.

6.2. System Architecture

The design assumes that the source and all requesting peers collaborate by contributing their
upload capacity. Asymmetric network access speeds (e.g. DSL) are also assumed and hence
the upload capacity is considered to be the limiting resource. Each peer can contribute to
the data distribution in one or more m-ary trees. Similar to Mutualcast, the source splits
the content into blocks. After this, the system builds a collection of m-ary trees over which
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Figure 6.3.: a). Illustration of the worst case distance for Mutualcast, b). m-ary tree-based approach
when block X5 from the source is delivered

the source delivers the content blocks. Every peer receives one or more data blocks from
the source. Initially, peers with large upload capacity are used as forwarding peers, while
peers with small upload capacity are placed as leaves in most multicast trees within the
tree collection. When the remaining upload capacity of the best peers is small, they become
leaves in the remaining trees.

The design assumes that the source knows the IP address and the upload capacity of all
peers. Additionally, the distance among peers is assumed to be known. In this case, the
distance measure is the round-trip time (RTT). For each participating peer Rj the upload
capacity Cj is stored in list C = C1, . . . , Cj , . . . , CN1 while the distance Di(j) between peers
Ri and Rj is stored in list Di = Di(1), . . . , Di(j), . . . , Di(N1). For each peer Rj , every peer Ri

calculates the normalized distance as

Dn
i (j) =

Di(j)
maxDi(j)∈D(i){Di(j)}

(6.1)

where 0 < Dn
i (j) ≤ 1

The normalized upload capacity Cn
j for every peer Rj is computed as

Cn
j =

Dj

maxCj∈C{Cj}
(6.2)

where 0 < Cn
i (j) ≤ 1

The normalized distance values Dn
i (j) and the normalized upload capacity values Cn

j are
stored in lists Dn

i = {Dn
i (1), . . . , Dn

i (j), . . . , Dn
i (N1) and Cn = {Cn

1 , . . . , C
n
i , . . . , C

n
N1
}, re-

spectively. These lists will be used by the tree-construction algorithm to select peers. Peers
with high Cn

j and low Dn
i (j) have a high preference to be selected. A preliminary delivery

rate (PDR) is used to approximately determine how many times a peer can be used as a
forwarding peer in different distribution trees. The PDR is computed as
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PDR =

∑N1
j=1Cj

N1(N1 −m)
(6.3)

where N1 > m.
N1 is the number of requesting peers in the multicast group and m is the number of peers

directly connected to the root of an m-ary tree. The denominator of (6.3) represents the
number of leaf peers being served by the forwarding peers in the set of distribution trees. In
every tree there are (N1 −m) leaf nodes. Hence, the number of leaf peers in a set of m-ary
trees, where the number of trees is the same as the number of requesting peers, is equal to
N1(N1 −m).

6.2.1. Building a Collection of m-ary Trees

The proposed approach is based on a heuristic construction of m-ary trees where all the
participating peers collaborate with their upload capacity and their proximity information.
Figure 6.3 depicts the algorithm to build the m-ary tree collection.
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Figure 6.4.: Building a collection of m-ary trees.

Initially, the number of distribution trees to be obtained is identical to the number of re-
questing peers N1. To avoid deep structures the height h of the m-ary trees is fixed to two
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levels. Thus, the maximum number of requesting peers in each m-ary tree is m(m+ 1). As-
suming that the number of requesting peers in the multicast group N1 is known, the source
determines the degree m to be used as

m = d1
2

√
4N1 + 1− 1

2
e (6.4)

After this, the source selectsm children as the forwarding peers for each distribution tree Ti.
The algorithm to select forwarding peers works as follows. The source calculates Dn

i (j) and
Cn

j in (6.1) and (6.2) for each peer and the preliminary delivery rate PDR in (6.3). The source
selects the m peers with the largest normalized upload capacities Cn

j to be the forwarding
peers in the first m-ary tree. The (N1 −m) leaf peers are assigned to the forwarding peers
based on the proximity information. At mostm leaf peers can be assigned to one forwarding
peer. If the number of leaf peers is smaller than m2, then the assignment of leaf peers is
additionally balanced to avoid exhausting one peer in one tree. For every leaf node, the
source then subtracts one time the PDR from the upload capacity of the forwarding peers.
Selected peers are used as forwarding peers in several distribution trees until their remaining
upload capacity is no longer sufficient for building the next tree. The source then selects the
next peer with the largest Cn

j from Cn which has not yet been used. When the next best peer
has an upload capacity less than its number of children times PDR, the source calculates a
new PDR which is obtained by dividing the peer’s upload capacity between the number
of leaf peers that it must feed. After this, the source uses this peer and exhausts the peer’s
upload capacity. Finally, when all peers have been used, but the m-ary tree collection is still
not completed, the source reconsiders the peers that have still not been exhausted but this
time using the most recent PDR value. In every step, when there are more than m peers
with the same upload capacity, the source begins by selecting the m closest peers to it.

Out of the m closest peers, each peer distributes the received block to those who still have
not received the same block from another forwarding peer in the distribution tree. The selec-
tion of these children is based on their proximity in order to avoid adding long delay. This
helps us to reduce the end-to-end delay. The collection is completed when the number of
obtained m-ary trees is equal to the number of peers N1. After this, identical m-ary trees
are detected and deleted in order to obtain a reduced m-ary tree collection. A reduced m-
ary tree collection allows us to reduce the number of blocks to be sent by the source and to
increase their size. Once the reduced m-ary tree collection is obtained, linear programming
(LP) can be used to compute the optimum block sizes that maximize the throughput Θ of the
distribution tree collection. As explained later in this chapter, the set of multicast trees with
their node upload capacities are translated to decision variables and constraints of a linear
program. The delivery latency is the end-to-end delay from the source to the receivers. The
delay minimization has already been taken care of during tree construction.

6.2.2. Example

This section illustrates the algorithm described in the last section with an example. The
example assumes a multicast group with seven requesting peers Ri and a sender S. The
upload capacity Ci of the requesting peers Ri and their distance from the source is given in
Table 6.1.
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Table 6.1.: Upload capacity Ci of the requesting peers and their proximity to the source. the two right
main columns show the normalized values (compare (6.1) and (6.2))

Ri Ci Dsource(j) Cn
j Dn

source(j)
(kbps) (ms)

1 100 1495 0.2 0.633
2 500 2361 1.0 1.0
3 300 1716 0.6 0.726
4 400 1731 0.8 0.733
5 200 913 0.4 0.386
6 300 1200 0.6 0.508
7 200 390 0.4 0.165

The distances (RTT) among the requesting peers and to the source are obtained from the
network coordinates model proposed in [212] with data acquired from CAIDA’s Skitter
project [213]. Initially, based on the number of requesting peers, seven m-ary trees are cre-
ated to distribute the seven blocks X1 to X7. Using (6.1) and (6.2), each peer and the source
normalize the upload capacity and distance for every participating peer. Table 6.1 shows the
normalized upload capacities and distances for the source only, but a similar operation is
realized for each peer. Thus, the details for the rest of the peers is skipped. The PDR and m
values for the source are calculated from (6.3) and (6.4) to be 71.4 kbps and 3, respectively.
Since the intention is to build m-ary trees which are balanced as much as possible, then in
the example, distribution trees with one forwarding peer feeding two leaf peers and two
forwarding peers feeding one leaf peer each are obtained. In Figure 6.5, R2, R4 and R6 are
used as forwarding peers in the first m-ary tree to distribute block X1.
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R1 R7R5R3

X2 S

R2 R4 R6

R1 R7R5R3
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R2 R4 R6

R1 R7R5R3

X4 S

R4 R2 R6

R3 R7R5R1

X5 S

R3 R7 R5

R6 R2R1R4

X6
S

R3 R7 R5

R6 R2R1R4

X7 S

R1 R7 R5

R3 R2R6R4

Figure 6.5.: Preliminary m-ary tree collection

This is because peers R2, R4 and R6 have the largest upload capacities in the multicast
group. Although peers R6 and R3 have the same upload capacity, R6 is preferred because it
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has a smaller normalized distance to the source than peer R3. The rest of the nodes receive
block X1 from the closest forwarding peer. Thus, peer R2 selects peers R3 and R5 as its two
closest leaf peers to forward block X1, while R6 and R4 sends block X1 to peers R7 and
R1, respectively. The remaining upload capacity of R2, R4, and R6, becomes 357.2 kbps,
328.6 kbps and 218.6 kbps, respectively. Comparing the remaining peer upload capacity to
the PDR, the source determines that peers R2, R4 and R6 can still be used as forwarding
peers in three additional distribution trees. In the fourth distribution tree, the capacity of
R2 is exhausted, while the available capacity of R4 and R6 is reduced to 43 kbps and 14.4
kbps respectively, which is smaller than PDR. Therefore, R4 and R6 cannot be used in
another distribution tree for the time being. Now, the source determines that peers R3, R5

and R7 can be used as the next forwarding peers in the fifth and sixth distribution trees.
Afterwards, the remaining upload capacity of peers R3, R5 and R7 becomes 14.4 kbps, 57.2
kbps and 57.2 kbps, respectively. Because the remaining upload capacity in these peers is
smaller than PDR, they cannot be used in another distribution tree for now. The source
then selects the next peer not yet used, which is peer R1. However, this peer has a capacity
less than 2 ∗ PDR and thus in order to use this peer as forwarding peer, the source must
adjust the PDR to half the capacity of the peer. After this, the source exhausts the capacity
of the peer. Once all peers have been used as forwarding peers in at least one distribution
tree, but the number of obtained m-ary trees is still different from the number of nodes, the
remaining upload capacity of peers R5 and R7 need to be exhausted using the new PDR.
The source then selects R1, R5 and R7 as forwarding peers in this last distribution tree. Each
forwarding peer sends their received block(s) to their closest leaf peers. The obtained m-ary
tree collection is shown in Figure 6.5. Figure 6.5 shows how the source uses the same m-ary
tree structure for the delivery of blocks X1, X2 and X3. The same situation holds for blocks
X5 and X6. Here, duplicate trees can be eliminated in order to obtain a reduced m-ary tree
collection, and the source now can distribute its content using four m-ary trees only. Each
distribution tree delivers a specific block to all requesting peers. The resulting reduced tree
collection is shown in Figure 6.6.

X1 S

R2 R4 R6

R1 R7R5R3

X2 S

R4 R2 R6

R3 R7R5R1

X3 S

R3 R7 R5

R6 R2R1R4

X4 S

R1 R7 R5

R3 R2R6R4

Figure 6.6.: Reduced m-ary trees collection

The maximum throughput of the tree collection and the size of the blocks are determined
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using linear programming. Figure 6.7 shows the reduced m-ary tree collection from Figure
6.6 translated into a linear program.

Maximize
Θ =  X1 + X2 + X3 + X4 + X5

subject to
c1:  3X1+3X2+3X3+3X4+7X5 <= 2000
c2:  2X4 <= 100.0
c3:  2X1+X2 <= 500.0
c4:  2X3 <= 300.0
c5:  X1+2X2 <= 400.0
c6:  X3+X4 <= 200.0
c7:  X1+X2 <= 300
c8:  X3+X4 <= 200

Figure 6.7.: A reduced m-ary tree collection is translated into a linear program for throughput maxi-
mization

The source splits the content into five blocks. The blocks X1 to X4 are distributed from the
source to the requesting peers through four m-ary trees, while the block X5 is distributed
from the source to each requesting peer directly. This example assumes that the source has
an upload capacity of 2000 kbps. The first constraint 3X1+3X2+3X3+3X4+7X5 ≤ 2000 kbps
considers the upload capacity of the source, which has to deliver three blocks to every m-ary
tree and additionally sends the block X5 to every peer directly. The rest of the constraints
consider the upload capacity of the requesting peers R1, R2, R3, R4, R5, R6 and R7. The
solution gives a maximum throughput of 571.4 kbps, while the size of the blocks in kbits is
X1 = 200, X2 = 150, X3 = 50, X4 = 100 and X5 = 71.42, respectively.

For this specific example, the solution reaches the same maximum throughput as Mutu-
alcast. However, this is not always the case since a heuristic approach is used to find a
near-optimal solution. Calculating the optimal set of multicast trees on the fly is a hard task,
because an exact solution requires to evaluate all possible combinations for all co-existing
sessions in the overlay network and the number of combinations and constraints grows ex-
ponentially with the number of participating peers.

Because the collection of m-ary trees is based on heuristics an exact solution is not always
possible. However, the study found through extensive simulations that in cases when bal-
anced m-ary trees are used and the source capacity is abundant the proposed approach can
achieve an overall throughput identical to the maximum throughput given by Mutualcast.

6.3. Simulation Results

The approach is evaluated in terms of overall throughput and delivery latency. The maxi-
mum overall throughput is computed using linear programming as explained in the previ-
ous section. The maximum required time so that all the nodes receive all data blocks is ob-
tained too. The results obtained with the proposed approach are compared with the results
when using the Mutualcast approach. Different cases are simulated for multicast groups
with 6, 7 and 10 requesting peers. In every case, the source capacity is varied from 1000 to
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6000 kbps, while the upload capacity of each requesting peer is fixed. Heterogeneous upload
capacities and proximity relationships are used for every peer in the different cases. The up-
load capacity of the requesting peers R1, R2, R3, R4, R5, R6, R7, R8, R9 and R10 in kbps is
100, 500, 300, 400, 200, 300, 200, 400, 300 and 100, respectively. The round trip times between
peers and the source are obtained from [212] and [213]. Helper peers Hi are not considered
in this example. A comparison between m-ary trees rooted at the source and Mutualcast in
terms of overall throughput for theses cases is shown in Figure 6.8.
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Figure 6.8.: Overall throughput comparison

The results show that for a heterogeneous multicast group, the m-ary trees based approach
achieves almost the same overall throughput as the Mutualcast approach. Both approaches
consider that the source S has enough capacity and it can distribute extra content blocks di-
rectly to all requesting peers Ri. Both approaches lead to identical throughput if the source
capacity has enough upload capacity. The proposed approach and the Mutualcast approach
are compared in terms of delivery latency. Delivery latencies achieved by the proposed
approach and Mutualcast are compared in Figures 6.9. Figure 6.9a) shows the maximum
delivery delay by the proposed approach and the Mutualcast approach for the delivery of
all content blocks to all requesting peers in the multicast group. This delay is determined by
the slowest distribution tree. The results show that when the m-ary trees based approach is
used, the maximum end-to-end delay is smaller in comparison to Mutualcast. This improve-
ment is attributed to the fact that the algorithm based on m-ary trees avoids deep structures
and incorporates proximity information into the overlay topology. Figure 6.9b) shows the
average delivery time for all blocks for all peers. This delay is the sum of the maximum
end-to-end delay in each distribution tree divided by the number of distribution trees. The
approach based on m-ary trees rooted at the source shows a better average end-to-end delay
than the Mutualcast approach.

Finally, the delivery rate achieved by each distribution tree in the proposed scheme and
the Mutualcast scheme is evaluated during a multicast session. For this comparison, a set of
six peers and a source capacity of 1000 kbps is considered. Here, both evaluated approaches
achieve the same overall throughput. The evaluation assumes that each blockXi is delivered
by a distribution tree. The results are shown in Figure 6.10. For both approaches, the blocks
X1 toX5 within the square represent the blocks delivered by each distribution tree, while the
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Figure 6.9.: Delay comparison between Mutualcast and multicast based on m-ary trees. a). Maxi-
mum delay b). Average delay

block X7 is delivered by the source to each requesting peer directly. While in the proposed
approach the source splits the total content in five blocks, Mutualcast requires to use an
extra blockX6. This is because in Mutualcast each blockXi is assigned to one single node for
redelivery. The results show that both models use different delivery rates in each distribution
tree to maximize the overall throughput. Most distribution trees in the proposed approach
allow a bigger delivery rate than Mutualcast during a multicast session. This is because
the proposed approach uses fewer blocks but with a bigger size by distributing via five
distribution m-ary trees only, while Mutualcast uses six distribution trees.
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Figure 6.10.: Delivery rate on each distribution tree

6.4. Planet Implementation and Evaluation

The performance of a prototype proximity-aware collaborative multicast based on m-ary
trees has been evaluated in the PlanetLab infrastructure. The implementation runs over
Linux and consists of different programs written in C/C++ language. In the PlanetLab ex-
periments, the m-ary tree-based multicast scheme is compared to the Mutualcast scheme
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and the performance is evaluated in terms of delivery delay. The evaluation assumes that
the scheme with the smallest delivery time presents the best overall performance. Similar
to [49], the implementation is based on the TCP protocol and uses a reduced number of
requesting peers in the multicast group. The following cases are evaluated:

1. Throughput among all participating (source and requesting) peers is similar.
2. Throughput between the source and some subset of peers is highly heterogeneous.
3. Throughput among subsets of peers is weak.

In all these cases, a scenario with 6 requesting peers is considered. The selected sites to
evaluate the different cases are shown in Figure 6.11. Fixed tree structures are considered to
evaluate the m-ary tree-based multicast scheme and the Mutualcast scheme. The evaluation
uses fixed structures for both schemes.
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MIT: Massachusetts Institute of Technology (planetlab7.csail.mit.edu)
UCSB: University of California, Santa Barbara (planet1.cs.ucsb.edu)
USCD: University of california, San Diego, (planetlab3.ucsd.edu)
HP-PA: Hewlett-Packard Labs  (pli1-pa-3.hpl.hp.com) 
DIKU: University of Copenhagen (planetlab2.diku.dk)
BROWN: Brown University (mercury.cs.brown.edu) 
BOSTON1: Boston University (planetlab-01.bu.edu )
BOSTON2: Boston University (planetlab-02.bu.edu )
RICE: Rice University (ricepl-1.cs.rice.edu)
INRIA1: INRIA Labs in Sophia-Antipolis (planetlab1.inria.fr)
INRIA2: INRIA Labs in Sophia-Antipolis (planetlab2.inria.fr )
CESNET:  Czech Education and Research Network (planetlab1.cesnet.cz)
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BROWN

RICE

MIT

Figure 6.11.: PlanetLab nodes used in the USA and Europe to evaluate the proximity-aware collabo-
rative multicast scheme and the Mutualcast scheme

In the experiments, the source distributes 60 frames of an MPEG2 video, which are obtained
from a video file by using the SID video cutter and splitter software [214]. The Mutualcast
scheme uses 6 blocks to distribute 60 frames to the requesting peers by allocating 10 frames
in each block, while m-ary tree-based multicast uses 3 blocks to distribute 60 frames to the
requesting peers by allocating 20 frames in each block. The average size of the blocks in
Mutualcast is 67 KB, while in the proposed scheme the average size of the blocks is 130 KB.
The experiment assumes that the blocks are small media files and then they are broadcasted
via the m-ary tree-based multicast approach or the Mutualcast approach from the source to
all requesting peers. Here, the measurements are based on the required time to distribute
these blocks to all peers unlike to the results presented in the previous section and in [123]
which are based on the Round-Trip Time (RTT) only.
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During the implementation on PlanetLab, the program runs the following protocol: First,
each requesting peer requests the same video from the source. The source copies the IP
address of every requesting peer and sends all IP addresses to all requesting peers. Using
this information, the source and each requesting peer obtains the RTT by performing a PING
among all participating peers. The source sends a video block to every requesting peer. After
the blocks are received at each requesting peer, each requesting peers forwards the blocks
to its leaf peers in a parallel way. The Mutualcast implementation on PlanetLab is similar,
but each requesting peer receives one block only, and the received block is forwarded to
all other participating peers in the multicast group. In both approaches, the distribution of
blocks among the requesting peers is implemented using threads. In parallel, each peer runs
a thread for each requesting peer to which it must forward the received blocks.

For all evaluated cases, exhaustive measurements have been realized and average values
are considered. The cases compare the maximum and average delays between the m-ary
tree-based multicast approach and the Mutualcast approach.

6.4.1. Case 1: Throughput among All Participating Peers is Similar

The first case evaluates the multicast approach based on m-ary trees and the Mutualcast
approach in terms of delivery time when the throughput between the source and all peers
is similar. The source is located at Rice University (ricepl-1.cs.rice.edu) while the set of re-
questing peers is formed by PlanetLab nodes located at the University of California, Santa
Barbara-UCSB (planet1.cs.ucsb.edu), Brown University (mercury.cs.brown.edu), University
of California, San Diego-UCSD (planetlab3.ucsd.edu), Hewlett-Packard Labs (HP-PA) in
Palo Alto (pli1-pa-3.hpl.hp.com) and Boston University (planetlab-01.bu.edu (BOSTON1)
and planetlab-02.bu.edu (BOSTON2)). A sub-set of requesting peers is formed in California,
while another subset is formed on the east coast of the United States (Brown University and
Boston University). Boston University has two hosts as requesting peers, while the rest of
the sites have a host as requesting peer only. Using the algorithm detailed in Section 6.2.1,
the blocks X1 to X3 are distributed through three distribution m-ary trees as is shown in
Figure 6.12.
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Figure 6.12.: m-ary tree collection when all participating peers present a similar throughput

Using this m-ary tree collection and the Mutualcast scheme, extensive measurements on
PlanetLab have been realized. Figure 6.13 compares the maximum delay between the pro-
posed approach and the Mutualcast approach to distribute all content blocks to all request-
ing peers. The maximum delay is determined by the slowest distribution tree, while the
average delay is the sum of the maximum end-to-end delay in each requesting peer divided
by the number of requesting peers.
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Average delay:
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Figure 6.13.: Delivery delay to distribute all blocks when the throughput among all peers is similar.
The source is located at Rice University

The results show that in most of the measurements, Mutualcast presents better distribution
times than the scheme based on m-ary trees. The maximum delays in Mutualcast are reduced
between 5% and 15% compared to the scheme based on m-ary trees. This is because in this
scheme the size of the blocks sent by the source is twice as large as in Mutualcast, thus
creating a bottleneck at this point. Hence, in spite of the delivery times among peers in
m-ary tree-based multicast being smaller than in Mutualcast, the final distributed times are
larger. For this case, the Mutualcast solution is better than the scheme based on m-ary trees.

6.4.2. Case 2: Delivery Delay when the Throughput between the Source and a
Subsets of Peers is Highly Heterogeneous

The second case evaluates the delivery time when the throughput between the source and a
subset of requesting peers is highly heterogeneous. To this end, an m-ary tree collection sim-
ilar to the previous case is considered, but the source is located in the geographical region
of a subset. Just like the previous case, there are two subsets of requesting peers, each in a
specific geographical region such as California and the east coast of the United States. In this
experiment, the source is a PlanetLab node hosted at the Massachusetts Institute of Technol-
ogy - MIT (planetlab7.csail.mit.edu) located at the east coast. Therefore, the source is close
to PlanetLab nodes at Brown University (mercury.cs.brown.edu (BROWN)) and Boston Uni-
versity (planetlab-01.bu.edu (BOSTON1) and planetlab-02.bu.edu (BOSTON2)). The result-
ing arrangement is shown in Figure 6.14. This arrangement has been used to make extensive
measurements on PlanetLab.

Figure 6.15 compares the delivery delay by m-ary tree-based multicast and Mutualcast for
delivery of all content blocks to all requesting peers in the multicast group.

The results show that when the proposed approach is used, the maximum delivery time is
smaller in comparison to Mutualcast. Using m-ary tree based multicast the maximum de-
livery time is reduced by 30% with respect to Mutualcast in sample 3. This improvement is
attributed first to the fact that the source is close to a subset of requesting peers on the Plan-
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Figure 6.14.: m-ary tree collection when the throughput between the source and a subset of peers is
highly heterogeneous
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Figure 6.15.: Delivery delay to distribute all blocks to all peers when the throughput between the
source and a subset of peers is highly heterogeneous. The source is located at the MIT

etLab infrastructure. Thus, the throughput between the source and a subset of requesting
peers is larger than the throughput among the requesting peers. The second fact is that the
algorithm based on m-ary trees incorporates proximity information into the overlay topol-
ogy avoiding the communication between distant peers. When this case is present in a P2P
based multicast session, the approach based on m-ary trees performs better than the Mutu-
alcast approach in terms of delivery times.

6.4.3. Case 3: Delivery Delay when the Throughput between the Subsets of
Peers is Weak

The third case evaluates the delivery time when the throughput between the subsets of re-
questing peers is weak. To evaluate the third case, the experiments use PlanetLab nodes
hosted in the USA and Central Europe. A subset of requesting peers are hosted on dif-
ferent PlanetLab nodes located in the California region, specifically at UC Santa Barbara
(planet1.cs.ucsb.edu (UCSB)), UC San Diego (planetlab3.ucsd.edu (UCSD)) and HP Labs in
Palo Alto (planetlab3.ucsd.edu (HP-PA)), while the second subset of requesting peers located
in Central Europe is deployed on PlanetLab nodes hosted at INRIA Labs in Sophia-Antipolis
(planetlab1.inria.fr (INRIA1) and planetlab1.inria.fr (INRIA2)), Czech Education and Re-
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search Network (planetlab1.cesnet.cz (CESNET)) and University of Copenhagen (planet-
lab2.diku.dk (DIKU1)). In this case two sets of experiments are realized. In the first exper-
iment, PlanetLab nodes located in different sites are used, while in the second experiment
two used PlanetLab nodes are located in the same site (e.g. planetlab1.inria.fr (INRIA1) and
planetlab1.inria.fr (INRIA2)). In the first experiment, the m-ary tree collection used to run
both approaches is shown in Figure 6.16. Three m-ary trees are used to distribute the blocks
X1 to X3 from the source to each requesting peer.
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Figure 6.16.: m-ary tree collection to evaluate the first experiment when throughput among subsets
of peers is weak. The source is located at the MIT

Figure 6.17 compares the maximum delays between the proposed approach and Mutualcast
with data obtained from extensive evaluations.

Average delay:
Mutualcast = 7.92 sec
m-ary trees collection = 7.64 sec

7,78 7,58 7,56

9,9

6,65

8,46
9,51

6,23 6,4 6,3

8,98
8,08

0

2

4

6

8

10

12

HP-PA UCSD UCSB DIKU CESNET INRIA1

M
ax

im
um

 d
el

iv
er

y 
de

la
y 

(s
ec

) Mutualcast m-ary trees

Figure 6.17.: Delivery delays obtained from the first experiment when throughput among subsets of
peers is weak. Source is located at the MIT

In the first experiment, the results show that when there are six requesting peers deployed
in the USA and Europe and balanced m-ary trees (3 peers in the USA and 3 peers in Europe)
in the multicast group are used, the proposed scheme reaches smaller delivery times than
the Mutualcast scheme in most of the peers. For example, using m-ary tree-based multicast
the maximum delay is reduced by 6% with respect to Mutualcast. This is because the links
to the INRIA PlanetLab node (planetlab1.inria.fr) are working very slowly. Additionally, m-
ary tree-based multicast reaches a better average delay than Mutualcast in all samples. This
means that most of the requesting peers obtain the content blocks more quickly using the
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scheme based on m-ary trees. Also, Figure 6.17 shows that the proposed approach reduces
the delivery times by about 25% compared to Mutualcast for the peers deployed in Califor-
nia. This improvement is attributed to the fact that the algorithm divides the multicast group
in two subsets and the requesting peers in California are not affected by delay introduced
from some slow peers in Europe.

For the second experiment, a subset of three requesting peers is deployed on different Plan-
etLab nodes hosted in California as in the previous experiments. The rest of the requesting
peers are deployed in Central Europe, specifically two peers run in PlanetLab nodes (plan-
etlab1.inria.fr and planetlab2.inria.fr) hosted in INRIA while one peer runs on a CESNET’s
PlanetLab node (planetlab1.cesnet.cz). The m-ary tree collection used to distribute the blocks
X1 to X3 from the source to each requesting peer is shown in Figure 6.18.
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Figure 6.18.: m-ary tree collection to evaluate the second experiment when throughput among subsets
of peers is weak. The source is located at the MIT

The maximum delays between the proposed scheme and the Mutualcast are compared in
Figure 6.19. Similar to the first experiment in this case, the results in the second experi-
ment show that m-ary tree based multicast presents better end-to-end delays than Mutual-
cast. However, in the second experiment the difference between the delivery times in both
schemes is larger. The results show that when using m-ary tree-based multicast the max-
imum delay is reduced by 27% with respect to Mutualcast. In all samples, the proposed
approach reaches a better average delay than the Mutualcast approach. Also, using the pro-
posed approach most of the peers in both regions obtain all content blocks with smaller
delivery time than using the Mutualcast approach. This improvement is attributed to the
fact that m-ary tree-based multicast avoids to use weak links among the requesting peers,
using the strong links among peers only. For this case, the approach based on m-ary trees
leads to lower delivery times than Mutualcast.

6.5. Chapter Summary

Finding a good tree topology that maximizes the overall throughput and limits delivery de-
lay is critical in delay sensitive multicast applications. In this chapter, a content distribution
approach based on m-ary trees has been proposed and evaluated.

The heuristic tree construction approach generates a collection of m-ary trees rooted at the
source by combining the full upload capacities of all participating nodes and their proximity
relationship based on round trip time (RTT). In the proposed model, all the requesting peers
collaborate as relay peers in at least one tree, while their full upload capacity is exhausted.
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Figure 6.19.: Delivery delays obtained from the second experiment when throughput among subsets
of peers is weak. Source is located at the MIT

M-ary based video multicast aims to maximize the overall throughput while the maximum
delay is reduced. To this end, the resulting m-ary tree collection is formulated as an opti-
mization problem with an objective function that maximizes the throughput. Because the
proposed solution is based on heuristic techniques, an exact solution is not always possi-
ble and an analytical framework is not required. The optimization problem is solved using
linear programming

The m-ary tree based video multicast scheme is compared with the Mutualcast scheme
which achieves the maximum possible throughput, but potentially leads to large delivery
delays. For both approaches, extensive simulations were realized. The results show that for
a heterogeneous multicast group, the proposed m-ary trees based approach achieves almost
the same overall throughput as the Mutualcast approach, but a smaller delivery time.

Both approaches have been evaluated on PlanetLab using PlanetLab nodes deployed on
different parts of the globe for different cases. Due to the dynamic behavior of PlanetLab, an
exact measurement of the peers upload capacity is not possible. For this reason, the imple-
mentation uses the throughput among the participating peers, which results from sending
a flow of a certain size divided by its duration, as an estimate for the upload capacity. Us-
ing the initial throughput, the source can send blocks of different size to each requesting
peer. The results demonstrate that the multicast scheme based on m-ary trees presents a
smaller end-to-end delay than Mutualcast. In addition, the proposed scheme avoids a fully-
connected topology, while maintaining a scalable structure.
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7.1. Conclusions

Currently, many video delivery technologies such as unicast, broadcast and multicast exist.
Broadcast video is an ideal technology to distribute a limited number of video streams to
a very large audience. In contrast, multicast allows that the receiver get the desired con-
tent, while a significant large number of streams can be available [198]. Multicast also is
motivated by the need to support one-to-many and many-to-many applications. However,
several challenges such as routers migration and restricted connectivity have limited its
widespread deployment in today’s Internet [197]. Recently, P2P technology has emerged
as a valuable infrastructure for video delivery to a very large audience.

This dissertation addresses issues of video multicast over P2P networks. In this disserta-
tion, P2P networks have been selected as the distribution infrastructure because these net-
works do not require a special network infrastructure, are easy to deploy, and participants
share their upload capacity for video delivery to other participants. Unfortunately, a num-
ber of technical challenges must be solved before P2P video multicast becomes viable [215],
[164], [216]. In Chapter 2 and Chapter 3, conceptual issues related to media delivery and the
state of the art in overlay-based distribution were discussed.

This dissertation addresses different challenges of video streaming over P2P networks such
as low delay and video quality. The aim of this research work was to develop architectures
for media streaming delivery. In the proposed solutions, multicast is addressed for one-
to-many and many-to-many applications. Different parts of a video streaming architecture
were investigated, but mainly, the work focuses on encoding and transport issues. The en-
coding rate has a relevant importance in video streaming systems with limited throughput,
because a suitable encoding rate allows us to achieve sufficient video quality in these sys-
tems. These benefits are evaluated for multi-source multicast systems. The media streaming
architectures proposed in this dissertation are inspired by Mutualcast [49], which is an effi-
cient mechanism for one-to-many content distribution that maximizes the overall through-
put by exploiting the upload capacity of all participating peers. The Mutualcast approach is
extended to a hierarchical approach and a multi-source approach. Similar to Mutualcast, the
proposed schemes are tailored to the small-scale ALM approaches.

A central contribution of this thesis is muti-source video multicast presented in Chapter
5. Multi-source multicast is a novel framework for video streaming from multiple sources
to multiple receivers in Peer-to-Peer (P2P) networks. In multi-source video multicast, the
goal is to maximize the overall throughput or alternatively the aggregate video quality of
multiple concurrent streaming sessions. To this end, an analytical model for the novel multi-
source video multicast scheme has been presented and it is backed up by numerical experi-
ments. The analytical model studies the multi-source multicast system in terms of through-
put and PSNR for four different scenarios. The rate allocation problem in the multi-source
multicast model has been formulated as an optimization problem with an objective function

111



7. Conclusions and Future Work

to maximize the overall throughput or alternatively the aggregate video quality. The analyt-
ical evaluation shows that sources with joint rate allocation present a superior performance
than sources with independent rate allocation. Results obtained from extensive simulations
based on linear programming validate the analytical framework and show the effectiveness
of the proposed multi-source video multicast scheme. Furthermore, the PSNR enforcement
helps us to balance the video quality of all video streams received by the participating peers.
To enforce the same PSNR for different videos, the sources must adaptively control their
links. To this end, an adaptive mechanism has been integrated to the multi-source video
multicast system. The adaptive mechanism compares the bit rate requirements for each de-
livered video in order to enforce the rate allocation in each source. Scalable video coding is
used to adjust the same video quality among different video sequences from heterogeneous
sources. However, the same PSNR for all videos can be achieved when the sources have
enough upload capacity. The proposed scheme has been evaluated and compared with a
multi-source scheme with independent rate allocation on PlanetLab. The results show that
an adaptive framework provides a better rate adaptation in each source for different or same
video sequences in comparison to sources with independent rate allocation and different
rate streams. The proposed multi-source video multicast scheme is suited for collaborative
streaming environments, where the system inherently has multiple senders and video se-
quences and similar video quality is desired.

Low delay is very important for delay sensitives applications. A video streaming system
reaches low delivery time and high scalability by using hierarchical distribution structures
as it is shown in Chapter 4. To achieve very low latencies, hierarchical collaborative multicast
organizes all peers into small hierarchical clusters through a distribution tree. Hierarchical
collaborative multicast has been evaluated and compared with Mutualcast on PlanetLab.
Compared with Mutualcast, hierarchical collaborative multicast provides a lower delivery
time and reaches a better scalability maintaining a reduced number of connections.

Mutualcast, Multi-source video multicast and hierarchical collaborative multicast are solu-
tion for media delivery based on fully meshed overlay networks. Another alternative for
media delivery are forest-based approaches. In general, a media streaming system based
on trees has reduced delivery time. However, finding a good tree topology that maximizes
the overall throughput and limits delivery delay is critical in delay sensitive multicast ap-
plications. To this end, a content distribution approach based on m-ary trees in Chapter
6 is proposed and evaluated . The proposed approach is compared with the Mutualcast
scheme which achieves the maximum possible throughput, but potentially leads to large
delivery delays. A heuristic tree construction approach generates a collection of m-ary trees
rooted at the source by combining the full upload capacities of all participating nodes and
their proximity relationship. The results obtained from PlanetLab demonstrate that the pro-
posed multicast scheme provides a good balance between reduced end-to-end delay and
maximum overall throughput while maintaining a scalable structure by avoiding a fully-
connected topology.

All video streaming architectures proposed in this dissertation have been implemented and
evaluated in a real scenario. To this end, the local network of the Institute of Communication
Networks (LKN) and the PlanetLab infrastructure have been used. PlanetLab allows us to
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evaluate prototypes in a wide-area network.
Some computational problems are hard, and some of them were faced during the research

phase. For example, finding the optimal combination that maximizes the overall throughput
of multiple trees [49], [206] or choosing the optimal clustering assignment are NP-hard prob-
lems [195], [206]. To deal with these NP-hard problems different solutions based on heuristic
algorithms were proposed.

7.2. Limitations

Although the proposed schemes introduce novel ideas for media delivery, they mainly have
the following limitations:

First, similar to Mutalcast, all the multicast models proposed in this dissertation are based
on fixed topology, which is defined before to begining of the content delivery. A fixed topol-
ogy policy is usually not affordable within P2P networks, because new peers cannot be in-
corporate to the multicast group during a multicast session.

Second, the links between peers in the multicast schemes were established via TCP as in
the Mutualcast approach. In special for the distribution schemes studied in this disserta-
tion, TCP offers several advantages as send and receive buffers, flow control, and reliable
data delivery and control congestion. However, TCP mechanisms may introduce long de-
livery times and widely varying throughput, which are not suitable for real-time streaming
applications.

7.3. Future Work

The popularity of media streaming over P2P networks is growing during last years, and
these systems will continue being an interesting research topic in the near future. Several
open issues are still to be addressed in these systems. Furthermore, a large number of mul-
timedia applications require support for video multicast. The work presented in this disser-
tation can be extended in many directions:

Dynamic environment
In general, the fixed topology of the media streaming architectures proposed in this disser-

tation are not prepared for very dynamic environments, where the requesting peers dynam-
ically join or leave the multicast group.

For dynamic environments, the hierarchical collaborative multicast system could integrate
dynamic clustering into its hierarchical structure, where the requesting peers or helper peers
join or leave the multicast group. Furthermore, the clusters formation process is a NP-hard
problem [195], [206], and new and more efficient clustering algorithms are always desirable.

Media streaming architectures based on UDP
During the development of this dissertation, some experiments with a Mutualcast scheme

based on UDP (User Datagram Protocol) have been realized. In these experiments, Mutu-
alcast based on UDP achieves a better throughput than Mutualcast based on TCP. A flow
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control mechanism was implemented in order to replace the TCP flow control mechanism.

For the future work, an extension of the media streaming architectures proposed in this
dissertation to UDP is recommended. This argument is based on the fact that TCP introduce
delays that are unacceptable for real-time applications with stringent delay requirements.
In media streaming architectures based on UDP, reliability issues must be reached adding
redundant information in the original message stream by using some FEC (Forward Error
Correction) technique.

Scalable video coding

In scalable video coding the source encodes the data stream into a base layer and several
enhancement layers. The layers can be combined at the receiver to provide progressive
refinement. In multi-source video multicast, scalable video coding (H.264/SVC) has been
used to adapt the same video quality for different videos distributed from different sources
to multiple requesting peers. Results show benefits by using scalable video coding. For
the future work, the incorporation of scalable video coding techniques to the hierarchical
collaborative and m-ary tree-based models presented in this dissertation is recommended.

In scalable video, each layer has different priority and its own minimum bit rate. There-
fore, in order to achieve various video quality, upload capacity can be allocated to transmit
different layers. Thus, peers with different upload capacity can receive different layers. For
example, in hierarchical collaborative multicast, peers allocated into top clusters can receive
a larger number of layers than peers allocated into inferior clusters. As the base layer plays
an important role in the video quality, the system should make sure that the base layer is
delivered to all requesting peers in the multicast group. For the enhancement layers, the
system would consider that they could strongly depend of the quality level required by each
peer.

An alternative solution to be implemented in the proposed architectures in this work is
Multiple description coding (MDC).

The evaluation of all new media streaming architectures on PlanetLab is recommended,
because PlanetLab allows us to evaluate the performance in a wide-are network and under
real-world conditions.

Network coding

Network coding was proposed by Ahlswede et al. in [207]. During this research period,
the benefits of network coding in the multicast systems were investigated. Using network
coding, the broadcast capacity between a source and a set of requesting peers can always
be achieved, but the intermediate peers must code their input packets to produce output
packets [49].

Although a considerable theoretical work about network coding has been realized during
last years, a limited number of practical systems (e.g. Avalanche [208], Practical network
coding [209]) has been implemented. Currently, the scientific community discuss about the
benefits of network coding in P2P networks [210] and several issues are still open.

For example, in network coding, data must be encoded at intermediate node, which means
that total encoding overhead will be constantly increasing as the data travels through the
network. Speed at which the data can be encoded and decoded is very important during
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content distribution, but it has been not considered in previous network coding research.
On other hand, network coding for multi-source multicast networks [222] represents more
interesting challenges than that for single source multicast networks. Future work can be
realized in this direction.

Security and content protection
Some media streaming delivery systems require to protect the contents to be distributed

over the Internet. However, most P2P networks do not provide Digital Right Management
(DRM), which allows us to illegally share copyright contents from these systems. For the
future work, integrating Digital Rights Management with the P2P-based media streaming
architectures proposed in this dissertation is recommended. How the content to be shared in
the P2P network can be identified is a key issue in a content distribution system. Although
DRM and P2P networks are technologies of the Internet era, an integration between both
technologies has received a limited attention [211]. Incorporation of DRM mechanisms into
P2P networks represents an valuable opportunity to provide reliable content protection in
the media streaming systems.
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A. Appendix

A.1. Simulation for Multi-source video Multicast

This section presents detailed results from the simulations for the multi-source video mul-
ticast presented in Chapter 5. Results presented in this appendix are based on throughput
and video quality (PSNR).

For all cases, a set of 5 participating peers is used, where two peers S1 and S2 act as sources
and three peers R1, R2 and R3 are the requesting peers. The upload capacity of the partici-
pating peersCS2 ,CR1 ,CR2 andCR3 in kbps is 600, 500, 300, and 300, respectively. The upload
capacity CS1 of the source S1 is varied from 200 to 900 kbps. Helper peers are not considered
in this example. The tested video sequences are: Foreman and Mother and Daughter.

A.1.1. Results for Throughput-based Simulation

Scenarios for simulation based on throughput are:
1. Sources with joint rate allocation for different rate streams,
2. Sources with joint rate allocation for same rate streams,
3. Sources with independent rate allocation for same rate streams,
4. Sources with independent rate allocation for different rate streams.

A.1.1.1. Sources with Joint Rate Allocation for Different Rate Streams

The results obtained from the simulations for sources with joint rate allocation and different
rate streams are summarized in Table A.1.

Table A.1.: Overall throughput Θ for sources with joint rate allocation and different rate streams

CS1 CS2 Θ X Y
(kbps) (kbps) (kbps) (kbps) (kbps)

200 600 475 179.15 291.81
300 600 500 216.65 283.32
400 600 525 233.32 291.66
500 600 550 279.22 270.78
600 600 575 278.83 296.17
700 600 600 289.24 310.76
800 600 625 299.67 325.33
900 600 650 310.06 339.94
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A.1.1.2. Sources with Joint Rate Allocation for Same Rate Streams

The results obtained from the simulations for sources with joint rate allocation and same rate
streams are summarized in Table A.2.

Table A.2.: Overall throughput Θ for sources with joint rate allocation and same rate streams

CS1 CS2 Θ X Y
(kbps) (kbps) (kbps) (kbps) (kbps)

200 600 400 200 200
300 600 500 250 250
400 600 525 262.5 262.5
500 600 550 275 275
600 600 575 287.5 287.5
700 600 600 300 300
800 600 625 312.5 312.5
900 600 650 325 325

A.1.1.3. Sources with Independent Rate Allocation for Same Rate Streams

The results obtained from the simulations for sources with joint rate allocation and same rate
streams are summarized in Table A.3.

Table A.3.: Overall throughput Θ for sources with independent rate allocation and same rate streams

CS1 CS2 Θ X Y
(kbps) (kbps) (kbps) (kbps) (kbps)

200 600 200 100 100
300 600 300 150 150
400 600 400 200 200
500 600 500 250 250
600 600 575 287.5 287.5
700 600 600 300 300
800 600 600 300 300
900 600 600 300 300

A.1.1.4. Sources with Independent Rate Allocation for Different Rate Streams

The results obtained from the simulations for sources with joint rate allocation and same rate
streams are summarized in Table A.4.
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Table A.4.: Overall throughput Θ for sources with independent rate allocation and different rate
streams

CS1 CS2 Θ X Y
(kbps) (kbps) (kbps) (kbps) (kbps)

200 600 337.5 100 237.5
300 600 400 150 250
400 600 462.5 200 262.5
500 600 525 250 275
600 600 575 287.5 287.5
700 600 600 300 300
800 600 612.5 312.5 300
900 600 625 325 300

A.1.2. Results for PSNR-based Simulation

Scenarios for simulation based on video quality (PSNR):

1. Sources with joint rate allocation for different video quality streams,

2. Sources with joint rate allocation for same video quality streams,

3. Sources with independent rate allocation for same rate streams,

4. Sources with independent rate allocation for different video quality streams.

A.1.2.1. Sources with Joint Rate Allocation for Different Video Quality Streams

The resulting PSNR from the simulations for sources with joint rate allocation and different
rate streams are summarized in Table A.5.

Table A.5.: PSNR for sources with joint rate allocation and different video quality streams

CS1 CS2 PSNR PSNR1 PSNR2 X Y Θ
(kbps) (kbps) (dB) (dB) (dB) (kbps) (kbps) (kbps)

200 600 79.05 36.49 42.56 200 275 475
300 600 79.73 37.84 41.89 265.5 234.5 500
400 600 80.17 38.10 42.07 280.2 244.8 525
500 600 80.59 38.35 42.24 295 255 550
600 600 80.99 38.58 42.41 309.7 265.3 575
700 600 81.38 38.81 42.57 324.6 275.4 600
800 600 81.75 39.03 42.72 339.6 285.4 625
900 600 82.10 39.25 42.85 354.7 295.3 650

Although the best overall throughput can be achieved and the upload capacity of both
sources and requesting peers is fully exhausted, the sequences X and Y have different rates.
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A.1.2.2. Sources with Joint Rate Allocation for Same Video Quality Streams

The resulting PSNR from the simulations for sources with joint rate allocation and same
rate streams are summarized in Table A.6. The resulting PSNRs for video sequences X and
Y are very different.

Table A.6.: PSNR for sources with joint rate allocation and same rate streams

CS1 CS2 PSNR PSNR1 PSNR2 X Y Θ
(kbps) (kbps) (dB) (dB) (dB) (kbps) (kbps) (kbps)

200 600 77.70 36.49 41.21 200 200 400
300 600 79.71 37.55 42.16 250 250 500
400 600 80.15 37.78 42.36 262.5 262.5 525
500 600 80.56 38.00 42.56 275 275 550
600 600 80.97 38.22 42.75 287.5 287.5 575
700 600 81.35 38.43 42.92 300 300 600
800 600 81.72 38.63 43.09 312.5 312.5 625
900 600 82.07 38.82 43.25 325 325 650

On the other hand, Table A.7 shows the resulting PSNRe after the PSNR enforcement
have been made. Videos sequences with a similar PSNR are obtained, although their indi-
vidual rates are different. The results show that when the source S1 is 200 kbps, the PSNR
enforcement is not possible, because the maximum rate reached by sequence X is identical
to the upload capacity of S1.

Table A.7.: PSNR for sources with joint rate allocation after the PSNR enforcement

CS1 CS2 PSNRe PSNRe1 PSNRe2 X Y Θ
(kbps) (kbps) (dB) (dB) (dB) (kbps) (kbps) (kbps)

200 600 79.05 36.49 42.56 200 275 475
300 600 79.66 38.44 41.21 300 200 500
400 600 79.46 39.54 39.91 375.33 149.66 525
500 600 79.80 39.86 39.94 399.5 150.5 550
600 600 80.27 40.05 40.22 415 160 575
700 600 80.77 40.18 40.59 426.33 173.67 600
800 600 81.22 40.34 40.88 439.33 185.67 625
900 600 81.53 40.60 40.93 462.33 187.66 650

A.1.2.3. Sources with Independent Rate Allocation for Same Rate Streams

The resulting PSNR from the simulations for sources with independent rate allocation and
same rate streams are summarized in Table A.8.
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Table A.8.: PSNR for independent sources with same rate streams

CS1 CS2 PSNR PSNR1 PSNR2 X Y Θ
(kbps) (kbps) (dB) (dB) (dB) (kbps) (kbps) (kbps)

200 600 71.08 33.13 37.95 100 100 200
300 600 75.06 35.12 39.93 150 150 300
400 600 77.72 36.49 41.22 200 200 400
500 600 79.73 37.55 42.16 250 250 500
600 600 80.98 38.24 42.74 287.5 287.5 575
700 600 81.36 38.43 42.93 300 300 600
800 600 81.36 38.43 42.92 300 300 600
900 600 81.36 38.43 42.92 300 300 600

A.1.2.4. Sources with Independent Rate Allocation for Different Video Quality
Streams

The resulting PSNR from the simulations for sources with independent rate allocation and
different video quality streams are summarized in Table A.9.

Table A.9.: PSNR for independent sources with different video quality streams

CS1 CS2 PSNR PSNR1 PSNR2 X Y Θ
(kbps) (kbps) dB dB (dB) (kbps) (kbps) (kbps)

200 600 75.11 33.16 41.95 100 237.5 237.5
300 600 77.30 35.14 42.16 150 200 350
400 600 78.87 36.51 42.36 200 262.5 462.5
500 600 80.13 37.57 42.56 250 275 525
600 600 80.98 38.24 42.74 287.5 287.5 575
700 600 81.36 38.44 42.92 300 300 600
800 600 81.56 38.64 42.92 312.5 300 612.5
900 600 81.75 38.83 42.92 325 300 625

A.2. Experiments based on Scalable Video Coding

This section presents the results from enforcing the same video quality for two different
video sequences introduced in Chapter 5. In this case, scalable video coding is used in the
adaptive multi-source scheme to achieve an identical video quality for both sequences. The
Foreman and Daughter and Mother sequences are used as test sequences, and both are en-
coded using the JSVM software version 9.1 [182].

Mother and Daughter sequence (Figure A.1) is captured with a fixed camera and shows
two persons in the foreground. A person is talking, while the other persona is fixed. The
encoding uses these parameters:
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Figure A.1.: Example picture of the Mother and Daughter video sequence.

• Spatial resolution: CIF (352 x 288)

• Temporal resolution: 30 frames per second

• Number of frames: 3000 frames

Table A.10 shows the resulting PSNR and rate for this sequence when one base layer (BL)
and one enhancement layer (EL) are encoded.

Table A.10.: PSNR and rate for Mother & Daughter sequence (1 BL and 1 EL)
Layer Rate (kbps) Y-PSNR (dB) U-PSNR (dB) V-PSNR (dB)

0 98.57 39.8212 44.5891 45.4647
1 285.35 42.0363 45.5846 46.6068

Foreman sequences (Figure A.2) is captured by a mobile device, and shows a man talking
in a construction site. The encoding uses these parameters:

• Spatial resolution: CIF (352 x 288)

• Temporal resolution: 30 frames per second

• Number of frames: 3000 frames

First, the Foreman sequence is encoded using one base layer and one enhancement layer
only. The resulting PSNR and rate are shown in Table A.11.

Table A.11.: PSNR and rate for Foreman sequence (1 BL and 1 EL)
Layer Rate (kbps) Y-PSNR (dB) U-PSNR (dB) V-PSNR (dB)

0 273.9408 36.3277 41.3289 43.0568
1 627.4880 39.0984 43.6449 46.2311
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Figure A.2.: Example picture of the Foreman video sequence.

The resulting PSNR is smaller than the resulting PSNR from the Mother & Daughter se-
quence. Then a second enhancement layer must be encoded. Table A.12 shows the resulting
PSNR and rate for the Foreman video sequence when one base layers and two enhancement
layer are encoded.

Table A.12.: PSNR and rate for Foreman sequence (1 BL and 2 EL)
Layer Rate (kbps) Y-PSNR (dB) U-PSNR (dB) V-PSNR (dB)

0 273.9408 36.3277 41.3289 43.0568
1 627.4880 39.0984 43.6449 46.2311
2 1501.8048 42.0139 45.6061 47.8623

Now, both video sequences have a very similar PSNR.
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