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Vollständiger Abdruck der von der Fakultät für Chemie der Technischen
Universität München zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften

genehmigten Dissertation.

Vorsitzender: Univ.-Prof. Dr. St. J. Glaser
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Chapter
1

Introduction

‘Who solely wants to determine structures with NMR spectroscopy has not
understood anything ’. This statement was given by Richard R. Ernst1 on
the NMR symposium ‘Future perspectives in biomolecular NMR spectros-
copy’ in Munich 2008. Though rather provocative, it still meets a key
point in nowadays understanding of molecular structure, especially in the
understanding of structures of large biomacromolecules. Of course, NMR
spectroscopy is a handy tool to determine structures of proteins, nucleic
acids or other molecules and materials, but X-ray crystallography is prob-
ably the faster and more reliable technique in many cases. Just in some
situations NMR spectroscopy is the better or only choice to obtain struc-
tural information at atomic resolution, for example in case of molecules
with large unstructured parts, molecules showing chemical exchange, or
inherently unfolded molecules – basically, everything that does not crys-
tallize.

Today, structures are published with steadily increasing resolution, which
leads to the illusion that these structures are ‘rock solid’. But the picture
of a rigid molecule is anything but correct. Even for the most structured
parts fast librational components are observed, as was shown by high level
MD simulations. It has to be kept in mind, that structural coordinates, as
found in the RCSB protein data bank (PDB) for example, only represent
the time averaged structure of a molecule.

1 Nobel prize laureate in 1991 for his achievements in NMR spectroscopy.

1



2 Chapter 1 Introduction

Though structures are very important for the understanding of molecular
properties and functions it has been more and more recognized that also the
dynamics of a biomacromolecule plays an important role for its function.For
example enzymatic catalysis, ligand binding, and allosteric regulation are
processes where the function is causally related to the dynamics. The above
quotation refers to this fact and highlights the unique position of NMR
spectroscopy in this context. Unlike other techniques NMR spectroscopy
offers the opportunity to sample molecular motions on an atomic level.
Here, a wide range of timescales is accessible ranging from very fast motions
on the ps-ns timescale to comparably slow motions that can be monitored
by ‘real-time’ spectroscopy. Therefore, the structure and the dynamics of a
molecule may be regarded as the two sides of a coin which are inseparable
connected to each other.

In contrast to X-ray crystallography, where basically only one parameter
is observable, i.e., the electron density, several parameters can be moni-
tored in NMR spectroscopy, e.g., chemical shifts, couplings, or relaxational
parameters. In principal, all of these parameters are sensitive to the dy-
namics of the molecule, but each samples motions on a different timescale.
This is a further advantage of NMR spectroscopy over other methods, as
the individual modes of the complex dynamical behavior can be observed
separately. X-ray crystallography only offers the electron density as exper-
imental observable, which translates into resolution and is encoded in the
individual ‘B-factors’. But these B-factors, if at all, may only give a qual-
itative picture of the dynamical properties. As a rule of thumb, it can be
stated that an undefined electron density roughly correlates with increased
motions on the ps-ns timescale, but that motions on the µs-ms timescale,
i.e., conformational exchange, tend to crystalize in only one conformation.

NMR parameters like scalar couplings, isotropic chemical shifts, nuclear
Overhauser enhancements, or simply the linewidth, are often referred to as
‘classical’ NMR parameters. Since the discovery of weakly aligning media
in 1995 for the use in high resolution NMR spectroscopy ‘new’ parameters
were made accessible, which offer a wealth of information. These param-
eters rely on the fact that anisotropic parameters, which depend on the
orientation of the molecule relative to the external magnetic field, do not
completely average to zero in the alignment medium. The most prominent
anisotropic parameters are perhaps residual dipolar couplings (RDCs), but
also residual chemical shift anisotropy (RCSA) and residual quadrupolar
couplings (RQCs) become observable. The amenity of these parameters is
their comparable easy measurability and straightforward relation to struc-
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ture and dynamics. Hence, their benefits are increasingly used for these
tasks and even facilitated the analysis of inherently unfolded molecules.

In this thesis, Chapter 3 deals with the measurement of RDCs or more
precisely, 1H-1H RDCs which have been largely unaccessible for long times.
These couplings are especially interesting for small molecules were no iso-
topic labeling schemes are available and measurements are usually re-
stricted to 1DCH -couplings. The newly developed technique is based on
total correlation spectroscopy (TOCSY) which enables a scaling of the
dipolar couplings by the use of different mixing sequences and consequently
allows for the extraction of the desired information.

In Chapter 4 the structure and the dynamics of the extracellular domain
of bone morphogenetic protein receptor IA is investigated. This receptor
binds the transforming growth factors-β which are responsible for several
steps in the embryonic development and regeneration processes in the adult
organism. The investigation of the receptor enables a detailed view on the
binding mechanism. Here, the studies are mainly based on ‘classical’ NMR
parameters.

Chapter 5 is concerned with the inclusion of RDCs as new orientational
parameter into structure calculations of cyclic peptides. As pointed out
above, only the time averaged structure can be investigated, however, this
deviates significantly from the structure obtained only with ‘classical’ NMR
parameters. Here, the impact and wealth of anisotropic parameters in the
analysis of small molecules could be shown.





Chapter
2

Theoretical Aspects

In this chapter the theoretical foundations of the experiments presented
in this thesis are described. Equations of central importance are derived
and discussed. In Section 2.1 the theory of Hartmann-Hahn experiments
is discussed briefly, which forms the basis for the experiments presented in
Chapter 3. Section 2.2 reviews the theoretical aspects of RDCs which are
used especially in Chapter 3 and Chapter 5. Moreover, a rough overview
on relaxation theory is given in Section 2.3, emphasizing the aspects of
15N-relaxation in proteins, as these are used in Chapter 4 for analysis.

2.1 Hartmann-Hahn Transfer

One of the central building blocks in modern, multidimensional NMR spec-
troscopy is formed by the transfer steps for coherences and polarization.
There are two fundamentally different phenomena which may underly these
steps, either they are incoherent or coherent. Incoherent transfer is associ-
ated with relaxation phenomena and is therefore discussed in Section 2.3.
This section deals with coherent transfer of magnetization and in particular
with homonuclear Hartmann-Hahn (HOHAHA) or TOCSY [1] experiments
in liquids.

Energy transfer in physically coupled systems is closely related to a
match of energy levels. For example, a pair of coupled pendula may only
exchange their energy fully if the two pendula have the same oscillatory fre-

5



6 Chapter 2 Theoretical Aspects

quency in the absence of a coupling. Likewise, the interchange of charges
in a resonant circuit is most efficient if the circuit is accurately tuned,
i.e., the capacity of the capacitor matches the coils inductance. The same
principles also apply to nuclear spins which may exchange energy if their
resonance frequencies are matched.1 Typically, nuclear spins do not ex-
hibit the same resonance frequency, so energy-matched conditions have to
be created artificially by rf-irradiation schemes (see Sec. 2.1.2). In the fol-
lowing discussion the equations underlying homonuclear Hartmann-Hahn
transfer are derived and discussed.

Consider a homonuclear spin system with two spin- 1
2

nuclei, termed I1
and I2. If these spins are placed in an external magnetic field with its
main axis pointing along the z-axis, the spins will have the two resonance
frequencies ν1 and ν2 in the rotating frame of reference. The strength of
the coupling will be given by the scalar coupling constant J12. This will
result in the Hamiltonian H0 for the spin system

H0 = HZ +HJ . (2.1)

Here HZ is the Zeeman term

HZ = 2πν1I1z + 2πν2I2z (2.2)

and HJ the isotropic, scalar coupling Hamiltonian

HJ = 2πJ12I1I2 = 2πJ12 (I1xI2x + I1yI2y + I1zI2z) . (2.3)

Suppose the spin system is prepared with the first spin polarized along
the z-axis and the second spin saturated, the initial density matrix is then
given by:

σ0 = I1z. (2.4)

The evolution of the spin system under the Hamiltonian given in Eq. 2.1
can easily be calculated numerically and is plotted in Fig. 2.1. However,
for a better understanding of the processes a separation of the original
Hamiltonian H0 into H′0 and H′′0 is reasonable

H′0 = 2π (ν1 − ν2)
I1z − I2z

2
+ 2πJ12 (I1xI2x + I1yI2y) (2.5)

1 Interestingly, the pendula analogy is not only a pictorial equivalent. Identical differ-
ential equations describe the energy transfer within a network of nuclear spins and
a group of pendula. This equivalence holds true if not more than three oscillators

are considered.[2]
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H′′0 = 2π (ν1 + ν2)
I1z + I2z

2
+ 2πJ12 (I1zI2z) . (2.6)

As the Hamiltonian H′′0 commutes with the density matrix σ0 it does not
influence the evolution of the spin system. Consequently, only the effect
of H′0 has to be taken into account. If the difference of the two resonance
frequencies ν1 − ν2 is combined to ∆ν12, three characteristic cases can be
distinguished:

weak coupling limit |∆12| � |J12|
strong coupling limit |∆12| ≈ |J12|
Hartmann-Hahn limit |∆12| � |J12|

In the weak coupling limit the density matrix does not evolve and the
magnetization on the first spin is conserved: σt = σ0 = I1z. However, in
the strong coupling limit the initial density matrix evolves into the oper-
ators I1z, I2z, ZQy = I1yI2x − I1xI2y, and ZQx = I1xI2x + I1yI2y. The
expectation values of these operators oscillate periodically and magneti-
zation is transferred to the second spin (I2z). The third case is of special
interest. In the infinitely strong coupling limit (Hartmann-Hahn limit) only
the terms I2z and ZQy are generated. In contrast to the strong coupling
limit, magnetization starting from I1z, is transferred fully to the second
spin (〈I2z〉 = 1). This process requires a period of 1/(2J12) which trans-
lates into a time interval of 50 ms when a coupling constant of J12 = 10 Hz
is assumed. This transfer is therefore twice as fast as a comparable COSY
or INEPT transfer step and makes TOCSY experiments one of the most
valuable building blocks in NMR spectroscopy.2

2.1.1 Hartmann-Hahn Transfer in the Product Operator
Formalism

To find an analytical expression for the transfer function in homonuclear
Hartmann-Hahn experiments, two different formalisms may be applied -
the description in the zero-quantum frame or the description in the product
operator formalism. Here only the latter is presented in detail, while the
other may be found in corresponding texts.[3]

2 This applies only to homonuclear spin systems. Corresponding heteronuclear ex-
periments rely on a different coupling Hamiltonian HJ which is comparable to the
coupling Hamiltonian present in the weak coupling limit and therefore has transfer
times equal to COSY and INEPT transfer steps.



8 Chapter 2 Theoretical Aspects

Figure 2.1: The evolution of the density matrix σ0 = I1z in a two spin- 1
2

system

under the influence of the Hamiltonian H′0 (cf. Eq. 2.5). For all three coupling
regimes the expectation values 〈I1z〉, 〈I2z〉, 〈ZQy〉, and 〈ZQx〉 are plotted, as-
suming a coupling constant J12 = 10 Hz. For the weak coupling limit (A) the
resonance frequencies are ν1 = 1000 Hz and ν2 = 2000 Hz, in the strong coupling
limit (B) ν1 = 1000 Hz and ν2 = 1010 Hz, and in the Hartmann-Hahn-limit (C)
ν1 = 1000 Hz and ν2 = 1000 Hz
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The product operator formalism offers the oppertunity to calculate the
evolution of a spin system analytically, if the Hamiltonian can be expanded
into a linear combination of commuting operators. While this prerequisite
is always fulfilled in the weak coupling regime, complications might oc-
cur in the strong coupling limit. Fortunately, all relevant terms commute
for TOCSY experiments, if chemical shift evolution is neglected. This as-
sumption is valid due to the fact that |∆12| � |J12| and therefore a rotating
frame of reference may always be found where to a good approximation
all chemical shift terms vanish. Hence, only the coupling term HJ of the
Hamiltonian of Eq. 2.1 must be taken into account.

HJ = 2πJ12I1I2 = 2πJ12 (I1xI2x + I1yI2y + I1zI2z) . (2.7)

If σ0 = I1z is chosen as initial density matrix, the influence of the product
operators 2I1xI2x, 2I1yI2y, and 2I1zI2z can be calculated consecutively:

σ0
πJ12t(2I1xI2x)- πJ12t(2I1yI2y)- πJ12t(2I1zI2z)- σt. (2.8)

Here the notation A
ϕB−→ C indicates the transformation exp(−iϕB)A

exp(iϕB) and results in

C =


A if [A,B] = 0
A cos(ϕ) + i[A,B] sin(ϕ) if [A,B] 6= 0

(2.9)

Consequently, the operator 2I1zI2z does not have an influence on the
spin system, as it commutes with the initial density matrix. In contrast,
the other two components of the isotropic coupling Hamiltonian (Eq. 2.7)
do not commute with I1z. Taking the commutator rules

[I1z, 2I1xI2x] = i(2I1yI2x)

[I1z, 2I1yI2y] = −i(2I1xI2y)
(2.10)

and the identity ϕ = πJ12t, the transformation caused by 2I1xI2x and
2I1yI2y can be calculated:

I1z
πJ12t(2I1xI2x)- I1z cos(πJ12t)− 2I1yI2x sin(πJ12t)
πJ12t(2I1yI2y)- I1z cos(πJ12t) cos(πJ12t) + 2I1xI2y sin(πJ12t)

− 2I1yI2x sin(πJ12t) cos(πJ12t) + I2z sin(πJ12t) sin(πJ12t).

(2.11)
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Therefore, the periodic build-up of the operator I2z follows a sin2-function.
As a result, the expectation value is always positive in the two-spin case.3

In concert with the formation of I2z the zero-quantum term ZQy is pro-
duced, whose evolution equals a sine-function ( 1

2
sin(2πJt)). The influence

of this term will be discussed in Sec. 2.1.8 in more detail. Of central impor-
tance is the observation that the transfer amplitude is proportional to sin2

(see Sec. 3.3.3). This observation holds true even for larger spin systems
when only short transfer times are considered.

The derivation presented here can be easily expanded to the general
coupling term Hcoup:

Hcoup = axx(2I1xI2x) + ayy(2I1yI2y) + azz(2I1zI2z)

= aZQ(ZQx) + aDQ(DQx) + azz(2I1zI2z),
(2.12)

where the coefficients of the zero- and double-quantum term (ZQx and
DQx) are given by aZQ = (axx+ayy) and aDQ = (axx−ayy). The transfer
function T z12(t) then results in:

T z12(t) = sin(axxt) sin(ayyt) =
1

2
(cos(aDQ t)− cos(aZQ t)). (2.13)

The last equation contains some important implications for homonuclear
Hartmann-Hahn transfer. In the case of axx = 0 and/or ayy = 0 the
transfer amplitude T z12(t) is equal to zero for all times t ≥ 0. Consequently,
the Hamiltonian determining the transfer must consist of the bilinear x-
term as well as the bilinear y-term. Moreover complete transfer (|T z12(t)| =
1) is only possible when the condition axx = ±ayy is met.

The analysis showed, that by creating the coupling HamiltonianHcoup =
axx(2I1xI2x) + ayy(2I1yI2y) + azz(2I1zI2z) homonuclear Hartmann-Hahn
transfer is enabled. However, it is not important how this Hamiltonian
is created; Hcoup may represent a real Hamiltonian or only an effective
Hamiltonian. The latter may be created by multiple pulse sequences as
described in the next section.

2.1.2 Multiple Pulse Sequences

In the previous sections the transfer of magnetization in a two spin system
under the influence of an isotropic coupling Hamiltonian was discussed in

3 Spin systems with more than five spins may also exhibit negative transfer amplitudes

under certain circumstances.[4]
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detail. However, so far the experimental realization of such an element
was left untouched. To create a given (effective) coupling Hamiltonian in
practice, multiple pulse sequences are of essential importance. They are
composed of many defined pulses (Fig. 2.2), thus creating specific mixing
conditions for a given spin system.

In general, multiple pulse sequences are constructed from smaller build-
ing blocks, the basis sequences, which are themselves composed of a defined
number of pulses. The N pulses of the basis sequence may have different
durations τk, amplitudes νRk , phases ϕk, and offsets νrf

k . Therefore an
overall number of 4N is needed to describe a basis sequence completely,
although this number might be reduced due to certain symmetries within
the sequence. All n basis sequences forming the full mixing sequence have
a duration of τb and are identical to one another. Usually, the pulses of the
basis sequence can be grouped to so-called basic composite pulses. These
composite pulses are equal to each other apart from their relative phase.
This phase is determined by the iterating scheme. The most common
schemes are listed in Tab. 2.1.

Another very important parameter for multiple pulse sequences is the
average rf-power, as it is responsible for sample heating. It is defined via
the Rabi frequency

νRk = − 1

2π
γBk (2.14)

and is given by

(νR)2 =
1

τ

Z τ

0

(νR)2dt =
1

τb

NX
k=1

(νRk )2τk. (2.15)

2.1.3 Liouville- von Neumann Equation

The evolution of any spin system under the influence of a certain Hamil-
tonian can be calculated by solving the Liouville- von Neumann equation

d

dt
σt = −i[H0 +Hrf , σt]− bΓ(σt − σ0). (2.16)

Here H0 is the time-independent free-evolution Hamiltonian, Hrf (t) the

time-dependent Hamiltonian associated with rf-pulses, and bΓ the relax-
ation superoperator. The relaxation superoperator comprises the effects
of auto- and cross-relaxation (incoherent processes), while the other two
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Figure 2.2: General construction scheme for multiple pulse sequences. The mix-
ing period of duration τ consists of n equal building blocks, the basis sequence
of length τb. The basis sequence itself is constructed from N rf-pulses, each with

duration τk, phase ϕk, amplitude νRk , and offset νrf
k .

Table 2.1: The most common supercycles. Given are the rel-
ative phases for the basis sequence, where R and R indicate
phases differing by 180◦ and X and Y indicate phases differing
by 90◦.

supercycle expansion scheme

MLEV-4 (type A) RRRR

MLEV-4 (type B) RRRR

MLEV-8 RRRR RRRR

MLEV-16 RRRR RRRR RRRR RRRR

MLEV-32 RRRR RRRR RRRR RRRR

RRRR RRRR RRRR RRRR
XY-8 XYXY Y XY X

XY-16 XYXY Y XY X XYXY Y XY X
M4P5a 0◦ 0◦ 150◦ 60◦ 0◦

M4P9a 0◦ 15◦ 180◦ 165◦ 165◦ 180◦ 15◦ 0◦

a
The given expansion scheme is additionally expanded with a
MLEV-4 supercycle.
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operators describe all coherent processes. Mostly, relaxation effects can be
treated in a semiquantitative fashion and the evolution of the spin system
can be calculated assuming just coherent transfer pathways (Sec. 2.3). The
advantage of this approach is its simplicity and the general applicability.
Unfortunately, although efforts are made to reduce the complexity of the
problem,[5] this approach fails when large spin systems are considered, as
the computational expenses scale exponentially with the number of spins.
Moreover this approach provides only little insight to the mechanisms ac-
tive during a multiple pulse sequence. Therefore the evolution of the spin
system can be conveniently analyzed with average Hamiltonian theory if
relaxation effects can be neglected. This approoach describes the overall
effect of a multiple pulse sequence by an effective Hamiltonian Heff which
is composed of effective magnetic fields and effective coupling terms.

2.1.4 Effective Hamiltonian

The effective Hamiltonian of a multiple pulse sequence can always be cal-
culated when the sequence is dissected into N short square pulses. Usu-
ally, the pulses used for such sequences already have a square shape and
readily fulfill this prerequisite. Hence, the time-dependent Hamiltonian
active during the course of a multiple pulse sequence is divided into N
time-independent Hamiltonians. The Hamiltonian acting during the k-th
square pulse is constant and can be written as the sum of the free evolution
Hamiltonian H0 and the Hamiltonian for the rf-pulse Hk,rf

Hk = H0 +Hk,rf . (2.17)

The free evolution Hamiltonian H0 is composed of the Zeeman term

HZ = 2π
X
i

νiIiz (2.18)

and the isotropic coupling term

HJ = 2π
X
i<j

Jij(IixIjx + IiyIjy + IizIjz). (2.19)

The rf-term is defined via its Rabi frequency νRk and its phase ϕk

Hk,rf = 2πνRk
X
i

(Iix cosϕk + Iiy sinϕk). (2.20)
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Consequently, the propagator acting during the k-th square pulse on the
density matrix can be expressed as

Uk = exp(−iHkτk), (2.21)

where τk is the duration of the k-th square pulse. The overall effect of the
N square pulses of the basis sequence with duration τb can be calculated
by the time-ordered product of all N propagators

U(τb) = UN · · ·Uk · · ·U1 = T exp

„
−i
Z τb

0

(Hrf (t) +H0)dt

«
, (2.22)

with the Dyson time-ordering operator T . Therefore, the total propagator
of the basis sequence acting on the spin density matrix is given by

U(τb) = exp (−iHeff τb) . (2.23)

Here Heff is the fictitious effective Hamiltonian which would have the same
overall effect on the spin system as the consecutive application of all Hamil-
tonians of the multiple pulse sequence. Because all basis sequences within
a multiple pulse sequence are identical and only integer multiples of it are
applied to the spin system, the total propagator can be easily expressed as

U(nτb) = U(τb)
n = exp (−iHeff nτb) . (2.24)

To find a valid effective Hamiltonian for a given total propagator the
logarithm has to be taken

Heff =
i

τb
ln (U(τb)) . (2.25)

This operation is not unambiguous because the logarithm is just defined up
to an integer multiple of i2π and therefore an infinite number of solutions
exist. While all these Hamiltonians yield the same density matrix for an
integer multiple of τb, they will give very different results for times deviat-
ing from this condition. As a consequence the evolution of a spin system
can only be predicted for time points where the entire basis sequence is
completed. The criteria for the right choice of an effective Hamiltonian
are simplicity and continuity. If effective Hamiltonians are calculated nu-
merically, the computer will usually choose the solution with the smallest
absolute value (−iπ < ln(Uii < iπ)) for each diagonal element. This so-
lution is very often also the most simple effective Hamiltonian. However,
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although this approach is very flexible and an effective Hamiltonian can
always be calculated numerically, it offers just little insight into the way
how a multiple pulse sequence creates a certain effective Hamiltonian. In
the next section a more intuitive approach is presented.

2.1.5 Average Hamiltonian Theory

For a deeper insight to the processes or mechanisms of a multiple pulse
sequence it would be desirable to go directly from the time-dependent
Hamiltonian H(t) to the effective Hamiltonian Heff , rather than taking
the detour via the total propagator U(τb). For this purpose the Magnus
expansion has proven to be beneficial. With its help the effective Hamil-
tonian can be divided into contributions of different orders

Heff = H0
eff +H1

eff +H2
eff + · · · , (2.26)

with

H0
eff = H =

1

τb

Z τb

0

H(t)dt, (2.27)

H1
eff = − i

2τb

Z τb

0

Z t′

0

[H(t′),H(t)]dt′dt, (2.28)

and

H2
eff =− i

6τb

Z τb

0

Z t′

0

Z t′′

0

{[H(t′′), [H(t′),H(t)]]

+ [[H(t′′),H(t′)],H(t)]}dt′′dt′dt.
(2.29)

It is readily visible that the zero-order term is given by the time-average
of H(t) over the duration τb of the entire basis sequence. The average
Hamiltonian H therefore forms the link between the effective Hamiltonian
and the time-dependent Hamiltonian. Of course, the average Hamiltonian
is only an approximation of the effective Hamiltonian and is only valid if
all terms Hn of the Magnus expansion with n ≥ 1 can be neglected. This
is always the case if the Hamiltonian H(t′) commutes with H(t) for all
times 0 ≤ t, t′ ≤ τb. But even if this condition is not fulfilled the average
Hamiltonian is a good approximation of the effective Hamiltonian, if the
duration of the basis sequence τb is short:

τb �
2π

‖H‖ . (2.30)
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Here, ‖H‖ represents the characteristic strength of the time-dependent
Hamiltonian H(t). Suppose the time-dependent Hamiltonian is dominated
by rf-fields with amplitudes of 10 kHz, then the Magnus-expansion con-
verges rapidly only if

τb �
1

10 kHz
= 100 µs. (2.31)

Typically, Hartmann-Hahn experiments consist of mixing sequences which
have a duration of several milliseconds and do not fulfill the above condi-
tion. Therefore the average Hamiltonian is not a useful approximation of
the effective Hamiltonian, which suggests that average Hamiltonian theory
is not beneficial at a first glance. However, average Hamiltonian theory
has proven to be of broad practical relevance as its validity can be ex-
panded. This can be achieved with the transformation into the toggling
frame, which is presented in the next section.

2.1.6 The Toggling Frame

The concept of the toggling frame is fundamentally independent from av-
erage Hamiltonian theory, but only in combination these two techniques
gain their full efficiency. A broad application of average Hamiltonian the-
ory is only possible if the unwanted large rf-terms are removed from the
time-dependent Hamiltonian, as these usually determine the characteristic
strength ‖H‖. For this purpose one makes use of the fact that the propaga-
tor Urf (t) corresponding to the Hamiltonian of the rf-term is composed of
a series of simple rotations. If these rotations are used to define the reori-
entation of the toggling frame, the resulting time-dependent Hamiltonian
does not contain these rf-terms anymore. As a consequence, Hamiltonians
contributing to the free-evolution Hamiltonian which are time-independent
in the rotating frame become time-dependent in the toggling frame. The
time-dependence of the free-evolution Hamiltonian can be expressed as

Htog
0 (t) = U†rf (t)H0Urf (t) = Htog

Z (t) +Htog
J (t) (2.32)

with

Urf (t) = T exp

„
−i
Z t

0

(Hrf (t′)dt′
«
. (2.33)

The evolution of the spin system is therefore guided by the propagator

U tog
0 (t) = T exp

„
−i
Z t

0

(Htog
0 (t′)dt′

«
. (2.34)
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Equivalently to the rotating frame an effective Hamiltonian Htog
eff can be

defined for the toggling frame. For the effective Hamiltonian in the toggling
frame the same rules hold true as for the effective Hamiltonian in the
rotating frame. It can also be approximated by an average Hamiltonian

Htog
eff which is only a good approximation if the basis sequence is short

compared to the characteristic strength. Because the strong rf-terms have
been removed from the time-dependent Hamiltonian, the approximation is
now valid for much longer basis sequences:

τb �
2π

‖Htog
0 ‖

. (2.35)

If the rotating frame and the toggling frame coincide at the beginning
and at the end of a basis sequence, i.e., that the basis sequence is cyclic
with Urf (τb) = 1, then the effective Hamiltonian in the toggling frame is
also an effective Hamiltonian in the rotating frame and (vide supra) the
effective Hamiltonian in the toggling frame can be approximated by an
average Hamiltonian; it follows that

Heff = Htog
eff ≈ H

tog
eff . (2.36)

2.1.7 Invariant Trajectory

In the analysis of multiple pulse sequences one often faces the problem
that magnetization transfer occurs not only due to coherent processes but
also due to relaxation effects. For a quantification of these processes and
the calculation of auto- and cross-relaxation rates the invariant trajectory
approach[6] has proven to be a valuable tool. It offers the possibility to im-
prove cross-relaxation properties in Hartmann-Hahn experiments (as it is
done in clean TOCSY experiments[7–9]) or the offset dependence in ROESY
experiments.

The time evolution of a normalized magnetization vector ni under the
influence of a multiple pulse sequence is called invariant trajectory if this
vector returns to its initial position after τb

ni(τb) = ni(0). (2.37)

If the pulse sequences creates non-vanishing effective fields Beff
i this con-

dition can only be fulfilled if ni(0) is oriented parallel or antiparallel to the
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effective field. The reorientation of the magnetization vector with compo-
nents nix(t), niy(t), and niz(t) can be described as follows

niα(t) =
X
β

aiαβ(t)niβ(0). (2.38)

Here, the coefficients aiαβ(t) are the elements of a real, three-dimensional

rotation matrix with α = x, y, or z.[10]

Pulse sequences can be separated into different classes according to the
effective field they exhibit. This classification is useful for a later discussion
of cross-relaxation. Suppose the spin system consists of at least two spins,
I1 and I2:

1. If the relation Beff
I1

= Beff
I2

= 0 is valid for all spins of the spin
system, no net rotations occur and the sequence is called isotropic.
All trajectories are said to be energy-matched.

2. If Beff
I1

= Beff
I2
6= 0 for all considered spins, an identical net rotation

for all operators parallel and perpendicular to the invariant trajectory
occurs. Sequences of this type are classified as energy-matched. All
homonuclear Hartmann-Hahn sequences belong to this class.

3. In the case of Beff
I1
6= Beff

I2
each spin shows its own invariant trajectory

and all orthogonal components are dephased during the time course of
the experiment. These sequences are classified as energy-mismatched.

In the first two classes cross-relaxation not only occurs between compo-
nents parallel to the invariant trajectory, but also between components
perpendicular to this trajectory, while for sequences of the third type only
components parallel to the invariant trajectory have to be taken into ac-
count. However, in practice it is often sufficient to consider cross-relaxation
only between components parallel to the invariant trajectories, as B1-field
inhomogeneities rapidly dephase all orthogonal components.

The effective cross-relaxation σijeff rate between a spin pair i and j during
the course of a multiple pulse sequence is given by

σijeff = wijt σ
ij
ROE + wijl σ

ij
NOE , (2.39)

where σijROE and σijNOE represent the transverse and the longitudinal cross-
relaxation rate, respectively. The weights wijt and wijl depend on the offset
of spins i and j and on the multiple pulse sequence. If the basis sequence
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belongs to the first or second type and is repeated n times, it is sufficient
to determine the weights wijt and wijl only for the duration τb:

wijt =
1

τb

Z τb

0

“
nix(t)njx(t) + niy(t)njy(t)

”
(2.40)

and

wijl =
1

τb

Z τb

0

niz(t)n
j
z(t). (2.41)

These last equations are of fundamental importance. They allow the
calculation of offset profiles of the effective cross-relaxation rate and there-
fore give a quantitative measure for the error which is introduced into the
transfer amplitudes of Hartmann-Hahn experiments.

2.1.8 Zero-Quantum Suppression

Zero-quantum artifacts are disturbing phenomena in many types of homo-
nuclear experiments such as TOCSY, COSY, ROESY, and NOESY spec-
tra. They give rise to anti-phase contributions and dispersive components
in the spectrum, thereby introducing misleading correlations and distorted
lineshapes. Theoretically, these contributions do not consequently lead
to an erroneous volume integral as anti-phase components usually add to
zero. However, in homonuclear Hartmann-Hahn sequences zero-quantum
artifacts present before the actual TOCSY-mixing will alter also the inten-
sity of the transfer amplitude deteriorating a quantitative analysis. This is
due to the fact that TOCSY experiments essentially rely on zero-quantum
transfer, as can be seen from Eq. 2.11 and Fig. 2.1. Therefore, it is essential
to remove these contributions before and after the mixing period.

There are different strategies to suppress zero-quantum coherences[11–14]

but the most elaborate technique was presented by Thrippleton et al.[15]

and is discussed further here. A pulsed field gradient is applied simultane-
ously with a frequency swept inversion pulse which leads to high suppres-
sion rates. In principle, it is an extension of the procedure published by
Baur and Kessler.[16]

Consider two coupled spins with chemical shift difference ΩZQ . Suppose
these spins are prepared in a spin state which can be described by the
spin density matrix σ0, which is a sum of populations, zero-, single-, and
double-quantum coherences:

σ0 = σp + σ0 + σ±1 + σ±2. (2.42)
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A pulsed field gradient applied to this spin system will destroy all higher
quantum contributions and only the first two terms will survive. Assume
that the gradient is operating along the z-axis of the sample tube and is
strong, i.e., that the linewidth in the presence of the gradient is much larger
than the chemical shift difference ΩZQ . Moreover, the height of the sample
volume is equal to the unit interval. Using a frequency swept inversion
pulse of duration τp that inverts the entire broadened line but essentially
no larger range, causes the spatial variable z to be transformed into a
time variable t. This holds true only if the sweep rate is fast enough to
invert spins differing in frequency by ΩZQ nearly simultaneously. When
the experiment is set up correctly, at position z = 0 the time variable t ≈ 0
and at position z = 1 t ≈ τp.

During the time course of the filter element, in each layer of the sample
zero-quantum coherence evolves, is then inverted, and finally evolves again
for the remainder of the time period. This leads to the following equation,
when ZQy-magnetization is present initially:

ZQy
t−180◦−(τp−t)- −ZQy cos(ΩZQ(2t− τp)) + ZQx sin(ΩZQ(2t− τp)).

(2.43)
When a linear inversion rate is assumed then t = zτp and Eq. 2.43 can be
rewritten in the form

ZQy = −ZQy cos(ΩZQ(z − 1)) + ZQx sin(ΩZQ(2z − 1)). (2.44)

The integration over z then gives the normalized attenuation factors for a
z-gradient of duration τb

Az(ZQy → ZQy) =
−
R 1

0
cos(ΩZQτp(2z − 1))dz

−
R 1

0
dz

=
sin(ΩZQτp)

ΩZQτp

(2.45)

and

Az(ZQy → ZQx) =
−
R 1

0
sin(ΩZQτp(2z − 1))dz

−
R 1

0
dz

= 0. (2.46)

Analogous relations result when ZQx-coherence is assumed as initial spin
state. Consequently, the overall attenuation factor is determined by the
sinc-function of Eq. 2.45. The dependence of such a filter element on the
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Figure 2.3: Attenuation of zero-quantum artifacts by a filter element according
to Eq. 2.45. The zero-quantum frequency ΩZQ is given in Hz.

duration of the inversion pulse τp and the zero-quantum frequency ΩZQ is
depicted in Fig. 2.3. Further investigations and experimental results are
shown in Sec. 3.3.1.

2.2 Residual Dipolar Couplings

2.2.1 General Considerations

Like all magnetic dipoles also nuclear spins sense an attractive or repulsive
force if brought together. This interaction is called dipolar interaction and
depends on the distance between the two nuclei and their orientation with
respect to each other. The dipolar interaction is fairly strong and usually
dominates all other interactions (Fig. 2.4), hence, the spectral outcome in
solid samples, where it leads to broad lines and distorted lineshapes if no
precautions are taken, is rendered unanalyzable. In contrast, liquid sam-
ples seem to lack this interaction as they exhibit narrow and absorptive
lineshapes. However, this statement is by no means true, molecules in the
liquid phase exhibit dipolar interactions as well, but these are averaged to
zero due to the fast Brownian motion.4 Furthermore, all other anisotropic
interactions, like chemical shift anisotropy and quadrupolar couplings, are
averaged to zero, too. Elimination of these anisotropic parameters is on
the one hand favourable but on the other hand valuable structural infor-

4 This effect is nowadays also used in solid state NMR where magic angle sample
spinning leads to a reduction of dipolar contributions. To fully average out the
dipolar interaction the reorientation of the internuclear vector has to be faster than
the maximum dipolar coupling.
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Figure 2.4: The relative size of the different NMR parameters. In the solid state
all interactions (dipolar couplings, scalar couplings, quadrupolar couplings, and
chemical shifts) are observable. In the liquid state especially dipolar couplings
and quadrupolar couplings are scaled to zero, while all other parameters remain.
When molecules are weakly aligned, dipolar and quadrupolar interactions are
reintroduced.

mation is lost. Therefore it is desirable to partially align the molecules to
regain this information while retaining the merits of the liquid state. This
is achieved by an alignment medium (see Sec. 2.2.2) which leads to the
observation of residual dipolar couplings.

To predict the result of a measurement of a weakly aligned molecule,
knowledge about the alignment tensor is crucial. The alignment tensor is
fixed to the molecular frame of reference and gives information about the
size and the sign of the expected dipolar coupling between an arbitrary pair
of spins within the molecule. Moreover, it provides information about the
degree of alignment, i.e., it is a statistical measure of how strongly a cer-
tain orientation of the molecule within the alignment medium is favoured
(disfavoured) to another orientation. In the following the alignment tensor
is derived and commonly used expressions are given.

In the lab frame with the magnetic field pointing along the z-axis the
(truncated5) dipolar Hamiltonian has the form

HD = 2πDI1DI2 = 2πD{I1zI2z −
1

2
I1xI2x −

1

2
I1yI2y}. (2.47)

5 Non-secular interactions are neglected.[17]
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Here D is the dipolar coupling constant and D is the dipolar coupling
tensor (see Chapter 3). The dipolar coupling constant can be expressed as

D =
κ

r3
(cos2(θ)− 1

3
), (2.48)

where r is the distance between the two nuclei and θ the angle between the
internuclear vector and the magnetic field. The term

κ = − 3

8π2
γ1γ2µ0~ (2.49)

only depends on physical constants: the gyromagnetic ratios γ1 and γ2 of
spins I1 and I2, respectively, the Planck constant ~, and the permeability
of the vacuum µ0.

Consider two spins I1 and I2. Due to Brownian motion the orientation
between the internuclear vector and the magnetic field changes constantly.
Moreover the distance between the two nuclei might change as well. Here, a
rigid molecule is assumed for simplicity and therefore only the term cos2(θ)
has to be averaged.6 Hence, the equation for the dipolar coupling constant
can be rewritten as

D =
κ

r3
(cos2(θ)− 1

3
). (2.50)

In isotropic solution the average over all orientations of the internuclear
vector is equal to 1

3
and consequently dipolar couplings average to zero. In

a solid sample the angle θ is fixed and adopts values between 0 and 1. For
cos2(θ) = 1 the dipolar coupling reaches its maximum value Dmax, e.g.,
21.7 kHz for a 1H-15N spin pair in a protein when a distance of r = 1.04 Å
is assumed.7 If the molecule is in solution but weakly aligned the averaging
process is not complete. Then it is convenient to move from the lab frame
(x, y, z) to a frame of reference which is fixed to the molecule. Here the
averaging process can conveniently be expressed with the probability tensor
P which is a second order approximation of the orientational probability
distribution of the direction of the external magnetic field in the molecular
fixed frame of reference. The principal values Px̂, Pŷ, Pẑ of the probability

6 It is important to note that the average is a time-average and not an ensemble-
average. An ensemble average would lead to spectra as they are observed for powders
and amorphous solids.

7 This is also the reason why solid state NMR does not rely on the measurement of
the 1H-nucleus. A pair of protons in a CH2 moiety will have a maximum dipolar
coupling of 44.8 kHz and therefore the sample has to be spun with an even higher
frequency to average the dipolar couplings.
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tensor correspond to the probabilities to find the magnetic field along the
principal axes x̂, ŷ, and ẑ of the probability tensor. As the probability
tensor is normalized (Px̂ + Pŷ + Pẑ = 1) the term cos2(θ) has the form

cos2(θ) = Px̂r
2
x̂ + Pŷr

2
ŷ + Pẑr

2
ẑ , (2.51)

with rx̂, rŷ, and rẑ being the Cartesian components of any given inter-
nuclear unit vector ~r. In a pictorial way the probability tensor can be
imagined as an ellipsoid whose orientation is fixed to the molecular frame
of reference. For example, when the molecule tumbles isotropically in so-
lution there are equal probabilities to find the magnetic field vector along
all the three principal axes of the probability tensor and as a consequence
the ellipsoid reduces to a sphere.

Usually, not the probability tensor P is used in literature but the align-
ment tensor A. The alignment tensor, in mathematical terms, is the trace-
less part of the probability tensor

A = P− 1

3
1, (2.52)

with Ax̂ + Aŷ + Aẑ = 0. It describes how strongly the molecule deviates
from isotropic tumbling, i.e., if it is less likely or more likely to find the
molecule within a certain orientation compared to an isotropic distribution
(cf. Fig. 2.5). The alignment tensor has the same principal axes system as
the probability tensor, thus Eq. 2.51 can be rewritten as„

cos2(θ)− 1

3

«
= Ax̂r

2
x̂ +Aŷr

2
ŷ +Aẑr

2
ẑ . (2.53)

It is important to note that by convention the principal values of the align-
ment tensor A and the probability tensor P are ordered with increasing
magnitude, which might lead to a reordering of the axis label. For exam-
ple, if the principal components of the probability tensor are Px̂ = 0.2,
Pŷ = 0.3, and Pẑ = 0.5, the following principal components will result for
the alignment tensor Ax̂ = −0.03̄, Aŷ = −0.13̄, and Aẑ = 0.16̄.

The definition of the alignment tensor is based on work pioneered by
Saupe et al.[18–20] who defined the so-called Saupe matrix S. The align-
ment tensor and the Saupe matrix are simply related to each other by a
scaling factor of 3

2

S =
3

2
A. (2.54)
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Figure 2.5: Schematic representation of the alignment tensor. Shown are the
three different cases of a fully anisotropic (A), an axially symmetric (B), and
an isotropic (C) alignment tensor. The colour coding indicates if it is more
(blue), less (red), or equally likely to find the molecule within a certain orientation
campared to an isotropic distribution.

In many publications the unit vector ~r is not expressed in Cartesian, but
in polar coordinates. Therefore the components rx̂, rŷ, and rẑ have to be
rewritten in terms of the angles ϑ and ϕ„

cos2(θ)− 1

3

«
=
Aẑ
2

(3 cos2 ϑ− 1) +
Ax̂ −Aŷ

2
sin2 ϑ cos 2ϕ. (2.55)

Furthermore, this leads to the definition of the axial component Aa and
the rhombic component Ar

Aa =
3

2
Aẑ = Sẑ, Ar = Ax̂ −Aŷ =

3

2
(Sx̂ − Sŷ). (2.56)

To complete this confusing multitude of definitions and different expres-
sion of basically the same tensor, the rhombicity R and the asymmetry
parameter η have been introduced

R =
Ar
Aa

=
2

3
η. (2.57)

Consequently, the initial equation for the time-averaged dipolar coupling
(Eq. 2.50) can be rewritten as follows:

D = Da
˘

(3 cos2 ϑ− 1) + η sin2 ϑ cos 2ϕ
¯
, (2.58)

whereDa is the so called ‘magnitude of the residual dipolar coupling tensor’
which equals κAa/3r

3.
In most practical applications the alignment tensor A is not known and

has to be determined from the measured RDCs. For this purpose a min-
imum number of five independent couplings is needed as the alignment
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tensor consists of five independent parameters. A corresponding fit of the
experimental data is mostly based on singular value decomposition (SVD)
and can be performed with programs such as Pales[21] or Module.[22]

In addition, it is often possible to predict residual dipolar couplings from
first principles, if the three-dimensional structure is known (e.g., Pales,
Tramite,[23] or Cosmos[24]).

So far, molecules were assumed to be rigid, which is by no means true for
unfolded proteins, for example. But also small molecules or well defined
proteins and nucleic acids reveal some internal dynamics. Consequently,
the dipolar coupling is scaled by the order parameter SRDC which is not
identical to the squared order parameter presented in Sec. 2.3.6. Nowadays,
a lot of effort is spent on the interpretation of RDCs in terms of molecular
dynamics. This is especially interesting as most of the timescales accessible
by NMR techniques are covered (cf. Sec. 2.3) and therefore a thorough
picture of the molecule of interest can be given,

D = SRDC

`
Da
˘

(3 cos2 ϑ− 1) + η sin2 ϑ cos 2ϕ
¯´
. (2.59)

2.2.2 Alignment Media

For the measurement of anisotropic parameters like RDCs, RCSA, or RQCs
the correct choice of the alignment medium is essential. It should rein-
troduce some degree of anisotropy but retain the benefits of the liquid
state, i.e., small linewidths and undistorted lineshapes. The right align-
ment strength is of course depending on the parameter and the molecule to
be observed. Alignment media can be divided into three categories accord-
ing to the physical origin responsible for partial alignment. These classes
will be discussed briefly in the following and advantages and disadvantages
are pointed out.

Liquid Crystalline Media
Liquid crystalline (LC) phases have been the first media reported to par-
tially align solute molecules for NMR measurements. Already in 1963
Saupe and Englert[18] acquired a 1H-spectrum of benzene dissolved in a
p-azoxyanisole derivate – a thermotropic LC. Many further examples fol-
lowed not only with nematic phases[25,26] but also with smectic[27–29] and
cholesteric[26,30,31] liquid crystals. Nowadays, mostly lyotropic mesophases
instead of the thermotropic media are used. In both cases the alignment
results from a spontaneous orientation of the liquid crystal in the strong
external magnetic field. This in turn provides an anisotropic surrounding
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for the solute which consequently gets aligned. However, liquid crystals
exhibit a first order phase transition which sets a lower boundary for the
minimum alignment strength. This limit is often already too high to ob-
tain high resolution spectra, e.g., the spectrum of benzene in the above
mentioned example spreads over 2500 Hz. Moreover, lyotropic mesophases
are only stable in very defined concentration and temperature ranges plac-
ing severe limitations on their applicability. On the other hand, the solute
does not have to diffuse into the liquid crystal as it is the case for stretched
polymer gels (vide infra), which is especially advantageous for unstable
samples. A large variety of different liquid crystalline phases for differ-
ent solvents has been published and only a few can be mentioned here.
For organic solvents such as dichloromethane, chloroform, or dimethylfor-
mamide poly-γ-benzyl-L-glutamate[31,32] and poly-γ-ethyl-L-glutamate[33]

have proven to be beneficial, whereas filamentous phage,[34] purple mem-
brane bicelles,[35] and other liquid crystals[36–38] are suitable for aqueous
solutions.

Paramagnetically Induced Alignment

This approach is based on the self-alignment of paramagnetic ions in an ex-
ternal magnetic field. Thus metal-binding molecules, e.g., metallo-proteins
can be partially aligned if the bound metal ion is replaced by a param-
agnetic ion like Tb3+, Tm3+, or Dy3+.[39,40] But also non-metal-binding
molecules can be oriented if a sufficient paramagnetic tag is attached, al-
though this has only been described for proteins and oligonucleotides.[41,42]

There are different techniques to fix the paramagnetic tag to a protein,[43]

either a metal binding peptide is fused to the C/N-terminus or a metal
binding ligand is fused to a solvent exposed cysteine residue or a com-
plete paramagnetic protein is added. However, the synthetic addition of
a tag often involves some preparative expenses, which is a major draw-
back of this technique. Moreover it turned out that some of the proposed
metal binding tags exhibit different binding modes for the paramagnetic
ion[44,45] which result in different alignment tensors obscuring data anal-
ysis. All paramagnetic tags only result in a fairly small alignment, e.g.,
Dmax ≈ 14 Hz for a 1H-15N spin pair in a protein.[46] This alignment
can be scaled by the external magnetic field, as the alignment strength is
field dependent. But paramagnetic tags also offer some unique advantages
which are difficult to achieve by other means. Once the tag is attached
to the molecule under investigation, the alignment tensor can be modified
simply by changing the paramagnetic ion. The introduction of a paramag-
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netic ion not only facilitates the observation of RDCs, RCSA, and RQCs,
but will also lead to pseudo contact shifts.[47] These can also be used for
structural investigations[48–50] or fast assignment strategies.[51] In contrast
to other orienting media paramagnetic tags align internally and not exter-
nally, i.e., the source for alignment stems from the inside of the molecule
(the paramagnetic ion) and is not due to an anisotropic interaction with
the surrounding. This enables the detection of interdomain motions in
proteins as different alignment tensors are observed for different domains
of one protein.[43,52]

Stretched Polymer Gels

The field of stretched polymers gels for alignment was pioneered by De-
loche and Samulski[53] in 1981, but it took until 2000 that the ap-
proach of ‘strain induced alignment in a gel’ (SAG) found broader ac-
ceptance.[54,55] For this purpose a polymer gel is stretched mechanically
to give an anisotropic environment for the solute which renders the align-
ment strength field independent. There are many different ways to achieve
stretching in a polymer, like the use of Shigemi plungers,[56] teflon fun-
nels,[57] the drying of the gel on a glass capillary before reswelling,[58] or
simply anisotropic swelling.[59] However, one technique stands out from the
others which was published by Kuchel et al.[60] Alignment is achieved via
a rubber tube with a gel inside that can be stretched, thus allowing an inter-
active adjustment of the alignment strength. This can be utilized for an in-
creased precision of the RDC measurement as the coupling can be extracted
from a linear fit and is not relying on a single point measurement. More-
over, this allows for tracing of solvent effects on the conformation of the
solute. The class of stretched polymer gels is probably the most flexible and
a variety of alignment media have been published for all types of solvents
and molecules, e.g., polystyrene (PS),[59,61] polydimethylsilane (PDMS)[62]

for apolar organic solvents, polyacrylamide,[63] polyvinylacetate (PVA),[64]

polyacrylnitrile (PAN),[65] polyurethane (PU)[66] for polar organic solvents
and polyacrylnitrile[65] for aqueous solutions. Gelatine gels[67,68] have to
be pointed out here as they are chiral, thus enabling the discrimination of
enantiomeres.
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2.3 Relaxation and Dynamics

2.3.1 General Considerations

Relaxation in spectroscopical terms is defined as the ambition of the quan-
tum mechanical system to return to its ground state, which is characterized
by a maximum of entropy and a minimum of enthalpy. In principle, three
fundamentally different pathways have to be distinguished - spontaneous
emission, coherent stimulated emission, and incoherent stimulated emis-
sion. The first two processes are well-known from optical spectroscopy.
Spontaneous emission determines the natural linewidth of optical systems
via the Heisenberg uncertainty relationship, while the coherent stimulated
emission is exploited in LASER applications. However, when calculating
the probability for a spontaneous emission of an isolated magnetic dipole
only small transition rates are obtained. For example, a transition proba-
bility of ≈ 10−18 Hz results for a proton in the excited state when placed
in a static magnetic field of 14.1 T. In addition, it can be shown that
also coherent stimulated emission is negligible as source for nuclear spin
relaxation.[69]

Actually, nuclear spins relax as a consequence of the coupling to the
lattice. The term lattice describes all surroundings, i.e., the complete mi-
croscopic environment, including other molecules as well as other degrees
of freedom of the relaxing molecule itself - this comprises vibrational or
rotational modes, for example. The energy levels of the lattice can be
regarded as quasi-continuous, with their populations determined by the
Boltzmann distribution. Moreover, the lattice can be assumed to be in
permanent thermal equilibrium ensuring the relaxation of the spin system
at any time.8 The lattice acts as source of electromagnetic fields which al-
ter the magnetic field strength at the location of the nucleus. As a result of
the stochastic Brownian motion of the nucleus relative to the lattice these
electromagnetic fields become time-dependent. These time-dependent elec-
tromagnetic fields induce emissions in the spin system and hence lead to
relaxation. Obviously, these processes are not coherent as they inherently
depend on the random motion of the molecule relative to the lattice.

The distribution of the occurring frequencies caused by the Brownian
motion (and internal motions) is described by the spectral density J(ω) (see

8 Although this assumption is perfectly correct, local deviations from this condition
can be found. In proteins this observation led to the invention of techniques like ’lon-

gitudinal TROSY’,[70] ‘SOFAST-HMQC’,[71] or the ‘extended flip-back scheme’.[72]



30 Chapter 2 Theoretical Aspects

Sec. 2.3.4). A high spectral density at a certain frequency ω is equivalent
to an enhanced stimulation of a transition in the spin system at the same
frequency, hence the stimulated relaxation rate R is proportional to the
intensity of the spectral density J(ω). Therefore the spectral density is
linking the macroscopically observable relaxation rates with the statistical
microscopic motions.

If the fluctuating electromagnetic fields are decomposed into their com-
ponents parallel and perpendicular to the external magnetic field B0, the
relaxation processes can be divided even further. Longitudinal components
give rise to adiabatic or entropic relaxation, whereas transverse components
are responsible for non-adiabatic or enthalpic relaxation.[69] The latter are
causing transitions between energy levels in the spin system if their fre-
quency matches the separation of the corresponding energy levels. This
can lead to transitions from the energetically higher state to the energeti-
cally lower state and vice versa, though the probability for a ‘downstream’
transition is much higher as the lattice is in thermal equilibrium and there-
fore offers a larger quantity of low energy states. Accordingly, the lattice
is absorbing the energy within the spin system and brings the system back
to the Boltzmann distribution. Certainly, these transitions between eigen-
states of the spin system are reducing the lifetime of the spin state and
introduce uncertainties in energies which in turn result in a decrease of
phase coherence. Thus, non-adiabatic processes are responsible for ther-
mal equilibration and a loss of phase coherence.

Depending on their sign/direction, longitudinal components of the fluc-
tuating electromagnetic fields may add or subtract to/from the external
magnetic field, which causes a dispersion of the magnetic field strength
across the sample. Hence, the spins precess with different Lamor frequen-
cies about the z-axis, which leads to a variation of energies of the nuclear
spin states. As pointed out above, this variation is the origin of phase
decoherence.

2.3.2 NMR Timescales

Beside the structure of a biomacromolecule, its dynamics is of critical im-
portance for its function. Molecular motions play an important role in
many biological processes like the recognition of binding partners, fold-
ing and unfolding events,[73,74] regulatory effects[75] or enzymatic conver-
sion.[76,77] Moreover, they can make significant entropic contributions to
the free energy.[78–80] These motions cover a wide range of timescales and
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NMR spectroscopy is especially well suited to monitor these processes as
it can access all timescales at an atomic resolution. Therefore, a brief
overview to NMR timescales is given in the following, and the NMR ob-
servables encoding the corresponding motion are indicated.

• The Larmor timescale is characterized by the precession frequency
of the nuclear spin in the static magnetic field. Therefore motions
in the nanosecond or sub-nanosecond range are monitored which de-
fine the relaxation rate constants. Several processes occur on this
timescale and may be sampled. For example, the interaction of a
ligand with a target protein will change the molecular weight of the
two. If this change is significant, the rotational diffusion rate will
change as well and result in altered relaxation rates. For biomacro-
molecules especially internal motions and their change upon binding
is of fundamental importance, as these contain information about
enthalpy and entropy of the interaction. Internal motions are often
faster than the rotational diffusion and are responsible for modifi-
cations of the relaxation rates. It has to be pointed out that these
motions are commonly associated with small amplitudes of motions
(< 1 Å) with small energy barriers. But also large scale motions may
be responsible for altered relaxation rates, if smaller effects accumu-
late over several residues. Finally, a simple mathematical example
should illustrate the relationship between the timescale and the Lar-
mor frequency. As τLarmor = 1/ωLarmor the Larmor timescale will be
approximately 0.17 ns, if a Larmor frequency of 600 MHz is assumed.

• The spectral timescale is determined by the inverse of the chemical
shift difference of the conformational states adopted during the mo-
tion, i.e., τspect = 1/ |Ω1 − Ω2|. Considering a 15N-nucleus in two dif-
ferent conformations with the chemical shifts 120 ppm and 122 ppm
would correspond to a timescale of ≈ 8 ms. The µs-ms timescale is
especially interesting as folding and unfolding events occur on this
timescale as well as allosteric effects.[81,82] Enzymes often have disso-
ciation rate constants on the same order, leading to the assumption
that certain motional processes are responsible for the catalytic ac-
tivity.

• Finally, the relaxation timescale, which is defined by the spin-lattice
relaxation time of the molecule. Hence, it is on the order of mil-
liseconds to seconds. Because these motions are slower than the
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spectral timescale, individual signals can be observed for each state.
Exchange rates between the states can be extracted by ZZ-exchange
spectroscopy.[83,84] Furthermore, newer developments in pulse se-
quence design, like the ‘SOFAST-HMQC’[71] open up the possibility
to monitor very slow folding or unfolding events in real time.[74]

The NMR timescales are summarized in Fig. 2.6 together with the under-
lying molecular process and the affected NMR parameter. Two techniques
have to be highlighted in this respect, as both are not relying on relaxation
and therefore take an exceptional position among the others. Macroscopic
diffusion can be determined using refocussing pulsed field gradients and the
corresponding translatorial diffusion constantDt is extracted by quantifica-
tion of the resulting magnetization loss. However, this translational motion
is independent of the internal motion which is assumed to be responsible
for most functions of the biomacromolecule. In contrast, residual dipolar
couplings are sensitive to a wide range of internal motions and permit a
comparably simple geometrical interpretation of their ensemble average.
Therefore, they facilitate the measurement of ‘supra-τ -motions’[85]9 and
the investigation of intrinsically unfolded proteins with large degrees of
conformational freedom.[86]

2.3.3 Molecular Sources of Relaxation

In the preceding section fluctuating electromagnetic fields were identified
as sources for relaxation. However, the molecular origins of these electro-
magnetic fields have not been discussed so far. In this section the main
relaxation mechanisms are discussed and corresponding equations are pre-
sented.

Every magnetic dipole inherently exhibits a dipole field, which is axially
symmetric around its principal axis. In the case of a nuclear spin in an
external static magnetic field this axis is identical with the z-axis of the
magnetic field. The components parallel and perpendicular to this axis can
be described by

BSx,y(t) = µ0~γS
8πr3t

P
(1)
2 (cos θt)

BSz (t) = µ0~γS
8πr3t

P
(0)
2 (cos θt),

(2.60)

9 These are motions on the ns-µs timescale.
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Figure 2.6: Motional timescales related to the corresponding NMR phenomenon
(Top) and the associated NMR observable (Bottom). The NMR timescale is
indicated at the bottom.
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Figure 2.7: Dominant relaxation mechanisms for spin- 1
2

nuclei. Left: The dipo-
lar field of a nucleus may be seperated into components parallel and perpendicular
to the external magnetic field. Due to Brownian motion these components fluc-
tate at the site of an adjacent nucleus. Right: Modulation of the local magnetic
field components due to chemical shift anisotropy. For convenience only the z-
component is given. Note that the local dipolar fields of 1H and 15N have opposite
sign, due to the differing gyromagnetic ratio (γH > 0 and γN < 0).

with the corresponding second order associated Legendre polynomials

P
(0)
2 (cos θt) = 3

2
sin(2θt)

P
(1)
2 (cos θt) = 1

2
(3 cos2 θt − 1).

(2.61)

Considering a directly bonded 1H-15N spin pair in a protein each dipole
will exhibit its own magnetic dipole field centered at the location of the
corresponding nucleus. Depending on the orientation of the bond vector
with respect to the external magnetic field the components of the dipole
fields will add or subtract (cf. Fig. 2.7). As the molecule tumbles in solu-
tion due to stochastic Brownian motion, fluctuations in the magnetic field
are induced, which in turn will lead to relaxation. The dipolar coupling
constant, characterizing the magnetic energy operating for example on the
15N-spin, can be obtained by multiplying the field contribution in Eq. 2.60
with the gyromagnetic ratio of the interacting spin γI

DIS =
µ0~γSγI

8πr3
IS

. (2.62)

The chemical shift is a consequence of the shielding effect of the electrons
surrounding the nucleus. Due to the external magnetic field these electrons
are circulating around the nucleus and induce secondary magnetic fields,
which may enhance or weaken the static magnetic field. As a result of
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the deviating electron sheath for each nucleus, different Larmor frequencies
result for different nuclei. In general, these shielding effects are orientation-
dependent, resulting in an anisotropic shielding tensor. This shielding
tensor is mathematically related to the chemical shift anisotropy tensor
(CSA) with the principal axis σxx, σyy, σzz. In solution, usually only the
isotropic chemical shift σiso is observed as the molecule tumbles fast enough
to average all values (σiso = Tr {σ} = (σxx + σyy + σzz)). Of course, these
tumbling motions will lead to fluctuations of the magnetic field as well and
hence to relaxation. Just as the dipolar coupling constant, the coupling
constant for the chemical shift anisotropy C quantifies the magnetic energy
acting on spin I

C =
γIB0∆σ

3

r
1 +

∆η2

3
. (2.63)

In this equation ∆σ is the anisotropy and ∆η the rhombicity of the CSA
tensor.10 For the 15N-nucleus the CSA tensor is axially symmetric and the
anisotropy becomes ∆σ = σax = σ‖ − σ⊥, while the rhombicity simplifies
to zero. In most cases the principal axis of this CSA tensor is assumed to
be parallel to the 1H-15N bond vector, although it has been pointed out
by Fushman and Cowburn that the two vectors share an angle of ≈ 17◦

on average in proteins.[87]

Further sources of fluctuating magnetic fields exist in molecules but are
not relevant for the relaxation processes in proteins and especially the 15N
nucleus which has been investigated in Chapter 4. Therefore, these sources
will be just given for completeness, but will not be discussed in detail. This
group includes for example scalar coupling interactions, quadrupolar inter-
actions, paramagnetic interactions, and spin rotations. The corresponding
coupling constant for each of these interactions is specified in Tab. 2.2.

2.3.4 Correlation Function and Spectral Density

So far, the discussion of relaxation phenomena presented here has focused
on the origin of the fluctuating electromagnetic fields, but was lacking a
description of the molecular motions underlying these processes. This,
however, is an essential piece for a quantitative description of relaxation
and will be presented in this section. In mathematical terms the motional
processes of a molecule are commonly described by the correlation function

10 The anisotropy is defined as ∆σ = σxx −
σyy+σzz

2 and the rhombicity as ∆η =
σyy−σzz
σxx−σiso

.
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Figure 2.8: Illustration of the rotational correlation time τc. The orientations
of a molecule at two different time points (t = t0 and t = t0 + ∆t) is indicated
for large values of τc (Left) and small values (Right). In both cases the 1H-15N
bond vector is fixed with respect to the molecular frame of reference.

C(t), which characterizes the correlation of orientations at two different
timepoints. It is best visualized when considering a 1H-15N spin pair whose
orientation is fixed relative to the molecular frame of reference. When the
molecule tumbles in solution the bond vector between the two atoms will
change its direction and the magnitude of the change will depend on the
tumbling rate. Obviously, large molecules will tumble significantly slower
than small molecules. Therefore, the 1H-15N bond vector will be found in
almost the same orientation after a small time step ∆t and consequently,
both orientations are highly correlated. But the bond vector will reorient
much faster if the molecule tumbles fast in solution and only a small degree
of correlation is obtained between the two orientations; both cases are
illustrated in Fig. 2.8. The rate of reorientation is characterized by the
rotational correlation time τc and is related to the correlation function of
a rigid, spherical molecule by

C(t) =
1

5
exp (−t/τc) . (2.64)

The correlation time can also be imagined as the average time interval
required by a molecule to rotate by one radian.[88] It can be calculated for
the above assumed case of a spherical molecule via Stoke’s law

τc =
4πηwr

3
hydro

3kBT
, (2.65)

where ηw is the viscosity of the solvent, rhydro the hydrodynamic radius
of the solute, kB the Boltzmann constant, and T the temperature. Even
with this simple assumption of a spherical molecule fundamental principles
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Figure 2.9: Correlation functions (Left) and spectral densities (Right).
Both plots have been normalized to 1 and overall correlation times of τc =
3, 1.5, and 0.6 ns have been used for simulations of the solid, long dashed, and
short dashed curve, respectively.

can be disclosed. An increase of temperature will lead to a decrease of the
correlation time, while an increase of the viscosity of the solvent will result
in a rise of the correlation time. In general, these are the only macroscopic
handles offered to the spectroscopist to modify the relaxation parameters
of the molecule under investigation. For example, Wand et al. conducted
experiments with proteins encapsulated in reverse micelles dissolved in
low-viscosity solvents to reduce the correlation time entailing optimized
relaxation parameters.[89]

Commonly, the motional parameters are not analyzed in time space, but
in frequency space. Therefore, the correlation function is Fourier trans-
formed and results in the corresponding spectral density function J(ω):

J(ω) =
τc

1 + ω2τ2
c

. (2.66)

Apparently, the spectral density function adopts the shape of a Lorentzian
function. But it has to be pointed out that the spectral density function
does not always have this simple mathematical form. If a more complex
motional model is assumed, the correlation function will have a more so-
phisticated form as well and will also give rise to more complex spectral
density functions (see Sec. 2.3.6). However, the model of the rigid, spher-
ical rotator already reveals that short correlation times will lead to broad
spectral densities and vice versa (cf. Fig. 2.9). As different nuclei have
different gyromagnetic ratios and correlation times (see Sec. 2.3.6), the
magnitude and frequency of the corresponding magnetic dipole will vary
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as well. Therefore, each nucleus of the tumbling molecule will create its
own dipolar field with its own spectral density function. In addition, super-
positions of motions will be generated leading to spectral density functions
centered around the sum or the difference of the nuclei.

2.3.5 Selected Relaxtion Mechanisms

As already pointed in Sec. 2.1.3, the time course of an NMR experiment
can be calculated with the Liouville- von Neuman equation (Eq. 2.16),

where bΓ is the relaxation superoperator. How is this operator related to
the equations derived above? The relaxation superoperator is a 4n × 4n

matrix, where n is the number of spins, and the entries of the matrix are
the relaxation rates between all basis operators. If the basis operators are
arranged in a fashion that the populations are on the top left followed by
zero-quantum operators, single-quantum operators and so forth, the relax-
ation superoperator adopts the form of the Redfield kite. Hence, the diago-
nal elements are the auto-relaxation rates and the off-diagonal elements are
the cross-relaxation rates. In general, no transitions between operators of
different coherence order occur, i.e., a single-quantum is not able to relax
into a double-quantum operator, for example. In addition, heteronuclear
spin systems commonly exhibit non-zero cross-relaxation rates only for the
submatrix of populations. This may change if cross-correlated relaxation is
gaining significance. In contrast, cross-relaxation in homonuclear spin sys-
tems may also occur between operators apart from z-magnetization (pop-
ulations). This effect is exploited in ROESY experiments. The general
construction scheme of the Redfield kite in the Cartesian operator basis
is illustrated in Fig. 2.10. Notably, the submatrix indicated in Fig. 2.10
equals the relaxation matrix commonly analyzed for NOESY experiments
(see Sec. 2.3.7).

The elements of the relaxation superoperator are composed of the con-
tributions (partial relaxation rates) of each relaxation mechanism relevant
for the corresponding operator. The sum of all these partial relaxation
rates will give the correct entry for the relaxation superoperator and hence
the superoperator itself

bΓ =
X
w,w′

Γw,w
′
. (2.67)
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Figure 2.10: Schematic representation of the Redfield kite for a two-spin system.
The entries are the relaxation rates between the corresponding operators with
the auto-relaxation rates along the diagonal. Off-diagonal elements correspond to
cross-relaxation rates, whereby cross-relaxation rates σ between the operators Iz
and Sz are highlighted. ZQT = zero-quantum transition; SQT = single-quantum
transition; DQT = double-quantum transition.
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Partial relaxation rates can be calculated via

Γw,w
′

δ =
1

2

˛̨̨
KwKw′

˛̨̨X
i(δ)

aw,w
′

i Jw,w
′
(ωi), (2.68)

where the index w specifies the relaxation mechanism, e.g., dipolar relax-
ation, Kw indicates the corresponding coupling constant, and J(ω) the
spectral density function. The index i denotes the transition frequency
and depends on δ specifying the transition under investigation. Prefactors

aw,w
′

i for the spectral density functions can be calculated by solving the
corresponding double commutator[69] for the relaxing operator Iδ

[Iw, [Iw′ , Iδ]] (2.69)

with the operator Iw characterizing the relaxation mechanism. Some promi-
nent examples for partial relaxation rates are listed in Tab. 2.3.

With the coupling constants reported in Tab. 2.2 and the additional
entries in Tab. 2.3 relaxation rates can be calculated by substitution into
Eq. 2.68. In the following sections some relevant cases are discussed in
more detail. All examples are concerned with the relaxation of the 15N-
nucleus in a 1H-15N spin pair, as these foundations are used in a later
chapter. Only the paragraph on the transient NOE (vide infra) examines
two adjacent proton spins.

Longitudinal Relaxation

Longitudinal relaxation or misleadingly called spin-lattice relaxation is the
process by which nuclear spins are returning to their equilibrium state,
characterized by the Boltzmann distribution. Commonly, it is quantified
by the time constant T1 or the reciprocal value, the longitudinal relax-
ation rate constant R1. Using the equations described above, the following
expression can be derived for R1:

R1 = ΓD1 + ΓCSA
1

=
1

2
D2 [6J(ωN ) + 2J(ωN − ωH) + 12J(ωN + ωH)] +

1

2
C26J(ωN ).

(2.70)

If R1 is plotted versus the correlation time of a spherical molecule (cf.
Fig. 2.11) it becomes apparent that R1 relaxation is significantly slowed
down for small and large correlation times τc. These two cases are denoted
as extreme narrowing (|ωτc| � 1) and slow tumbling limit (|ωτc| � 1).
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Figure 2.11: Longitudinal (black) and transverse (grey) relaxation rates for the
isolated 1H-15N spin system. A bond length of rNH = 1.02 Å and a static mag-
netic field of B0 = 14.1 T was used for calculations. Furthermore, the CSA
tensor was assumed to be axially symmetric with an asymmetry parameter of
∆σ = −160 ppm. Dashed lines indicate simulations neglecting CSA contribu-
tions.

Transverse Relaxation

The loss of coherence is denoted as transverse or spin-spin relaxation.
Analogously to the spin-lattice relaxation it can be characterized by the
time constant T2 or the relaxation rate constant R2:

R2 =ΓD2 + ΓCSA
2 +Rex

=
1

2
D2 [4J(0) + 3J(ωN )ωN − ωH) + 6J(ωH) + 6J(ωN + ωH)]

+
1

2
C2 [4J(0) + 3J(ωN )] +Rex.

(2.71)

In comparison with longitudinal relaxation, transverse relaxation ex-
hibits a dependence on the spectral density function at zero frequency
J(0) and contains an additional exchange contribution which accounts for
chemical exchange processes. Unlike longitudinal relaxation rates, R2 re-
laxation rates increase monotonically with increasing correlation time (see
Fig. 2.11).
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Heteronuclear NOE

If a nucleus is irradiated with a weak radio frequency field for a sufficient
long time, this will effect the populations of the energy levels of an adjacent
spin. For example, irradiating the proton spin in a 1H-15N spin pair will
lead to a change of the population difference of the 15N-nucleus. This phe-
nomenon is termed steady state nuclear Overhauser effect or in short steady
state NOE. It can be described as the ratio between the cross-relaxation
rate and the longitudinal relaxation rate

N{H} =1 +
γH
γN

ΓD1,D2(Iz → Sz)

ΓD1 + ΓCSA
1

=1 +
γN
γH

D2 [12J(ωN + ωH)− 2J(ωN − ωH)]

1

D2 [6J(ωN ) + 2J(ωN − ωH) + 12J(ωN + ωH)] + C26J(ωN )
.

(2.72)

Recalling the extreme narrowing and the slow tumbling limit discussed
in the context with the longitudinal relaxation rate, these two cases can be
distinguished also for the heteronuclear NOE. When τc adopts very small
values (|ωτc| � 1) Eq. 2.72 simplifies to

lim
τc→0

N{H} = 1 +
γN
γH

10D2

20D2 + 6C2
, (2.73)

whereas it takes the following form in the slow tumbling limit (|ωτc| � 1)

lim
τc→∞

N{H} = 1 +
γN
γH

D2(12ω2
0ω

2
N − 2ω2

2ω
2
N )

D2(12ω2
0ω

2
N + 2ω2

2ω
2
N + 6ω2

2ω
2
2) + 6C2(ω2

0ω
2
2)
.

(2.74)

Here, the substitutions ω0 = ωN − ωH and ω2 = ωN + ωH have been
incorporated. This results in the two limits of −3.93 and 0.78 for extreme
narrowing and slow tumbling, respectively, when only dipolar relaxation is
assumed. Notably, the heteronuclear NOE changes its sign when moving
from short correlation times to long correlation times. A corresponding plot
of the heteronuclear NOE versus the correlation time is shown in Fig. 2.12.
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Figure 2.12: Plot of the heteronuclear NOE in dependence of the molecular
correlation time. Curves are calculated with the same parameters as for Fig. 2.11.
B0 = 14.1 T, only DD ( ); B0 = 14.1 T, DD + CSA ( ); B0 = 21.1 T, only
DD ( ); B0 = 21.1 T, DD + CSA ( ).

Transient NOE

The transient NOE describes the time course of Iz-magnetization, if spin
S is selectively inverted. This one-dimensional experiment forms the foun-
dation for the analysis of molecular structures by NMR spectroscopy. Dis-
tance information can be gained by analyzing the initial rate of the Iz-
magnetization change, which is proportional to the cross-relaxation rate.
By acquiring a series of experiments with varying mixing times to quan-
tify the initial rate, distances can be extracted via the r−6 dependence
of the cross-relaxation rate. Usually, cross- and auto-relaxation rates are
abbreviated as follows: σIS = ΓD1,D2(Iz → Sz) and ρ = ΓD(Iz), resulting
in

I{S}−NOE = 1 + exp {(σIS − ρ) tmix} [1− exp {−2t}] . (2.75)

Obviously, more complex structures cannot be analyzed with simple 1D
techniques, hence 2D or higher dimensional experiments have to be con-
ducted to resolve the spectral overlap. Therefore, the following equations
for the diagonal and cross-peak intensities are presented:

Sdiag = cosh (ρtmix ) exp (−σIStmix )
Scross = sinh (ρtmix ) exp (−σIStmix ) .

(2.76)
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Figure 2.13: Signal intensities in the 2D-NOESY spectrum of a 1H-1H spin
pair with small (Left, τc = 0.1 ns) and large (Right, τc = 1 ns) correlation
times. Cross- and diagonal-peak intensities are drawn as dashed and solid lines,
respectively.

Corresponding illustrations for the signal intensities of two protons shar-
ing a distance of rHH = 2 Å are shown in Fig. 2.13. Likewise the het-
eronuclear NOE, the transient NOE is negative for small correlation times
and positive for long correlation times. Cross-peaks in homonuclear 2D-
NOESY spectra are also negative in the extreme narrowing limit and pos-
itive in the slow tumbling limit.

Cross-Correlated Relaxation

The probably most famous application of cross-correlated relaxation (CCR)
is the TROSY experiment[90] (transverse relaxation optimized spectros-
copy). Here, cross-correlation is used to attenuate the effects of transverse
relaxation to yield sharp signals in a 1H-15N correlation spectrum, even
if the molecule exhibits large correlation times. Cross-correlation denotes
the interference of two relaxation mechanisms, i.e., relaxation due to the
dipolar interaction and CSA interaction in the case of TROSY. Interfer-
ence of the relaxation mechanisms leads to the addition or subtraction of
the magnetic field components and hence, results in the attenuation or
enhancement of the local magnetic field. Therefore, cross-correlated relax-
ation alters the relaxation behavior of the nucleus under investigation. The
molecular origin of cross-correlation is the synchronism of the correlation
function for two different relaxation mechanisms. This usually stems from
a fixed geometry between the two sources of the local magnetic field. For
example, the CSA tensor and the 1H-15N bond vector share a well defined
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orientation relative to each other. Therefore, cross-relaxation occurs in this
case.

The linewidth in TROSY spectra at half height along the 15N-dimension
can be calculated by multiplying the transverse relaxation rate R2 with the
factor π−1

∆νN =π−1
h
ΓD2 + ΓCSA

2 + ΓD,CSA(Ix → 2IxSz)
i

=
1

2π
D2 [4J(0) + 3J(ωN ) + J(ωN − ωH) + 6J(ωH) + 6J(ωN + ωH)]

+
1

2π
C2 [4J(0) + 3J(ωN )]± π−1SD,CSADC [4J(0) + 3J(ωN )] .

(2.77)

As can be seen from this equation, the order parameter Sw,w
′

describing
the cross-correlation between the two correlation functions for the molecu-
lar relaxation mechanisms may adopt positive or negative values, represent-
ing a positive (constructive) or negative (destructive) interference between
the two sources of relaxation. Actually, different spectral densities should
be used in Eq. 2.77 for a precise description of the phenomenon. However,
identical functions may be used when a rigid molecule is assumed, which
has been done for convenience here.

For proteins tumbling slowly in solution, the high frequency contribu-
tions of J(ω) can safely be neglected (|ωτc| � 1). Hence, Eq. 2.77 can be
recasted as follows[91]

∆νN =
1

2π

`
D2 + C2 ± P2(cos θ)DC

´
[4J(0) + 3J(ωN )]

=
1

2π

`
D2 + C2 ±

`
3 cos2 θ − 1

´
DC

´
[4J(0) + 3J(ωN )] .

(2.78)

Here, P2(cos θ) is the second order Legendre polynomial as already specified
in the caption of Tab. 2.3. θ gives the angle between the principal axis of
the CSA tensor and the 1H-15N bond vector. Interestingly, this angle has
not been considered in the original work of Pervushin et al.,[90] which led
to the wrong conclusion that the ‘TROSY effect’ is most pronounced at a
magnetic field strength of ≈ 24.8 T. For proteins, an average angle of θ =
−17◦ is found[87] resulting in an ‘optimal’ field strength of ≈ 21.7 T. The
dependence of the 15N-linewidth on the magnetic field and the molecular
correlation time τc is shown in Fig. 2.14.



48 Chapter 2 Theoretical Aspects

Figure 2.14: Dependence of the TROSY effect on the correlation time τc (Left)
and the magnetic field strength B0 (Right). Simulations have been performed
using Eq. 2.78 and the parameters stated in Fig. 2.11. No additional relax-
ation sources like remote protons have been assumed, hence linewidths are un-
derestimated. For the correlation time dependence a magnetic field strength of
B0 = 21.14 T was used, while the B0-dependence was calculated with a corre-
lation time of τc = 10 ns. Green lines correspond to a constructive interference
of relaxation mechanisms (broad TROSY line) while blue lines correspond to a
destructive interference (narrow TROSY line). For curves in red cross-correlation
has been neglected (linewidth in HSQC). Solid lines indicate a vanishing angle
θ between the principal axis of the CSA tensor and the 1H-15N bond vector,
whereas an angle of θ = −17◦ has been assumed for dashed lines.
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2.3.6 Model-Free Analysis

By analyzing relaxation data the NMR spectroscopist usually wants to gain
information about the dynamics of a molecule. Relaxation and dynamics
are related by the correlation function or spectral density, respectively.
Therefore, the objective is to derive a correlation function out of the relax-
ation data which is suitable to explain the observed relaxation parameters.
For this purpose, several approaches have been described. For example,
one may assume a certain model for the motion of interest and test it
against the relaxation data.[92–94] This, however, has the drawback that
relaxation data might be over-interpreted.[95–97] Actually, in many cases
the limited amount of relaxation data does not allow for the distinction be-
tween various models. The use of molecular dynamic (MD) simulations can
be regarded as an extension of this approach as a certain ‘model’ is incor-
porated.[98,99] Another approach is the spectral density mapping which has
proven to be especially suitable for partially unfolded proteins.[97] Here, the
analysis is based on the fact that relaxation rates are linear combinations
of corresponding spectral density functions, each with its own, character-
istic frequency. Hence, spectral densities can be extracted by solving the
system of linear equations for relaxation rates. By far the most frequently
used method to analyze relaxation rates in terms of dynamical parameters
is the model-free approach which was proposed by Lipari and Szabo[95,96]

in 1982 and was extended by Clore et al.[100] This procedure makes use
of the generalized squared order parameter S2 and the internal correlation
time τi to characterize the NMR relaxation parameters. As no explicit
model of the molecular motion is assumed, it is referred to as ‘model free’.
The model-free approach is capable of analyzing motions faster than the
overall correlation time. This approach was used in the analysis of the
dynamical properties of BMPR-IAec/sf and is therefore discussed in more
detail here.

Correlation Functions and Spectral Densities

Consider again a 1H-15N spin pair in a protein where the overall tumbling
can be described by the correlation function in Eq. 2.64. In contrast to
Sec. 2.3.4 the 1H-15N bond vector is now changing its orientation relative
to the molecular fixed frame of reference. In the model-free approach it is
postulated that this internal motion of the 1H-15N bond vector is indepen-
dent of the overall tumbling of the protein. Therefore, it can be described
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Figure 2.15: Illustration of the squared order parameter S2 and the internal
correlation time τi for the example of a 1H-15N spin pair. While the squared order
parameter characterizes the ‘amplitude’ of the motion, the internal correlation
time characterizes the ‘rate of reorientation’.

by its own correlation function Ci(t) and the complete correlation func-
tion for this spin pair can be written as the product of the two correlation
functions

C(t) = Co(t)Ci(t), (2.79)

where the indices o and i refer to the overall and the internal motion, re-
spectively. The correlation function for the internal motion Ci(t) is defined
as

Ci(t) = S2 +
`
1− S2´ e− t

τi . (2.80)

Here, τi indicates the internal correlation time and S2 the squared order
parameter. The physical meaning of the two parameters is illustrated in
Fig. 2.15. While the order parameter describes the spatial restriction of
the motion of the 1H-15N bond vector, the internal correlation time quan-
tifies the rate of reorientation of this vector. Two limiting cases can be
distinguished. The orientation of the 1H-15N bond vector may be rigidly
fixed relative to the molecular frame of reference, then S2 adopts a value
of 1. Hence, Ci(t) simplifies to 1 and relaxation is governed by the overall
correlation function and the corresponding correlation time τc. If the mo-
tion of the 1H-15N bond vector is completely unrestricted, a squared order
parameter of 0 results and therefore internal motions become dominant for
relaxation. Substituting Eq. 2.80 and Eq. 2.64 into Eq. 2.79 results in

C(t) =
1

5
e
− t
τc

h
S2 +

`
1− S2´ e− t

τi

i
. (2.81)
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Figure 2.16: Illustration of the overall rotational correlation time τc and the
internal correlation time τi. The orientation of the 1H-15N bond vector relative
to the molecular frame of reference and the orientation of the molecule itself in
solution at three different time points is indicated. While for short time periods
the molecule does not change its orientation within the solution reorientation
occurs for longer periods. In contrast, the 1H-15N bond vector already changes
its orientation at short time periods, if τi is significantly shorter than τc.

By Fourier transformation the spectral density function is obtained

J(ω) =
2

5

"
S2τc

1 + ω2τ2
c

+

`
1− S2

´
τ ′

1 + ω2τ ′2

#
, (2.82)

where τ ′ is related to the overall correlation time and the internal corre-
lation time by τ ′−1 = τ−1

c τ−1
i . This equation clarifies again the two cases

already discussed above. If the internal motion is slow relative to overall
tumbling (τi � τc) then τ ′ ≈ τc and the spectral density function takes
the form of Eq. 2.66. On the other hand, if the internal motion is faster
than the rotational correlation time (τi � τc), τ

′ is approximately equal to
τi and the spectral density function in Eq. 2.66 is scaled by the factor S2.
As a result the correlation function decays rapidly with a rate of τ−1

i until
it drops below the value of S2 (see Fig. 2.17 and expansion therein). Then
the slope of the correlation function changes and it decays with a time
constant of τc. This indicates that overall motion becomes more decisive
with increasing time what is illustrated in Fig. 2.16.

It has been recognized very early that the simple assumption of two
uncorrelated motions is sometimes not sufficient to analyze all experimental
relaxation data.[100] Therefore, the model-free approach was extended by
an additional parameter set. The correlation function Ci(t) is divided
into a product of two separate functions, namely Cs(t) and Cf (t). These
represent a slow internal motion and a fast internal motion, where the time
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Figure 2.17: Correlation functions (Left) and spectral densities (Right) con-
sisting of internal and overall motions. For the black curves a squared order
parameter of S2 = 0.8 was assumed, while for grey curves S2 was set to 0.3. The
dashed graphs were simulated with an internal correlation time of τi = 0.1 ns,
while for solid lines τi was assumed to be 0.6 ns. In all cases the overall correla-
tion time was τc = 11 ns. It becomes apparent, that if internal motions govern

the relaxation process, the correlation function drops rapidly with a rate of τ−1
i

but changes its slope significantly if a value of S2 was reached (see enlargement).

constant for the two internal motional modes have to differ by more than
one order of magnitude to be physically relevant. Then the new internal
correlation function can be written as

Ci(t) = Cf (t) · Cs(t) = S2 +
`
1− S2

f

´
e
− t
τf +

`
S2
f − S2´ e− t

τs (2.83)

with S2 = S2
fS

2
s . Here, the two squared order parameters refer to fast (S2

f )
and slow internal motion (S2

s ), respectively. The corresponding correla-
tion times are τf and τs. As before, the spectral density function can be
obtained by Fourier transformation

J(ω) =
2

5

"
S2τc

1 + ω2τ2
c

+

`
1− S2

f

´
τ ′f

1 + ω2τ ′2f
+

`
S2
f − S2

´
τ ′s

1 + ω2τ ′2s

#
(2.84)

where the correlation times τ ′f and τ ′s are defined as τ ′fτc/(τf + τc) and
τ ′fτc/(τf + τc), respectively, and obey the condition τf � τs � τc.

It has to be emphasized that, for the derivation of the equations stated
above, a spherical molecule was assumed. The form of Eq. 2.84 changes
dramatically if an axially symmetric diffusion tensor (vide infra) is assumed

J(ω) =
2

5

3X
j=1

Aj

"
S2τj

1 + ω2τ2
j

+

`
1− S2

f

´
τ ′f

1 + ω2τ ′2f
+

`
S2
f − S2

´
τ ′s

1 + ω2τ ′2s

#
. (2.85)
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Figure 2.18: The ‘two-site-jump’ model for the 1H-15N bond vector. For the
bond vector two independent motional modes are assumed, where the amplitudes
of both modes are characterized by the angles θ and φ. While the angle θ corre-
spondes to the faster of the two motional modes, the angle φ refers to the slower
mode of the motion.

The convenience of the model-free approach is based on the fact that
no assumption on the physical nature of the motion is made. However,
the fitting parameters which are the outcome of a model-free analysis
can still be related to a specific motional model. Typical models are
the ‘rotation-on-a-cone’ model or the ‘Gaussian-axial-fluctuation’ model[98]

and have been reviewed by Daragan et al.[94] For example, S2 is re-
lated to the semi-cone angle θ of the ‘wobbing-in-a-cone’ model by S2 =
[0.5 cos θ (1 + cos θ)]2.[101,102] When a second internal motional mode is
introduced to the fitting function of the model-free approach, the ‘two-
site-jump’ model can be used to interpret the microscopic behavior of the
1H-15N bond vector. It is illustrated in Fig. 2.18 and assumes two motions
apart from overall tumbling. One refers to the slower internal motion and
is described by a jump of the bond vector between two sites. The other
motion corresponds to the fast internal motion and represents free diffusion
within an axially symmetric cone. If this model is used for interpretation
and both sites are populated equally, S2

s translates into the angle φ between
both cones via S2

s =
ˆ
1 + 3 cos2 φ

˜
/4.

Diffusion Tensors

As pointed out in the previous section, the properties of the diffusion tensor
have a dramatic effect on the mathematical form of the spectral density
function. While for an isotropic diffusion tensor Eq. 2.82 can be used, the
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Figure 2.19: Illustration of different rotational diffusion tensor symmetries.
Left: Isotropic diffusion tensor with Dxx = Dyy = Dzz = D. Middle: Ax-
ially symmetric diffusion tensor with Dxx = D‖ > Dyy = Dzz = D⊥. Right:
Fully anisotropic diffusion tensor with Dxx > Dyy > Dzz .

lengthy definition of Eq. 2.85 has to be applied for an axially symmetric
diffusion tensor. Consequently, knowledge about the rotational diffusion
tensor is essential for the analysis and interpretation of relaxation data.

The diffusion tensor quantifies the rate of rotation around the three prin-
cipal axis of the molecular fixed frame of reference. This frame of reference
is rotated so that the principal axis of the molecular frame coincide with the
principal axis of the diffusion tensor. In a pictorial way, the diffusion tensor
can be understood as some measure for the shape of the molecule and is
related to the tensor for the moment of inertia. For example, a perfectly
spherical molecule with uniform density will exhibit an isotropic diffusion
tensor. Although proteins in solution usually do not obey these conditions
they can be treated as globular molecules to a good approximation as well.
Obviously, the diffusion tensor will adopt a different characteristic if the
molecule deviates strongly from the spherical geometry and may become
even fully anisotropic. Then all three principal components of the diffusion
tensor (Dxx, Dyy, Dzz) exhibit different values, in which Dxx is defined to
be the largest and Dzz the smallest element (Dxx > Dyy > Dzz). If two
eigenvalues of the diffusion tensor are equal, the tensor is said to be axi-
ally symmetric where two cases can be distinguished. Either the molecule
exhibits a prolate shape with Dxx > Dyy = Dzz or the molecule has an
oblate shape where Dxx = Dyy > Dzz. Different symmetries of the diffu-
sion tensor are illustrated in Fig. 2.19.



2.3 Relaxation and Dynamics 55

Model Definitions

Extracting the motional parameters from relaxation data requires least-
square fitting of the corresponding equations (Eq. 2.70-2.72) to the exper-
imental relaxation rates. For a model-free analysis, typically three experi-
mental parameters are available, i.e., the longitudinal (R1), the transverse
(R2), and the cross-relaxation rate (heteronuclear NOE). Following the
expressions given above for the spectral densities the model-free approach
invokes a maximum of three parameters to interpret the experimental data.
Therefore, the analysis must be based on strict statistical criteria to avoid
over-interpretation, as N observables are fitted to N parameters. This
problem can be partly overcome by measuring relaxation rates at more
than one static magnetic field strength. Using Eqs. 2.79-2.85 five ‘mod-
els’11 can be distinguished and are summarized in Tab. 2.4.

• Models 1 and 3 These two models are the most simple in the
model-free approach. For model 1 only one parameter, the squared
order parameter S2, is needed. Internal motions characterized by the
internal correlation time τi are assumed to be very fast (< 20 ps) and
hence the spectral density function reduces to

J(ω) =
2

5

„
S2τc

1 + ω2τ2
c

«
. (2.86)

If an additional exchange process contributes to relaxation, the pa-
rameter Rex is introduced and the model is referred to as model 3.

• Models 2 and 4 In the classic Lipari-Szabo model (model 2) the
internal correlation time is said to be ‘relaxation active’. It is much
slower than in model 1 but still faster than the overall tumbling
time. The spectral density function can be expressed with the help
of Eq. 2.82. Analogously to model 3, an additional exchange contri-
bution is introduced via Rex for model 4.

• Model 5 This is the extended Lipari-Szabo model, which includes a
very fast and a slower internal motion. As pointed out above, the two
correlation times τf and τs differ at least by one order of magnitude.
The spectral density function is given by Eq. 2.84.

11 The term ‘model’ is misleading in this context though commonly used in literature.
Here, the term ‘model’ just describes the complexity of the correlation function or
spectral density, respectively. It does not assume any specific motional model.
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Table 2.4: Models in the model-free approach and their correspond-
ing fitting parameters.

model 1 2 3 4 5

S2 S2, τf S2, Rex S2, τf , Rex S2
f , S2, τs

2.3.7 Back-Calculation of NOESY Spectra

Typically, structures of proteins and other biomacromolecules are deter-
mined either by X-ray crystallography or NMR spectroscopy. While X-
ray crystallography uses the complex diffraction pattern produced by the
molecular crystal in the beamline, the structure determination by NMR
spectroscopy is mainly based on the analysis of experimental NOE data.
However, X-ray crystallography offers the invaluable advantage to allow a
validation of the generated structure simply by using it as input for pre-
dicting the expected diffraction pattern and comparing it with the experi-
mental diffraction pattern. A comparable procedure is seldomly employed
when NMR spectroscopy is used for structure determination, even though
it is feasible, in theory as well as in practice. As the protein structure of
the extracellular domain of BMPR-IAec presented in Chapter 4 has been
validated with the in-house written software NMRspirit a short overview
on NOE back-calculation is given.

The basis for back-calculating NOESY spectra is the relaxation matrix
discussed in Sec. 2.3.5. The submatrix of the Redfield kite indicated in
Fig. 2.10 contains the information needed to quantify cross-peak intensities
and is denoted as R in the following. Along the diagonal of the matrix auto-
relaxation rates can be found (Rkk = ρk), whereas off-diagonal elements
represent cross-relaxation rates (Rkj = σkj). Consequently, the time course
of z-magnetization can be written as

d∆Mz(t)

dt
= −R∆Mz(t). (2.87)

The column vector ∆Mz(t) is of dimension 1×n where n equals the number
of spins in the spin system under investigation.12 Therefore, large matrices
have to be computed for molecules such as proteins comprising more than
500 relevant spins. Nevertheless, calculations are comparably fast requiring

12 ∆ indicates the deviation from equilibrium magnetization.
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less than 5 min for a 100 amino acid protein on a standard PC. The entries
of the vector ∆Mz(t) are the expectation values for the corresponding
z-magnetization (∆Mkz(t) = 〈∆Ikz(t)〉).

The differential equation in 2.87 has the formal solution

∆Mz(t) = e−Rt∆Mz(0), (2.88)

with ∆Mz(0) corresponding to the initial magnetization.

An interesting property of NOESY transfer can be elucidated with this
equation. Consider a homonuclear three spin system, where spin g1 is in
close proximity to spin g2 and spin g2 is additionally close to spin g3 , but
spin g1 and g3 are too far apart to share a significant dipolar coupling
(σ13 = 0). Hence, the following relaxation matrix can be set up for the
spin system:

R =

0@ ρ1 σ12 0
σ12 ρ2 σ23

0 σ23 ρ3

1A . (2.89)

Solving Eq. 2.88 for this special case includes calculation of the matrix
exponential of R which can be found by expanding it into a Taylor series.
Consequently, the first entry of ∆Mz(τm) = 〈I1z〉(τm) represents the mag-
netization transfer from spin 1 to the other spins and takes the following
form

〈I1z〉(τm) =

3X
k=1

{e−Rτm}1k〈Ikz〉(0)

≈
3X
k=1

{E1k −R1kτm +
1

2
R2

1kτ
2
m −

1

6
R3

1kτ
3
m}〈Ikz〉(0)

= 〈I1z〉(0){1− ρ1τm +
1

2
(ρ2

1 + σ2
12)τ2

m

− 1

6
(ρ3

1 + 2ρ1σ
2
12 + ρ2σ

2
12)τ3

m}

+ 〈I2z〉(0){−σ12τm +
1

2
(ρ1 + ρ2)σ12τ

2
m −

1

6
(ρ2

1 + σ2
12)σ12

+ (ρ1 + ρ2)ρ2σ12 + σ12σ
2
23)τ3

m}

+ 〈I3z〉(0){1

2
σ12σ23τ

2
m −

1

6
(ρ1 + ρ2 + ρ3)σ12σ23τ

3
m}.

(2.90)
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Each term in this equation corresponds to a physical process, but only
underlined terms will be discussed in more detail. Direct transfer from
spin g1 to spin g2 is described by the term −σ12τm and is the origin of ‘reg-
ular’ cross-peaks in the NOESY spectrum. The term ρ2σ

2
12 specifies the

back-transfer between two adjacent spins, i.e., the process I1 → I2 → I1
and causes a reduction of cross-peak intensity. Furthermore, the term
σ12σ23τ

2
m is the source of a process called spin diffusion, which often ham-

pers the analysis of NOESY spectra. It characterizes the transfer from
spin g1 through spin g2 to spin g3 , i.e., I1 → I2 → I3. As a result this pro-
cess causes a cross-peak between spin g1 and spin g3 , although they are not
close enough in space to cause a ‘regular’ cross-peak. Notably, the sign for
the direct transfer and spin diffusion have opposite sign. Hence, cross-peak
intensities for the two processes may have opposite signs as well if σ adopts
positive values. This, however, is not the case for large macromolecules,
where σ is generally negative.

As can be seen from these equations, spin diffusion and back-transfer de-
pend strongly on the mixing time and the correlation time (via σ). There-
fore, these effects can only be neglected if short mixing times are used,
which is the reason why especially short mixing times (< 150 ms) are used
for protein spectroscopy.



Chapter
3

Towards the Measurement of
1H-1H-RDCs

3.1 Introduction

The discovery of weakly aligning media for the use in NMR spectroscopy
in 1995[103] facilitated a multitude of applications and emerged as a ver-
satile tool, not only in structural biology,[104–106] but also in materials
science,[107–109] medicine,[110,111] and chemical research.[112,113] It offers
a broad spectrum of applications which ranges from the determination
of structures and dynamics of biomacromolecules,[104,105,114–122] through
the analysis of stereochemistry of small compounds[123,124] and their enan-
tiomeric ratio[67,68,125] to the elucidation of point groups.[126,127] All these
applications are mainly based on the precise determination of residual dipo-
lar couplings (RDCs). For biomacromolecules, nowadays, defined labelling
schemes are introduced by default, which allow the facile and rapid mea-
surement of distinct couplings due to the increased sensitivity and res-
olution (cf. Sec. 4.5). Small organic compounds like peptides, oligosac-
charides, nucleotides, lipids, or natural products, however, commonly lack
this advantage. In addition, sufficient NMR active spin labels usually can-
not be incorporated as corresponding synthesis are not straightforward or
cost-intensive. Therefore, RDC measurements of small organic molecules
predominantly rely on the determination of 1DCH -couplings which can be
extracted from coupled HSQC spectra as described in Sec. 5.2. Still, for

59
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compounds like saccharides this only results in a maximum of six couplings
for a sugar ring. Considering the fact, that a minimum of five couplings is
essential to determine the alignment tensor, which usually forms the basis
for any further investigations, the underlying ambiguity becomes evident.
The situation even worsens if CH bond vectors are collinear and hence are
degenerate,[128] leading to the impossibility to determine the alignment
tensor at all. To overcome this problem measurement of couplings differ-
ent to the 1DCH -couplings is desirable. Several different approaches exist
to access nDCH -couplings at natural abundance,[129,130] however, most of
these techniques still face the problem that they are inherently insensi-
tive, complicating a corresponding measurement. The most abundant and
most sensitive spin in organic compounds usually is the 1H-nucleus and
hence, the measurement of 1H-1H-RDCs appears reasonable. But, ana-
lyzing 1H-1H-couplings in weakly aligned media is often hampered by the
large linewidth and only in selected cases their extraction is feasible and
has been solved satisfactory, as for 2DHH -coupling in CH2-moieties, for
example.[131]

In principle, 1H-1H-RDCs can be measured with the same experimental
techniques as commonly applied to nJHH -couplings in isotropic solution,
i.e., COSY or J-modulated techniques.[132] However, these techniques fun-
damentally rely on the separation of lines within the multiplet and any
signal overlap will at least complicate if not fully prevent the extraction
of the corresponding couplings. Obviously, this situation is commonly met
when aligning organic compounds in stretched polymer gels or other media,
as can be seen from Fig. 3.1. Here, strychnine is aligned in a PS/CDCl3
gel and, apparently, no distinct lines can be observed for any multiplet.
Consequently, it must be concluded that techniques basing on line separa-
tions are not sufficient to extract 1H-1H-RDCs and therefore, techniques
exploiting the cross-peak volume as a measure for the coupling constant,
like the HNHα experiment by Vuister et al.,[133] are favourable.

As pointed out by Thiele et al.,[134] knowledge about the sign of the
residual dipolar coupling is highly desirable, too. However, extraction of
the sign of 1H-1H-RDCs is strongly hindered because of the fairly small
scalar coupling. For example, consider two coupled 1H-spins which are
separated by 10 Hz in a 1D-spectrum in isotropic solution and subsequent
alignment leads to a splitting of 20 Hz. As only ‘effective’ coupling con-
stants ∆s = |J+D| can be observed, the splitting might result either from a
dipolar coupling of D = +10 Hz or from a coupling of D = −30 Hz, even if
the absolute sign of the scalar coupling is available. Usually, the alignment
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Figure 3.1: Line broadening and reassignment of 1H-resonances in a strychnine
sample. Reassignment of strychnine aligned in a PS/CDCl3 gel was achieved
using the JESTER-XY16 mixing sequence (vide infra). Left: Region of the 1D
spectrum of strychnine dissolved in CDCl3 with the assignment corresponding to
Luy et al.[61] Right: The same region of the 1D spectrum of strychnine in a
stretched PS/CDCl3 gel with a quadrupolar deuterium splitting of ∆νQ = 121 Hz
and the assignment derived from the J-ONLY-TOCSY.
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strength is not known a priori and hence, ambiguities arise in the sign and
size of the dipolar coupling. Typically, the sign of 1H-1H-couplings is de-
termined using the E.COSY principle[135] and this technique has also been
applied to the measurement of 1H-1H-RDCs.[134,136] Still, as described
above, line broadening will severely deteriorate any measurement and thus
E.COSY spectra cannot be regarded as a general solution to this problem.
As a result of these principal considerations one can state that a technique
for the measurement of 1H-1H-RDCs should meet the following require-
ments: first, it should be sign-sensitive; second, it should be volume-based,
and third, the experimental effort should be as small as possible.

Homonuclear Hartmann-Hahn or TOCSY experiments are among the
most important techniques in liquid state NMR spectroscopy[1, 3] but they
have seldomly been applied to the measurement of homonuclear coupling
constants.[137–140] The majority of their applications concerns the assign-
ment of scalar coupled spin systems, for which the resulting isotropic mix-
ing Hamiltonian leads to very efficient coherence transfer.[141–145] The
advantage of homonuclear Hartmann-Hahn transfer is the pure in-phase
cross-peak pattern. Compared to COSY-type techniques, where broad
lines will lead to a complete cancellation of the anti-phase cross-peaks,
TOCSY spectra do not suffer from this drawback and exhibit intense cross-
peaks even under strong line broadening effects[146] – a first prerequisite for
the measurement of 1H-1H-couplings. In addition, the cross- and diagonal-
peak volume is related unambiguously to the relative sign and size of the
coupling constants within the spin system. Mostly, also the absolute sign
of the scalar coupling constants can be extracted, as three-bond couplings
are typically positive and two-bond couplings are negative.1 Therefore a
second prerequisite is fulfilled as well. Finally, TOCSY spectra are easy to
setup and can be routinely measured without any further effort, rendering
them a well-suited alternative for the determination of 1H-1H-couplings.

The transfer processes through scalar couplings in homonuclear Hartmann-
Hahn experiments are very well understood,[3, 144,145] but also for combi-
nations of RDCs and scalar couplings suitable equations have been de-
rived.[147–149] In contrast to purely scalar coupled spins with an isotropic
coupling Hamiltonian, the symmetry of the interaction is reduced to an ax-
ially symmetric or cylindrical coupling Hamiltonian if dipolar couplings are
present. As a consequence, coherence transfer can result in either positive

1 In the case of olefines and other seldom cases deviations from this rule are observed
– in these cases the 2JHH coupling becomes positive.
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or negative cross-peaks, depending on the orientation of the initial magne-
tization with respect to the principal axis of the effective Hamiltonian of a
given multiple pulse sequence.[139,146,150]

Among the multitude of existing isotropic mixing sequences the proper-
ties change significantly with respect to coherence transfer through dipolar
couplings. Most importantly, the offset dependence of the transfer effi-
ciency of existing multiple pulse sequences differs for scalar and dipolar
couplings[151] and the effective dipolar coupling constant is significantly
scaled for the different sequences.[146,150]

The latter argument enables the design of a set of pulse sequences that fa-
cilitate the sign sensitive measurement of residual dipolar couplings. Pick-
ing up the above example with two coupled proton spins, an additional
experiment would be available now, where the splitting of the multiplet
components now refers to ∆s = |J + 0.5 ·D|, for example. Obviously, the
two cases, D = 10 Hz and D = −30 Hz, can be distinguished easily now,
as one would lead to a splitting of ∆s = 15 Hz and the other one to a
splitting of ∆s = 5 Hz.

Interestingly, homonuclear RDCs can be scaled even to zero by the use
of the JESTER-1 multiple pulse sequence, which was originally designed
for heteronuclear isotropic Hartmann-Hahn transfer (HIHAHA). This not
only facilitates the reassignment of scalar coupled spin systems in presence
of RDCs, but also allows the determination of scalar coupling constants
even if the molecule under investigation is aligned. This might emerge as
beneficial as alignment media might slightly influence the conformation of
the solute[152] and hence, will alter the underlying scalar couplings. This
effect will be probably most profound for 1H-1H-scalar couplings, especially
3JHH , as these are very sensitive for any conformational change.

In this study the scaling of residual dipolar couplings within TOCSY
mixing sequences is analyzed theoretically and is shown in experiment. In
addition, the obtainable transfer amplitudes are used for the determination
of 1H-1H scalar couplings in isotropic solution and for the determination
of 1H-1H-RDCs within the alignment medium.

3.2 Modifying the Dipolar Coupling Tensor

3.2.1 Theory

Consider a homonuclear spin system with two spin- 1
2

nuclei, termed I1 and
I2. Then the cylindrical coupling Hamiltonian in an anisotropic medium
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is given by[148,149]

Hcyl = HJ +HD, (3.1)

where the isotropic coupling Hamiltonian is described by

HJ = 2πJ{I1xI2x + I1yI2y + I1zI2z} = 2πJI1JI2 (3.2)

with

J =

0@ 1 0 0
0 1 0
0 0 1

1A (3.3)

and the anisotropic dipolar component with the definition according to
Kramer et al.[151] is of the form

HD = 2πD{−1

2
I1xI2x −

1

2
I1yI2y + I1zI2z} = 2πDI1DI2 (3.4)

with

D =

0@ − 1
2

0 0
0 − 1

2
0

0 0 1

1A . (3.5)

In both cases the coupling tensors J and D are real and diagonal matri-
ces which can be treated separately since all appearing product operators
commute as long as chemical shift contributions are neglected. The orienta-
tional component of the scalar interaction J is proportional to the identity
matrix, independent of the choice of reference system. In a toggling frame
defined by a non-selective rf-irradiation, the isotropic scalar coupling ten-
sor J therefore is constant, whereas the anisotropic coupling tensor D is
modulated by the irradiation of pulses. Since Tr(D) = 0, the dipolar inter-
actions can be averaged to zero. If the pulse sequence is cyclic (with cycle
time τcycl), i.e., if the orientation of the toggling frame is identical to the
orientation of the rotating frame at the beginning and at the end of the
pulse sequence (which is for example the case for all TOCSY-sequences,
as they have an effective flip angle that corresponds to multiples of 360◦),
the effect of a pulse sequence can be described by the average coupling
terms[3, 153,154]

Hcyl = HJ +HD (3.6)

with the corresponding average dipolar coupling Hamiltonian

HD = 2πDI1DI2. (3.7)
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As long as rf-pulses dominate all other interactions, the average Hamil-
tonian can be derived straightforwardly in the toggling frame[3] where the
isotropic and dipolar interactions are modulated as a function of time.
The integration over all orientations adopted by the tensor D′(t) during
the pulse sequence divided by the ‘residence time’ at the corresponding
orientations yields the average coupling tensor D,

D =
1

τcycl

Z τcycl

0

D′(t)dt. (3.8)

The time-dependent coupling tensor D′ is again a real 3 × 3 matrix.
As shown by Glaser et al.,[3, 151] its elements dαβ (α, β = x, y, z) can be
calculated via three-dimensional rotation matrices according to

D′ =

0@ dxx(t) dxy(t) dxz(t)
dyx(t) dyy(t) dyz(t)
dzx(t) dzy(t) dzz(t)

1A (3.9)

with

dαβ(t) = −1

2
a1
xα(t)a2

xβ(t)− 1

2
a1
yα(t)a2

yβ(t) + a1
zα(t)a2

zβ(t), (3.10)

where the coefficients aiαβ(t) (α, β = x, y, z and i = 1, 2 for the two spins I1
and I2) denote the elements of the real, three-dimensional rotation matrix
Ci

rot at a given time t. This matrix in turn is composed of individual
rotation matrices for the flip angles β, phases ϕ, and tilt angles θ[10,151]

and can be written as

Ci
rot = Ri

phase(−ϕ)Ri
tilt(−θ)Ri

flip(β)Ri
tilt(θ)R

i
phase(ϕ) (3.11)
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where the matrices Ri
flip(β), Ri

phase(ϕ), and Ri
tilt(θ) are defined as follows

Ri
flip(β) =

0@ 1 0 0
0 cos(βi) − sin(βi)
0 sin(βi) cos(βi)

1A

Ri
phase(ϕ) =

0@ cos(−ϕi) − sin(−ϕi) 0
sin(−ϕi) cos(−ϕi) 0

0 0 1

1A

Ri
tilt(θ) =

0@ cos(π
2
− θi) 0 sin(π

2
− θi)

0 1 0
− sin(π

2
− θi) 0 cos(π

2
− θi)

1A .

(3.12)

These equations can be used to get a first impression of the dipolar trans-
fer properties of a certain mixing sequence. An illustrative example is the
offset dependence of the elements of the average dipolar coupling tensor D
for cw-irradiation as the most simple representative of ‘TOCSY’ sequences
(see Fig. 3.2). Here, all elements average to zero if the effective fields for
both spins are aligned along the magic angle: θMA = arctan

√
2 ≈ 54.7◦.

This is exactly the condition described by Lee and Goldburg[155] to re-
duce the dipolar coupling interaction in solids for line narrowing. Ob-
viously, terms along the anti-diagonal do not completely vanish for any
offset and hence, the dipolar interaction cannot be removed from the dipo-
lar coupling tensor for any combinations of offsets. However, more so-
phisticated pulse sequences have been created to achieve a homonuclear
decoupling.[153,154,156,157]

Purely Phase-Alternating Pulse Sequences

The above described cw-irradiation can be regarded as the most simple
representative of a special class of mixing sequences which are denoted as
purely phase-alternating pulse sequences. These sequences have in com-
mon, that all pulses are applied along the same axis which includes a 180◦

shift of the pulse phase (e.g., x, −x), as this can simply be represented
by negative flip angles. The most popular sequence of this type is DIPSI-
2[158] which is commonly applied along the x-axis.2 Within the framework

2 DIPSI-2 consists of nine pulses with alternating phase (x,−x). The basis cycle
(320◦x 410◦−x 290◦x 285◦−x 30◦x 245◦−x 375◦x 265◦−x 370◦x) is expanded by MLEV-4.
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Figure 3.2: Offset dependence of components dxx, dxz , dyy , dzx, and dzz of the

average dipolar coupling tensor D under cw-irradiation. The graphic is adapted
from Karmer et al.[151] Left: Offset dependence along the diagonal of a 2D-
spectrum (θ = θ1 = θ2). Right: Offset dependence along the anti-diagonal of a
2D-spectrum (θ = θ1 = π − θ2).

derived in Eqs. 3.1-3.12 the dipolar transfer properties of these mixing
sequences can be analyzed globally assuming two on-resonant spins, i.e.,
neglecting any chemical shift offsets (θ = π

2
).

Without loss of generality, it can be assumed that all pulses are applied
along the x-axis (φ = 0) with a flip angle of βi, where the index i indicates
the first, second, . . . nth pulse. Hence, the rotation matrix Ci

rot can be
written as the product of single rotations Cj

rot with j = 1 . . . i and has the
simple form3

Ci
rot =

0@ 1 0 0
0 cosβi sinβi
0 − sinβi cosβi

1A · . . . ·
0@ 1 0 0

0 cosβ1 sinβ1

0 − sinβ1 cosβ1

1A

=

0@ 1 0 0

0 cos
Pi
j=1 βj sin

Pi
j=1 βj

0 − sin
Pi
j=1 βj cos

Pi
j=1 βj

1A .

(3.13)

3 The index j indicates that the pulse is already completed and has reached its maxi-
mum value. E.g., a pulse β1 is applied to a spin which performs a π

2 rotation upon

its application. This rotation can be described by C1
rot . The value of the pulse varies

between β1,b = 0◦ at the beginning and β1,e = 90◦ at the end of the pulse. If a
second pulse β1 is applied now, the magnetization has to be rotated to the correct
position so that the rotation matrix C2

rot can be used. Obviously, this can be de-
scribed by inserting the value for β1,e into the equation for the first rotation matrix

C1
rot .
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Using the definition of the tensor elements dαβ in Eq. 3.10 the time-
dependent coupling tensor D′ for the ith pulse can be expressed as

D′i =

0BB@
1 0 0

0 1
4

“
1− 3 cos 2

Pi
j=1 βj

”
− 3

4
sin 2

Pi
j=1 βj

0 − 3
4

sin 2
Pi
j=1 βj

1
4

“
1 + 3 cos 2

Pi
j=1 βj

”
1CCA .

(3.14)
The overall average dipolar coupling Hamiltonian D therefore results as
the weighted sum over all time-dependent coupling tensors D′i. Assuming
that all pulses are applied with the same, constant rf-amplitude, the time
τi for each pulse is linearly depending on the pulse angle (τi = fi ·βi) of the
pulse4 and hence, the time-dependent and also the overall average dipolar
coupling tensor can be normalized by division by the overall pulse angle.
Consequently, the overall average dipolar coupling Hamiltonian D can be
written as

D =
1Pn

i=1 |βi,e|

 
nX
i=1

Z |βi,e|
0

D′i

!
. (3.15)

Inserting the expressions for the rotation matrices Ci
rot results in

D =

0BB@
−

Pn
i=1 |βi,e|

2
Pn
i=1 |βi,e|

0 0

0 1
4
− 3 sin 2

Pn
i=1 |βi,e|

8
Pn
i=1 |βi,e|

− 3 sin2 Pn
i=1 |βi,e|

4
Pn
i=1 |βi,e|

0 − 3 sin2 Pn
i=1 |βi,e|

4
Pn
i=1 |βi,e|

1
4

+
3 sin 2

Pn
i=1 |βi,e|

8
Pn
i=1 |βi,e|

1CCA .

(3.16)
Recalling that TOCSY mixing sequences are cyclic, i.e., the toggling frame
is aligned with the rotating frame at the beginning and at the end of the
sequence the overall pulse angle is always a multiple of 360◦ in case of
purely phase alternating pulse sequences. Hence, Eq. 3.16 simplifies to

DPA =

0@ − 1
2

0 0
0 1

4
0

0 0 1
4

1A . (3.17)

This derivation clarifies, that all purely phase alternating pulse sequences
have a dipolar scaling factor of sD = − 1

2
.

4 By using this definition, negative flip angles encounter a negative correlation factor
fi as τi is obviously always positive. Therefore, the absolute value of the flip angle
has to be used for the integration boundary.
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Eliminating the Dipolar Coupling Interaction in TOCSY spectra –
the J-ONLY-TOCSY

As seen above, the presented framework of the time averaged dipolar cou-
pling tensor is very flexible in analyzing multiple pulse sequences for their
transfer properties. So far, the application was restricted to purely phase
alternating pulse sequences. Another very interesting class of pulse se-
quences are the heteronuclear isotropic Hartmann-Hahn sequences (HI-
HAHA). Only few sequences have been described in literature for this ap-
plication so far[3, 159–161] and their homonuclear mixing properties have not
been studied in detail yet. One representative is the JESTER-1[3, 161] mul-
tiple pulse sequence which shows by far the largest active bandwidth, at
least for heteronuclear transfer. Assuming again two on-resonant, homonu-
clear spins the time evolution of the tensor elements dαβ for the JESTER-1
pulse sequence can be derived and is given in Fig. 3.3. Here, the shortest
possible supercycle (RR, with R being the basic multiple pulse sequence
element 90◦x 270◦y 450◦x) is chosen which aligns the toggling frame with the
rotating frame at the beginning and at the end of the pulse sequence. As
can be seen in Fig. 3.3, all tensor elements average to zero apart from
dxy and dyx. This result remains valid for more sophisticated MLEV-type
supercycles[162] like MLEV-4, MLEV-8, MLEV-16, or MLEV-32 and the
average dipolar coupling tensor has the form

D
MLEV
JESTER−1 =

0@ 0 − 1
6π

0
− 1

6π
0 0

0 0 0

1A . (3.18)

In this case, the diagonal elements are zero and the effective dipolar
coupling Hamiltonian is reduced to the double quantum term HMLEV

D =
aDQ{I1xI2y + I1yI2x} with aDQ = (1/3)D and vanishing aZQ which, ac-
cording to[3]

T 12
z =

1

2
{cos(aDQ t)− cos(aZQ t)} (3.19)

leads to negative coherence transfer between two isolated spins. The double
quantum transfer is very weak, resulting in only 2.75% transferred in-phase
magnetization compared to ideal transfer at a mixing time of 1/(2D). The
suppression of dipolar coupling evolution is already very good, but it can
be suppressed even further if supercycles of the XY-type[163,164] (XY-8 or
higher) are used for the expansion of the JESTER-1 basic sequence, as has
previously been explored for the creation of clean TOCSY transfer.[165]
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Figure 3.3: Evolution for the tensor elements dαβ of the dipolar coupling tensor

D. The tensor elements evolve under the basic JESTER-1 multiple pulse sequence
element expanded by a RR supercycle. At the top of the plot the rotations of the
toggling frame as a result of the applied pulses are drawn. The integrals over the
complete supercycle for each tensor element are shown at the very right.



3.2 Modifying the Dipolar Coupling Tensor 71

In this case the dipolar coupling tensor for two on-resonant spins fully
averages to zero

D
XY8
JESTER−1 =

0@ 0 0 0
0 0 0
0 0 0

1A , (3.20)

i.e., the dipolar interaction is completely suppressed allowing only trans-
fer via scalar couplings. Equivalent results were found for the WIM-24
sequence,[160]5 which also fully suppresses the dipolar coupling interaction
for two on-resonant spins. However, the WIM-24 mixing sequence has a
much smaller band width compared to JESTER-1 and was therefore not
considered further (vide infra)

DWIM−24 =

0@ 0 0 0
0 0 0
0 0 0

1A . (3.21)

Offset Dependence of Various Mixing Sequences

A more detailed view on the transfer amplitudes including off-resonance
effects can be achieved by quantum mechanical simulations of a two-spin
system including chemical shift offsets in the overall Hamiltonian. The
transfer amplitudes for in-phase transfer via scalar and dipolar couplings
for four different pulse sequences (DIPSI-2,[158] MOCCA-XY16,[150,166]

JESTER-MLEV16, and JESTER-XY16) with the initial magnetization
oriented along z have been calculated according to

T 12
z (τ) =

Tr{I†2zU(τ)I1zU
†(τ)}

Tr{I†2zI2z}
, (3.22)

using the simulation program Simone[167] (Fig. 3.4). In the definition of
the transfer amplitude I1z and I2z represent the initial and the target state,
respectively and U(τ) the propagator

U(τ) = exp (−i Heff τ) , (3.23)

with the overall effective Hamiltonian Heff of the corresponding pulse se-
quences. From these simulations it is apparent that all tested pulse se-
quences show comparable transfer properties for scalar coupled spins (cf.

5 The WIM-24 pulse sequence consists of 12 pulses
(90◦x 90◦y 90◦x 90◦x 90◦y 90◦x 90◦−x 90◦y 90◦−x 90◦−x 90◦y 90◦−x.) and is expanded by

an SS supercycle, where S indicates time reversion and phase shifting by 180◦
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Fig. 3.4), but very different properties for purely dipolar coupled spins.
While the MOCCA-XY16 multiple pulse sequence shows strong zero-quantum
based positive transfer amplitudes for dipolar coupled spins, the DIPSI-2
sequence results in negative amplitudes. The JESTER-1 sequence with
MLEV-16 supercycle yields dipolar transfer amplitudes generally below
3%. The JESTER-1 sequence with XY16 expansion, finally, fully sup-
presses dipolar coupling contributions over the whole bandwidth calcu-
lated, while retaining the beneficial transfer properties of an isotropic
Hartmann-Hahn sequence for scalar coupled spins.

3.2.2 Experimental

To verify the findings in practice, homonuclear 1H-1H-TOCSY experiments
have been recorded for the cyclic undecapeptide cyclosporin A (CsA) in
isotropic and partially oriented samples. Using the pulse sequence shown
in Fig. 3.5, four experiments with the multiple pulse sequences used in
Fig. 3.4 and a conventional ROESY[168,169] for comparison (pulse sequence
not shown) were recorded for the aligned CsA sample. For all TOCSY se-
quences the magnetization for in-phase transfer was positioned along z be-
fore the mixing period. The differences for the various sequences can best
be seen in the N-methyl to aliphatic region shown in Fig. 3.6. The DIPSI-2
sequence produces positive as well as negative cross-peaks depending on
whether scalar or dipolar couplings dominate the transfer. In the region
where transfer is only expected via dipolar transfer (2.6 - 3.7 ppm of the
indirect dimension), all cross-peaks are negative and signals expected from
scalar coupling transfer, as e.g., peaks along 3.83 ppm, are significantly
reduced (Fig. 3.6 A). The MOCCA-XY16 sequence, instead, results in
positive cross-peaks throughout the spectrum (Fig. 3.6 B). Its cross-peaks
are generally most intense because of the very efficient transfer via dipolar
couplings[150] and its favourable relaxation properties.[166] A distinction
between scalar and dipolar mediated cross-peaks is generally not possi-
ble in this case. The TOCSY spectra with the two JESTER-1 derived
mixing periods are shown in Fig. 3.6 C,D with generally positive cross-
peaks. As expected from the simulations in Fig. 3.4 practically no transfer
is visible in the region from 2.6 to 3.7 ppm, clearly demonstrating the
suppression of coherence transfer via dipolar couplings. Residual negative
cross-peaks in the selected region for the JESTER-1 sequence with MLEV-
16 expansion are very weak (note the factor 10 used for selected slices in
Fig. 3.6). Since none of the multiple pulse sequences are compensated
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Figure 3.4: Simulated offset profiles of the transfer amplitudes using Simone[167]

via scalar and dipolar couplings for various TOCSY multiple pulse sequences:
MOCCA-XY16 (A, A’), DIPSI-2 (B, B’), JESTER-1 with MLEV16 expansion
(C, C’), and JESTER-1 with XY16 expansion (D, D’). In all cases the trans-
fer between two coupled spins was analyzed with I1z as the initial and I2z as
the target state. On the left hand side offset profiles for the transfer via scalar
couplings are shown (A, B, C, D), while the right hand side (A’, B’, C’, D’) rep-
resents the corresponding dipolar transfer profiles. For details of the simulation
see App. A.3.1.
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Figure 3.5: The basic pulse sequence for the acquired TOCSY spectra. Presat-
uration of unwanted signals originating from the PDMS/CDCl3-gel as alignment

medium[62,114] was achieved by a frequency jump to the corresponding signal
(fq0), subsequent cw-irradiation, and finally a frequency jump back to the original
position (fq1). Zero-quantum artifacts were suppressed by the method described

by Thrippelton et al.[15,170] For further experimental details see App. A.2 and
article by Klages et al.[171]

for cross-relaxation transfers, cross-peaks for both JESTER-1 variants as
well as DIPSI-2 and MOCCA-XY16 experience contributions from nuclear
Overhauser enhancement in the rotating frame (ROE). The corresponding
ROESY spectrum is shown in Fig. 3.6 E for comparison. Residual cross-
peak intensities in the slices for the JESTER-1 sequences in Fig. 3.6 that
are not explained by scalar coupling transfer or ROE contributions can be
attributed to t1-noise.

The applicability of the J-ONLY-TOCSY approach is demonstrated in
Fig. 3.7, where the JESTER-1 TOCSY spectrum acquired on the aligned
CsA sample (Fig. 3.7 A) is compared with a conventional DIPSI-2 TOCSY
recorded on an isotropic sample of CsA dissolved in CDCl3 (Fig. 3.7 B).
Although cross-peak intensities vary slightly because of variations in the
multiplet patterns due to dipolar couplings being present in the aligned
sample, the appearance of the two spectra is basically identical and the
assignment of scalar coupled spin systems in the partially oriented sample
is possible.

3.3 Measuring 1H-1H Residual Dipolar Couplings

So far, it could be shown, that different TOCSY sequences have the ability
to scale the dipolar coupling Hamiltonian differently and will thereby also
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Figure 3.6: Enlargement of the N-methyl to aliphatic region of TOCSY and
ROESY spectra acquired on cyclosporin A partially aligned in a PDMS/CDCl3
gel. DIPSI-2 (A, A’), MOCCA-XY16 (B, B’), JESTER-1 with MLEV16 ex-
pansion (C, C’), and JESTER-1 with XY16 expansion (D, D’), as well as a cw
spin-lock for ROESY transfer (E, E’) were applied during the mixing period. For
better visualization example traces (two traces with purely dipolar transfer and
one trace with expected transfer via scalar couplings) are shown on the right
with scaling by a factor of 5 or 10 whenever annotated. Signals marked with an
asterisk originate from chemical exchange with residual water.
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Figure 3.7: Experimental TOCSY spectra of isotropic cyclosporin A (A, B, C)
and cyclosporin A aligned in a stretched PDMS/CDCl3 gel (A’, B’, C’). Spectra
were acquired using DIPSI-2 (A, A’), MOCCA-XY16 (B, B’), and JESTER-XY16
(C, C’) multiple pulse sequences. While the TOCSY spectra using DIPSI-2 and
MOCCA-XY16 are very different in the isotropic and aligned cases, they are
virtually identical for JESTER-XY16.
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Figure 3.8: Scaling of the dipolar coupling using a rubber-based ‘stretching ap-
paratus’. Left: Cutout from the 1H-13C-HSQC spectrum of sucrose aligned in
gelatine. Splitting of the resonances is depending on the alignment strength tuned
by the stretching apparatus. Right: Plot of the observed splitting 1JCH +1DCH

in the 1H-13C-HSQC spectrum versus the alignment strength quantified by the
quadrupolar splitting of D2O. Figures were adopted from Kummerlöwe et al.[172]

scale the effective dipolar coupling constant differently. As already pointed
out in Sec. 3.1, this can be exploited for the sign sensitive measurement of
residual dipolar couplings. The underlying principal concept was described
by Kummerlöwe and Luy who scaled the alignment strength of a polymer
gel mechanically by the use of a rubber tube.[60] Hence, dipolar couplings
are scaled accordingly, allowing the extraction of couplings by linear least
square fitting leading to an increased precision of the RDC measurement.
The procedure is illustrated in Fig. 3.8 where sucrose is aligned using a
gelatine/H2O gel.[67,68] A disadvantage of this technique are the inher-
ently broad lines as shimming is perturbed due to the stretching apparatus
within the NMR sample tube. Even intensive adjustment of the shim coil
currents can only partially compensate for this deficiency. However, future
developments might enable an optimized setup and an improved spectral
quality. Still, scaling of dipolar coupling constants using different TOCSY
mixing sequences appears superior, as no ‘stretching apparatus’ is needed
and shimming is only required once. Hence, a similar approach can be used
where the coupling constants are scaled ‘software’ wise.
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Figure 3.9: Influence of the ZQ suppression scheme on the spectral quality.
Left: TOCSY spectrum acquired with a DIPSI-2 mixing sequence and the zero-
quantum suppression scheme. Right: Same as before, but acquired without
zero-quantum filter. Peak volumes for several spectra of both types have been
compared and resulted in a small deviation of generally below 1.5% for the small
molecule DBPA.

3.3.1 Zero-Quantum Suppression

For a quantitative evaluation of TOCSY transfer amplitudes it has to be
ensured that the zero-quantum suppression scheme used in the TOCSY
spectra is not or only negligible influencing the experimental transfer am-
plitudes. Therefore, TOCSY spectra with and without zero-quantum sup-
pression have been recorded for a sample of 2,3-dibromopropionic acid
(DBPA) dissolved in CDCl3. A quantitative comparison of normalized
volume integraals (Sec. 3.3.2) resulted in a deviation of below 1.5%. As
can be seen in Fig. 3.9 strong zero-quantum artifacts occur if no sup-
pression scheme is utilized. However, it remains unclear if spectra with
zero-quantum suppression scheme may probably give more ‘correct’ trans-
fer amplitudes, while peak volumes in spectra without suppression scheme
give ‘worse’ results, though NOE contributions increase the longer the sup-
pression scheme gets. Anyway, deviations are small for small molecules and
can savely be neglected.

In addition, the influence of miscalibration on the zero-quantum suppres-
sion scheme and hence, on the experimental transfer amplitudes was tested.
Therefore, the first zero-quantum filter was adjusted carefully according to
Thrippleton et al.[15] The second zero-quantum filter, however, which
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Figure 3.10: Dependence of zero-quantum suppression scheme on miscalibration.
Left: Influence of the rf-amplitude of the adiabatic inversion pulse, where B1

field strengths are given in dB attenuation. Right: Variation of the gradient
strength G2 in % of the maximum gradient field strength.

is placed directly after the mixing sequence and shortly before acquisi-
tion, was deliberately mis-set. Two parameters (cf. Sec. 2.1.8) determine
the quality of zero-quantum suppression, i.e., the gradient strength (G1

and G2 in Fig. 3.5) and the rf-amplitude of the frequency swept adiabatic
inversion pulse. Both parameters were successively varied over a broad
range and absolute peak volumes were compared. The results are shown
in Fig. 3.10 and indicate that the zero-quantum suppression scheme is a
very robust building block, allowing a large degree of miscalibration. Even
when the absolute intensities of the peaks drop, their relative intensity still
remains constant for an even broader range. However, as zero-quantum
artifacts start to increase again under these conditions and might interfere
with resonances of neighboring peaks when spectra become more crowded,
it should be avoided to choose those condition. Recapitulatory, it has
to be concluded that the zero-quantum suppression scheme published by
Thrippleton et al.[15,170] represents an excellent tool, for the quantitative
analysis of TOCSY transfer amplitudes.

3.3.2 Extracting Transfer Amplitudes

To test the applicability of TOCSY spectra as a tool for the determination
of 1H-1H-RDCs, experimental transfer amplitudes had to be extracted.
Therefore, a series of spectra with increasing mixing times were recorded for
an isotropic and an aligned sample of DBPA in CDCl3. DBPA was aligned
using a PS/CDCl3 gel and was chosen as a first test sample because of
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Figure 3.11: Left: Annotated 1H-1H-TOCSY spectrum of 2,3-dibromopropionic
acid acquired with JESTER-XY16 mixing sequence in CDCl3. Right: Extracted
transfer amplitudes with increasing mixing times using JESTER-XY16 mixing.
For convenience transfer amplitudes are only shown for one ‘strip’ of the TOCSY
spectrum.

its very simple spin system. It consists of three spins which are mutually
coupled and exhibits scalar coupling constants of 11.3 Hz, 4.3 Hz, and
−10.1 Hz, respectively (vide infra). Mixing times were varied between
≈ 4 ms and ≈ 55 ms using different mixing sequences, i.e., MOCCA-
XY16, DIPSI-2, and JESTER-XY16. This resulted in spectra as shown
in Fig. 3.11. Volume integrals of cross- and diagonal-peaks were extracted
by using the Sum over Box module of Sparky,[173] though several other
settings have been tested as well. However, other methods gave rise to
equivalent results, while being more complex at the same time and were
therefore not considered further.

An essential piece in the determination of TOCSY transfer amplitudes is
normalization. Obviously, when simulating TOCSY spectra, no peak am-
plitudes larger than 1 can be observed as illustrated in Fig. 3.12. Therefore,
amplitudes, or more precisely, peak volumes have to be scaled or normal-
ized. Assuming solely scalar coupled spins and neglecting relaxation ef-
fects due to ROE transfer, only positive transfer amplitudes are expected
for DBPA. As the magnetization within the spin system remains constant
in this case, peak volumes can be normalized for each ‘strip’ in each spec-
trum separately by summation over all transfer amplitudes of one strip and
subsequent division of the corresponding individual peak volumes by this
sum. The condition of vanishing transfer through ROE is well satisfied
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for DBPA and also transverse and longitudinal relaxation due to auto-
relaxation are expected to be small, due to the low molecular weight and
short experimental mixing times. Therefore, all spectra of isotropic sam-
ples can be evaluated using this procedure. However, the situation changes,
when inspecting spectra of anisotropic samples or spin systems of five or
more spins. In those cases transfer amplitudes may become negative (see
Fig. 3.12, blue curves) and will deteriorate any normalization according to
the above described method. Also normalization using only the absolute
value of the transfer amplitude will fail as can also be seen from Fig. 3.12.
At a mixing time of 200 ms, assuming a two spin system coupled by by
a dipolar coupling of 10 Hz, transfer amplitudes are zero for both spins.
Hence, normalization has to be achieved using reference spectra, which are
acquired with zero mixing time. If not available, transfer amplitudes can
also be normalized to spectra with the shortest possible mixing time, i.e.,
only one repetition of the basis element including supercycles. Certainly,
this introduces systematic errors, which however, are small and can be
partially compensated by renormalization after the first fitting run (vide
infra).

3.3.3 Fitting TOCSY Spectra

The Optimization Algorithm

Initially, a program had to be implemented that enables the quantitative
calculation of TOCSY transfer amplitudes of spin systems with more than
two spins. This was achieved using the software package Matlab.[174] This
allowed for the implementation of an easy and clear source code though
an inplementation in a different programming language might have been
faster. However, simulations never exceeded a time span of ≈ 15 min even
for the most complicated spin systems calculated during the course of this
work.

For the calculations a full quantum mechanical treatment of the spin sys-
tem was used. However, chemical shift offsets were neglected and effective
Hamiltonians were used

Heff = HJ +HD. (3.24)

Here, the overall scalar coupling HamiltonianHJ is the sum over all mutual
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Figure 3.12: Simulated TOCSY transfer amplitudes for a two-spin system. Left:
Time evolution of transfer amplitudes under a purely isotropic mixing Hamilto-
nian (green), under a purely dipolar mixing Hamiltonian (red), and under the
effective coupling Hamiltonian created by the DIPSI-2 mixing sequence assuming
only a dipolar coupling (blue). Only in case of DIPSI-2 mixing negative trans-
fer amplitudes are expected. In all cases a coupling constant of 10 Hz was as-
sumed. Right: Superimposition of transfer through dipolar and scalar couplings,
where both are assumed to be 10 Hz. Curves assuming the superimposition of an
isotropic and a dipolar coupling Hamiltonian, as comparably found for MOCCA-
XY16 mixing sequence are shown in blue. Transfer amplitudes resulting from a
DIPSI-2 mixing sequence are shown in violet.
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coupling Hamiltonians Hi,jJ

HJ =

nX
i<j

Hi,jJ Hi,jJ = 2πJIiJIj (3.25)

where i and j refer to spin i and j and n denotes the maximum number
of spins. As spin i does not couple to itself and each interaction has to
be included only once, the conditions i 6= j and i < j have to be obeyed.
Furthermore, the scalar coupling tensor is the identity matrix. For the
overall dipolar coupling Hamiltonian equivalent equations apply, but using
the dipolar coupling tensor instead. Here, the results obtained in Sec. 3.2
and listed in Tab. 3.1 have to be included.

HD =

nX
i<j

Hi,jD Hi,jD = 2πDIiDIj (3.26)

The observable transfer amplitudes then simply result from calculation of
the propagator Ueff at time point t (see Eq. 3.23)

U(t) = exp (−iHeff t) (3.27)

and subsequent determination of the transfer amplitude6 analogously to
Eq. 3.22

T ijz (τ) =
Tr{I†jzU(τ)IizU

†(τ)}
Tr{I†jzIjz}

. (3.28)

As magnetization in all experiments was positioned along the z-axis before
the mixing period, the above equation was restricted to Iz magnetization.

The obtained transfer amplitudes can then be compared to the experi-
mental ones and by adjusting the individual coupling constants for simula-
tions the theoretical transfer amplitudes can be fitted to the experimental
data. In principle, several algorithms exist to solve this optimization prob-
lem. However, Matlab readily provides some algorithms for this type
of problem and three of these were tested more thoroughly. This com-
prised a simulated annealing protocol (SA), a genetic algorithm (GA), and
a gradient-based linear least square fitting routine (LSQ).7

6 Please note, that for calculation of the transfer amplitudes T ijz the above conditions
(i 6= j and i < j) do not apply, as e.g., i = j represents diagonal peaks.

7 More precisely the algorithm is based on the interior-reflective Newton method.[175]
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When spin systems get larger and more spins are included, it is very
likely that a potential surface is created that consists of several min-
ima. Therefore, global fitting algorithms (SA and GA) were favoured
initially. However, to test the convergence time of each algorithm, the-
oretical transfer amplitudes were calculated for a seven spin system using
the set of seven experimental coupling constants reported for methyl-α-
D-glucopyranoside.[176] Subsequently, all three algorithms were tested by
setting the initial guess for all 3JHH -couplings to a value of +1 and to a
value of −1 for 2JHH -couplings and eventually measuring the time until
convergence was reached, i.e., the deviation between ‘experimental’ and
‘back-calculated’ transfer amplitudes drops below a certain threshold. It
turned out, that the LSQ algorithm was by far the quickest and was there-
fore used during further investigations. Though, it is still possible, that SA
and GA algorithms become favourable if spin systems exceed a number of
n = 7.

Furthermore, the quality or robustness of the algorithm against exper-
imental errors was tested. Therefore, random noise of up to 20% was
added to the theoretically calculated transfer amplitudes and renormaliza-
tion finally resulted in the ‘experimental’ input data. Fitting using the
afore selected LSQ algorithm resulted in deviations smaller than 1.5 Hz
on average (see Tab. 3.2). This clearly shows, that the algorithm is well-
suited to extract coupling constants from experimentally obtained transfer
amplitudes, even if the data is ‘noisy’. However, optimization results for
smaller couplings deviate stronger from the theoretical value than for larger
couplings. This can be rationalized by considering the transfer profile for
spins with small couplings. It is much less ‘pronounced’ compared to large
couplings, i.e., the transfer amplitudes do not vary strongly over time if
only short mixing times are encoutererd. Hence, restricting the maximum
mixing time to < 100 ms to avoid relaxation effects, inevitably results in
a larger error for smaller couplings.

Fitting Experimental Transfer Amplitudes

After extensive testing of the fitting algorithm, real experimental data were
fitted against the quantum mechanical equations for TOCSY transfer. As
described in Sec. 3.3.2 data was obtained from an isotropic and an aligned
sample of DBPA in CDCl3. After normalization, initially only data of the
isotropic sample, extracted from spectra using the JESTER-XY16 mixing
sequence at ten different mixing times, were fitted. In principle, a maxi-
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Table 3.2: Theoretical and back-calculated coupling
constants in an artificial 7 spin system. Noise of 20%
was added to the theoretically predicted transfer am-
plitudes and were subsequently fitted with the LSQ
routine, starting from values of Ji,j = 1 Hz.

Coupling Jtheo Jfit ∆J Jstart

3JH1,H2 8.00 8.02 0.02 +1.00
3JH2,H3 9.40 9.67 0.27 +1.00
3JH3,H4 9.20 9.28 0.08 +1.00
3JH4,H5 9.70 9.68 0.02 +1.00
3JH5,H6R 6.00 5.20 0.80 +1.00
3JH5,H6S 2.30 3.68 1.38 +1.00
2JH6R,H6S −12.30 −12.09 0.21 −1.00

mum of three scalar couplings is observable in this spin system and starting
values of +1 and −1 for the optimization procedure were used for 3JHH -
and 2JHH -couplings, respectively. To verify the fit results of the isotropic
sample, a 1D-1H-spectrum was recorded at high resolution (cf. Fig. 3.13).
Results are reported in Tab. 3.3 and reveal an excellent agreement between
coupling constants obtained with the different techniques. Deviations are
generally small (< 0.5 Hz) where the largest deviation is again observed
for the smallest experimental coupling.

In the next step, transfer amplitudes obtained from an aligned sample
using JESTER-XY16 mixing were analyzed. Again data sets of ten dif-
ferent mixing times were used as input. In theory, the JESTER-XY16
mixing sequence should fully suppress any transfer through dipolar cou-
plings and therefore should give identical transfer amplitudes which con-
sequently would translate into equal coupling constants. Indeed, fitting
the experimental data resulted in virtually the same coupling constants as
reported above for the isotropic sample (see Tab. 3.3). This verifies again
the concept of the J-ONLY-TOCSY and clearly reveals its applicability to
determine scalar coupling constants under weakly aligned conditions.

Finally, also data of the anisotropic sample acquired with TOCSY spec-
tra using DIPSI-2 and MOCCA-XY16 mixing was evaluated. For the fit-
ting procedure scalar couplings were kept fixed at the value obtained from
the above fitting process, i.e., 11.3 Hz, 4.5 Hz, and −10.1 Hz, respectively.
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Figure 3.13: 1D-1H-spectra of 2,3-dibromopropionic acid. The chemical shift
offset between the two spectra originates from a mis-set lock. Left: Spectrum in
isotropic solution. The molecular structure of 2,3-dibromopropionic acid is given
with the resonance assignment. Right: Annotated spectrum of DBPA aligned in
PS/CDCl3.

Table 3.3: Experimental scalar coupling constants of 2,3-
dibromopropionic acid obtained in isotropic and aligned samples.
All coupling constants are given in Hz.

Couplinga 1H-spectrum TOCSYiso
b TOCSYal

c ∆Jiso

JAB 11.3 11.2 11.3 −0.1
JAC 4.3 4.6 4.5 +0.3
JBC −10.1 −10.2 −10.1 −0.1
a

Assignments for the couplings refer to those given in Fig. 3.11.
b

Obtained from fitting TOCSY spectra acquired with JESTER-XY16
mixing in isotropic solution.

c
Obtained from fitting TOCSY spectra acquired with JESTER-XY16
mixing in an aligned sample.
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Figure 3.14: Results from fitting experimental transfer amplitudes. Left: Ex-
perimental versus back-calculated transfer amplitudes. The good correlation be-
tween the values indicates the high quality of the fit. Right: Time evolution
of experimental (circles, blue and green) and back-calculated (crosses, red and
pink) transfer amplitudes. The evolution is shown for both mixing sequences,
i.e., MOCCA-XY16 (blue and red) and DIPSI-2 (green and pink). For conve-
nience transfer amplitudes using JESTER-XY16 mixing are not shown.

Simultaneous fitting of transfer amplitudes from DIPSI-2 and MOCCA-
XY16 mixing gave the coupling constants listed in Tab. 3.4. The quality
of the fit is depicted in Fig. 3.14 where the experimental versus the back-
calculated transfer amplitudes are plotted. In addition, the experimental
and ‘back-calculated’ transfer curves are shown. For verification of the op-
timization results, a 1D-1H-spectrum was recorded for the DBPA sample
aligned in PS/CDCl3 (see Fig. 3.13). Here only the absolute value of the
splitting ∆s = |J +D| could be extracted, which is also shown in Tab. 3.4.

As can be seen from the data, experimental data obtained from fitting
TOCSY spectra is again in excellent agreement with the splittings observed
in simple 1D-1H-spectra. However, extracted coupling constants are less
precise as for the isotropic case, but deviations are generally smaller than
2 Hz. When inspecting the back-calculated transfer amplitudes, it be-
comes apparent, that especially the transfer curves for the diagonal signals
of MOCCA-XY16 mixing deviate strongly from the back-calculated ones.
Therefore, only data using DIPSI-2 mixing was fitted for test reasons (see
Tab. 3.4). Indeed, the results resemble the data obtained from the 1D-1H-



3.3 Measuring 1H-1H Residual Dipolar Couplings 89

T
a
b
l
e

3
.4

:
F

it
te

d
re

si
d

u
a
l

d
ip

o
la

r
co

u
p

li
n

g
co

n
st

a
n
ts

o
f

2
,3

-d
ib

ro
m

o
p

ro
p

io
n

ic
a
ci

d
o
b

ta
in

ed
in

a
P

S
/
C

D
C

l 3
g
el

.
In

a
d

d
it

io
n

,
th

e
sc

a
la

r
co

u
p

li
n

g
co

n
st

a
n
t

in
th

e
a
li
g
n

ed
sa

m
p

le
is

g
iv

en
a
lo

n
g

w
it

h
th

e
sp

li
tt

in
g

∆
s

=
|J

+
D
|o

b
se

rv
ed

in
a

1
D

-1
H

-s
p

ec
tr

u
m

.

S
p
in

p
a
ir

a
J

[H
z]

b
∆
s

[H
z]

c
D

[H
z]

d
D

[H
z]

e
J

+
D

[H
z]

f
∆
s
,d

e
v

[H
z]

g

A
B

1
1
.3

1
7
.4

4
.5

4
.7

1
5
.8

1
.6

A
C

4
.5

1
0
.0

4
.3

4
.9

8
.8

1
.2

B
C

−
1
0
.1

3
1
.8

−
2
1
.2

−
2
1
.2

−
3
1
.3

0
.5

a
F
o
r

a
ss

ig
n
m

e
n
ts

se
e

F
ig

.
3
.1

3
.

b
O

b
ta

in
e
d

fr
o
m

fi
tt

in
g

T
O

C
S
Y

sp
e
c
tr

a
a
c
q
u
ir

e
d

w
it

h
J
E

S
T

E
R

-X
Y

1
6

m
ix

in
g

in
a
li
g
n
e
d

sa
m

p
le

.
c

O
b
ta

in
e
d

fr
o
m

1
D

-1
H

-s
p

e
c
tr

u
m

.
d

O
b
ta

in
e
d

u
si

n
g

a
ll

e
x
p

e
ri

m
e
n
ta

l
T

O
C

S
Y

tr
a
n
sf

e
r

a
m

p
li
tu

d
e
s.

e
O

b
ta

in
e
d

u
si

n
g

o
n
ly

tr
a
n
sf

e
r

a
m

p
li
tu

d
e
s

fr
o
m

T
O

C
S
Y

sp
e
c
tr

a
w

it
h

D
IP

S
I-

2
m

ix
in

g
.

f
C

a
lc

u
la

te
d

u
si

n
g

re
si

d
u
a
l

d
ip

o
la

r
c
o
u
p
li
n
g
s

w
h
e
n

fi
tt

in
g

a
ll

e
x
p

e
ri

m
e
n
ta

l
d
a
ta

.
g

D
e
v
ia

ti
o
n

o
f

th
e

sp
li
tt

in
g

o
b
se

rv
e
d

in
th

e
1
D

-1
H

-s
p

e
c
tr

u
m

fr
o
m

th
e

fi
tt

in
g

re
su

lt
(∆

s
−
|J

+
D
|)

.



90 Chapter 3 Towards the Measurement of 1H-1H-RDCs

spectrum better and deviated in maximum by 1.4 Hz. Compared to the
previous fitting results this implies a drop of 0.2 Hz in the error. Hence, the
influence of the deviating transfer amplitudes in spectra using MOCCA-
XY16 can be neglected.

Systematic Errors and Starting Values

As pointed out in Sec. 2.1.7 TOCSY transfer is inevitably connected to
ROESY and NOESY transfer. By the development of the invariant trajec-
tory approach[6] a tool was created that allows the quantification of these
contributions with respect to the actual TOCSY transfer. Therefore, offset
profiles for the transverse and longitudinal weights as defined in Eq. 2.40
and Eq. 2.41 have been calculated using the program Simone.[167] Simu-
lations were conducted for the mixing sequences DIPSI-2, MOCCA-XY16,
and JESTER-XY16 and results are shown in Fig. 3.15.

It is apparent from the simulations that all three mixing sequences
exhibit very different weight profiles. While for DIPSI-2 and JESTER-
XY16 magnetization is predominantly positioned along a transverse axis,
in MOCCA-XY16 magnetization is mainly stored along the z-axis. Hence,
longitudinal relaxation is the dominating8 relaxation source in MOCCA-
XY16 and transverse relaxation is dominating DIPSI-2 and JESTER-XY16.
To obtain the actual NOE and ROE contributions, the weight has to be
multiplied by the cross-relaxation rate σij between the two spins. In the
case of small molecules (extreme narrowing limit), the longitudinal and the
transverse cross-relaxation rates are negative and hence will subtract from
the observed transfer amplitudes in the TOCSY spectra. This effect is
smallest for the MOCCA-XY16 sequence, as longitudinal cross-relaxation
rates are smaller than the corresponding transverse cross-relaxation rates.
On the other hand, when investigating large molecules (slow tumbling
limit), a negative contribution to the overall transfer amplitude is expected
for DIPSI-2 and JESTER-XY16, but a small positive contribution is ex-
pected for the MOCCA-XY16 sequence.9 In both cases the contributions
to the experimental transfer amplitudes increase with increasing mixing
time.

How do these findings affect the results of the fitting procedure? In prin-

8 The term ‘dominates’ refers to the time during which the corresponding relaxation
mechanism is active and not to the actual size.

9 In the slow tumbling limit the transverse cross-relaxation rate is twice as large as
the longitudinal cross-relaxation rate, but with opposite sign.
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Figure 3.15: Offset dependence of transverse (A, B, C) and longitudinal (A’,
B’, C’) weights for several TOCSY mixing sequences. Invariant trajectories have
been calculated using the program Simone for DIPSI-2 (A, A’), MOCCA-XY16
(B, B’), and JESTER-XY16 (C, C’) and and were converted into weight profiles
using Eqs. 2.40-2.41.
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ciple, all these effects can be neglected if the strips in the TOCSY spectra
are normalized in each spectrum separately (see Sec. 3.3.2), as all peaks
(cross- and diagonal-peaks) are affected to the same extent if sufficiently
strong rf-pulses are applied, i.e., if offset effects are negligible. However,
if this assumption is not valid, cross-peaks distant from the diagonal will
exhibit smaller NOE and ROE contributions, hence they will appear larger
than they actually are in the extreme narrowing limit. This is also true for
the DIPSI-2 and the JESTER-XY16 sequence in the slow tumbling limit,
whereas cross-peaks in the MOCCA-XY16 sequence remote from the di-
agonal will appear smaller. A relative increase in the transfer amplitude
will commonly lead to an overestimation of the corresponding coupling
constant and vice versa.

Things get even more complicated when normalization cannot be carried
out strip-wise, i.e., if spin systems of more than 5 spins are inspected or
if negative transfer amplitudes are expected due the residual dipolar cou-
plings in DIPSI-2 spectra, for example. Normalization is then carried out
with a reference spectrum. Hence, relaxation effects are not eliminated by
normalization in any case. The effects on the obtained coupling constants
are not straightforward, but simulations show that again smaller couplings
are affected more strongly. Furthermore, the simulations revealed that de-
viations are generally below 0.6 Hz taking into account a global, unrealistic
high relaxation rate of R1,2 = 5 s−1.10

Another essential problem, when fitting TOCSY transfer amplitudes
with the LSQ algorithm is the initial guess, i.e., the starting point for
optimization. As the LSQ algorithm is gradient-based, it only finds a local
minimum during the optimization process and could get easily stuck on the
potential surface. As discussed above, this was the reason why a ‘global’
optimization routine like SA or GA was favoured initially. However, these
algorithms face the same problems in principle though not as pronounced
as for gradient-based algorithms. Still, this problem can be overcome if a
‘good’ initial guess is available.

When inspecting the equations that quantitatively describe TOCSY
transfer, it becomes apparent that transfer amplitudes of cross-peaks at
short mixing times are proportional to sin2(2πJt). This observation can
be used to estimate a value for the coupling constant which is then inserted
into the fitting protocol. To test the quality of this guess and how well it re-

10 Transverse and longitudinal relaxation rates are much smaller for small molecules

(τc < 0.5 ns).[88]
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sembles the actual coupling constant simulations were conducted for a three
spin system, where the mixing time was set to 10 ms and one coupling was
kept fixed at J23 = 10 Hz. Subsequently, transfer amplitudes (T 11

z , T 12
z ,

and T 13
z ) were calculated using, on the one hand, the sin2-approximation

and, on the other hand, the full quantum mechanical equations while vary-
ing the remaining two coupling constants within boundaries of ±25 Hz.
Then the difference between the two simulations was calculated and the
deviation in transfer amplitudes was converted into errors of the coupling
constant. Results are shown in Fig. 3.16 and reveal that errors by using
the sin2-approximation are generally below 1 Hz for mixing times smaller
than 10 ms. Only for extreme settings, i.e., |J1j | > 23 Hz or |J1j | ≈ 0 Hz,
stronger deviations were found. Still, all initial guesses were sufficient
to find the correct minimum in the conducted simulations. It has to be
pointed out that Glaser et al. have proven that zero transfer might occur
in a three spin system for any value of J23 if a certain relation between
J12 and J13 is met.[3] Obviously the sin2-approximation will give wrong
results for these conditions.

As described by Fogolari et al.[137,138] the coupling constant could
also be estimated with the equation

Jij =

√
4T ij

2πt
. (3.29)

However, it turned out that this approximation results in far worse results
and represents only good guesses for small couplings |J1j | < 5 Hz. Hence,
it was not considered during the experiments.

3.4 Discussion

3.4.1 Modifying the Average Dipolar Coupling Tensor

Isotropic mixing conditions, as present in homonuclear TOCSY experi-
ments in liquid state samples, typically result in positive transfer ampli-
tudes.[1, 144,145] Exceptions are only known for heteronuclear spin systems
containing a spin-1 nucleus[177] and for homonuclear spin systems consist-
ing of five or more spins- 1

2
.[4] In planar coupled two-spin systems the

transfer amplitude is also generally positive,[178–180] but three or more pla-
nar coupled spins are known to undergo negative transfer under certain
conditions.[181] The situation in dipolar coupled spin systems is fundamen-
tally different, as TOCSY-type multiple pulse sequences can give rise to
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Figure 3.16: Simulations comparing the ‘sin2-approximation’ to the full-quantum
mechanical treatment of the spin system. In the top panel simulations were
conducted on a three spin system using the complete set of quantum mechani-
cal equations. Below the sin2-approximation was used to estimate the transfer
amplitude. In the third panel from the top, the deviations between both sim-
ulations are depicted. In all cases transfer amplitudes T 11

z , T 12
z , and T 13

z are
shown from left to right and the scalar couplings J12 and J13 are varied between
±25 Hz, while J23 was kept fix at 10 Hz. In the bottom panel the difference in
transfer amplitude is translated into a deviation of the J12-coupling (Left) and
J13-coupling (Right). The colour bar (Middle) indicates the deviation of the
J12-/J13-coupling from the theoretical value in Hz.
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ZQ-based positive transfer as well as DQ-based negative transfer between
any two coupled spins, as is shown in Eq. 3.19 and was reported previ-
ously.[147–149,151] The derivation of the vanishing average dipolar coupling
Hamiltonian for the JESTER-1 sequence with XY16 expansion is given in
Sec. 3.2.1, but a simplified view would be that the sequence produces equal
amounts of ZQ- as well as DQ-based transfer, therefore leading to zero net
transfer.

JESTER-1 as a simple multiple pulse sequence initially designed for
heteronuclear isotropic Hartmann-Hahn (HIHAHA) transfer with a rela-
tively large bandwidth (cf. Tab. 3.1)[3, 161] expectedly removes all diago-
nal elements in the average homonuclear dipolar interaction tensor D (see
Eq. 3.18) since HIHAHA sequences obey the condition of an isotropically
distributed principal interaction axis. As has been shown in Sec. 3.2.1,
off-diagonal elements also disappear by the expansion in XY-type super-
cycles.[163,164]

The bandwidth along the anti-diagonal of JESTER-1 with XY16 expan-
sion for its use in J-ONLY-TOCSY experiments is approximately 0.8 ·B1,
which is on the same order as for conventional TOCSY sequences like
MLEV-16,[162] DIPSI-2,[158] or MOCCA-XY16[150,166] (cf. Tab. 3.1). How-
ever, other multiple pulse sequences with improved bandwidths might be
constructed out of HIHAHA sequences or optimized using techniques like
optimal control of spin dynamics, which in the last few years has been
applied successfully to a number of problems concerning pulse and pulse
sequence design.[182–189]

For a number of multiple pulse sequences like e.g., DIPSI-2, polarization
transfer purely based on dipolar couplings in isolated two-spin systems
results in negative cross-peaks, which, in principle, can easily be distin-
guished from transfer via scalar couplings. However, one should always be
aware in this case that the transfer is a combination of scalar and dipo-
lar couplings[149] (see Fig. 3.12) and the identification of covalently bound
spin systems is not unambiguously possible. This is especially the case for
large spin systems with very complex transfer functions and also applies
to multiple pulse sequences designed for clean TOCSY transfer through
RDCs.[165]

The usual limitations of zero order average Hamiltonian theory apply
for the suppression of dipolar interactions, i.e., RDCs must be consider-
ably smaller than the inverse basic cycle time. Since the JESTER-XY16
sequence has a minimum expansion in XY8 in order to fully suppress the
dipolar interactions, the basic cycle time corresponds to the time needed
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for a 6480◦ pulse, i.e., at an rf-amplitude of 7 kHz all residual dipolar cou-
plings should be significantly smaller than ≈ 400 Hz. The multiple pulse
sequences presented here therefore are fully applicable in combination with
most of the recently developed alignment media. Applied with correspond-
ingly increased rf-amplitudes, they might well be applicable also in solid
state experiments.

The JESTER-1-based multiple pulse sequences are not clean TOCSY
sequences in the sense that they do not suppress transfer via transverse
or longitudinal dipolar relaxation in the spin diffusion limit.[7–9] Such
sequences require magnetization to be oriented twice as long along the
z-axis as in the transverse xy-plane to compensate negative ROE and pos-
itive NOE relaxation contributions for large molecules in the spin diffusion
limit. Especially for small to medium-sized molecules, however, the ROE-
contribution will be very weak and corresponding negative cross-peaks of
low intensity can easily be distinguished from positive TOCSY peaks via
scalar couplings (vide infra).

An aspect which has not been discussed so far, is the value of the
JESTER-XY16 pulse sequence for reassigning spin systems in the align-
ment medium. Solute molecules dissolved in liquid crystalline media as
well as paramagnetically tagged molecules will experience chemical shift
changes due to the medium acting as co-solvent,[61] residual chemical shift
anisotropy, or pseudocontact shifts.[47] This phenomenon is shown in
Fig. 3.1 where signals of the protons 11 and 14 change their positions
upon alignment. In addition, signals for resonances for proton 20 and 11′

do overlap in the alignment medium. Using conventional techniques for re-
assigning the spin system, like HMBC-type, COSY-type or TOCSY-type
experiments, cannot generally be used, since coherence transfer also occurs
via dipolar couplings through space. Heteronuclear correlations via scalar
and/or residual dipolar couplings can generally not be distinguished by any
pulse sequence, since they have coupling Hamiltonians of identical form.
The same situation applies for homonuclear correlation experiments that
are based on weakly coupled spins like COSY-type experiments. Only
in the strong coupling limit the scalar and dipolar interactions differ in
their effective Hamiltonian and a general distinction of their contribution
is possible. The newly designed JESTER-XY16 is able to suppress transfer
through residual dipolar couplings and allows an unambiguous reassign-
ment.
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3.4.2 Measuring 1H-1H Residual Dipolar Couplings

Residual dipolar couplings have proven to be a valuable and versatile tool in
many research areas, especially for the structural and dynamical character-
ization of organic molecules. While for large- and medium-sized molecules
measurement of 1DCH - and 1DNH -couplings is mostly sufficient for further
investigations, small molecules suffer from the fact, that only few of these
couplings are available. Furthermore, these couplings are often redundant
due to the co-linear orientation of the underlying bond vectors and hence,
the alignment tensor remains under- or sparsely determined. This creates
the need for the measurement of new, independent coupling constants.

Measurement of 1H-1H residual dipolar couplings appears as the logical
consequence since these couplings are widely abundant and very sensi-
tive even across larger distances due to the high gyromagnetic ratio (cf.
Eq. 2.49). However, their extraction is often complicated by the large
experimental linewidth, which renders any method based on line separa-
tions inadequately. Analyzing transfer amplitudes in TOCSY spectra, in
principle allows the measurement of 1H-1H-RDCs independent of the ac-
tual linewidth, as only peak volumes are inspected. This approach is not
new,[137,138] though it has never been applied for the determination of 1H-
1H-RDCs. A center piece in the analysis of residual dipolar couplings with
TOCSY spectra is the use of different mixing sequences, which have the
ability to modify the dipolar coupling tensor differently. This allows not
only the measurement of the size of the dipolar coupling, but also for the
sign of the dipolar coupling relative to the corresponding scalar coupling
(vide infra).

As described in Sec. 3.1 the sign of the DHH -coupling bears valuable
information. But only in cases were the dipolar coupling D is much smaller
than the J-coupling, e.g. in case of 1DNH -couplings, the absolute sign of the
dipolar coupling can be extracted without knowledge of the absolute sign of
the J-coupling. Typically, measuring the sign of DHH -couplings inevitably
requires knowledge of the absolute sign of the corresponding JHH -coupling
as only the relative sign is available for dipolar couplings. The absolute sign
of JHH -couplings can be extracted from E.COSY-type spectra in isotropic
solution or can be safely guessed in cases of 2JHH - and 3JHH -couplings. But
complications arise when residual dipolar couplings are measured for spin
pairs that are separated by more than three bonds, e.g. two axially protons
in a six-membered ring. The underlying JHH -coupling is commonly very
small (< 1 Hz) and cannot be extracted safely. Consequently, only the size
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of the dipolar coupling can be extracted in those cases, but not the sign,
due to a lack of information on the JHH -coupling.

As pointed out above, measuring the sign of 1H-1H-RDCs requires scal-
ing of the dipolar coupling Hamiltonian and is achieved using different
mixing sequences. But, as described in Sec. 3.1, this can also be achieved
by simply changing the alignment strength mechanically and hence scaling
the dipolar coupling constant. Though this technique still exhibits some
practical imperfections it may be beneficially combined with the scaling
on the quantum mechanical level. This would also allow the generation of
complementary data sets, that would increase the precision of the deter-
mined coupling constants.

Measuring 1H-1H-RDCs within a series of TOCSY spectra reproduced
the coupling constants found for the test system DBPA within a 1D-1H-
spectrum very well. The general deviation was found to be below 0.5 Hz
for scalar couplings and below 2 Hz for residual dipolar couplings. Com-
paring this result to errors commonly obtained in measurements of 1DCH -
couplings in HSQC spectra reveals the quality of this method. For 1DCH -
couplings the error is usually estimated to be 1 Hz but precise measure-
ments revealed revealed that the errors are typically underestimated.[172]

Hence, errors for 1H-1H-RDCs obtained by the ‘TOCSY method’ are on
the same order as for 1DCH -couplings, especially when considering the fact,
that errors were generously rounded up.

Signal overlap between resonances of different spin systems might turn
out to be one of the bottlenecks using the ‘TOCSY method’ as well. In
the case of considerable line broadening or simply in case of large spin
systems, cross-peaks may be not resolved and hence transfer amplitudes
cannot be extracted. But, in principle, as can be seen from the name –
TOCSY = TOtal Correlation SpectroscopY – all coupling constants are
already encoded in only one strip of the spectrum. Therefore, only one
resolved strip should be sufficient to extract all coupling constants. A
subsequent test for the three spin system of DPBA indeed revealed the
possibility of this approach without a significant loss of accuracy. However,
in practice, when spin systems consist of more spins, this approach would
include the measurement of spectra with impracticable long acquisition
times. Therefore, the statement has to be weakened so that the analysis of
only few resolved strips should be sufficient to extract the desired coupling
constants.

A further limitation of the ‘TOCSY method’ is the inevitable need for
the calculation of theoretical transfer amplitudes during the fitting pro-
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cess. Though tests have been conducted on a seven spin system which still
required an acceptable amount of time (< 15 min), it is easily imagined
that calculations will exceed any practicable range, when considering the
fact that the calculated matrices scale exponentially with the number of
spins within the spin system. For this purpose, an interesting approach
was described by Fogolari et al. for purely scalar coupled spins,[137,138]

using Liouvillian superoperators.[190] In principle, the evolution of the
density matrix σ0 at time point t = 0 is expanded into a Taylor series
and hence, the expectation value of a certain target operator can be cal-
culated by simply multiplying the corresponding prefactors which depend
on the scalar and dipolar couplings. This approach is very powerful and is
only limited by the order of the terms which have been included from the
Taylor expansion. So far, only terms and prefactors up to 4th order have
been published, which limits the analyzable mixing times and couplings.
Moreover, suitable equations have to be derived for the transfer through
dipolar couplings, as the coupling Hamiltonian is altered.

3.5 Conclusion

In Sec. 3.2 the so-called J-ONLY-TOCSY experiment was introduced,
which suppresses transfer via residual dipolar couplings. The key step of
the experiment is the use of JESTER-1-derived multiple pulse sequences
that eliminate the effective dipolar coupling Hamiltonian while retaining
good transfer properties via scalar couplings. In addition, it allows the un-
ambiguous identification of scalar coupled spin systems in partially aligned
samples. Hence, the assignment for a spin system can be easily reestab-
lished using the J-ONLY-TOCSY.

Furthermore, the foundations for the determination of 1H-1H-RDCs us-
ing TOCSY spectra were derived theoretically and experimentally. A gen-
eral route for the extraction and normalization of TOCSY transfer ampli-
tudes was described and a suitable optimization algorithm for fitting the
experimental data was selected. The proposed method allows the mea-
surement of 1H-1H-RDCs independent of the actual linewidth and to a
precision of below ≈ 2 Hz. Systematic influences on the precision of the
measurement have been described and quantified and were found to be less
than 0.5 Hz in the case of small molecules (τc < 1 ns). In crowded spec-
tra, the extraction of coupling constants for the complete spin system can
be reduced to an analysis of only few well-separated TOCSY strips. The
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increased ambiguity of a reduced set of cross-peaks can probably partly be
compensated by the use of other RDC scaling techniques like the rubber-
based stretching apparatus to increase the amount of experimental data
points. A loophole for the inevitable increased computational efforts for
large spin systems for the fitting procedure is described but not yet imple-
mented in practice.



Chapter
4

The Bone Morphogenetic Protein
Receptor Ia

This project was conducted in cooperation with the group of Prof. T.
Müller, Lehrstuhl für Botanik I – Molekulare Pflanzenphysiologie und Bio-
physik, Universität Würzburg. Protein sample preparation, mutational
studies, and measurements of binding affinities were performed by A. Ko-
tzsch.

4.1 Introduction

4.1.1 BMPs and Related Proteins

Already in 1965 M. Urist discovered the activity of BMPs by observing
that implantation of demineralized bone matrix at subcutaneous or intra-
muscular sites leads to bone formation in rats.[191] The osteogenic potential
was attributed to a glycoprotein complex, which was called ‘bone morpho-
genetic factor’ and is the origin of the name of this class of proteins. In the
late 1980s BMPs could be isolated for the first time and the gene sequence
was reported.[192]

Despite their name, the function of BMPs is highly divers and not re-
stricted to formation of bone and cartilage. From expression studies and
mouse models it is known that BMPs show a very broad range of activities
in many different cell types like monocytes, epithelial cells, mesenchymal

101
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cells, or neural cells.[193] BMPs regulate cell proliferation and differentia-
tion, chemotaxis, and apoptosis. Moreover BMPs have a central function
in embryonic development, i.e., the establishment of the dorsal/ventral
body axis and the formation of kidney, eye, limb, amnion, heart, and
testis.[194–197] In the adult organism they are responsible for regeneration
processes like bone and joint formation in osteogenesis.

The bone morphogenetic proteins (BMPs) belong to the protein super-
family of transforming growth factor-β (TGF-β). This group of multi
functional growth factors can be divided into subgroups on the basis of
sequence similarity.[198,199] Along with the growth and differentiation fac-
tors (GDNF) the BMPs form the largest subgroup comprising 15 members.
Other proteins like TGF-βs, activines, inhibins, nodal, myostatin, muel-
lerian inhibiting substances (MIS), and glial-derived neurotrophic growth
factors (GDNFs) are also associated to this superfamily. So far, the su-
perfamily of TGF-βs comprises more than 30 members which have been
identified in several organisms ranging from C. elegans, D. melanogaster,
and Xenopus laevis to mammals.

Like all members of the TGF-β superfamily, BMPs are translated as
precursor proteins. These are composed of a N-terminal signalling peptide,
a prodomain, and a C-terminal mature domain. After cleavage of the
signalling peptide the preproteins dimerize. The mature protein is finally
formed by the proteolytic cleavage of a RXXR-motif by a furine-analogue
protease.[200,201]

The mature domain of a monomer comprises 100-140 amino acid residues
and possesses a cysteine knot as characteristic motif.[202,203] This consists
of two disulfide bridges which form an eight membered amino acid ring. A
third disulfide bridge is thread through this ring and forms the knot. This
very stable structural motif not only occurs in the TGF-β family, but can
also be found in other cytokines such as platelet derived growth factors and
nerve growth factors, as well as in the comparably small ω-conotoxins.[204]

The basic structure of the monomeric subunit of the TGF-β family is
shown in Fig. 4.1 on the basis of BMP-2[205] and is commonly described
by the open hand analogy.[202] Each monomer is folded into nine β-strands
(β1 − β9) and a long α-helix (α3 in BMP-2). The N-terminus represents
the thumb and the two β-sheets are denoted as finger 1 and finger 2.
Consequently, the convex surface is described as knuckle and the helical
region as wrist. Most proteins similar to TGF-βs are homodimeric in their
natural occurring form, though inhibines, activines, and some BMPs have
been observed in a heteromeric form. The thenar of the monomer is buried
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Figure 4.1: The ‘open hand’ analogy. Left: Cartoon representation of the
BMP-2 dimer crystal structure, as a representative for ligands in the TGF-β
superfamily. The dimer is linked by a disulfide bridge. Right: Schematic repre-
sentation of the fold of the BMP-2 monomer, revealing the two central β-sheets
denoted as finger 1 and finger 2 and the helix α3 representing the wrist.

in the concave side of the fingers of the other monomer. The dimer is
stabilized by hydrophobic interactions and in most cases by an additional
intermolecular disulfide bridge (not within GDF-3, GDF-9/-9b, and Lefty-
1/-2).

From the TGF-β superfamily the crystal structures of TGF-β2,[202] TGF-
β3,[206] BMP-2,[205] BMP-3,[207] BMP-6,[207] BMP-7,[208] BMP-9,[209] GDF-
5,[210] GDF-15,[211] GDNF[212] have been solved. In addition, the structure
of TGF-β1

[213] has been solved by NMR spectroscopy. Though profound
differences exist between the amino acid sequences of these proteins, all
members of the TGF-β superfamily exhibit a highly similar fold of the pro-
tein backbone. For example BMP-2 and TGF-β2 show only 32% identity in
their amino acid sequence but the superimposition of the bachbone atoms
reveals a RMSD of just 1 Å.[199] Minor differences can be observed only in
loop regions at the ‘finger tips’, at the N-terminus and the N-terminal end
of the helix.

4.1.2 Receptors of the TGF-β Superfamily

All characterized ligands of the TGF-β superfamily mediate their signal via
a transmembrane serine/threonine-kinase. The only exceptions are GDNF
whose signal is initiated via a receptor tyrosine-kinase[214] and ligands like
MIC-1, where the signal mediating receptor is still unknown. In the human
genome only 12 serine/threonine receptor kinases within the TGF-β system
have been identified so far, which can be divided on the basis of sequence
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homology and functionality into two subfamilies, the type I (7 members)
and the type II (5 members) receptors Fig. 4.2.[215]

To the group of type I receptors belong the activine-like-kinase 1 and
7 (Alk-1 and Alk-7), the activin type-I and -IB receptors (ActR-I = Alk-
2, ActR-IB = Alk-4), the BMP type-IA and -IB receptors (BMPR-IA =
Alk-3, BMPR-IB = Alk-6), the TGF-β type I receptor (TβR-I = Alk-5).
The group of type II receptors is composed of the TGF-β type II receptor
(TβR-II), the BMP type II receptor (BMPR-II), the activin type II and
IIB receptor (ActR-II, ActR-IIB), and the muellerian inhibiting substance
receptor (MISR-II).[216]

Both receptor types consist of 500 to 570 amino acid residues and can
be dissected into three domains, i.e., an extracellular, ligand binding do-
main, a transmembrane domain, and a intracellular domain with kinase
function. The extracellular domains with around 120 to 150 residues share
a comparably small sequence homology. However, a conserved pattern of
10 cysteines can be identified, which determines the structural stability.

With the help of the crystal structure of the activin type II receptor
the fold underlying the extracellular domain of type II receptors could
be solved.[217] The fold comprises three double stranded β-sheets and five
disulfide bridges. Because of the structural homology to the physiologically
unrelated neurotoxines the fold is specified as three finger toxine fold.

The characteristic attribute of the type I receptors is a sequence of 30
amino acids which is highly conserved and directly precedes the kinase
domain. Due to the pattern of the amino acids (SGSGSG) this region is
named GS-box. Phosphorylation of these amino acids activates the kinase
for signal transduction (vide infra).[218,219] Type II kinases are constitu-
tively active while the type I receptors depend on ligand binding and on
activation through the type II receptor.[220]

In addition to signal transducting receptor kinases some ligand proteins
require cell surface proteins for binding which are denoted as type III recep-
tors. For example, betaglycan, endoglin, and proteins from the EGF-CFC
family belong to this class.[221]

4.1.3 Signal Transduction

The Smad-depending signal pathway is the best characterized signal cas-
cade, and is initiated by the interaction of the TGF-β ligand with its re-
ceptor. In Fig. 4.3 this pathway is described schematically. Upon binding
of the ligand to the extracellular domain of both receptors the intracellular
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Figure 4.2: Tree representation of receptor sequence homologies within the TGF-
β superfamily (Left) and a schematic representation of the type I and type II re-
ceptors (Right). ECD: extracellular domain; TM: transmembrane domain; ICD:

intracellular domain; KIN: kinase domain; GS: GS-box (see text for details).[215]
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kinase domains are brought into close proximity. This leads to transpho-
sphorylation of the GS-box from the type I receptor by the constitutively
active type II receptor resulting in conformational changes of this re-
gion.[219,220,222–224] The now activated type I receptor kinase passes on its
signal via intracellular mediators, the Smad-proteins. Smads can be classi-
fied into three groups, i.e., receptor regulated Smads (R-Smads), common-
mediator Smads (Co-Smads), and inhibitory Smads (I-Smads).[225]

R-Smads are directly phosphorylated and therefore activated by type
I receptors.[226] R-Smads can be divided into two classes, depending on
the receptor responsible for activation. Smad-2 and Smad-3 are termed
Activin/TGF-β activated Smads which can be phosphorylated by TβR-I,
ActR-IB, and Alk-7. In contrast, Smad-1, -5, and -8 are phosphorylated
by BMPR-IA, BMPR-IB, ActR-I, and Alk-1 and are therefore called BMP
activated Smads.[221] Phosphorylation of R-Smads leads to dissociation
from the receptor complex and to formation of the heteromeric complex
with Smad-4 being the only member in the class of Co-Smads. This com-
plex accumulates in the cell nucleus where it might associate with various
DNA-binding partners or different co-activators or co-repressors for tran-
scription.[227] I-Smads (Smad-6 and Smad-7) compete for the interaction
with the receptors or the Co-Smads and hence represent a negatively reg-
ulating signal cascade.[228,229]

TGF-β ligands are also able to mediate their signal in a Smad indepen-
dent signal cascade. As an example it is referred to the activation of the
small GTPase Ras, the mitogen-activated protein kinases (MAP-kinase),
ERKs, and c-Jun-terminal kinases.[230]

4.1.4 Ligand/Receptor Interactions - Specifity and Affinity

For the more than 30 ligands of the TGF-β superfamily only seven type I
and five type II receptors are available. This disproportion and the neces-
sity of the ligands to bind to both receptor chains for signal transduction
requires an overlap in receptor specifity.[231] In Fig. 4.4 the different pos-
sibilities for ligand/receptor interactions within the TGF-β superfamily
are illustrated. It reveals that on the one hand certain receptors may in-
teract with several different ligands and on the other hand that ligands
may also interact with different receptors. This promiscuity is not only
restricted to ligands of the TGF-βs. In this context attention has to be
drawn to the type II receptors of ActR-IIB and its close relative ActR-
II. These receptors may bind to actvine and inhibine,[232,233] as well as
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Figure 4.3: Schematic representation of the signalling pathway of the bone mor-
phogenetic protein. The ligand dimer (red) binds to the receptor chains of the
type I receptors (blue) and the type II receptor (green). This leads to phospho-
rylation of R-Smads (orange), which, together with Co-Smads (yellow), relay the
signal into the cell nucleus. With the help of cofactors, a regulated gene is finally
activated/deactivated.
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GDF-1/-8/-11[234–236] and nodal[237] to initiate Smad-2/-3 gene expression
via the type I receptors ActR-IB and Alk-7, respectively. Furthermore,
the interaction between ActR-II/-IIB with BMP-2/-4,[238] GDF-5, BMP-
6[239] and BMP-7[240] could be demonstrated. Together with the type I
receptors BMPR-IA/-IB and ActR-I, respectively signalling occurs by the
Smad-1/-5/-8 specific pathway.

On the basis of cross-linking experiments the ligand/receptor interac-
tions within the TGF-β superfamily could be grouped into two classes.[214]

The first is formed by actine and TGF-βs. These bind with high affinity to
their constitutively active type II receptors.[241] This interaction represents
a trigger factor as it enables the recruitment and transphosphorylation of
the corresponding type I receptor.[242–245] An interaction of free TGF-β
with the type I receptor in the absence of TβR-II has not been observed
so far. Cross-linking experiments with ActA reveal an analogous coopera-
tive progression. Here, a high affinity interaction with its type II receptors
ActR-II and ActR-IIB can be diagnozed as well, while an interaction with
the type I receptor alone cannot be observed.[219,246] The second binding
mode is best studied for the interaction of BMP-2, BMP-4, BMP-6, and
GDF-5 with their corresponding receptors. Initially, BMP-2 binds with
high affinity to the type I receptor BMPR-IA or BMPR-IB, whereas the
affinity for the type II receptors BMPR-II, ActR-II, and ActR-IIB drops by
a factor of 50-100 compared to type I receptors.[247] Binding experiments
in entire cells also revealed varying binding affinities for the two receptors
with a strong preference for the type I receptor.[223,239,248–250] In prin-
ciple, BMP-7 exposes an equivalent cooperative binding mechanism, as a
high affinity for BMPR-IB and a low affintity for type II receptors (ActR-
II/ActR-IIB) can be observed.[240,248] However, BMP-7 does not signal
via BMPR-IB, but through ActR-I, to which it exhibits a very low affin-
ity.[251] In this case the presence of a coreceptor is discussed, which assists
the binding event to the signal transducting receptor.

For some members of the TGF-β superfamily participation of coreceptors
that assist the formation of active ligand/receptor complexes has been
proven (Fig. 4.4). For example, betaglycan acts as type III receptor for
TGF-βs[252,253] and inhibin, while cripto is essential for the interaction of
nodal and GDF-1 with their signal mediating receptors.[236,254]

Beside signal transducting receptors and coreceptors a further receptor
type for the TGF-β members can be found in the cell membrane which are
denoted as pseudo-receptors. Pseudo-receptor BAMBI (BMP and activin
receptor membrane bound inhibitor) is composed only by a membrane
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Figure 4.4: Schematic representation of the receptor/ligand interactions within
the TGF-β superfamily. Shown is the selectivity of the ligands for the receptor
pairs (type I and type II) and the specifity of R-Smads for signal transduction.[226]

At the top of the illustration possible type III receptors are indicated.

spanning domain and a ligand binding extracellular domain. Consequently,
it competes for the formation of signal active ligand/receptor complexes
representing a down-regulating mechanism.[255,256]

Apart from receptor binding TGF-β ligands may interact with a mani-
fold of soluble modulator proteins.[193,257,258] Upon binding to these fac-
tors, access to the receptors is inhibited. For instance decorin and α-
makroglobulin bind to free TGF-β, follistation binds activines and BMPs,
whereas the members of the noggin, chordin/SOG, and DAN/cerberus fam-
ilies are potent inhibitors of BMPs.



110 Chapter 4 The Bone Morphogenetic Protein Receptor IA

4.1.5 Structural Basis for the Ligand/Receptor Interaction

The Binary Complex BMP-2:BMPR-IAec and the Ternary Complex
BMP-2:BMPR-IAec:ActR-II

Signal transduction within the TGF-β superfamily is initiated upon bind-
ing of the ligands to a total of four receptor chains; namely two type I
receptors and two type II receptors. Here the type II receptor represents
the trigger chain while the type I receptor is the signal chain. Both recep-
tors have strongly different affinities for the ligand though the assignment
as high-, low-affinity receptor does not correspond with the receptor type
and is not conserved for a specific receptor chain (see Sec. 4.1.4). In the
case of BMP-2 interacting with BMPR-IAec and ActR-II, BMPR-IAec rep-
resents the high affinity receptor and ActR-II the low affinity receptor.

In Fig. 4.5 the three dimensional structure of the heteromeric com-
plex formed by BMP-2 and the receptor ecto domain of BMPR-IA is
shown.[259,260] It exhibits the interaction of one type I receptor with the
BMP-2 dimer where one receptor chain is binding both monomers of the
ligand. BMPR-IAec is interacting with the cleft formed by the finger epi-
tope of one BMP-2 monomer and the wrist epitope of the other monomer.
This interaction does not alter the two-fold symmetry of the unbound lig-
and[205] and is preserved within the binary complex and ternary complex
(vide infra). The N-termini of the type I receptors are pointing away from
the membrane while the C-termini are directed towards the membrane but
are not in contact with each other.

The binding epitopes of the receptor are large (1130 Å
2
)[259] and are

mainly composed of hydrophobic sidechains. The buried surface area is
formed by 25 amino acids from BMPR-IAec and 15 residues from one
BMP-2 subunit and 12 residues from the other subunit. A key role is
adopted by F85 in BMPR-IAec

[259] which forms a knob-into-hole-motif
with a hydrophobic pocket of BMP-2 formed by a 310-helix of one BMP-2
(N59, I62, and V63) and the convex face of the second BMP-2 (W28, W31,
M89, Y103, and M106). The second pocket is formed by residues F49 and
P50 in the pre-helix loop of BMP-2 (Fig. 4.5 D) interacting with F60, I62,
and I99 of BMPR-IAec (Fig. 4.5 C). Beside the hydrophobic interactions
10 hydrogen bonds could be identified between BMP-2 and BMPR-IAec.
By means of mutation/function experiments on BMPR-IAec and BMP-2
the wrist epitope was validated as the type I binding epitope, but no major
binding determinants were found.[259,261]
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Figure 4.5: Structure of the binary complex BMP-2:BMPR-IAec in cartoon rep-
resentation (Pdb 1REW).[260] The ligand binding interfaces between BMP-2 and
its type I receptor BMPR-IAec. (C) Peeled-away interface of BMP-2 and (D) of
BMPR-IAec.
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Only the determination of the high resolution structure of BMP-2:BMPR-
IAec facilitated a precise characterization of the geometry of the hydrogen
bond network.[260] Surprisingly, only three out of ten hydrogen bonds
formed contribute significantly to the binding affinity. The functional
groups of the ligand that are involved in this interaction are the amide
proton of L51, the carbonyl group of L51 and the amide proton of D53.
All these residues are located in the ’pre-helical’ loop of BMP-2. A L51P
mutation prevents binding to the type I receptor although the crystal struc-
ture of this mutant does not differ from that of wildtype BMP-2 within
experimental error. These findings underline the importance of L51 as hy-
drogen bond donor and acceptor and identifies it as binding hot spot. The
hydrogen bonds of L51 are formed with the sidechain carbonyl group of
Q86, which therefore represents one of the major binding determinants on
the receptor side.

With the help of mutation studies the binding interface of BMP-2 with
its type II receptors could be investigated.[259] As a result, the convex face
of finger 1 and 2 of BMP-2 (‘knuckle epitope’) was identified to interact
with ActR-II and BMPR-II. Functional investigations revealed only a low
affinity variation upon point mutations. The variant BMP-2 A34D led to
the strongest changes decreasing the affinity for BMPR-II and ActR-II by
a factor of 10 and 3, respectively.

On the basis of the crystal structure of the ternary complex BMP-
2:BMPR-IAec:ActR-II[262] (Fig. 4.6) the interaction of BMP-2 with ActR-
II could be studied in more detail. Like the interface between BMP-2 and
its type I receptor, the binding interface of BMP-2 and ActR-II is mostly
hydrophobic in nature. It is composed of 12 residues from BMP-2 and

10 residues from ActR-II and covers a total surface area of 670 Å
2
. Pre-

vious studies have shown residues F42, W60, and F83 on ActR-II to be
significant for the ligand/receptor interaction (Fig. 4.6 C). These residues
interact with A34, P35, S88, M89, and L90 of BMP-2 (Fig. 4.6 D) which
are identical among other ligands interacting with ActR-II (BMP-7 and ac-
tivin). Only one polar contact is shared between the two binding partners,
namely E109 on BMP-2 and K37 on ActR-II. However, this contact is not
conserved among different ligands which might explain the interesting fact
that ActR-II represents the high-affinity receptor for BMP-7 and activin,
but the low affinity receptor for BMP-2. Mutation studies with BMP-2
to mimic the binding interface of BMP-7 and activin (S85R, L100K, and
E109R) revealed higher binding affinities for the mutants. This can be ex-
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Figure 4.6: Structure of the ternary complex BMP-2:BMPR-IAec:ActR-II in
cartoon representation. The ligand binding interfaces between BMP-2 and its
type II receptor ActR-II. Peeled-away interface of BMP-2 and of ActR-II are
shown in panel C and D, respectively.

plained by a reorientation of sidechains and an establishment of hydrogen
bonds leading to local energetic gains.

Remaining Questions in the Interaction of BMP-2 with its Receptors.

So far, it is unknown if and how strong the structures for the receptor ecto
domains (BMPR-IAec and ActR-IIB) and BMP-2 change upon complex
formation. Comparing the structure of the free form of BMP-2[205] and
to the one bound to BMPR-IA and ActR-IIB,[262] differences are predomi-
nantly located in loop regions (pre-helical loop, finger I loop) and the ‘finger
regions’. The pre-helical loop which carries the main binding determinants
for binding with BMPR-IA appears very flexible. In contrast to other
structural regions of free BMP-2 it exhibits large temperature coefficients.
This might also explain the small association rates (kon ≈ 5 ·105 M−1s−1),
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as has been observed for other representatives of the BMP-family (GDF-5
and BMP-6).[210,263] Mutations in several positions of the loop region, es-
pecially the beginning and the end, result in a decreased association rate
which suggests that the BMPs also use an induced fit mechanism.[247] But
the amplitude of this conformational change is far smaller than the massive
changes in the receptors Act-A and TGF-β3. Possibly, the flexibility of the
pre-helical loop is responsible for the discrimination in the interaction with
different type I receptors. In a low resolution solution structure of the ex-
tracellular domain of BMPR-IA published in 2000 by a japanese group,[261]

the complete α-helix is missing, which is clearly present in the complex
structure.1 But this helix is essential for the interaction with BMP-2 as
it carries the main binding determinants, F85 and Q86 (BMPR-IA). For
unknown reasons, both, structural assignment and coordinate data have
been withdrawn from the RCSB (PDB) data base.

Investigations on the flexibility of the ligand structure via 15N-relaxation
studies have also been accomplished only for TGF-β1 and TGF-β3.[213,264]

In general, the analysis of protein-protein interactions mostly excludes the
change in entropy. Structural and functional analysis often rely only on
the correlation of a rigid complex structure with the binding data from a
mutagenesis study. As a result of a mutation, it is often assumed that the
change in free energy by an exchange of polar amino acids results from a
change in enthalpy while for apolar amino acids this change is tracked back
to a change in the hydrophobic interactions. Though the latter is regarded
as an entropic effect as the binding energy results from a (re-)orientation of
the solvent shell surrounding the proteins, this term is most often treated
as an enthalpic contribution in binding experiments.

NMR investigations, as well as MD simulations have shown that the
idea of a completely rigid protein is insufficient.[265] Even highly ordered
regions exhibit at least a fast dynamical component in the ps-ns range
in NMR relaxations studies.[266,267] But this conformational entropy is
mostly neglected in interaction studies. For a thorough understanding of
protein-protein recognition and interaction, knowledge about all energy
terms is essential.[268,269] During the last decade major achievements have
been made on the field of protein dynamics. These led to some surprising
results, e.g., it would be expected that the flexibility of the residues de-
creases when a ligand binds to its receptor as the conformational degrees

1 The results of the structural analysis have never been published in an adequate
journal, so far.
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of freedom are restricted by additional interactions (hydrogen bonds, van
der Waals contacts,...). This loss in conformational entropy must then be
compensated by advantageous enthalpic interactions. Many examples are
known for this mechanism where residues are immobilized within the bind-
ing epitope.[270,271] But there are also contradicting examples where the
binding process induces changes in the flexibility in a region of the protein
remote from the actual binding epitope.[272,273] An interpretation of this
phenomenon is that the increased flexibility of the remote region compen-
sates for the entropy loss in the binding epitope.[84,274] Interestingly, some
examples have also been reported where the flexibility increases within the
binding epitope upon complex formation.[84] This was described especially
for hydrophobic protein-protein binding interfaces comparable to the in-
terfaces between the BMP’s and their receptors.[264] On the background of
the large conformational changes of the TGF-β ligands TGF-β3 and Act-A
but not BMP-2, it is of major interest whether the flexibility of the ligands
differs within the TGF-β family and as a consequence different activation
mechanism result.

For the ligands TGF-β1, TGF-β2, and TGF-β3 dynamical investigations
via NMR relaxation studies have been accomplished and emphasize that
TGF-β ligands are highly flexible molecules.[213,264] Even though the three
TGF-β ligands exhibit high sequence homologies, large differences are ob-
served in the three isoforms.[264] Therefore a ligand induced unfolding and
reorientation seems possible. It is worth noting that the interaction epi-
topes range among the most flexible and dynamical parts of the molecules,
raising the question how these regions might possibly carry the main bind-
ing determinants. On the other hand, structural investigations on the BMP
receptor complexes BMP-2:BMPR-IA and BMP-2:BMPR-IA:ActR-IIB re-
veal clearly that only minor changes in the ligand architecture are observ-
able upon receptor binding.[259,260,262] Consequently, the investigation of
the dynamical parameters seems essential for a thorough understanding of
the binding mechanism of the BMP and TGF-β proteins to their receptor.

For a quantitative description of the protein-protein recognition and in-
teraction, knowledge about the flexibility of protein mainchain and sidechain
atoms is desirable. The high receptor promiscuity within the BMP family
might result from a high flexibility of the residues in the binding epitope
which leads to a plastic adaption to different receptor interfaces.
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4.2 Resonance Assignment

For the structure determination and the adjacent analysis of the protein
dynamics, conditions had to be found that assure a stable and a spec-
troscopically ‘well-behaving’ sample. Initially, the complete extracellular
domain of BMPR-IA (134 AA) was prepared. The 1H-15N-HSQC spec-
trum at 25◦C revealed a folded protein but also some highly flexible amino
acids clustering in the middle (8.0 − 8.5 ppm) of the spectrum, which
is characteristic for unstructured residues. It is already known from the
binary complex BMP-2:BMPR-IAec that the N-terminal residues do not
give a defined electron density. Therefore a deletion mutant was expressed
where 27 N-terminal amino acids were omitted. This resulted in the short
form of BMPR-IAec, named BMPR-IAec/sf hereafter. A series of spectra
with varying temperature exhibited well resolved spectra at 25◦C, while an
increased temperature enhanced the exchange with protons of water and
led to the disappearance of some resonances. The comparison of the NMR
spectra with the full-length protein showed no significant differences, indi-
cating the preservation of the structure in BMPR-IAec/sf. Consequently,
these conditions were chosen as the default measurement conditions (see
Sec. B.1), unless otherwise indicated.

4.2.1 Backbone Assignment

Sequential assignment of the backbone resonances of BMPR-IAec/sf was

accomplished semi-automatically with the software package Pasta.[275] To
create the required list of ‘pseudo-residues’ a highly resolved, folded 1H-
15N-HSQC spectrum (Fig. 4.7) served as a basis. Theoretically, 124 cross-
peaks are expected in the spectrum, including 28 sidechain resonances.2

The original peaklist was reduced by resonances originating from Gln and
Asn sidechains, which were identified in a 1H-15N-HSQC with inverted
NH2-groups. Sidechain resonances of Arg were also removed from the
pseudo-residue list. Finally, a list of 105 cross-peaks served as initial input
for Pasta.

The consecutive analysis of the HNCO, HN(CA)CO, CBCA(CO)NH,
HNCA, and the HNCACB spectra led to the assignment of most C’, Cα,
and Cβ i and i−1 resonances for each pseudo-residue. A subsequent Pasta

2 The protein comprises 102 AA including 8 proline residues. It is assumed that the
N-terminus and Lys sidechains are not observable but that Gln, Asn, His will give
rise to two and Arg to one cross-peak.
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run resulted in the assignment of ≈ 80% of the non-proline residues. With
the combined use of a HNHA and a HN(CA)HA spectrum and the ex-
tracted Hα-resonances, the assignment could be promoted further. During
the course of structure determination, the associated analysis of NOESY
spetra yielded further assignments, such that 88 out of 94 non-proline
residues could be assigned. The remaining residues are predominantly lo-
cated between residue C40 and C44 and could not be assigned probably
due to high water exchange rates of the amide proton or chemical exchange.

4.2.2 Sidechain Assignment

As a start a CC(CO)NH and a HBHA(CO)NH spectrum were recorded
to create pairs of assigned Hα-Cα and Hβ-Cβ pairs along the protein
backbone. From these anchor points the assignment was started using
a (H)CCH-COSY and a H(C)CH-TOCSY spectrum. Due to the large
abundance of proline (8) and leucine (7) residues signal overlap became an
issue for these amino acids. To overcome this problem a highly resolved
(H)CCH-TOCSY was acquired which on the one hand exploits the higher
chemical shift dispersion of the 13C-nucleus and on the other hand ren-
ders the complete spin system observable. Therefore only one resolved
13C-resonance along the sidechain enables the distinction between two
residues of the same type. This strategy resulted in the full assignment
of 92 residues, while most of the remaining residues are assigned at least
partially (Tab. B.2).

In general, aromatic resonances escape the assignment procedure de-
scribed above. However, these resonances are highly beneficial for struc-
tural investigations as they are often located in the hydrophobic core. To
connect the aromatic protons with the aliphatic sidechains several tech-
niques have been proposed in the past.[276–279] Attempts to carry out
assignments using HBCB(CGCD)HD and HBCB(CGCDCE)HE experi-
ments failed due to poor signal-to-noise and thus aromatic assignments
were made by linking aromatic spin systems to the respective CβH2-protons
in a HCH-NOESY spectrum. The aromatic spin system itself was then an-
alyzed with the concerted use of an IP-COSY,[280] a 1H-1H-TOCSY,3 and
a DQ-COSY[282,283] (see Fig. 4.8).

Finally, sidechain protons originating from asparagine and glutamine

3 Amide protons were suppressed in this spectrum with a BIRD-filter.[281]



118 Chapter 4 The Bone Morphogenetic Protein Receptor IA

F
ig

u
r
e

4
.7

:
A

n
n

o
ta

ted
1
H

- 1
5
N

-H
S

Q
C

sp
ectru

m
o
f

B
M

P
R

-IA
e
c
/
sf

reco
rd

ed
a
t

a
tem

p
era

tu
re

o
f

2
5
◦
C

a
n

d
a

p
ro

to
n

freq
u

en
cy

o
f

6
0
0

M
H

z.
A

m
id

e
sid

ech
a
in

reso
n

a
n

ces
o
f

A
sn

a
n

d
G

ln
a
re

co
n

n
ected

b
y

d
o
tted

h
o
rizo

n
ta

l
lin

es.
C

ro
ss-p

ea
k
s

resu
ltin

g
fro

m
A

rg
sid

ech
a
in

s
(in

d
ica

ted
b
y

th
e

en
d

in
g

‘H
E

’)
a
re

a
lia

sed
d

u
e

to
th

e
S
t
a
t
e
s

a
cq

u
isitio

n
sch

em
e.



4.3 Secondary Structure, Dihedral Angles, and Hydrogen Bonds 119

Figure 4.8: 1H-1H-double quantum spectrum for aromatic sidechains. Here a
phenylalanine residue is shown whose resonances are conneted by dotted lines.
The double-quantum frequency (sum of the single-quantum ferquencies) is given
on the ordinate whereas the resonance frequency of the single aromatic protons
is given on the abscissa.

residues were connected by the use of the CBCA(CO)NH. Furthermore,
arginine Hε-resonances were linked to the corresponding sidechain with
the aid of the HCH-NOESY.

4.3 Secondary Structure, Dihedral Angles, and Hydrogen
Bonds

A further central step in the structure determination of a protein is the
identification of secondary structure elements. There are different NMR
spectroscopic parameters indicating the tendency towards a certain geom-
etry. However, only the combination of several of these parameters allows
an unambiguous characterization. Commonly used secondary structure
indicators are the NOE pattern, characteristic chemical shifts, and 3J-
couplings, although 1J-, 2J-couplings have been discussed as well. Recent
developments also make use of so-called dipolar waves [284–286] or PISEMA
wheels [287,288] where the 1DNH -coupling is either plotted versus the se-
quence position or the 15N-CSA, respectively. The resulting pattern allows
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for the prediction of the shape and orientation of a certain secondary struc-
ture element. Below the techniques utilized for the structure of BMPR-
IAec/sf are discussed in more detail.

4.3.1 TALOS

One of the most easily accessible NMR parameters to predict the sec-
ondary structure is the chemical shift as it is readily available after the
assignment process. It has been known for many years that the observed
chemical shift is closely related to the local geometry of the protein back-
bone. This concept has been systematized by Wishart et al.[289–291] and
is commonly known as the chemical shift index, CSI. The software package
Talos represents an extension of this idea.[292] While the CSI only dis-
tinguishes qualitatively between α-helices and β-strands Talos offers the
opportunity to quantitatively predict the Φ/Ψ-combination of a residue.

Talos is a database system that is based on empirical chemical shift data
of proteins with known structure.4 It includes the chemical shifts of Hα

i ,
Cαi , Cβi , C’i, and Ni and additionally data from the precessor and successor
resulting in a total of 15 shifts for the analysis of each residue. The idea is
to find an amino acid triplet with known structure that consists of similar
amino acids and exhibits similar chemical shifts. If this is the case, the Φ-
and Ψ-angles are used for a prediction of the backbone geometry.

A disadvantage of the Talos software is its comparably small database.
This leads to erroneous predictions especially for sparsely populated Φ/Ψ-
combinations such as positive Φ-angles. In addition, Talos inherently
generates 1.8% wrong assignments. To avoid these complications the re-
cently released software package SimShift uses much larger databases but
in return chemical shifts are based on back-calculation, i.e., not real, experi-
mental shifts,[293] but predicted ones. Also the underlying search algorithm
deviates from the one used in Talos. A comparision of the two programs
revealed similar results for both (Fig. 4.9), therefore SimShift might be
valuable to validate data obtained from Talos.

In practice, Talos searches its database for the 10 best-fitting triplets. If
all of these exhibit a consistent Φ/Ψ-angle distribution their averages and
standard deviations are used for a prediction (see Fig. 4.9). These values
were directly used as dihedral angle restraints in the structure calculation

4 The database has been restricted to crystal structures with a resolution higher than
2.2 Å. Moreover, solely residues located in ‘well-defined’ regions are include, i.e.,
residues with high B-factors or known to be flexible in solution are discarded.
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Figure 4.9: Typical output from a Talos (Left) and a SimShift (Right) anal-
ysis, where both show an equivalent tendency. Residue M78 is shown as a rep-
resentative example where not all predictions cluster in equal regions of the
Ramachandran map. As characteristic NOE contacts (e.g., HNi → Hαi−1) and
3JH N Hα -couplings indicate an extended structure the prediction was still used.

with an additional tolerance of ±5◦. Nevertheless, also predictions with
deviating Φ/Ψ-values were used if at least 8 out of 10 predictions cluster
in the same area of the Ramachandran map and other secondary struc-
ture indicators display an equivalent behavior. If no consistent conclusion
was possible the predictions were discarded. Eventually, 58 pairs of Φ/Ψ-
angles could be extracted and were used in the structure calculation (see
App. B.3).

It is essential for an accurate analysis of secondary chemical shifts to
reference the observed chemical shifts correctly. This was achieved by an
external reference (trisilyl-d4-propionate acid, TSP) for the 1H-dimension
and subsequent indirect referencing for the other dimensions.[294] It has
to be pointed out that 2.6 ppm have to be added to the 13C-chemical
shift values to match the chemical shift referencing used to compile the
Talos databank, i.e., direct referencing to the 13C-shift of the TMS methyl
groups. To verify the correct referencing the program CheckShift can be
used.[295]
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4.3.2 3JH N Hα-Couplings

Another frequently used NMR parameter to investigate the secondary
structure are 3J-couplings as they offer a straightforward dependence be-
tween the observed coupling and the corresponding dihedral angle. This
correlation is called Karplus relation and is a generally observed phe-
nomenon in NMR spectroscopy. Even for very uncommon combinations
of nuclei these correlations exist, e.g., 3J119Sn,13C.[296] The Karplus rela-
tion is an ordinary fourier series truncated after the second term where
each term has an empirical prefactor. Since the Karplus relation depends
on the molecular environment, different Karplus parameters are reported
for different atoms and substituents involved.[176,297,298] In protein spec-
troscopy especially the 3JH N Hα -coupling is of major interest due to its
pronounced dependence on the backbone angle Φ and the easy accessibil-
ity. This coupling is on the order of a few Hz, ranging from 3.9 Hz for an
ideal α-helix to 8.9 Hz for antiparallel β-sheets. The Karplus equation for
3JH N Hα -couplings can be expressed as follows:

3JH N Hα(Φ) = 6.98 cos2(Φ− 60◦)− 1.38 cos(Φ− 60◦) + 1.72. (4.1)

Many different experiments have been proposed for the measurement of
3JH N Hα -couplings.[133,140] In this work the commonly used experiment by
Vuister et al. was applied. Here the coupling constant can be estimated
from the ratio of the diagonal-peak (HN-HN) and the cross-peak (HN-Hα).
Subsequently the coupling can be calculate via the equation:

3JH N Hα =
arctan

p
−(Scross/Sdiag)

2πζe
. (4.2)

In this equation 2ζ denotes the delay in which the homonuclear HN-
Hα-coupling evolves and was set to 13.05 ms in the experiment. Scross

and Sdiag are the signal intensities of the cross-peak and diagonal-peak,
respectively. Because the in-phase operator giving rise to the diagonal-
peak relaxes more slowly than the anti-phase operator responsible for the
cross-peak, a compensating factor e is introduced into the equation. The
final set of 60 3JH N Hα -couplings used in the structure calculation were
evaluated with a value of e = 0.9 (see App. B.3).
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Figure 4.10: Back-calculation of NOESY spectra for the assignment of the χ1-
angle. Shown are HNH-NOESY strips of the residue H58. On the left hand
side the experimental spectrum is given and alongside the back-calculated HNH-
NOESY spectra for the χ1-angles 180◦, −60◦, and 60◦, respectively. It is apparent
that the simulation for χ1 = −60◦ matches the experimental data best. Reso-
nance assignments are given for HB1 and HB2 of residue H58 and additionally
for HA1 and HA2 of G57. The nomenclature follows the convention used in the
software package Xplor and not the IUPAC conventions.

4.3.3 χ1- and χ2-Angle Restraints

The analysis of the χ1-angle rotamer is closely related to the diastereotopic
assignment of Hβ-resonances. This was achieved using a combination of
HNHB, HNH-NOESY, and HCH-NOESY spectra. From the HNHB spec-
trum the 3JNHβ -couplings were extracted in a qualitative manner. This
allowed for the distinction between the ±60◦ and the +180◦ rotamer. Sub-
sequently, the HNH-NOESY/HCH-NOESY was used to assign the correct
χ1-rotamer and the corresponding prochirality of each Hβ by investigating
the Hα → Hβ1,2 and the HN → Hβ1,2 cross-peaks. If this procedure was
deteriorated by overlapping Hβ-resonances, the assignment strategy was
changed and intra-residue Hβ to Hα and HN cross-peaks were analyzed
in the HCH-NOESY, though this technique may be perturbed by spin-
diffusion. To verify the assigned rotamer NOESY spectra were simulated
for the local structure and compared semi-quantitatively with the exper-
imental spectrum (Fig. 4.10). This resulted in 48 χ1-angle assignments
which where used in the structure calculations by applying dihedral angle
restraints with a tolerance of ±30◦.
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The determination of the χ2-rotamer for leucine, isoleucine, and proline5

was accomplished with the HCH-NOESY as well. Characteristic patterns
for intra-residue NOE connectivities led to assignments for 5 of 7 leucine
residues and 5 of 7 isoleucine residues. The proline pucker could be as-
signed for 4 out of 8 residues. The corresponding dihedral restraints were
also applied with a tolerance of ±30◦ with exception of proline residues
where the χ2-rotamer was restrained to ±45◦ with a tolerance of ±5◦ (see
App. B.3).

4.3.4 Hydrogen Bonds

The identification of hydrogen bonds is an essential step in the structure
determination process, as they are one of the major components that de-
fine the fold of the protein. So far, only one practicable method has been
reported to directly observe hydrogen bonds in proteins. This technique
makes use of the very small 2JH N C ′ - and 3JNC ′ -scalar couplings6 across the
hydrogen bond.[299–301] The latter can be extracted from a HNCO spec-
trum optimized for small coupling constants which includes a prolonged
evolution delay and suppression of the direct 1JNC ′ -coupling. Neverthe-
less, experiments mostly suffer from poor sensitivity, as they are prone to
relaxation during the long evolution delay (≈ 133 ms). Unfortunately, spec-
tra for BMPR-IAec/sf also revealed poor signal-to-noise ratios and could
not be analyzed. Only the use of a perdeuterated sample might enable the
acquisition of long-range-HNCO spectra.

Information about the hydrogen bond network can still be gained by
NMR spectroscopy, however, only indirectly. An arsenal of different tech-
niques has been designed that utilize the different properties of the hydro-
gen bonded amide proton compared to the unbonded one. Mostly these
are based on the variation of the water exchange rate. Hydrogen exchange
takes place on different timescales ranging from milliseconds to months
where slow exchange is commonly attributed to the participation in a hy-
drogen bond. Hence, different experiments can be performed to sample
the different timescales. Most easily water exchange is observed in H/D-
exchange experiments where the protonated protein is lyophylised and re-
dissolved in D2O. A time resolved series of fast 1H-15N-HSQC spectra can
then be used to monitor the decay in signal intensity.[302,303] This ap-
proach is obviously limited by the time for acquiring a single 2D-spectrum

5 Here the χ2-angle was used to define the proline pucker.
6 Couplings are: 2JHN C ′ = 0.2 - 0.6 Hz and 3JNC ′ = −0.2 - −0.9 Hz
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Figure 4.11: Experimental water exchange rates (blue) and temperature coeffi-
cients (red) for BMPR-IAec/sf (Left). Amide protons for which H-bond restraints

have been included in the structure calculation are indicated in yellow (water ex-
change) and green (temperature coefficient). Temperature coefficients have been
mapped on the final structure of BMPR-IAec/sf (Right) where orange indicates

temperature coefficients smaller than −4.5 ppb · K−1 and blue indicates larger
coefficients.

which restricts the accessible exchange rates to kex < 10−2 s−1. Faster
exchange rates can be analyzed when the amide magnetization is selec-
tively saturated and its recovery due to exchange with the bulk water is
recorded.[304–307] A typical representative of this class of experiments is
the Mexico experiment,[304,305] which expands the range of observable
hydrogen exchange rates to kex = 0.05 − 50 s−1. Even faster exchange
rates have been unaccessible for NMR spectroscopy for a long time, but
only recently Kateb et al. proposed an interesting experiment to monitor
this time regime by exploiting the contribution of the scalar coupling to
the relaxation of the 15N-nucleus, that depends on the exchange rate.[308]

In the present study, the Mexico experiment was used to quantify water
exchange rates. Signal intensities were recorded at different mixing times
(50 ms, 100 ms, 150 ms, 200 ms, and 250 ms) and subsequently fitted to
an exponential build-up curve. Water exchange rates could be extracted
for most amide protons (84) and exchange rates kex between 0.44 s−1 and
4.14 s−1 were observed (see Fig. 4.11). Clearly visible are the diminished
water exchange rates for amide protons located in secondary structure
elements already found by means of other parameters.

In addition to water exchange rates, temperature coefficients[309] have
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been analyzed for a large fraction of the protein, i.e. the dependence of
amide proton chemical shifts on the sample temperature was determined.
The temperature coefficient is also a classical parameter to obtain infor-
mation about hydrogen bonding and has frequently been used. In general,
amide proton chemical shifts are shifted towards lower frequencies due to
chemical exchange with the bulk water magnetization. As chemical ex-
change is significantly slowed down for amide protons participating in hy-
drogen bonding these protons are less affected, resulting in more positive
temperature coefficients. Even positive temperature coefficient can be ob-
served for highly ‘protected’ protons. As a rule of thumb, amide protons
with a coefficient larger than −4.5 ppb ·K−1 are assumed to be hydrogen
bonded.

Amide proton chemical shifts have been measured between 10◦C and
40◦C and linear least square fitting resulted in temperature coefficients
between −12.4 ppb ·K−1 and 1.0 ppb ·K−1. Results are shown in Fig. 4.11
and reveal similar trends like the water exchange rates.

It has to be pointed out, that water exchange rates or temperature co-
efficients are no proof for hydrogen bonds, and can only be regarded as
indicators. For example, small water exchange rates may also result if
amide protons are deeply buried in the protein core but do not participate
in a hydrogen bond[310] and equivalent arguments also apply for tempera-
ture coefficients. Moreover, only the hydrogen bond donor can be observed,
while the hydrogen bond acceptor remains ‘invisible’. Therefore, defining
hydrogen bonds for a protein is always a concerted process with the ac-
tual structure calculation (vide infra). Hydrogen bonds have only been
introduced for amide protons that consistently produced geometries that
justified corresponding constraints and, in addition, exhibited temperature
coefficients and water exchange rates indicating slow exchange with water.
Hydrogen bond geometries were inspected using the procedure of Kabsch
and Sander[311] where the energy of the hydrogen bond is calculated using
a simple electrostatic approach via

EHbond = q1q2(r−1
ON + r−1

C ′H − r
−1
OH − r

−1
C ′N )f. (4.3)

In this equation q1 = 0.42e and q1 = 0.20e are the partial charges on C’,O
and N,H respectively, with e being the unit electron charge. The inter-
atomic distance between atoms A and B is denoted rAB and is given in
units of Å. To convert EHbond into units of kcal ·mol−1 the factor f = 332
is used. For hydrogen bonds showing energies below 1.5 kcal ·mol−1 and
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exhibiting acceptor- and donor-angles of smaller than 30◦ and 40◦ respec-
tively, hydrogen bonds restraints were included. Hydrogen bonds have been
treated as pseudo-covalent bonds following the approach by Truffault et
al.[312]

4.4 Tertiary Structure

The central building block for structure determination using NMR tech-
niques is the evaluation of NOESY cross-peak intensities and the subse-
quent translation into distance restraints. Though much effort has been
put into the design of automated tools to circumvent this time-consuming
and tedious process,[313,314] these programs are still vulnerable to produce
locally distorted structures.[315] While automated assignment programs
are well-suited to extract the global fold they perform poorly in the deter-
mination of local geometries. Therefore, in cases where the global fold is
known (as for example for BMPR-IAec) and local geometry is important,
they appear unfeasible. To compare structures in their apo- and holo-form
the local geometry has to be determined as accurate as possible, which
requires extra data compared to current automated techniques. Hence,
the following 3D-NOESY spectra were recorded and analyzed manually:
HNH-NOESY, NNH-NOESY, CNH-NOESY,[316] and HCH-NOESY. For
this purpose, observed NOESY cross-peaks have been converted into dis-
tance ranges after rescaling of intensities in the 3D-spectra according to cor-
responding HSQC intensities. Cross-peaks were divided into four classes,
strong, medium, weak, and very weak, which resulted in restraints on up-
per distances of 2.7 Å, 3.2 Å, 4.0 Å, and 5.0 Å, respectively. Lower bounds
were also included for very weak or absent sequential HN-HN cross-peaks
using a minimum distance of 3.2 Å.

As a start it was assumed that the fold of the BMPR-IA receptor ecto
domain in its apo-form adopts a similar conformation as within the crys-
tal structure of the binary complex with BMP-2.[259,260] This allowed for
the design of a model structure which served as initial coordinate file for
structure calculations. Starting from this model, sequential HN

i -Hα
i−1 and

HN
i -HN

i±1 NOESY cross-peaks were assigned. Additionally, HN
i -Hα

i′ and
HN
i -HN

i′ contacts across β-sheets were extracted if the assignment was un-
ambiguous.7 This led to a new model that was used for the next step.

7 The prime indicates that no sequential information connects the two signals under
investigation.
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Here Hα
i -Hα

i′ cross-peaks were evaluated to define the dimensions of the
β-sheets. These contacts are very characteristic for anti-parallel β-sheets
since opposing Hα-atoms are only ≈ 2.2 Å apart and result in very intense
cross-peaks. Consequently, absent or reduced signal intensities indicate
termination of the secondary structure element. Afterwards, the result-
ing model structure was refined iteractively by the successive addition of
distance restraints derived from HNH-NOESY and HCH-NOESY spec-
tra. Intra-residual distance restraints were only added if no unambiguous
χ1-rotamer could be identified. The resulting average structure and the
corresponding restraint list was submitted to the program Aqua[317,318]

to check for the completeness and redundancy, leading to further assign-
ments. Refinement was carried out by comparison of experimental and
back-calculated HNH-, CNH-, and NNH-NOESY spectra (see Sec. 4.3.3).
This process resulted in the adjustment of lower and upper bounds, where
necessary.

In total 699 NOE distance restraints were extracted, resulting in approx-
imately nine per structured residue. Thereof, 167 were intra-residual, 249
sequential, 57 medium range, and 182 long range NOEs (cf. Tab. 4.1 A).
These numbers are comparably small compared to other reprted NOE-
based structures of equivalent sized proteins, because most local NOEs
have been replaced with dihedral restraints. Still, the yielded structures
are well-defined for most parts (vide infra) showing a RMS deviation of
0.78 Å over all structured heavy atoms (Tab. 4.1 B) and only a RMS de-
viation of 0.32 Å over structured backbone atoms.

From the final ensemble of 20 simulated annealing structures an average
structure was calculated (〈SA〉) and refined again with the experimental
restraints to yield the regularized average structure (〈SA〉r, see Fig. 4.12).8

This and the structure ensemble was validated with ProCheck,[320] What-
Check,[321] and MolProbity.[319] The results from the MolProbity
output are summarized in Tab. B.4. In Fig. 4.13 a Ramachandran map
for the regularized average structure is shown. This reveals that around
12% of all residues are not located in the most favoured regions of the
Ramachandran plot. However, most of these ‘misplaced’ residues are lo-
cated in unstructred parts, i.e. the N- and C-termini and the large binding
loop for BMP-2 (F80-R96). Only three resdiues, namely F35, L36, and
R103 are located in structured regions exhibiting less frequently popu-

8 The regularized average structure was used for all plots in this thesis if not indicated
differently.
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Table 4.1: apo-BMPR-IAec/sf solution structure statistics and atomic RMS
deviations.a

A. Structural statistics

RMSD from distance restraintsb (Å) SA 〈SA〉r
all (699) 0.022± 0.002 0.011
intra-residue (167) 0.011± 0.004 0.016
inter-residue sequential (249) 0.021± 0.003 0.020
medium range (57) 0.039± 0.004 0.037
long range (182) 0.025± 0.006 0.023
H-bond (44) 0.000± 0.000 0.000

RMSD from dihedral restraints (deg)(168) 0.194± 0.002 0.162
RMSD from 3JHN Hα -restraints (Hz)(60) 0.889± 0.042 0.975
H-bond restraints; averages (Å/deg)c (22) 2.18± 0.15/ 2.18± 0.15/

15.2± 6.6 15.2± 6.6
H-bond restraints; min-max (Å/deg)(22) 1.94-2.44/ 1.91-2.52/

5.9-26.6 2.8-30.8

Deviations from ideal covalent geometry

Bonds(Å× 10−3) 7.42± 0.14 7.27
Angles(deg) 0.80± 0.02 0.78
Impropers(deg) 2.72± 1.69 1.63

Structure quality indicatorsd

Ramachandran map regions (%) 87.2/100/0 88/100/0
Steric clashes > 0.4Å per 1000 atoms 0.0 0.0

B. Atomic RMSD (Å)e

SA vs. 〈SA〉 SA vs. 〈SA〉r
Backbone All Backbone All

Structured residues 0.32± 0.11 0.78± 0.11 0.59± 0.12 1.05± 0.14

Secondary structuref 0.25± 0.07 0.46± 0.11 0.40± 0.08 0.78± 0.07

〈SA〉 vs. 〈SA〉rg 0.49 0.81

a
Structures are labeled as follows: SA, set of 20 final simulated annealing structures;
〈SA〉, the mean structure calculated by averaging the coordinates of SA structures
after fitting over secondary structure elements; 〈SA〉r, the structure obtained by
regularising the mean structure under experimental restraints.

b
Numbers in brackets indicate the number of restraints of each type.

c
Hydrogen bonds were restrained by treating them as pseudo-covalent bonds.[312]

Deviations are expressed as the average distance/average deviation from linearity
for restrained hydrogen bonds.

d
Determined using the program MolProbity.[319] Percentages are for residues in
favoured (98%), allowed (99.8%) and disallowed regions of the Ramachandran map.

e
Based on heavy atoms superimposition.

f
Defined as residues L36-Y39, T52-T55, H58-E65, T71-M78, R97-C102.

g
RMS deviation for superimposition over ordered residues.
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lated Φ/Ψ-combinations.9 These residues were again validated carefully
by back-calculation of the corresponding NOESY spectra, but revealed no
inconsistency with the experimental data.

BMPR-IAec/sf adopts a fold similar to the three finger toxines[322] typical
for type I and type II receptors. However, while in type II receptors, like
ActR-II indeed three fingers are formed by three anti-parallel two stranded
β-sheets (β1β2, β3β4, and β5β6), in type I receptors actually only two
fingers are observed. This holds also true for BMPR-IAec/sf, which forms
only two β-sheets due to the lack of a strand corresponding to β-strand 6
in ActR-II (Pdb 1BTE; see Fig. 4.12). Hence, the fold of BMPR-IAec/sf

comprises a two stranded β-sheet (β1 and β2) and a three stranded β-sheet
(β3, β4, and β5).

The secondary structure elements are well established and are stabilized
by a network of 22 hydrogen bonds. In addition, five disulfide bridges are
formed that significantly increase the rigidity of the molecule, as they con-
nect the loops as well as the N- and C-terminus. Two disulfide bridges are
linking strand β1 and β3 and strand β2 and β4 fixing the orientation be-
tween the two β-sheets. Noteworthy, the long C-terminal loop comprising
residues L111 to P117 is well-defined, although it does not participate in
the formation of the β-sheet. This might be attributed to the hydrophilic
character of the residues (L111, P113, L115, and P116) which pack against
the hydrophobic residues of the three stranded β-sheet (A61, I63, and
L73). The rigidity of the secondary structure elements is also reflected
by the very small RMSD over backbone atoms of 0.19 Å ± 0.07 Å (heavy
atoms: 0.46 Å± 0.11 Å). Even most loop regions are well-established with
a RMSD of 0.32 Å±0.11 Å over all backbone atoms of structured elements.

Though large parts of the protein are highly defined, some loops exhibit
a strongly unstructured nature. In particular, the loop interconnecting
strand β4 and β5 is highly flexible. Interestingly, the helix, present in
the crystal structure (Pdb 1REW)[260] seems to be absent in the solution
structure (vide infra).

9 For a protein of this length, about 1-2 residues are expected to be located outside
of the most favoured region of the Ramachandran map, i.e. 2% of all residues are
expected to lie outside the inner cyan contour of the Ramachandran map shown in
Fig. 4.13.
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Figure 4.12: Stereoview of the final solution structure of BMPR-IAec/sf. Top:

Cartoon representation of the regularized average structure (〈SA〉r), secondary
structure elements are highlighted in red. Bottom: Ensemble of the 20 lowest
energy structures after structural refinement. Structures are superimposed over
secondary structure elements.
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Figure 4.13: Ramachandran map of the regularized average structure (〈SA〉r) of
BMPR-IAec/sf taken from the software MolProbity. Most residues are located

in favoured regions of the Ramachandran plot (cyan, 98% contour =̂ 2σ) whereas
outlieres are still joining the allowed regions (purple, 99.8% contour =̂ 3σ).
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4.5 Residual Dipolar Couplings

In recent years, residual dipolar couplings have become a routinely mea-
sured parameter for biomacromolecules, and offer a wealth of structural
information. For example, they can be used for structural refinement of
proteins[105] and nucleic acids[323] as well as smaller molecules like pep-
tides,[114] as described in Chapter 5. Moreover, structural information
about inherently unfolded proteins can be gained. An even more inter-
esting application is the elucidation of dynamical properties of molecules,
as RDCs are uniquely suited to sample a very broad range of timescales
(Fig. 2.6). This has been demonstrated for proteins as well as for RNA
fragments. In the present study, however, RDCs have been used to val-
idate the final structure obtained from structure calculations using pre-
dominantly NOE distance restraints. In contrast to statistical parameters
implemented in programs such as ProCheck,[320] WhatCheck,[321] and
MolProbity,[319] RDCs represent an independent, experimental parame-
ter.

RDCs have been measured for the neighboring spins 1H-15N and 13C’-
13Cα in a poly-(acrylamide) gel strained by a Shigemi plunger upon swelling
(see App. B.1).[56] While 1H-15N-RDCs have been obtained from IPAP-
1H-15N-HSQC spectra[324,325] 13C’-13Cα-couplings were extracted from a
simple HNCO spectrum without 13Cα-decoupling in the indirect dimen-
sion.[106,326] Altogether 151 RDCs (72 1H-15N, 79 13C’-13Cα) could be
determined in the range of −16.9 Hz to 17.7 Hz and −4.4 Hz to 4.0 Hz
for 1H-15N and 13C’-13Cα spin pairs, respectively. Renormalization of
13C’-13Cα-RDCs to 1H-15N-RDCs resulted in the histogram depicted in
Fig. 4.14, which indicates a fairly strong rhombicity.

The extraction of the alignment tensor by singular value decomposition
using the software Pales[21] resulted in poor correlations between the ex-
perimental and back-calculated RDCs (R = 0.63 and Q = 0.75).10 Subsets
of 1H-15N- and 13C’-13Cα-RDCs alone led to even worse correlations (1H-
15N: R = 0.60 and Q = 0.73; 13C’-13Cα: R = 0.41 and Q = 0.91). How-
ever, when loop regions and terminal amino acids of the N- and C-terminus
were excluded from fitting the correlation factor improved to R = 0.92
and the quality factor to Q = 0.39. This clearly proves the correctness
of secondary structure elements of the structure determined for BMPR-

10 The quality factor Q is defined as Q = RMS(Dexp − Dback )/RMS(Dexp) according

to Cornilesu et al.[327]
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Figure 4.14: Resdiual dipolar couplings for BMPR-IAec/sf. A, B: RDCs plotted

by sequence position (A: DNH -couplings, B: DC ′Cα -couplings), where residues
shaded in grey are located in unstructured regions. C: Histogram of the ensemble
of normalized DNH - and DC ′Cα -couplings. The distribution of the couplings
indicates a significant rhombicity, as the most abundant coupling is located in
the center of the histogram.[328] D: Experimental versus back-calculated RDCs
(not normalized). RDCs for unstructured regions have been omitted.

IAec/sf as both indicators resemble values expected for structures based

solely on NOE- and dihedral angle restraints.[106] Moreover, as already in-
dicated by the histogram, values of Ax̂ = 1.72 · 10−4, Aŷ = 6.82 · 10−4, and
Aẑ = −8.54 · 10−4 have been obtained for the alignment tensor, resulting
in a rhombicity of 0.4 (cf. Eq. 2.55 and Eq. 2.57), confirming the initial
assumption of a significant rhombic component.
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4.6 Titration Studies

4.6.1 Titration with TFE

As apparent from the solution structure (Fig. 4.12) and previous studies
from Hatta et al.,[261] the α1-helix of BMPR-IAec/sf present in the crys-
tal structure is missing in the unbound form. To further investigate this
finding, titrations with increasing concentrations of trifluorethanol (TFE)
were conducted. The cosolvent TFE is known to induce helix formation
on peptides and proteins with a corresponding helical propensity.[329]

The concentration of TFE was increased in steps of 2.5% v/v and aver-
age chemical shift changes were calculated using the empirical formula 4.4
which compensates for the reduced spectral width in the 1H-dimension
compared to the 15N-dimension.

∆δav =

s
∆δ2

H N + (∆δN/5)2

2
. (4.4)

Here, δH N and δN indicate the amide proton and the amide nitrogen chem-
ical shift, respectively. The titration revealed significant shifts in the region
of the former α1-helix of up to 130 ppb upon addition of 10% v/v TFE
(cf. Fig. 4.15). Residues C87 and K88 are most strongly affected, indicat-
ing major conformational changes. But also residues S83, F85, and D89
show significant shifts, although their reorientation seems much less pro-
nounced. Unfortunately, amino acid Q86, as one of the binding hot spots
in the binary complex with BMP-2, could not be observed due to signal
overlap. Not surprisingly, some residues in other regions of the protein are
also strongly affected, but indicating only their solvent exposed nature.
It can be excluded that chemical shift changes in the former α1-helix are
merely based on solvent effects, as amino acids neighbouring these residues
are also solvent exposed but are much less affected, hence, indicating a dis-
tinct conformational change in this region.

4.6.2 Titration with ActR-IIb and cyclo-(FPRFPa)

Before 2006, when Allendorph et al. released the crystal structure of the
ternary complex BMP-2:BMPR-IAec:ActR-II,[262] it remained unclear if
the receptor ecto domains of the type I receptor and the type II receptor
interact before the ligand is bound. To test this hypothesis, BMPR-IAec/sf
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Figure 4.15: Titration of BMPR-IAec/sf with trifluorethanol (TFE). Left: De-

tail of the 1H-15N-HSQC spectra recorded to monitor chemical shift changes.
Middle: Sequence plot of average chemical shift changes. Shifts have been nor-
malized to 1.0% v/v TFE. Right: Chemical shift changes of residues located in
the ‘α1-helix’ of BMPR-IAec/sf upon addition of TFE.

was titrated with increasing amounts of ActR-IIB (0.5, 1.0, and 2.0 equiv-
alents), but no significant chemical shift changes were observed in the 1H-
15N-HSQC spectra. Hence, it must be concluded that the two receptors do
not interact with each other supporting the results of Allendorph et al.
Moreover, BMPR-IAec/sf was also titrated with the cyclic peptide cyclo-
(FPRFPa). This peptide was designed by Axel Meyer to mimic parts of
the binding interface of BMP-2, and was intended to bind to BMPR-IAec

preventing an interaction with the natural counterpart BMP-2. However,
also this titration did not reveal any chemical shift perturbations within
the spectra.

4.7 Dynamical Investigations

As evident from the BMPR-IAec/sf structure ensemble, substantial regions
of the protein are poorly defined (Fig. 4.12). Especially loop β4β5 ap-
pears to be largely unstructured, showing the largest RMSD over Cα-atoms
within the ensemble, apart from the C- and N-termini (vide infra). To in-
vestigate the origin of this observation BMPR-IAec/sf was subjected to
dynamical studies. Interestingly, all backbone amide resonances of loop
β4β5 within the 1H-15N-HSQC spectrum do not reveal a significant line
broadening. This indicates that either no or negligible conformational ex-
change is present on slow (µs-ms) timescales (Fig. 2.6) or, rather likely,
that relaxation is exclusively (or predominatly) governed by motions that
occur on the ps-ns timescale leading to a decrease of R2 and therefore to
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sharp lines. This phenomenon is commonly observed for the C-termini
of proteins where resonances show particularly narrow and intense reso-
nances, and is also observed for BMPR-IAec/sf. Hence, the investigation of
the dynamical properties of BMPR-IAec/sf was restricted to a model-free
analysis to monitor motions faster than the overall correlation time.

Consequently, spectra to quantify, T1-, T2-relaxation and the heteronu-
clear 15N-{1H} NOE of the 15N-nucleus were acquired at two different
magnetic field strengths (14.1 T and 17.6 T). Unfortunately, two different
samples had to be used for the two data sets that did not stem from the
same batch of protein preparation. Although the temperature and all other
relevant experimental parameters were identical at both field strength, the
two data sets could not be fitted simultaneously to the corresponding equa-
tions, but had to be analyzed separately. This might be attributed to slight
changes in the buffer conditions, such as the pH. However, the extracted
dynamical parameters were similar for both samples, and therefore only
data from measurements at 600 MHz (14.1 T) are presented in the follow-
ing sections for brevity.

4.7.1 Diffusion and Hydrodynamic Calculations

Initially, the overall, rotational diffusion tensor was estimated from the
R2/R1 ratio. Assuming the simplest model in the model-free approach
(model 1), this ratio becomes independent of the squared order param-
eter, as all contributions apart from the spectral density function can-
cel out and hence allow the determination of the rotational correlation
time.[330–333] Obviously, only selected residues fulfilling this prerequisite
may be used, and a cutoff larger than 0.8 for the heteronuclear NOE was
used to select appropriate residues. The subsequent fitting of the tensor
parameters is readily achieved using programs such as R2R1 Diffusion
or Quadric Diffusion.[334]

The analysis revealed that the molecule is best described by an axially
symmetric diffusion tensor as can be seen from Tab. 4.2. An F -test, com-
paring the fit for the axially symmetric diffusion tensor and the isotropic
diffusion tensor reveals that the use of the axially symmetric diffusion
model significantly improves the fit results (F = 10.15). In contrast, as-
suming a fully anisotropic diffusion tensor appears not to be statistically
relevant (F = 1.39). The final results from diffusion tensor optimization
lead to an overall correlation time of τc = 7.97 ns which is comparable with
the results from hydrodynamic calculations. However, the ratio D‖/D⊥
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Table 4.2: Diffusion tensor analysis for BMPR-IAec/sf.

Tensora τc [ns]b Dratio
c F

isotropic 8.06± 0.01 – –

axial-sym.d 7.80± 0.02 2.93± 0.01 10.15
anisotropice 7.17± 0.01 2.51± 0.09 1.39

optimized-Mff 7.97± 0.06 2.12± 0.12 –
a

Anisotropy of the diffusion tensor.
b

Rotational correlation time obtained from
τc = 1/ (6Diso).

c
Ratio of the components of the diffusion tensor.

d
Dratio = D‖/D⊥.

e
Dratio = 2Dzz/ (Dxx +Dyy).

f
Optimized model-free results.

changed dramatically, probably due to the large amplitude of the motion
of loop β4β5 as well as the long C- and N-termini. These alter the shape
of the molecule and hence affect D‖/D⊥. This hypothesis is supported by
measurements of the translational diffusion constant Dt which is related
to the rotational diffusion constant Dr via[97]

Dr =
27π2η2

wD
3
t

k2
BT

2
, (4.5)

if a rigid spherical molecule is assumed. Definitions in this equation are
equivalent to Eq. 2.65. From an experimental, translational diffusion con-
stant of Dt = 1.474 · 1010 m2s−1 the correlation time τc was estimated to
4.22 ns which compares rather well with experimental values from other
proteins of equivalent size like ubiquitin (4.1 ns).[335] However, this value
deviates strongly from the results obtained by the model-free analysis, indi-
cating a strong influence of the flexible parts on overall molecular tumbling.
As the model-free approach is designed to analyse fast motions relative to
a fixed conformation with fixed geometry, the analysis of BMPR-IAec/sf

surely represents a limiting case and results should be handled with care.
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Figure 4.16: Left, upper panel: Sequence plot of the squared order parame-
ter S2 for BMPR-IAec/sf. Left, lower panel: Model selection for model-free

analysis of experimental relaxation data. Right: S2 mapped onto the solution
structure of BMPR-IAec/sf according to the colour bar. Grey residues could not
be analyzed.

4.7.2 ps-ns Dynamics

Squared order parameters of 77 residues could be extracted for BMPR-
IAec/sf using the model-free approach. These are plotted in the upper
panel of Fig. 4.16 while in the lower panel the corresponding model used
for analysis is indicated. Motions in the secondary structure elements of
BMPR-IAec/sf are largely restricted with an average squared order param-
eter of 〈S2〉 = 0.84 ± 0.02. This corresponds to a semi-cone angle θ of
19.5◦ ± 1.1◦ if the ‘wobbing-in-a-cone’ model is assumed (Sec. 2.3.6). Fur-
thermore, almost all residues within secondary structure elements could
be fitted with model 1 apart from strand β4 where a few residues exhibit
an exchange contribution (model 3). Residues of higher flexibility on the
ps-ns timescale are located in loop regions or at the C- or N-terminal end
of the protein chain.

The region with the smallest order parameters apart from the C- and N-
terminus is located between strand β4 and β5 where nearly all residues are
assigned to model 5. In addition, the small loop β3β4 also shows a signifi-
cantly increased flexibility, though less pronounced as for loop β4β5. Model
5 indicates two distinct motional modes – one on the picosecond timescale
corresponding to fast librations of the H-N bond vector and a second mode
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on the nanosecond timescale corresponding to dihedral transitions. Hence,
both loops feature a complex motional behaviour.

Fast motions within the two loops are rather restricted and adopt similar
values as the the secondary structure elements, with squared order param-
eters of 〈S2〉 = 0.76± 0.01 and 〈S2〉 = 0.73± 0.02 for loop β3β4 and loop
β4β5, respectively. Consequently, their semi-cone angles θ are also similar
(24.9◦±1.1◦ and 26.7◦±1.0◦) if a ‘two-site-jump’ model is assumed. How-
ever, inspecting the contribution of the slower motion for these loops to the
overall dynamics reveals a significant increase in the semi-cone angles φ for
amino acid D89-Q94 but only a moderate increase for D66-G69. While in
loop β4β5 semi-cone angles of up to 54.4◦ are observed, slower motions in
loop β3β4 are much more restricted, with a maximum angle of 37.3◦. The
elevated dynamics of the two loops is accompanied by an increase of the
water exchange rates (see Fig. 4.11).

4.8 Discussion

4.8.1 Comparison of Free and Bound BMPR-IAec

The solution structure of the free form of BMPR-IAec/sf is highly similar to
the structure of BMPR-IAec observed in the crystal structure of the binary
complex with BMP-2 (Pdb 1REW).[260] This is reflected in the compara-
bly small RMSD of 1.35 Å when all secondary structure elements and loop
regions are considered apart from loop β4β5. Of the secondary structure
elements, only strand β1 appears shorter than in the complex. Differences
are mainly located in loop regions in which loop β1β2 undergoes clear but
not strong conformational changes. The highest RMS deviations for Cα-
atoms of the free and bound forms of BMPR-IAec are 2.4 Å to 3.9 Å for
residues S41, G42, and H43 (cf. Fig. 4.17). For these residues, however,
only few NOE contacts could be extracted as C40, G42, H43, and C44
could not be assigned, presumably due conformational exchange. Absence
of these signals due to water exchange is also possible, but still unlikely as
S41 exhibits only modest water exchange rates (Fig. 4.11). Similar argu-
ments apply to residue N50 and N51 as well, which are also located in loop
β1β2 and reveal broad or non-observable resonances in the 1H-15N-HSQC
spectrum. Moreover, residues in this loop, if observable and analyzable,
are predominantly fitted with model 3 in the model-free approach, which
indicates an exchange contribution to the relaxation rates. The assumption
of conformational exchange is supported further by the observation that
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Figure 4.17: Comparison of loop β1β2 in the bound (red) and unbound (blue)
form of BMPR-IAec/sf. Only small amplitude rearrangements occur in the tran-
sition from the unbound to the bound form.

the complexed loop β1β2 makes contact to the pre-helical loop of BMP-2.
Hence, the changes in the structure probably represent a small induced
fit to adapt for ligand binding. Previous reports suggest that loop β1β2 is
relevant in determining ligand-specifity towards different BMP ligands.[210]

Nickel et al. have shown, that GDF-5 (see Sec. 4.1.1) binds very specifi-
cally to the BMP receptor IB, revealing a 15-fold higher affinity compared
to BMPR-IAec. Sequence analysis between BMPR-IAec and BMPR-IB re-
veals that multiple amino acids differ in loop β1β2, e.g. S41 and G42 are
substituted by histidines. In fact, exchanging these residues in BMPR-IAec

indeed modifies the binding properties for GDF-5, indicating the impor-
tance of this loop in ligand recognition. Interestingly, C40 and C44 are
linked by a disulfide bridge, reducing potential conformational flexibility
significantly. However, no mutations studies have so far investigated the
influence of this disulfide bridge on binding activity.

As pointed out above, large parts of the C-terminus (L111-P117) are
well-defined, though they adopt a different conformation in the solution
structure compared to the crystal. Differences in Cα-atom positions range
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between 1.5 Å (Q112) and 3.0 Å (P116) but similar differences are also
observed between the binary complex (Pdb 1REW) and the tertiary com-
plex (Pdb 2GOO). A detailed investigation of the crystal structure reveals,
that the loop maintains several crystal-lattice interactions suggesting that
crystalisation artifacts cause the deviations between the two structures.

Loop β3β4, which lacks well-defined electron density in the crystal struc-
ture, appears rather defined in the solution structure of BMPR-IAec/sf.
This view however has to be revised if the dynamical data is considered.
All four residues at the tip of this loop (D66-G69) were fitted with model 5
and exhibit decreased order parameters associated with enlarged semi-cone
angles for the slow as well as the fast component of the motion. Hence,
the solution structure of BMPR-IAec/sf seems to be over-determined in the
region but obviously still represents the correct, time-averaged structure.

The most apparent difference between the crystal structure of BMPR-
IAec in the complex with BMP-2 and the unbound form of BMPR-IAec/sf

is the absence of the α1-helix (cf. Fig. 4.18). The β4β5-loop exhibits the
strongest deviations between the bound and the unbound form with a
RMSD of 4.1 Å and a maximum deviation of 10.3 Å between F85-Cα in
both structures. This can also be seen in Fig. 4.19 were the RMSD within
the ensemble and compared to the crystal structure in the binary complex
is plotted. This data compares rather well with results from the model-free
analysis, which also indicates loop β4β5 to be highly flexible. The two turn
helix (G82-D89) is located in the β4β5-loop of BMPR-IAec in the crystal
structure right at the binding interface with BMP-2 and carries two of the
major binding determinants, namely F85 and Q86. While in the binary
(Pdb 1REW) and in the ternary complex (Pdb 2GOO) the helix exhibits
an identical shape with respect to backbone and sidechain orientation, this
helix is completely missing in the NMR structure of the unbound receptor.
Though only few NOE contacts are observable for this region, they unam-
biguously proof that the helix is not formed in the solution structure (vide
infra). The residue revealing the smallest RMSD and largest order param-
eter in this loop is C87 which is linked by a disulfide bridge to strand β5.
Although this is located at the C-terminal end of the helix in the complex,
this does not lead to a stabilization of the helix in solution.

Furthermore, a 1H-15N-HSQC spectrum of BMPR-IAec/sf in complex
with BMP-2 could be obtained allowing a direct comparison of the two
structures (Fig. 4.20). Due to the very low concentration of the sample
(81 µM) and the large size of the complex for NMR standards (≈ 55.1 kDa)
the spectral quality is very poor and no assignment could be achieved. In
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Figure 4.18: Comparison of solution structure (Left) crystal structure (Right)
of BMPR-IAec/sf. The most apparent difference is the missing helix α1 in loop
β4β5 but minor changes can also be observed for loop β1β2.
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Figure 4.19: RMSD of Cα-atoms in the solution structure (Pdb 1REW) of
BMPR-IAec. Left: In black the RMSD of Cα-atoms within the ensemble is
shown. In red the solution structure of BMPR-IAec/sf is compared to the struc-

ture of BMPR-IAec within the binary complex to BMP-2 (Pdb 1REW) by fitting
successively fragments of five residues to each other. Right: ‘Sausage’ plot of
BMPR-IAec/sf, where the diameter represents the RMSD within the ensemble.

addition, the complex required strongly deviating buffer conditions from
those used for the unbound form of BMPR-IAec and therefore chemical
shift differences must be interpreted with caution. Still, at first glance,
both spectra (bound and unbound BMPR-IAec) appear very similar, re-
flecting the equivalent fold observed for both structures. However, closer
inspection reveals relative chemical shift differences for most peak posi-
tions. This supports the observation of large conformational rearrange-
ments upon ligand binding, but might also be attributed to the deviating
buffer conditions.

4.8.2 α1-Helix Exists in a Nascent Form

A central question raised from the observations was whether the α1-helix
in the β4β5-loop, though not persistent in solution in the ligand-unbound
state, still exists in a nascent form. To answer this question the carbon
chemical shifts and 3JH N Hα -couplings for the corresponding residues (G82-
D89, shaded grey in Fig. 4.21) were inspected. While sequence plots for
Cα- and Cβ-chemical shifts indicate a random-coil structure, Hα-chemical
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shifts display a bias from values indicative for random coil structures to-
wards a helical secondary structure. The Hα-chemical shifts in this region
deviate on average by −0.31 ppm±0.15 ppm from values typical for random
coil with a deviation larger than ±0.1 ppm being regarded as significant.
Moreover, the 3JH N Hα -coupling constants are also systematically lower
than values expected for random coil structures. This hypothesis has been
validated by the titration study with TFE described in Sec. 4.6.1. As all
residues located in the region of the α1-helix exhibit significant chemical
shift changes upon titration with TFE it must be concluded that though
the helix is neither partially present in the unbound form of BMPR-IAec/sf

nor presents a small population in the NMR structure ensemble. Still, a
helical propensity is observable, that is easily stabilized to a helix upon
titration with TFE, suggesting that it exists in a nascent form.

4.8.3 Rigid Scaffold for BMPR-IAec Activation

Recent studies by Kotzsch et al.[336] on the interaction of BMPR-IAec

with BMP-2 showed that two mutations (Y39D and T55I) outside the
main interaction surface lead to complete unfolding of BMPR-IAec and
consequently to loss of activity. This finding seems somewhat surprising,
especially for Y39, since it is part of the solvent accessible surface and is
not located in the hydrophobic core where an equivalent result could be
explained more easily. Y39 is located in a cleft surrounded by N51 and T52
of strand β2 and L106 and Q109 in the 310-turn in the C-terminal loop. It
is possible that N51 and Q109 form stable π-π-stacking interactions with
Y39 which could stabilize the adjacent β-strands and loops during folding.
In the primary sequence Y39 is surrounded by two cysteines which are
both part of the disulfide bridge network of the folded protein. C38 forms
a disulfide bridge to C59, thereby linking strand β1 and strand β3, while
C40 is connected to C44 in the folded protein. Disulfide bridges are known
to form late during folding,[337] hence, Y39 might act as hydrophobic seed
linking residues N51 and Q109 via a π-π-stacking sandwich enabling the
establishment of the correct disulfide bond network. Consequently, a mu-
tation from tyrosine to aspartate leads to an absence of the π-π-stacking
interaction and folding cannot progress. This hypothesis is supported on
the one hand by the observation that the aromatic residue Y39 is oriented in
a favourable position to form π-π-stacking interactions with N51 and Q109.
Its orientation within the ensemble is well-defined and is fixed by a multi-
tude of long-range NOEs, showing contacts to all aforementioned residues,
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Figure 4.21: Sequence plot of secondary structure indicators for BMPR-IAec/sf.
Shown are the chemical shift differences between experimental and random coil
chemical shifts for C’-, Hα-, Cβ-, and Cα-atoms. In addition, the deviation of
3JH N Hα -couplings from the random coil value (6 Hz) is given.
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e.g., Q109Hα → Y39Hδ, T52Hγ → Y39Hδ, or L106HN → Y39HN. This
hypothesis is supported further by the finding that hydrophobic residues
such as phenylalanine, leucine, valine as well as polar residues with long
hydrophobic sidechains like lysine (as in BMPR-IB) are tolerated. Though
no direct NOE cross-peaks between the aromatic protons of Y39 and the
sidechain amide protons of N51 and Q109 could be observed due to signal
overlap, π-π-stacking can still be observed indirectly, at least for Q109,
by the influence of the aromatic ring of Y39 on its chemical shifts. As
apparent from Fig. 4.7, resonances for the sidechain amide group of Q109
are significantly shifted upfield in both, the proton dimension and the ni-
trogen dimension compared to random coil values tabulated in the BMRB
database[338] (∆δN = −2.0 ppm and ∆δH N = −0.57 ppm). Even more ev-
ident is the effect for the Hγ-protons of Q109; they are shifted by 1.3 ppm
on average to higher fields. An upfield shift is only expected if the corre-
sponding atom is located above/below the ring plane of the aromatic moiety
whereas a position beside the aromatic ring would lead to a downfield shift.
This results from the (de)-shielding effect of the aromatic π-electron sys-
tem, which causes an anisotropic magnetic susceptibility with the shape of
a double cone. For N51 the opposite effect is observed, a downfield shift
for the amide group. This does not necessarily indicate that the complete
moiety is oriented beside the aromatic ring. It is quite possible that only
parts of the amide group, i.e. the carbonyl group are located above the ring
plane while the nitrogen with the two attached protons protrude out from
the double cone. However, chemical shifts of the sidechain amide group
of N51 also argue for participation in a hydrogen bond, which would also
be expected to shift the resonances downfield. This might overcompensate
the upfield shift evoked by deshielding by means of the aromatic residue.

The other mutation causing unfolding of the complete receptor ecto do-
main is T55I. T55 is located at the C-terminal end of strand β2 and forms
a hydrogen bond with the carbonyl group of M78 via its sidechain hydroxyl
group. In addition, M78 forms a second hydrogen bond with its carbonyl
group to the backbone amide proton of H58 and thereby stabilizes the C-
terminal end of strand β4 as well as the tight turn between strand β2 and
β3. Like Y39, the close proximity of T55 to the disulfide bridge network
might explain the strong impact upon mutation into a leucine residue. Mu-
tational studies of T55 reveal a tolerance only for isosteric substitutions,
whereas the disruption of the hydrogen bond network appears not to be
relevant (cf. Tab. 4.3). Not surprisingly, only residues as bulky as isoleucine
lead to a complete loss of activity whereas substitution by isosteric valine
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Table 4.3: Binding constants for the interaction of BMPR-IAec T55 variants
and BMP-2.

Receptor proteina kon [105M−1s−1] koff [10−3s−1] KD [nM]

wild typeb 3.3 0.5 1.5

T55Ab 3.3 4.6 14.0

T55Sb 3.6 1.2 3.2

T55Vb 2.6 1.1 4.3
T55Ic 0.028 7.2 2570
a

Receptor variant ecto domains (except the T55I variant) were immobilized
on the biosensor surface and perfused with dimeric BMP-2. The
BMPR-IAec T55I variant was measured with BMP-2 immobilized on the
biosensor surface because kinetic rate constants could not be obtained
with the reverse setup.

b
The dissociation binding constant KD was derived using KD = koff /kon .

c
The dissociation binding constant KD was obtained from a setup with the
ligand BMP-2 immobilized on the biosensor surface. This setup yields
binding affinities for the so-called 1:1 interaction, which does not include
avidity effects of the dimeric BMP-2.

or serine do not alter the binding constant KD significantly. However,
substitution by alanine also shows a remarkable effect leading to a 10-fold
drop of affinity due to an increased dissociation rate constant, koff . This
supports the hypothesis that T55 takes a key role for the retention of the
BMPR-IAec fold. Obviously, despite the flexibility in the solution struc-
ture of BMPR-IAec, a rigid scaffold in a core region is required to maintain
the BMPR-IAec fold.

4.9 Conclusion

In this chapter the high-resolution structure of the receptor ecto domain of
the human BMP receptor IA was determined and its dynamical properties
were presented. Although numerous structures of BMPR-IAec have been
determined in the form bound to its natural counterpart BMP-2,[259,260]

or even with the additional type II receptor,[262] no structural data on the
free, unbound form of BMPR-IAec has been available so far. Comparing
BMPR-IAec in its apo- to its holo-form reveals that the five β-strands char-
acteristic for the three finger toxin like fold are rigid and well-conserved,
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partially due to the network of five disulfide bridges. Major conforma-
tional differences are located in loop β1β2 as well as loop β4β5 and indicate
substantial conformational rearrangements in the sense of a disorder-to-
order transition, especially for loop β4β5. These large scale conformational
rearrangements with retention of the principal fold also manifest in the 1H-
15N-HSQC spectrum of BMPR-IAec in complex with BMP-2 compared to
unbound BMPR-IAec, where most resonances experience a significant shift,
though they are not fully displaced. Interestingly, two of the main bind-
ing determinants for the interaction with BMP-2 are located in this loop,
namely F85 and Q86, which are part of a region that transforms into a helix
(α1) upon ligand binding. Since the interactions with BMP-2 can only be
established when the helix is fully formed, substantial parts of the binding
free energy are obviously generated by an induced fit of loop β4β5. In con-
trast, the structurally related type II receptors, like ActR-IIB, ActR-II or
BMPR-II indeed undergo much less pronounced conformational changes.
Here the A-loop,11 which corresponds to loop β4β5 in BMPR-IAec, also
forms a helix-like structure upon ligand binding, but with a much smaller
conformational amplitude. In addition, the M-loop of ActR-II which has
no true equivalent in BMPR-IAec

12 reveals some minor conformational
differences.

The deviating magnitude of rearrangement for the type I and type II
receptors upon ligand binding should result in differing association rates,
with BMPR-IAec expected to be slower than for the aforementioned ActR-
II. Indeed, this can be observed when comparing the BMPR-IAec:BMP-2
system to previous binding studies of other protein-protein complexes. In
systems like IL4:IL4Rα[339] or barnase-barstar,[340] association rate con-
stants of kon ≈ 1.3 · 107 M−1s−1 and kon ≈ 6 · 108 M−1s−1 have been ob-
served, respectively – rendering them diffusion-limited.[341] For the binary
complex BMPR-IAec:BMP-2 however, the association rate in considerably
smaller (kon ≈ 5 · 104 M−1s−1). Furthermore, the association rate con-
stant for BMPR-IAec with BMP-2 is more than one order of magnitude
smaller compared to the rate of complex formation for ActR-II:BMP-2
(kon ≈ 7.2 · 105 M−1s−1)[251] and other complexes of the TGF-β super-
family such as β3:TβRII.[342] This observation can be attributed to the
fact that about 80% of the binding interface, including the main bind-
ing determinant, W60, are pre-formed in type II receptors allowing faster

11 The nomenclature follows that of Grennwald et al.[251]

12 While in ActR-II this loop comprises altogether nine amino acids, in BMPR-IAec it
consists of only three amino acids linking strand β2 and β3
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association rates. Obviously, the mobile loops A and M of the type II
receptors do not contribute significantly to binding affinity but rather to
binding specifity.[262,343]

This situation changes dramatically for BMPR-IAec with its mobile loops
β1β2 and β4β5. The results suggest that these loops not only determine
binding specifity but also binding affinity. Conformational rearrangements
in loop β4β5, including the formation of helix α1 upon ligand binding,
facilitate the activation of the main binding determinants and simultane-
ously provide the required shielding of these polar moieties from solvent.
This clearly indicates that an induced fit is obligatory for any interaction
of BMPR-IAec with BMP-2. Moreover, this explains the ease with which
residues G82-K88 form helix α1 upon slight changes of the environment,
like the presence of low concentrations of TFE. Correspondingly, the sur-
face properties of free BMP-2 could mirror those of TFE. This hypothesis
is supported by the finding, that mimicking only the local molecular en-
vironment of BMP-2 for the interaction with BMPR-IAec (F48, P50, and
L51) using the peptide cyclo-(FPRFPa)[344] does not result in any chemi-
cal shift changes and hence, any conformational changes. Not surprisingly,
‘larger scale’ modifications of the molecular environment are necessary for
an induced fit.

A central question in receptor-ligand recognition within the BMP sys-
tem is the binding promiscuity, i.e. how can so few receptors (seven type
I receptors and five type II receptors) account for so many (≈ 30) ligands.
This question is readily answered when the dynamical data for the bind-
ing interface is analyzed. As mentioned earlier BMPR-IAec/sf interacts via
loop β1β2 and β4β5, both of which exhibit an elevated dynamical behavior.
In loop β4β5 a clear drop in the squared order parameters relative to the
secondary structure elements is observed that is accompanied by increased
semi-cone angles. In addition, predominantly model 4 or 5 was selected
within the model-free approach, indicating a complex dynamical behavior.
The comparably narrow lines in this loop suggest that exchange contribu-
tions to the dynamics do not dominate the transverse relaxation rate and
therefore might play only a minor role. The large amplitude of the motion
which is apparent from the large RMSD within the structure ensemble and
the 1H-15N-RDCs of this loop, which are nearly averaged to zero, therefore
must be attributed to assembled fast motions on the ps-ns timescale. In
contrast, loop β1β2 exhibits clear motional modes on the µs-ms timescale,
opposing the initial assumption that all motions occur on a timescale faster
than the overall correlation time. While quantification of these motional
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modes would be desirable, dynamical analysis performed here still offers an
explanation for the binding promiscuity within the BMP receptor family;
receptors adapt to different ligands by their inherent flexibility and divers
dynamics on different timescales. Taking into account the high structural
homology between type I and type II receptors and an equivalent con-
formational rearrangement for ActR-II, BMP-7, and BMPR-IAec BMP-2
interactions, the modular design of the receptor structures becomes appar-
ent.

The studies revealed that the dynamic interface is presumably the origin
for the promiscuous nature of BMP ligand-receptor interactions. Never-
theless, a rigid scaffold for the core structure of BMPR-IAec is still required
to maintain its activity.[336] The mutation of single residues, as observed
for the disease Juvenile Polyposis Syndrome (JPS)[345] can lead to inher-
ently unfolded BMPR-IAec, which apparently looses the ability to bind
ligands. Two common point mutations observed in JPS are located ei-
ther at the periphery or very remote from the actual binding interface,
but exert severe effects on the folding of BMPR-IAec. Mutagenesis studies
revealed that distinct chemical or steric properties are required at these
positions to maintain the overall fold. The aromatic ring of Y39 stabilizes
the surrounding residues in the C-terminal 310-turn and strand β2 (N51
and Q309) by π-π-stacking interactions. The close proximity of Y39 and
N51 to disulfide bridges (C40-C44 and C38-C53) might indicate a possi-
ble role of Y39 for the correct formation of the disulfide network and the
stabilization of loop β2β3. The other mutation that leads to a complete
loss of function of BMPR-IAec is T55I, where only isosteric mutations are
tolerated.

Analogously to the above described mutations, single point missense
mutations for type II receptors like BMPR-II and ActR-IIb are also lo-
cated outside the accepted binding epitope.[346–348] Moreover, the affected
residues seem to be conserved among various species, though the molecular
origin of these mutations remain unknown. However, one may hypothe-
sise that equivalent molecular mechanisms are responsible for deactivation
of type II receptors. The idea of a rigid core structure with defined sec-
ondary structure elements is supported by the dynamical investigations of
BMPR-IAec.



Chapter
5

Structure Refinement of Peptides
using RDCs

5.1 Introduction

Though peptides probably belong to one of the best investigated structural
classes in organic chemistry, new and interesting aspects are frequently
found, making them a living and fascinating research area. The broad
interest may be partially attributed to the biological activity of many rep-
resentatives like gramicidin S,[349–351] rifampicin,[355] vasopressin,[356,357]

oxytocin,[358] vancomycin,[358] insulin,[359] polymixin B and E,[352–354] in-
tegrelin,[360] or somatostatin.[361] Peptides have also proven to be valuable
scaffolds for pharmaceutical research, as they serve as starting points for
further investigations.[362] However, peptides are rarely used as drugs,
because they are easily digested within the body and commonly show a re-
duced bioavailibility. Therefore one of the major tasks in medicinal chem-
istry is the rational modification of bioactive substances, first into lead
structures and finally into drug candidates and drugs. These efforts are
guided by certain criteria which have been summarized under the acronym
‘ADMET’, meaning absorption, distribution, metabolism, excretion, and
toxicity.

Many efforts have been put into the design of bioavailable and ‘resistant’
peptide mimetics and several suggestions have been proposed. Mainly these
modifications concern the peptide bond to ‘obscure’ enzymatic recognition

153
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Figure 5.1: Peptide bond analogues commonly used to improve stability against
degradation or to modify the conformational space occupied by the peptide.

and degradation. Beside the synthetic derivatives depicted in Fig. 5.1,
cyclization and N-methylation are prominent alternatives to alter the AD-
MET profile.[363]

Obviously, the primary sequence of a peptide or peptide mimetic is of
major importance for its bioactivity. Several target molecules show very
pronounced selectivities for a certain amino acid motif, e.g., integrins for
the sequences RGD and LDT.[364–366] However, sequence arguments alone
may not explain different activities for linear and cyclic peptides as they
were observed for the amino acid sequence RGDFV interacting with vit-
ronectin.[367,368] The strongly deviating activities actually result from dif-
ferent conformations adopted by the peptide, providing an opportunity for
the medicinal chemist to start his search for an active compound. By cy-
clization the rigidity of the molecule is increased and as a consequence its
conformational freedom is reduced. Starting from the original peptide a
spatial screening [369] serves to identify the bioactive conformation and in
turn enhances the activity. A frequently observed and sometimes wanted
side effect is an improved selectivity of the active compound for its tar-
get molecule. In this context cyclic peptides have proven to be especially
useful scaffolds, as correlations between sequence and conformation are
comparably well understood.[363,369–378]

Structures of organic molecules are most conveniently investigated by
X-ray crystallography or NMR spectroscopy, as they are currently the
only available techniques with a resolution at the atomic level. While
for proteins X-ray crystallography gives virtually identical results as NMR
spectroscopy, deviating results may be obtained for cyclic peptides where
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crystal packing artifacts place severe limitations to any interpretation.[379]

But also NMR techniques are facing problems as they often struggle with
the limited information about long-range orientations, as classical NMR
parameters like NOE intensities or J-couplings usually only monitor local
geometries. Thus phenomenons such as twisted β-sheets or bended struc-
tures may be observed only indirectly. This problem may be overcome by
the use of residual dipolar couplings, as they offer information about the
relative orientation over virtually unlimited distances. As discussed above,
detailed knowledge about the bioactive conformation enables a rational and
streamlined drug development process. Consequently, structure refinement
using RDCs may offer some interesting insights into the overall fold of small
molecules. They may also open up the route for an improved understanding
of structure-activity relationships. Therefore, the structure of cyclosporin
A (CsA) was redetermined using RDCs as additional structural parame-
ter beside the already published NOE and J-coupling restraints. Similar
steps have already been described for proteins and nucleic acids,[105,106,323]

but RDC aided structure determination or refinement of small molecules,
especially peptides, is still uncommon.

5.1.1 Cyclosporin A - General Remarks

CsA is a homodetic, cyclic undeca-peptide, with the sequence cyclo-(Me-
Bmt1-Abu2- Sar3-MeLeu4-Val5- MeLeu6-Ala7-D-Ala8 -MeLeu9-MeLeu10-
MeVal11) (see Fig. 5.2). It consists of three uncommon amino acids,
namely MeBmt1, Abu2, and D-Ala8; all other residues are naturally oc-
curing amino acids or their N-methylated counterparts.

CsA is solely build of aliphatic amino acids, which renders it neutral and
lipophilic. Hence, it is very soluble in apolar solvents like chloroform, THF,
or benzene.[380–385] In addition, CsA is soluble in DMSO[380] and water,
though the solubility in water is not sufficient to allow NMR spectroscopic
investigations.[386] However, conformational studies have been conducted
to cyclosporin derivatives in monoclonal antibodies in aqueous solution.[387]

CsA was discovered in 1970 by Sandoz1 in the fungus Tolypocladium in-
flatum GAMS. It was isolated from soil samples collected near Hardanger
Vidda (Norway), which also contained the analogue cyclosporin C.[388,389]

Nowadays, it is known that also other fungi, e.g., Cyclindrocarpon lu-
cidum BOOTH are producing CsA and its analogues as secondary metabo-

1 now Novartis.
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Figure 5.2: Constitution of the cyclic, homodetic undeca-peptide cyclosporin
A. Residues are labeled with their abbreviation and sequence number. N-
methylation is indicated in the residue name by the prefix ‘Me’ apart from the
residue sarcosine (N-methylated glycine) which is typically abbreviated by ‘Sar’.
Hydrogen bonds are indicated by dashed lines.
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lites.[390] The primary structure was solved in 1976 by Edmann degrada-
tion,[391] but it took until 1984 that the first total synthesis was accom-
plished by Wenger.[392] This synthesis facilitated the systematic inves-
tigation of structure-activity relationships, as modified structures became
available. A central step in the total synthesis of CsA is the prepara-
tion of MeBmt.2 It possesses three asymmetric carbon atoms and an E-
configurated double bond, therefore representing an interesting target for
organic chemists. The first synthesis was completed in 1983 and encom-
passes 24 steps starting from (R,R)-tartaric acid,[393,394] but shorter and
more elegant routes have been described in the following years.[395–401]

First hints that the biosynthesis of CsA occurs non-ribosomal are the
occurrence of numerous natural derivatives and the presence of the non-
proteogenic amino acids MeBmt and Abu. CsA is a secondary metabo-
lite, which is assembled by multifunctional enzymes termed non-ribosomal
peptide synthases (NRPS).[402–404] For the biosynthesis of CsA the key en-
zyme is cyclosporin synthase. In more than 40 steps CsA is assembled
via elongation of a linear peptide chain starting from D-alanine.[405] For
N-methylation the corresponding residue has to be activated by transfor-
mation into a thioester. It has been proven that all N-methyl groups and
the γ-methyl group of MeBmt stem from methionine.[406] For this pur-
pose, methionine was labeled with 3H and 14C and analyzed via 3H-NMR
spectroscopy. The other carbon atoms of MeBmt are introduced by head-
tail-condensation of four acetate units.

First structural investigations have been performed on the iodo-derivative
of CsA which gave a coarse view of the secondary structure.[407] The crys-
tallographic analysis accomplished several years later could confirm the
first assumptions and revealed a detailed view of the structure.[408] Ex-
tensive NMR investigations of CsA in chloroform, benzene, and THF have
been carried out as well, including the resonance assignment and structure
determination of the dominant conformer.[381,385] While in these apolar
solvents the main conformer is populated by more than 90%, in DMSO
seven to eight conformers have been reported[380] which are in slow ex-
change with each other.3 In apolar solvents amino acids 11 to 7 of CsA

2 MeBmt is the proposed abbreviation of Wenger[393] for ‘Methyl-butenyl-methyl-
threonine’. The chemically correct name of the MeBmt residue is (4R)-4-[(E)-2-
butenyl]-4-N-dimethyl-L-threonine.

3 It is likely that in DMSO three peptide bonds are involved in a cis/trans isomerisation
resulting in eight (23) possible conformers. However, it is not clear if all conformers
are indeed populated.
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Figure 5.3: Stereoview of the solution structure of cyclosporin A recalculated
with the dihedral angels given in the dissertation of M. Köck (see ‘Tabelle 3.6’

there).[385] Dashed lines indicate transannular hydrogen bonds in the cyclic pep-
tide.

form a slightly twisted anti-parallel β-sheet with three transannular hydro-
gen bonds and a βII’-turn between Sar3 and MeLeu4 (cf. Fig. 5.3). Amino
acids 7 to 11 also form a turn structure which accommodates the only cis
peptide bond in the molecule between MeLeu9 and MeLeu10. This turn
is structurally related to a βIVb-turn, though the Φ- and Ψ-angles do not
resemble the theoretical values exactly, especially for amino acid i + 2.4

Moreover, a γ-turn is present in the molecule between amino acids 6 and
8 with the hydrogen bond formed between D-Ala8NH and MeLeu6C’.

In CDCl3 solution CsA adopts nearly the same conformation as in the
crystal structure. Minor differences concern the orientation of some side-
chains and the intramolecular hydrogen bond between MeBmt1OH and

4 Cyclosporin A: i+ 1 Φ = −125◦, Ψ = 116◦; i+ 2 Φ = −131◦, Ψ = 86◦; Theoretical

values:[409] i+ 1 Φ = −135◦, Ψ = 135◦; i+ 2 Φ = −75◦, Ψ = 160◦
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MeBmt1C’. This hydrogen bond is not abundant in the crystal struc-
ture but could be verified by IR spectroscopy in solution. Noteworthy,
MeBmt1OH forms a hydrogen bond to the neighboring molecule in the
crystal. CsA is one of the classical and probably the most prominent exam-
ple for the difference between crystal structure and solution structure. This
mainly refers to the observation that in the crystal structure the sidechain
of MeBmt1 is folded over the backbone while in solution the sidechain
is pointing into the solvent. However, newer investigations revealed that
even in solution the MeBmt1 sidechain is folded over the backbone though
it does not adopt the same conformation as in the crystal structure. Be-
cause of its comparably rigid and well-defined structure CsA has been used
for methodological studies of NMR parameters.[382,410–415] This was also
one reason why CsA was chosen for the present study.

5.1.2 Pharmacological Effect of Cyclosporin A

CsA is one of the most successful peptidal drugs on the market. Under
the trade name Sandimmun R© it is distributed by Novartis since 1983 and
currently has an annual turnover of about 1 bio. US dollars.[416] Its success
can be attributed to the immunosuppressive effect which is exploited in
transplantational surgery.

In the early days of organ and bone marrow transplantation graft rejec-
tion was the major obstacle. In the 1950’s first approaches using corticos-
teroids, 6-mecaptopurin, or azathioprin led to poor results. Also the use
of synergetic drug combinations in the 1960’s did not show a satisfactory
effect. A turning point was reached when in 1978, already 8 years after its
discovery, a kidney transplantation was accomplished successfully with the
help of CsA.[417,418] As a consequence transplantations could be carried
out on a larger scale with comparably low risks. Nevertheless, CsA also
exhibits negative side effects like kidney damage or an increased risk for
cancer.

CsA is a selective immuno suppressant with an additional fungicidal
and anti-inflammatory effect. It leads to a drop of the immune barrier and
hence to the suppression of the natural antibody formation by suppressing
the activation of T-lymphocytes.[419] CsA does not act as cytostatic and
its effect is reversible and selective for T-lymphocytes.

On a molecular basis, CsA binds to the 17.8 kDa protein cyclophilin
A (CyPA), which is a peptidyl-prolyl isomerase catalyzing cis/trans iso-
merizations. This complex interacts with calcineurin, which in turn is
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Figure 5.4: Cyclosporin A (dark yellow) complexed by calcineurin A (blue) and

B (green) and cyclophilin A (red).[420] The CsA:CyPA binary complex lies at
the base of the helical arm of the catalytic subunit of calcineurin A that binds
the regulatory subunit calcineurin B.

responsible for the dephosphorylation of the transcription factor NFAT
(nuclear factor of activated T-cells). NFAT effects a complete change in
the transcription of the genome, leading to the activated state of the T-cell.
Consequently, inhibiting dephosphorylation of NFAT results in a decreased
immune response.

The crystal structure of the ternary complex of calcineurin interact-
ing with CsA:CyPA has been investigated by Ke et al. (Fig. 5.4) and was
solved with a resolution of 2.8 Å.[420] This structure reveals no overall con-
formational changes in calcineurin when binding to CsA:CyPA. However, it
confirms previous results that CsA adopts a totally different conformation
in the bound form compared to the uncomplexed form.[421]5

5 Admittedly, the structure of CsA has not been solved in aqueous solution, but
only in apolar solvents (see Sec. 5.1.1). Though, these are regarded as mimics for

hydrophobic binding pockets.[422]
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5.2 RDC Measurements

The measurement of partially oriented samples offers some curiosities which
will be discussed briefly in the following. The most apparent problem is
the occurrence of residual proton and/or carbon signals stemming from
the alignment medium. For biomacromolecules this usually is not an is-
sue as molecules are specifically labeled, mostly with 15N, and therefore
perturbing signals are inherently suppressed by any heteronuclear tech-
nique utilizing this label. However, small molecules like peptides, sugars,
nucleotides, natural products, or synthetic derivatives are commonly un-
labeled. Hence, heteronuclear spectra are recorded at natural abundance
and special care has to be taken to suppress unwanted signals.

In principle, any scheme useful for solvent suppression in aqueous solu-
tion is also applicable to signals originating from alignment media. Admit-
tedly, these techniques are mostly not convenient, as they have been opti-
mized for comparably narrow water signals. In addition, residual signals
from the alignment medium are often located in regions where also signals
from the compound under investigation are abundant. As a consequence
these signals would be suppressed too, when using WATERGATE[423,424]

suppression for example. Presaturation or ‘flip-back’ techniques are facing
the same problem beside the difficulty to find pulses working selectively
on the alignment medium, as these often show more than one distracting
signal.6 Thus it is unadvisable to exploit the chemical shift information to
distinguish between signals of the alignment medium and the solute.

To separate the signals of the target molecule from signals of the align-
ment medium it is helpful to throw a glance at the physicochemical prop-
erties of the two. Commonly, the alignment medium has a much higher
molecular mass than the solute, which translates into much smaller trans-
lational and rotational diffusion rates. Accordingly, suppression of residual
signals in partially oriented samples is closely related to drug discovery
using NMR methods, where the molecular weight difference is utilized to
discriminate between binding and non-binding ligands.[341,432–434] Typi-
cal techniques to suppress signals of the larger molecule are relaxation and
diffusion filters. Both have been implemented for partially aligned samples.

Most commonly for heteronuclear experiments, a simple z-filter is intro-

6 Recent developments in pulse design[184,185,425–430] facilitate the selective inver-
sion/excitation of defined spectral regions. Although these have also been applied
for ‘solvent suppression’ more effort has been put into the selective excitation of

defined spectral windows.[71,431]
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duced after the first INEPT step. Here, the different relaxation properties
of the term I1zI2z are utilized. While this term relaxes comparably slow for
small molecules, its relaxes much faster for large molecules. This fact rests
on the phenomenon that longitudinal cross-relaxation rates σ12 for protons
are large for large molecules but are close to zero for small molecules. Usu-
ally a filter delay of 300 ms is sufficient to significantly decrease residual
signals. Another approach makes use of the strongly deviating transverse
relaxation rates R2 for the alignment medium and the solute. Similar to
the cross-relaxation rates exploited by z-filters, large molecules have large
R2 rates while small molecules relax much slower. Consequently, suppres-
sion of residual peaks from alignment media can be achieved by locking the
magnetization along a transverse axis. These filters are usually incorpo-
rated prior to the actual pulse sequence and are also routinely applied for a
duration of ≈ 300 ms. It has to be pointed out that some alignment media
possess flexible sidechains rendering their relaxation properties similar to
small molecules. Therefore these signals are difficult to suppress, as for
instance in polystyrene.[59,61]

This problem can be overcome by using diffusion filtered experiments.
A longitudinal eddy current delay (LED)[435] building block is introduced
right before the standard pulse sequence. As the solute has much higher
diffusion rates than the alignment medium, which essentially does not dif-
fuse at all, signals originating from the solute will be eliminated completely.
Thus, difference spectroscopy is used and spectra are recorded with an in-
terleaved sampling scheme acquiring spectra once with the LED sequence
applied and once without. The difference of the two will leave only wanted
signals observable.

Another problem hampering the measurement of RDCs is the lock sig-
nal. Due to the quadrupolar coupling of the deuterium nucleus the lock
signal is split into a doublet. Only few alignment media exhibit quadrupo-
lar splittings larger than several hundreds of Hertz, which would allow for
selectively locking onto only one of the doublet components. Most me-
dia show quadrupolar splittings on the order of a few Hertz. Hence, the
lock unit might accidentally alter its reference signal by changing from
one component of the doublet to the other one between increments. Of
course this will obscure the acquisition of spectra severely, leading to trun-
cation artifacts in the indirect dimension. But also in the directly detected
dimension artifacts will occur. Signals will be split into pseudo-doublets
with a splitting corresponding to the quadrupolar splitting observed in the
2D-spectrum. Therefore, 2D-spectra and long 1D-spectra are commonly
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acquired unlocked though the linewidth might increase due to a slowly
drifting static magnetic field B0.

Closely related to the splitting of the lock signal is the tedious and time-
consuming shimming process. Obviously the deuterium signal cannot be
used for automated shimming, as the shim unit would try to maximize
this signal and consequently produces a virtual singulet. For this reason,
shimming has to be performed manually, either by maximizing the FID or
by directly shimming on the spectrum. Only in solutions where protons
are abundant, for example aqueous solutions, shimming can be performed
automatically as protons do not show quadrupolar splittings. However,
adding ‘protons’ in larger quantities is not a general solution, as these
compounds usually interfere with observed spectra and force the receiver
gain to be decreased. A possible solution to this problem might be the ad-
dition of perfluorinated compounds. As fluorine is a spin- 1

2
nucleus, it will

not show any splitting due to alignment, therefore singulets are expected
allowing an automated shimming process. Moreover fluorine compounds
are usually inert and do not appear in any commonly observed spectrum.
However, perfluorinated compounds are also known to be poorly mixable
with other solvents.[436]

While for proteins and nucleic acids one-bondDNH -couplings (1DNH ) are
most frequently measured,[106] in case of small molecules DCH -couplings
are commonly determined because of their omnipresent character. Even
under strong line broadening effects 1DCH -couplings are comparably easy
to measure (vide infra) due to the large chemical shift dispersion in the
carbon dimension. As HSQC and HMQC techniques for observation of
directly bonded, heteronuclear spin pairs are very sensitive, high signal-to-
noise ratios are achievable that determine the precision of the measurement
beside the spectral resolution. Furthermore, 1DCH -couplings facilitate a
simplified geometrical interpretation, as the interatomic distance is fixed
and therefore one degree of freedom is eliminated from Eq. 2.48. This
enables a streamlined structure determination process as ambiguities are
removed and the conformational search-space is reduced.

A multitude of experiments has been proposed for the measurement of
couplings between directly bonded heteronuclear spin-pairs. The majority
utilizes IPAP techniques, where in-phase and anti-phase components are
recorded in separate experiments and are added or subtracted to yield a
single signal in each subspectrum. The spectral distance in the two sub-
spectra finally yields the desired coupling constant. For biomacromolecules
coupling evolution is commonly permitted in the indirect dimension be-
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cause of the smaller linewidth along the 15N-dimension compared to the
1H-dimension. In contrast, for small molecules coupling evolution is di-
rected to the direct dimension where a higher spectral resolution is ob-
tainable. However, this advantage can be negated if anti-phase terms are
present prior to detection that evolve into observable magnetization during
acquisition and, hence, deteriorate the extraction of coupling constants.
These anti-phase contributions stem from the inherent broader distribu-
tion of effective couplings constants (1DXH +1 JXH ) that inevitably lead to
mismatched refocussing delays in the Re-INEPT of HSQC spectra. Anti-
phase contributions can be eliminated by an additional 90◦ pulse on the
X-channel just prior to acquisition.[437]

Special attention has to be paid to residual dipolar couplings of inter-
changing ‘conformations’.7 Here the observed RDCs clearly represent only
averaged values and cannot be converted into geometrical information in
a straightforward way. Nevertheless, if 1DCH -couplings of methyl groups
are considered, they can be converted into 1DCX -couplings to the fourth
attached atom via the formula:

DCX = DCH3

„
−3

γXr
3
CH

γHr3
CX

«
. (5.1)

To obtain residual dipolar couplings for CsA it was partially aligned in a
PDMS-gel cross-linked by accelerated electrons and swollen in chloroform.
Measurement of DCH -couplings was achieved by acquiring conventional
sensitivity-enhanced coherence order selective 1H-13C-HSQC spectra with-
out heteronuclear decoupling in the direct dimension. Most 1JCH -coupling
constants with the corresponding dipolar coupling could be measured from
these spectra (see Fig. 5.5). For exact extraction of coupling constants the
procedure described by Yan et al.[438] was used, where each component
of the doublet is phased separately. Altogether 35 1DCH -couplings in the
range of −22.3 to 27.9 Hz could be obtained.

RDCs were then fitted to the existing crystal and the NOE-derived
structures using the program Pales.[21] In both cases, a scattering of
back-calculated versus measured RDCs was observed with poor overall
correlations of R = 0.585 and R = 0.387 for the crystal and NOE-derived
structure, respectively (see Fig. 5.6). It must therefore be concluded that
neither of the structures represents the time-averaged structure present in-

7 RDCs are sensitive to averaging processes on the ps-ns as well as the ms timescale
(see Fig. 2.6).
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Figure 5.5: Hα-Cα-regions of the 1H-13C-HSQC spectra recorded on CsA in
CDCl3 (Left) and the PDMS/CDCl3 gel (Right) without heteronuclear decou-
pling during acquisition. Slices along the dotted lines are shown for an impression
of the spectral quality. Residue assignment is given on the right-hand side.[385]

side the PDMS gel. For sidechains, the deviation of the 1DCH -couplings
can be explained by the inherent flexibility in the apolar solvent. For the
backbone, however, it was previously found that a single, well-defined con-
formation is present in CDCl3.[380,383,385] The correlations for the crys-
tal and NOE-derived structures with only backbone RDCs considerably
improves to R = 0.900 and R = 0.779, respectively, but the deviations
between measured and fitted RDCs are still large. Hence, the measured
RDCs were used for structural refinement.

5.3 Structure Calculation

Residual dipolar couplings can be incorporated into the structure calcula-
tion protocol just as other restraints, like scalar couplings or nuclear Over-
hauser enhancements. For this purpose, Di(ϑi, ϕi) values (cf. Eq. 2.58) are
converted to restraints by adding a computational potential energy term
Ei = K(Di,back −Di,exp)2 to an overall penalty function. The scaling fac-
tor K is set in relation to other restraints and is of central importance and
might be chosen differently for different molecules. If the ϑi-, ϕi-values of
a computed structure fulfill the measured values within the experimental
precision, then Ei = 0; otherwise, Ei > 0 and it will be added to the overall
penalty. During simulated annealing, a random conformation is compared
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Figure 5.6: Experimental versus back-calculated DCH -couplings for the crystal
structure[408] (Left) and the NOE-derived structure[383] (Right) of CsA. The
correlation factors R indicate a poor correlation for both structural models. RDCs
were back-calculated using the program Pales[21] with the bestFit-option.

with the experimental restraints and driven towards a structure by min-
imization of the penalty function. This approach has been implemented
in the susceptibility anisotropy (Sani) potential of the software package
Xplor-nih.[105,323,439,440]

A more sophisticated approach is the incorporation of residual dipolar
couplings as pair-wise defined coupling pairs, independent of the principal
axis system (PAS).[441] A set of n RDCs is therefore transformed to a set
of n(n − 1) pair-wise restraints by combining two RDCs Di(ϑi, ϕi) and
Dj(ϑj , ϕj) to a projection angle φij (Fig. 5.7). The angle φij is defined by
the scalar product of two vectors i and j given in the common PAS frame

cosφij =

0@ sinϑi cosϕi
sinϑi sinϕi

cosϑi

1AT0@ sinϑj cosϕj
sinϑj sinϕj

cosϑj

1A . (5.2)

Since Di and Dj specify ranges of (ϑi, ϕi) and (ϑj , ϕj), the pair-wise re-
straint is not particularly restrictive,8 however, this indistinctness is com-
pensated by the large amount of restraints (n vs. n(n − 1)). The frame
independent formulation conveniently allows for the incorporation of RDCs
measured in several alignment media. In the software package Xplor-nih

8 A pair-wise defined restraint is inherently ambiguous, as the projection angle φij is
defined as the scalar product (vide supra).
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Figure 5.7: Projection angle φij between two internuclear vectors in the principal
axis system (Axx, Ayy , Azz) of the weakly aligned molecule.

this approach has been realized in the Vean potential.9

As DCH -couplings have been measured in only one alignment medium,
it was convenient to use the Sani potential of Xplor-nih to incorporate
RDCs as angular restraints with respect to an introduced coordinate sys-
tem representing the eigenvectors of the alignment tensor. It is important
to note that the tensor orientation and magnitude (Da and R, cf. Eqs. 2.57
and 2.58) do not change during the calculation for this potential. There-
fore the choice of the initial alignment tensor is of critical importance for
the further structure calculation process.

Several possibilities are known to obtain these sensitive data, even for
unassigned RDCs. Most easily the tensor components Da and R are ex-
tracted from a histogram of the experimental RDCs.[105,328,445] By consid-
eration of Eq. 2.58 it is possible to correlate the observable extreme values
to specific orientations in the alignment tensor. Hence, the possibly largest
observable RDC corresponds to an orientation of the 1H-13C bond vector
parallel to the z-axis of the alignment tensor (ϑ = 0◦), while for the small-
est coupling the 1H-13C bond vector must coincide with the y-axis (ϑ = 0◦,
ϕ = 90◦). If the 1H-13C bond vectors are distributed isotropically, a his-
togram describing the probability of finding values of DCH between these
extremes will have the appearance of a chemical shift anisotropy (CSA)
powder pattern. The highest probability dipolar coupling value, therefore,
coincides with the magnitude of the bond vector aligned along the x-axis
of the alignment tensor (ϑ = 90◦, ϕ = 0◦). Since DCH

xx +DCH
yy +DCH

zz = 0,

9 Several other potentials like ‘Xdip’[442] or ‘Tenso’[443] have been implemented in
Xplor-nih, but will not be discussed here. For more detailed information the reader

is referred to the online manual of this software package.[444]
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Figure 5.8: Histogram for RDCs of cyclosporin A. RDCs of methyl-groups have
been normalized to DCH -couplings, by scaling them with a factor of −3.

it follows from Eq. 2.58

DCH
xx = −DCH

a (1− 3
2
R)

DCH
yy = −DCH

a (1 + 3
2
R)

DCH
zz = 2DCH

a .
(5.3)

In practice, the values of Dzz and Dyy are obtained by taking the high
and low extreme values of the observed residual dipolar couplings, while the
most populated value in the histogram corresponds to Dxx (cf. Fig. 5.8).
With two unknowns and three observables (Dxx , Dyy , and Dzz ), values
for Da and R can be obtained by least-square fitting. With this approach
values of 12.85 and 0.60 have been extracted for Da and R, respectively.
However, as pointed out by Clore et al.,[328] this approach is limited
by the amount of observable couplings. If only a sparse amount of data
is available (like for CsA), the extracted values should be used only as
rough estimates. Still, in the present case the rhombicity does not deviate
strongly (−5%) from the value used later for the structure calculation
obtained by a different approach while Da deviates by almost 50% (vide
infra). This is a generally observed trend when a sufficient amount of data
is analyzed; Da usually deviates stronger (≈ ±5%) and R less (≈ ±0.1%)
from the actual value when using this approach.[325]

As the assignment for CsA is known, the alignment tensor can be ex-
tracted with a program such as Pales[21] or Redcat[446] by a least-square
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fit of the experimental data versus a known structure. Obviously, as
pointed out above, this procedure will fail if the input structure deviates
from the actual structure, leading to bad correlation factors. Still, in the
case of structured, cyclic peptides it can safely be assumed that the back-
bone conformation of the NOE-derived structure does not deviate strongly
from the ‘real’ conformation present in solution, even if correlation factors
are low. Therefore, values obtained by using, for example, the bestFit-
module of Pales will represent good estimates and sufficient initial guesses,
if only Cα-Hα-RDCs are considered. Equivalent results for Da and R could
be obtained using a grid search algorithm implemented in Xplor-nih (cf.
Fig. 5.9). The grid search algorithm has the advantage that it directly
offers the coefficients needed in the input script for Xplor-nih and values
do not have to be converted from one software to the other, which is not
necessarily straightforward.10 Hence, relations needed to convert output
data from Pales into Xplor format are presented below,

DXplor
a = DPales

a Dmax

RXplor = DPales
r /DPales

a .
(5.4)

Particular care has to be taken of atom naming when using Pales. As
this software package is optimized for analyzing proteins, it assumes defined
bond lengths for certain spin pairs and not the distances given in the
structure file. This concerns the bonds between Cα-Hα, C’-N, N-HN, and
Cα-C’.11 Consequently, deviating results are obtained for Dmax according
to Eq. 2.48-2.50 and therefore will obscure the input for Xplor-nih (see
Eq. 5.4). These problems can be avoided when the corresponding atoms
are renamed.

Since the implementation of the Sani potential is known to converge
slowly, considerable effort was put into testing various procedures for in-
cluding RDCs into structure calculations. Initially, all observable RDCs
were included at once, which resulted in a multitude of distorted struc-
tures. Best results were obtained by grouping RDCs in classes of equivalent
1H-13C bond vectors on the basis of assumed flexibility and adding them
successively to calculations (see App. C.3). Using this ‘class’ protocol, a
set of highly defined structures could be obtained after only a few struc-
ture calculation cycles. In this set the best 10 out of 20 structures showed

10 Mistakes were found for the definition of the three coefficients in the help library
of Xplor-nih, version 2.9.4a. The first coefficient should always equal 0, while the
second coefficient is equal to Da and the third coefficient equals R.

11 The distances for these spin pairs are taken from Ottiger and Bax.[447]
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Figure 5.9: Grid search for the initial tensor used in structure refinement of
CsA. While the value for the rhombicity R is well-defined, the energy surface is
comparably shallow along the axis of Da. However, the obtained initial values
(Da = 19.2 and R = 0.56) still represent sufficiently good estimates (vide infra).
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Figure 5.10: Experimental vs. back-calculated DCH -couplings of CsA after struc-
tural refinement (A) and visualization of the differences between experimental and
back-calculated RDCs in different structures (B-D). The crystal structure (C) and
the NOE-derived structure (D) display strong deviations, while the RDC-refined
structure (B) only exhibits minor deviations. Differences are colour coded as
indicated at the bottom.

a very small RMSD of only 0.12 Å over all heavy atoms (see Tab. 5.1),
and all RDC restraints are very close to being fulfilled within experimen-
tal errors, as shown in Fig. 5.10. The correlation between measured and
back-calculated RDCs is R = 0.997. It is worth noting that, in addition to
RDC restraints, the structure still fulfills all correct NOE-derived distance
restraints used in the original solution structure.12

12 In the PhD thesis of M. Köck[385] the experimental NOE distances are compared to
the distances obtained by MD simulation (see ‘Tabelle 3.4’ there). Here, some sig-

nificant deviations between the two are revealed, e.g., Val5Hβ-MeLeu6NMe (3.10 Å
vs. 4.85 Å). The same deviations are also observed in the present study for both
the NOE-derived structure and the RDC-refined structure.
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Table 5.1: Structure statistics and atomic RMS deviations for RDC-refined cy-
closporin A.a

A. Structural statistics

RMSD from distance restraintsb (Å) SA
all (114) 0.062± 0.002
intra-residue (50) 0.079± 0.003
inter-residue sequential (36) 0.053± 0.001
medium range (28) 0.028± 0.003

RMSD from dihedral restraints (deg)(2) 0
RMSD from RDC restraints (Hz)(35) 0.49± 0.49
H-bond restraints; averages (Å/deg)c (4) 2.25± 0.35/19.2± 4.6

Deviations from ideal covalent geometry
Bonds(Å× 10−3) 0.010± 0.001
Angles(deg) 1.53± 0.04
Impropers(deg) 4.73± 0.41

B. Atomic RMSD (Å)d

SA vs. 〈SA〉
Backbone Heavy

All 0.030± 0.026 0.120± 0.056
Residues 2-5 0.018± 0.020 0.041± 0.037
Residues 7-10 0.016± 0.013 0.041± 0.023
a

SA, set of 10 final simulated annealing structures; 〈SA〉, the mean structure
calculated by averaging the coordinates of SA structures.

b
Numbers in brackets indicate the number of restraints of each type.

c
Hydrogen bonds were restrained by treating them as pseudo-covalent bonds.[312]

Deviations are expressed as the average distance/average deviation from linearity
for restrained hydrogen bonds.

d
Based on heavy atoms superimposition.
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5.4 Discussion

5.4.1 Structural Influence of PDMS and General Remarks

When measuring RDCs in an anisotropic medium one always has to be
aware that the alignment medium acts as cosolvent and might influence
the dynamical and structural properties of the molecule. This phenomenon
was shown previously for two oligosaccharides aligned in mineral liquid
crystals.[152] It is well known that CsA adopts different conformations
in different solvents, though the structures are highly similar in apolar
solvents. Nevertheless, experimental RDCs are likely to be inaccurate as
structural changes also comprise changes of the underlying scalar couplings.
PDMS is an apolar alignment medium which exposes no functional groups
to the solvent that might interact specifically with the solute. Even weak
π-cation interactions observed for strychnine aligned in poly(styrene)[448]

can be ruled out. Hence, PDMS purely works as ‘steric’ alignment medium
and the probability of structural influences due to the alignment medium
are diminished. Furthermore, the proton and carbon chemical shifts of
CsA in chloroform and PDMS/chloroform gel have been compared. Only
minor deviations can be observed, which are generally less than 0.3 ppm for
carbon atoms and less than 0.07 ppm for protons (Tab. C.1). Taking into
account that chemical shift changes are expected due to residual chemical
shift anisotropy, potential structural changes can be neglected.

Within the program Pales, it is possible to predict the alignment tensor
from a given structure based on a rod model (or plain wall model) for the
stretched polymer gel. For a rigid spiroindene molecule, the agreement
between predicted and experimentally determined RDCs is very good and
results in a correlation factor of R = 0.983.[62] In contrast, the prediction
for CsA with the crystal, lowest energy NOE-derived, and RDC-refined
structural models yields correlation factors calculated for all 35 RDCs of
R = 0.414, 0.034, and R = 0.539, respectively. Predictions from DCαHα -
couplings alone also only resulted in correlation factors of R = 0.479, 0.055,
and R = 0.601, respectively. Even if the simulation parameters are varied
far beyond any physically relevance, the correlation factors did not improve
significantly. The poor correlations for CsA can easily be explained by the
flexibility of the shape determining sidechains (vide infra). A prediction
that only makes use of a single structural model and not of an ensemble of
structures covering the whole conformational space of CsA must, of course,
fail. This statement, though in an alleviated form, is also true for proteins
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if large parts of the protein are subject to conformational exchange.
The RDC-supported structure calculations of CsA from a protocol as

described above lead to a well-defined time-averaged structure. Several
other protocols, however, failed to produce low-energy structures that obey
the imposed restraints. Structure calculations starting from the NOE-
derived structure using all distance and RDCs restraints at once resulted
in an ensemble of strongly distorted structures. This can be explained
by the slow convergence of the Sani potential, which obviously causes
the structure calculation to get stuck in local minima of the potential
hypersurface. It appears likely that if a sufficient amount of structures
is calculated with all restraints included, the detour of grouping RDCs
into classes is not necessary. However, using the Sani implementation,
structure calculations converge fastest when using the ‘class’ approach, at
least for smaller peptides.

To compare the results obtained from the structure calculations using
only NOE distance restraints and using both NOE- and RDC-restraints
to the crystal structure, all three structures have been superimposed in
Fig. 5.11. For superimpositions well-defined regions have been chosen, i.e.,
residues 2-5 and residues 7-9. The difference in the backbone planarity is
immediately obvious and explains the poor correlation of experimental ver-
sus back-calculated RDCs in the crystal and NOE-derived structure (0.585
and 0.387, respectively). For quantifying the bend of the structures a plane
is defined through three atoms (Abu2N, Abu2Cα, Val5C’), representing the
begin and end of the βII’-turn, respectively. Subsequently, the distance of
the atom MeLeu9C’ above this plane is determined, as it represents the
‘tip’ of the structures if the βII’-turn is viewed as ‘base’. Distances of
7.85 Å, 3.92 Å, and 5.76 Å have been measured for the crystal, the NOE-
derived and RDC-refined structure, respectively. This clearly reveals that
the crystal structure is the most bended structure, unlike the conclusions
from previous investigations.[114,449] However, the strong bend may still
be attributed to crystal packing artifacts. The RDC-refined structure is
found to be more bent than the NOE-derived structure, which supports
the initial assumption that structure calculations solely based on NOE re-
straints might display long-range orientations not fully correct. As pointed
out above, this stems from the fact that NOE distance restraints only mon-
itor the nearest neighborhood (< 5 Å), while RDCs offer information over
virtually unlimited distances.

An interesting question when using the ‘class’ approach to refine pep-
tide structures with RDCs is how the different classes influence the struc-
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Figure 5.11: Stereoview of the backbone conformations of the crystal (red), the
NOE-derived structure (blue) and the RDC-refined structure (green) superim-
posed onto the highly defined βII’-turn comprising residues 2-5 (Top) and residues
7-9 (Bottom).

ture during the course of structure determination, i.e., how the structure
evolves. Therefore, structures after each refinement step have been super-
imposed at the βII’-turn between residues 2-5. The structure evolution is
depicted in Fig. 5.12, where the NOE-derived structure is added for conve-
nience (blue). Apparently, the structure changes in two successive, major
steps. First, a significant bend is created when Cα-Hα-RDCs are added,
while the further addition of backbone RDCs (Cβ-methyl and N-methyl)
only reveals minor influences. However, when Cβ-Hβ-couplings are used
a second evolutionary step occurs that renders the structure close to the
final RDC-refined structure. This indicates that Cβ-Hβ-couplings have
a significant influence on the backbone conformation of the peptide and
should be included into structure calculations if possible. This, however,
is not a surprising finding, since the Hβ-protons are still located close to
the backbone.

Of crucial importance for the structure determination process is the ini-
tial guess of the alignment tensor or, in case of the Sani implementation,
the values Da and R. Therefore the initial values were deliberately mis-
set to test the influence on the structure refinement process. The effect
is illustrated in Fig. 5.13, where the final NOE energies of the structures
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Figure 5.12: Evolution of the backbone fold of cyclosporin A by successive ad-
dition of RDCs. The RDCs are grouped into classes of assumed flexibility and
are indicated on the right. While the structure is relatively ‘flat’ using only NOE
restraints (blue) it becomes more bended when RDCs are added.

are plotted versus Da and R. These plots reveal that equivalent energies
are obtained for several combinations of tensor values, while extreme set-
tings, deviating strongly from the original initial guess, lead to significantly
higher energies. In addition, it can be observed that a discrimination be-
tween different tensor values is amplified if RDCs of Cβ-Hβ are included.
This supports the statement that these RDCs are also very important
for the backbone conformation, while the NOE-energy is not strongly in-
creased. It was found that the tolerable deviation for Da (≈ ±10%) and
for R (≈ ±15%) are approximately equivalent. All low-energy structures
(deep blue areas in Fig. 5.13, left) generated in this experiment were com-
pared and found to be highly similar (RMSD over all backbone atoms:
0.19 Å ± 0.18 Å). This allows to conclude that the initial guess is not
over-sensitive to incidental mis-settings. However, a full analysis, varying
the tensor values over a sufficient broad range of Da and R as described
above, will result in more reliable results.

5.4.2 Sidechain Conformations

Previous studies using 3JHH -coupling constants as indicators for χ1-angles
revealed that sidechains of CsA in chloroform are most likely averaged over
several conformations.[385,450] In contrast, in the RDC-refined structures
the sidechains are all well defined, and practically no variations of dihedral
angles are observed. However, the dynamic behavior of the CsA sidechains
is also visible in the structure, since the hydrophobic tails all point straight
into the solvent – a behavior typical of an averaged structure for flexible
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Figure 5.13: Influence of the alignment tensor on structure calculations of cy-
closporin A. The NOE-energy in kcal ·mol−1 is plotted in dependence of the
values Da and R describing the alignment tensor. Left: All classes of RDCs up
to Cγ -Hγ -couplings (see App. C.3) have been included. Right: Only backbone
RDCs (Cα-Hα, Cβ-methyl, and N-methyl-couplings) are considered.

parts of a molecule in an apolar solvent.

It has to be pointed out that the final structure presented in this study is
over-restrained, i.e., the conformational space occupied by the final struc-
ture ensemble is much smaller than the expected conformational variability
in solution, especially for sidechains. Consequently, the resulting structure
represents the time-averaged structure in solution. This, in fact, is true for
all structures determined in solution, although rarely as precise and well-
resolved as in this study. For a more complete structural model, additional
data on local flexibility would be highly desirable.

Much effort is put into the interpretation of RDCs in terms of ensemble
averages and dynamical parameters.[115–122] It has been shown that only
one set of RDCs measured in a single alignment medium is not sufficient
to display the dynamical behavior of the molecule correctly. This results
from the fact that in principle two parameters, the angle between the
interatomic vector and the external magnetic field and the squared order
parameter S2

RDC are fitted to only one observable, the experimental RDC.
Therefore, additional sets of RDCs are necessary to define the structure and
dynamics of the molecule simultaneously. However, this in turn introduces
the difficulty to find alignment media that do not modify these parameters.
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5.5 Conclusion

With this study it could be shown that PDMS gels cross-linked by acceler-
ated electrons and swollen in CDCl3 are especially well-suited to measure
DCH -RDCs at solute concentrations and natural abundance. The gels do
not alter the structure of the molecule under investigation as probed by
comparison of the chemical shifts and are therefore applicable to refine
structures of apolar molecules. Altogether 35 reliable RDCs could be ex-
tracted that have been used for structure refinement. For the structure
calculations the ‘class’ protocol has been developed that facilitates the effi-
cient and time-optimized generation of undistorted structures. In contrast
to the previously reported crystal structure and the NOE-derived struc-
ture, structures resulting from RDC-refinement fulfill both NOE and RDC
restraints. The obtained structures show a significant stronger bend than
the NOE-derived structure, though they are not as heavily bended as the
crystal structure. The influence of different RDC classes was tested and
revealed that the inclusion of Cβ-Hβ is necessary to expose the correct
bend of the structure. The sidechains are found to point straight into the
solvent, displaying the time-averaging of several conformation. Finally, the
influence of the alignment tensor on the resulting structure was tested and
disclosed that the alignment tensor might be mis-set by ±10% for Da and
±15% for R and still give suitable results. However, a full analysis includ-
ing the variation of the initial values by ±30% for both Da and R seems
reasonable, since not every molecule is as well-behaving as cyclosporin A in
chloroform. The potential impact of RDCs, as angular restraints relative
to an external coordinate system, on the precision of structural models of
the time-averaged conformation in solution has been demonstrated. The
possibility of measuring RDCs at natural abundance in a variety of sol-
vents opens up a wide range of future applications. As already discussed
in the introduction, medicinal chemists might be enabled to optimize the
drug discovery process. For example, the increased activity of the mono-
N-methylated Veber peptide analogue might be explained by an increased
bend of the structure.[451]



Chapter
6

Summary

The present thesis covers a comparably wide range in the field of solution
state NMR spectroscopy, i.e., it comprises theoretical and methodologi-
cal studies as well as applied investigations. This ranges from the design
and simulation of new pulse sequences through the incorporation of resid-
ual dipolar couplings into the structure determination process of small
molecules to the structural and dynamical characterization of a protein.
While for the first two topics the focus lies on the extraction and applica-
tion of residual dipolar couplings (RDCs) as NMR parameter, the analysis
of the protein is based on more classical parameters like the chemical shift,
scalar couplings, and nuclear Overhauser enhancements (NOEs).

In Chapter 3 a theoretical framework was described which allows the
straightforward determination of the average dipolar coupling Hamilto-
nian D of two on-resonant spins- 1

2
. The results were verified and extended

to include off-resonance effects by the use of the full quantum mechanical
equations. The idea to investigate mixing sequences originally designed
for heteronuclear Hartmann-Hahn transfer (HIHAHA) led to the devel-
opment of the J-ONLY-TOCSY, which fully suppresses transfer through
residual dipolar couplings while retaining the favourable transfer properties
for scalar coupled spins of classical Hartmann-Hahn sequences in homonu-
clear spin systems. In addition, it could be shown that any purely phase
alternating pulse sequence exhibits identical dipolar transfer properties for
two on-resonant spins. Using the newly designed J-ONLY-TOCSY to-
gether with the other results obtained from simulations, a procedure could
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be established that enables the measurement of scalar and residual dipolar
1H-1H-couplings which are commonly difficult to obtain. A protocol for
the correct extraction of transfer amplitudes from spectra was described
and a suitable fitting algorithm was selected, that allows a rapid analysis
of the data. Experiments on a small test system showed that couplings
could be extracted with an error smaller than 2 Hz which is comparable
to results obtainable with other methods. Systematic influences caused by
longitudinal and transverse cross-relaxation as well as influences by exper-
imental noise were extensively studied with simulations and were found to
be small. Furthermore, a method for the extraction of a good initial guess
for the fitting routine and criterions for its validity were given. Finally,
possible drawbacks of this methods and potential ways to overcome these
problems have been discussed.

In the second part of the thesis (Chapter 4) the structure of the ex-
tracellular domain of the human bone morphogenetic protein receptor IA
(BMPR-IA) in its unbound form was investigated. This protein belongs to
a class of receptors that, together with a second type of receptors, bind the
so-called transforming growth factors-β. A central question studying the
binding mechanism between this class of receptors and the corresponding
ligands concerns the binding promiscuity, i.e. how so few type I receptors
(seven) may account for so many (> 30) ligands. Therefore, structural and
dynamical studies were conducted. Though central parts of the protein
exhibit an identical fold compared to the crystal structure of the receptor
in complex with BMP-2, significant differences are found for loop regions.
Especially, the large binding loop, which carries some of the major binding
determinants for BMP-2, reveals large conformational changes upon bind-
ing. Here, an α-helix is formed in the bound form, while this is missing in
the unbound form, but still exists in a nascent form which could be proven
by titration studies with TFE. In addition, small order parameters were
found for this binding loop, suggesting an disorder-to-order transition upon
binding for the receptor. Hence, binding promoscuity can be explained by
the ability to adapt to different ligands via the ‘soft’ binding interface. De-
spite the high flexibility of large parts of the protein, a rigid scaffold is still
required to preserve the receptor activity, as shown by mutational studies.
Here, a π-π-stacking interaction appears to be responsible for stabilization
during folding of the extracellular domain of the receptor.

The third project, described in Chapter 5, concers the structural re-
finement of cyclic peptides using RDCs. Although nowadays RDCs are
analyzed by default for proteins and nucleic acids, their wealth for the
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elucidation of structural information of small molecules still seems under-
estimated. Here, the structure of the well-characterized, cyclic, undeca-
peptide cyclosporin A was redetermined. Beside the previously published
NOE distance restraints, angular restraints relative to an external coor-
dinate system based on experimental RDCs were included. The resulting
structure was compared to the previously determined crystal structure and
a structure solely based on NOE distance restraints. The study revealed
a significant stronger bend of the peptide backbone for the RDC-refined
structure compared to the NOE-derived structure, but a much smaller bend
than the crystal structure. While the stronger bend of the crystal struc-
ture can be attributed to crystal packing artefacts, the difference between
NOE-derived and RDC-refined structure reveals the deficiency of NOEs to
monitor long range information, as no NOE restraint was violated upon
addition of RDCs. For the use of residual dipolar couplings in the struc-
ture determination process of peptides a protocol could be established that
allows for the easy and time-efficient inclusion of RDCs which is usually
prone to errors. In addition, influences of a mis-set initial alignment tensor
were investigated and a procedure was described to avoid these errors.





Appendix
A

J-ONLY-TOCSY

A.1 Sample Preparation

For testing the various transfer properties of TOCSY mixing sequences in
isotropic solution 6.6 mg CsA have been dissolved in 600 µL CDCl3. The
aligned sample was prepared using a cross-linked poly(dimethylsiloxane)
gel (PDMS, diameter = 3.0 mm, cross-linked with 200 kGy of acceler-
ated electrons) which was equilibrated in CDCl3 (1 mL) in an NMR-tube
for several days. After one week the sample showed a constant CDCl3
quadrupolar deuterium splitting of ∆νQ = 33 Hz. This results in 1H-1H
dipolar couplings between −35 Hz and 39 Hz for geminal protons in CH2

moieties when assuming the alignment tensor determined by Klages et
al.[114] with a linear scaling factor. Supernatant solvent was removed and
CsA dissolved in CDCl3 was added to a final concentration of approxi-
mately 34 mM in the gel. The sample could be analyzed after 2 days of
incubation.

For fitting experimental TOCSY transfer amplitudes to the correspondig
quantum mechanical equations and for tests of the zero-quantum sup-
pression scheme two samples were prepared, an isotropic sample and an
anisotropic sample. For the isotropic sample 70 mg 2,3-dibromopropionic
acid have been dissolved in 600 µL CDCl3. The resulting solution was
filtered to give the final sample. The aligned sample was prepared us-
ing a cross-linked poly(styrene) gel (PS, diameter = 3.4 mm, cross-linked
with 0.75% v/v divinyl-benzene and 0.05% w/v AIBN) which was equi-
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librated in CDCl3 (1 mL) in a NMR-tube for several days. After one
week the sample showed a constant CDCl3 quadrupolar deuterium split-
ting of ∆νQ = 109 Hz. Supernatant solvent was removed and 70 mg 2,3-
dibromopropionic acid dissolved in CDCl3 was added. The sample could
be analyzed after 2 days of incubation.

A.2 TOCSY Spectra

A.2.1 Experimental

The experiments were recorded on a Bruker 600 MHz DMX spectrom-
eter equipped with a triple resonance probe head with actively shielded
x,y,z-gradients. The DIPSI-2 and the JESTER-1 multiple pulse sequences
were both applied with rf-amplitudes of 6.25 kHz while 180◦ pulses in the
MOCCA-XY16 sequence were applied with an rf-amplitude of 12.5 kHz re-
sulting in an average introduced rf-power equivalent to continuous wave ir-
radiation of constant rf-amplitude of 6.99 kHz. Spin-locking in the ROESY
experiments was achieved via a cw spin-lock with a rf-power of 6.25 kHz.
Unwanted background signals, resulting from the alignment medium, were
suppressed using presaturation with cw-irradiation after a corresponding
frequency jump of the carrier frequency. Zero-quantum suppression was
achieved by the combination of adiabatic CHIRP pulses (with durations
of 30 ms before and 50 ms after the TOCSY mixing period) and simulta-
neously applied pulsed field gradients. The gradient strengths of the cor-
responding gradients were adjusted by the procedure described by Thrip-
pelton et al.[15] (see supplementary information there).

For testing the transfer properties of various mixing sequences, spectra
with mixing times of 82.88 ms for DIPSI-2, 81.92 ms for MOCCA XY16,
80.64 ms for JESTER-1 (with MLEV16 and JESTER-1 XY16 expansion),
and 80 ms for the ROESY, respectively, were recorded with 8 scans per
increment. The spectral widths for 1H were 7184 Hz and 7205 Hz, sam-
pled with 1024 and 512 complex points, respectively. All dimensions were
apodized with a π/2-shifted squared sine-bell function after zero-filling to
provide a processed spectrum of 2048× 2048 complex points.

Transfer amplitudes for testing the linearity of the zero-quantum sup-
pression scheme were obtained from TOCSY spectra using DIPSI-2 mixing
and a mixing time of 18.42 ms. The spectral widths for 1H were 2404 Hz
and 1801 Hz, sampled with 1024 and 256 complex points, respectively. All
dimensions were apodized with a π/2-shifted squared sine-bell function
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after zero-filling to provide a processed spectrum of 1024 × 512 complex
points.

TOCSY spectra for the quantification of 1H-1H-couplings were acquired
with increasing mixing times. For DIPSI-2 multiples of 4.604 ms have been
used while for JESTER-1 XY16 multiples of 5.760 ms and for MOCCA
XY16 multiples of 4.096 ms have been used, respectively. The spectral
widths for 1H were 2404 Hz and 1801 Hz, sampled with 1024 and 256
complex points, respectively. All dimensions were apodized with a π/2-
shifted squared sine-bell function after zero-filling to provide a processed
spectrum of 1024× 512 complex points.

Quantification of transfer amplitudes was achieved using the software
Sparky.[173] Volume integrals were extracted from the spectra using the
‘Sum over Box’ module. Volumes were normalized to the sum over all
integrals along a TOCSY strip for all mixing sequences in isotropic and
anisotropic samples. Only for DIPSI-2 mixing in anisotropic samples vol-
ume integrals were normalized to the diagonal signal at a mixing time of
4.096 ms.

A.2.2 Pulse Programs

;jk2ZQjesterzXY16prsp

;avance-version (19.02.2008)

;homonuclear Hartman-Hahn transfer

;JESTER sequence for mixing

;2 ZQfilter before and after TOCSY mixing

;phase sensitive

#include <Avance.incl>

#include <Delay.incl>

#include <Grad.incl>

"d11=30m"

"d12=20u"

"d0=in0/2-p1*4/3.1416"

1 ze

2 d11
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d12

d1

3 p18:sp6:f1 ph29:r

5u

lo to 3 times l4

d12 pl1:f1

p1 ph1

d0

p1 ph2

3u pl0:f1 ;1st ZQfilter

50u UNBLKGRAD

300u gron1

p11:sp11:f1 ph4

100u groff

4u pl10:f1

;begin JESTER with XY-16 Supercycle

4 p6*1 ph10

p6*3 ph11 ;X

p6*5 ph10

p6*1 ph11

p6*3 ph12 ;Y

p6*5 ph11

p6*1 ph10

p6*3 ph11 ;X

p6*5 ph10

p6*1 ph11

p6*3 ph12 ;Y

p6*5 ph11

p6*1 ph11

p6*3 ph12 ;Y

p6*5 ph11
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p6*1 ph10

p6*3 ph11 ;X

p6*5 ph10

p6*1 ph11

p6*3 ph12 ;Y

p6*5 ph11

p6*1 ph10

p6*3 ph11 ;X

p6*5 ph10

p6*1 ph12

p6*3 ph13 ;Xbar

p6*5 ph12

p6*1 ph13

p6*3 ph10 ;Ybar

p6*5 ph13

p6*1 ph12

p6*3 ph13 ;Xbar

p6*5 ph12

p6*1 ph13

p6*3 ph10 ;Ybar

p6*5 ph13

p6*1 ph13

p6*3 ph10 ;Ybar

p6*5 ph13

p6*1 ph12

p6*3 ph13 ;Xbar

p6*5 ph12

p6*1 ph13

p6*3 ph10 ;Ybar

p6*5 ph13
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p6*1 ph12

p6*3 ph13 ;Xbar

p6*5 ph12

lo to 4 times l1

;end JESTER

4u 300u gron2 ;2nd ZQfilter

p12:sp12:f1 ph4

100u groff

50u BLKGRAD

4u pl1:f1

p1 ph3

go=2 ph31

d11 mc #0 to 2 F1PH(ip1 & ip29, id0)

exit

ph1=0 2

ph2=0 0 0 0 2 2 2 2

ph3=0 0 2 2

ph4=0

ph10=0

ph11=1

ph12=2

ph13=3

ph29=0

ph31=0 2 2 0 2 0 0 2

;pl1 : f1 channel - power level for pulse (default)

;pl9 : f1 channel - power level for presaturation

;pl10: f1 channel - power level for TOCSY-spinlock

;p1 : f1 channel - 90 degree high power pulse

;p6 : f1 channel - 90 degree low power pulse

;p11: 1st ZQfilter adiabatic inversion pulse Crp 5 50kHz 30m 10

;p12: 2nd ZQfilter adiabatic inversion pulse Crp 5 50kHz 50m 10

;p18: f1 channel - pulse for presaturation

;d0 : incremented delay (2D)
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;d1 : relaxation delay; 1-5 * T1

;d9 : TOCSY mixing time

;d11: delay for disk I/O [30 msec]

;d12: delay for power switching [20 usec]

;d13: short delay [4 usec]

;sp11: power for 1st ZQfilter

;sp12: power for 2nd ZQfilter

;gpz1: gradient strength for 1st ZQ suppression

;gpz2: gradient strength for 2nd ZQ suppression

;l1: loop for JESTER cycle: ((p6*144) * l1) = mixing time

;l4: p18 * l4 = total duration of presaturation

;use 100 msec pulse of square shape defined by 1000 points

;in0: 1/(1 * SW) = 2 * DW

;nd0: 1

;NS: 8 * n

;DS: 16

;td1: number of experiments

;FnMODE: States-TPPI, TPPI, States or QSEC

;Processing

;PHC0(F1): 90

;PHC1(F1): -180

;FCOR(F1): 1

A.3 Simulations

A.3.1 Calculating the Dipolar Coupling Tensor

Time evolution of the tensor elements d′αβ within the dipolar coupling ten-

sor were calculated using a script written in Mathematica.[452] Therefore,
3× 3 rotation matrices were defined for the phase, tilt, and flip angle. For
each pulse of the supercycle the effect of preceeding pulses was calculated
first. This included the calculation of the consecutive product of all ro-
tation matrices as described in Eq. 3.11. Then, the effect of the ‘current’
pulse was calculated by integrating over the pulse angle β with fixed phase
and tilt angle. Summation over the contributions of all pulses and deviding
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by the overall ‘pulse length’ (sum over all flip angles) led to the complete,
average dipolar coupling tensor.

A.3.2 TOCSY and ROESY Offset Profiles

Simulations of offset profiles (±5 kHz in both dimensions) of TOCSY spec-
tra for two coupled spins- 1

2
were performed using the program Simone.[167]

64 single offsets were calculated along each dimension and coupling con-
stants of J = D = 10 Hz and a mixing time of 50 ms were used for all
calculations. Maximum rf-amplitudes have been 12.5 kHz for the MOCCA-
XY16 sequence (with an inter pulse delay of 88 µs) and 6.25 kHz for all
other sequences. No B1-field inhomogeneity was considered. For quantifi-
cation of the longitudinal and transverse weights the invariant trajectory
has been simulated and subsequently were calculated according to Eq. 2.40
and Eq. 2.41.

A.3.3 Fitting of Experimental Transfer Amplitudes

Fitting of experimentally obtained transfer amplitudes in TOCSY spec-
tra was achieved using an in-house written program implemented using
Matlab. The key function of this program uses a standard fitting al-
gorithm of Matlab called ‘lsqcurvefit’. This algorithm is based on
the minimisation of squared differences between the input values and the
back-calculated values. As input served the normalized transfer amplitudes
extracted from diagonal- or cross-peaks in TOCSY spectra acquired with
various mixing sequences (DIPSI-2, MOCCA-XY16, and JESTER-XY16)
and different mixing times. The function to calculate the theoretical trans-
fer amplitudes is based on Eq. 3.28, where U is taken from Eq. 3.27 with
Heff being Hcyl from Eq. 3.6. HJ is the classical isotropic coupling Hamil-
tonian as described in Eq. 3.3 and Eq. 3.25 and HD is the mixing sequence
dependent coupling Hamiltonian for the dipolar coupling as described in
Eq. 3.26 with D taken from Sec. 3.2.2 and Kramer et al.[146] In detail
the following coupling Hamiltonians for the dipolar coupling were used:
HD =

Pn
i<j 0.74 ·2πD(−0.5IixIjx−0.5IiyIjy + IizIjz) for MOCCA-XY16,

HD =
Pn
i<j −0.5 · 2πD(IixIjx − 0.5IiyIjy − 0.5IizIjz) for DIPSI-2, and

HD = 0 for JESTER-XY16. No offset dependence for the tranfer function
was considered. Moreover scalar and dipolar couplings were limited to a
range from −25 to +25 Hz and intial values for the fitting procedure were
extracted from the experimental data via the ‘sin2-approximation’.



Appendix
B

Structure and Dynamics of
BMPR-IAec/sf

B.1 Sample Preparation

Protein Expression and Purification
The extracellular domain of BMPR-IA was expressed as thioredoxin fusion
protein as described elsewhere.[453] To facilitate the production of active,
monomeric BMPR-IAec trigger factor was co-expressed (expression vector
pTf16, Takara Bioscience). Isotopic labeling of the receptor ecto domains
was achieved by expressing in E. coli BL21 (DE3) grown in M9 minimal
medium according to published protocols.[454] For incorporation of 15N the
medium was supplemented with 0.5 g/L 15NH4Cl (98%, CK Gas Products
Ltd., UK). For incorporation of 15N and 13C the medium was supplemented
with 0.5 g/L 15NH4Cl and 3 g/L U-13C6-Glucose (99%, CK Gas Products
Ltd., UK). Prior to induction of recombinant protein production with 1 mM
IPTG another 1 g/L U-13C6-Glucose was added.

Because of the high degree of flexibilty for the N-terminal tail of BMPR-
IAec the first 27 N-terminal residues were removed to yield the BMPR-
IAec/sf variant which was used in all studies reported here. However, these
N-terminal amino acids are essential for expression and purification of the
protein. Therefore, a PreScission protease recognition sequence was intro-
duced after the first 21 N-terminal residues of BMPR-IAec (E22I, N23E,

191
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G24V, V25L, T226F, L27Q, A28G).

E. coli BL21(DE3) cells harboring the expression and chapperone plas-
mid were cooled to 21◦C after reaching an OD600 of 0.6. At 21◦C expres-
sion of trigger factor was induced by adding 0.25 g/L arabinose (Fluka).
Around 30 min later production of BMPR-IAec/sf was triggered by adding
1 mg IPTG. Celles were grown over night, harvested, and disrupted by
sonication. After centrifugation the supernatant solution was applied to a
nickel affinity column (Ni-NTA, Qiagen). Cleavage of the BMPR-IAec/sf

thioredoxin fusion protein was achieved by adding 0.3 U thrombin (Sigma)
per 1 g fusion protein. Thioredoxin and BMPR-IAec/sf were seperated
by anion exchange chromatography using EMD-TMAE material (Merck).
PreScission protease cleavage of the N-terminal residues was carried out
in the anion exchange chromatography elution buffer (20 mM TRIS, pH
8.0, 150 mM NaCl) using 10 U PreScission protease per 1 mg recombinant
protein at 4◦C over night. Active and monomeric BMPR-IAec/sf was ob-
tained after a BMP-2 affinity chromatography step. The protein yield of
15N,13C-BMPR-IAec/sf was 0.6 mg/L minimal medium, 15N-BMPR-IAec/sf

could be obtained in similar amounts (0.6 mg/L minimal medium). Protein
homogeneity was analyzed by SDS-PAGE and ESI-FTIR-MS.

Mass spectrometric analysis of [15N,13C]-BMPR-IAec/sf showed an m/z
ratio of 1480.579 for the 8-fold charged ion which differs from the calculated
m/z ratio (m/z = 1484.420 for 100% 13C and 100% 15N) by ∆m/z =
3.841. This difference can be attributed to incomplete incorporation of the
isotopes. Most likely [15N,13C]-BMPR-IAec/sf was yielded containing 98%
15N and 94% 13C.

The concentration of the [15N,13C]-BMPR-IAec/sf sample used for NMR
analysis was 0.5 mM in 10 mM potassium phosphate buffer pH 6.3, 0.2%
w/v NaN3, 5% v/v D2O. The 15N-BMPR-IAec/sf sample was dissolved in
the same buffer at a concentration of 1.1 mM.

Anisotropic Sample

Polyacrylamide gels were prepared using 200 µL of an acrylamide stock
solution, 800 µL doubly destilled water, 10 µL 10% w/w APS, and 1 µL
TMEDA. The acrylamide stock solution contained 30% w/w acrylamide
and 0.8% w/w bisacrylamide. All components were mixed and pipetted
into glass tubes with an inner diameter of 3.4 mm that were sealed at one
end. Gels were polymerised over night and subsequently squeezed out.
The obtained gels were cut into pieces of 2.6 mm length, washed over
night by incubating them in doubly distilled water and finally dried at



B.1 Sample Preparation 193

room temperature.
To align BMPR-IAec/sf the dried gel was put into a Shigemi tube and

300 µL of protein solution were added. Afterwards the Shigemi plunger
was adjusted in a way that the gel was allowed swell to a maximum length
of 1.8 mm. This resulted in a constant quadrupolar splitting of ≈ 2Hz of
the residual D2O signal after 2 days.
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B.2 Experiments and Assignment of BMPR-IAec/sf

Table B.1: Experiments performed on apo-BMPR-IAec/sf.

Experiment Nuclei NS Time domain Data matrix

NHSQC 1H×15N 4 512× 64 1024× 256
CHSQC 1H×13C 4 512×128 1024×1024
HNCO 1H×15N×13C 8 512× 36× 45 1024× 128× 256
CBCACONH 1H×15N×13C 16 512× 36× 45 1024× 128× 256
HNCA 1H×15N×13C 16 512× 36× 45 1024× 128× 256
HNCACB 1H×15N×13C 16 512× 36× 50 1024× 128× 256
HNCACO 1H×15N×13C 32 512× 36× 52 1024× 128× 256
HNCAHA 1H×15N× 1H 16 512× 28× 36 1024× 128× 128
CCCONH 1H×15N×13C 16 512× 36× 70 1024× 128× 256
HNHA 1H×15N× 1H 16 512× 36× 64 1024× 128× 160
HBHACONH 1H×15N× 1H 16 512× 36× 61 1024× 128× 256
HNHB 1H×15N× 1H 32 512× 32× 54 1024× 256× 128
CCHcosy 1H×13C×13C 8 512× 36× 45 1024× 128× 256
HCHtocsy 1H×13C× 1H 16 512× 32× 64 1024× 160× 256
CCHtocsy 1H×13C×13C 16 512× 45× 95 1024× 256× 256
CNHnoesy 1H×15N×13C 16 512× 36× 71 1024× 128× 128
HNHnoesy 1H×15N× 1H 16 512× 36× 80 1024× 128× 512
NNHnoesy 1H×15N×15N 32 512× 32× 36 1024× 128× 256
HCHnoesy 1H×13C× 1H 8 512× 38× 64 1024× 128× 256
DQ 90 1H× 1H 16 512×400 1024×1024
IPCOSY 1H× 1H 16 512×400 1024×1024
TOCSY.noN 1H× 1H 16 512×400 1024×1024
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B.3 Dihedral Angle Restraints for BMPR-IAec/sf

Table B.3: TALOS backbone dihedral angle restraints (φ & ψ) and sidechain (χ1

& χ2) dihedral angle restraints of BMPR-IAec/sf. In addition, 3JHNHα -couplings
of BMPR-IAec/sf are tabulated.

Residue φ ±∆φ [◦] ψ ±∆ψ [◦] χ1 ±∆χ1 [◦] χ2 ±∆χ2 [◦] 3J
HNHα

±∆J [Hz]

G28 – – – – –
P29 – – −25±5 45±5 –
E30 – – – – 5.71±1.0
D31 – – – – 6.54±1.0
T32 – – −60±30 0±0 –
L33 −103±39 135±16 0±0 180±30 6.07±1.0
P34 – – −25±5 45±5 –
F35 – – 60±30 0±0 –
L36 – – 180±30 60±30 7.68±1.0
K37 −123±23 137±22 – – 7.98±1.0
C38 −98±23 121±19 – – 9.21±1.0
Y39 −99±30 150±23 180±30 0±0 6.30±1.0
C40 −132±29 155±18 – – –
S41 −88±35 139±23 – – –
G42 – – – – –
H43 −99±25 131±19 – – –
C44 −103±35 126±39 180±30 0±0 –
P45 −59±12 141±15 – – –
D46 −59±15 −25±21 – – –
D47 −90±18 1±13 60±30 0±0 –
A48 −73±13 136±26 – – –
I49 −108±18 134±18 −60±30 180±30 –
N50 – – 60±30 0±0 –
N51 53±11 45±19 – – –
T52 −132±23 159±20 60±30 0±0 –
C53 −135±19 142±23 60±30 – 8.11±1.0
I54 −118±23 131±19 −60±30 180±30 8.93±1.0
T55 −136±30 148±27 180±30 0±0 –
N56 – – 60±30 0±0 9.34±1.0
G57 – – – – –
H58 −115±38 153±19 −60±30 0±0 8.15±1.0
C59 −101±17 125±14 −90±90 0±0 8.18±1.0
F60 −138±20 157±21 – – 8.04±1.0
A61 −141±17 132±22 – – 7.21±1.0
I62 −131±16 136±13 180±30 180±30 8.42±1.0
I63 −128±21 132±13 180±30 180±30 8.40±1.0
E64 −126±24 133±16 −60±30 0±0 6.45±1.0
E65 −127±25 134±19 180±30 −60±30 7.92±1.0
D66 −78±13 150±25 60±30 0±0 7.87±1.0
D67 −64±17 −19±31 – – 4.24±1.0
Q68 −93±16 −5±18 −60±30 0±0 9.34±1.0
G69 87±14 10±11 – – –
E70 −81±21 140±17 – – 7.92±1.0
T71 −119±24 139±18 120±90 0±0 7.77±1.0
T72 −121±23 131±18 60±30 0±0 8.69±1.0
L73 −121±30 141±19 −60±30 0±0 8.34±1.0
A74 −140±28 152±17 – – –
S75 −112±31 146±21 60±30 0±0 7.11±1.0
G76 – – – – –
C77 −83±30 132±16 −60±30 0±0 8.64±1.0
M78 −119±26 143±21 180±30 180±30 8.56±1.0
K79 −79±18 142±30 60±30 180±30 4.71±1.0
Y80 – – – – 4.20±1.0
E81 – – – – –
G82 – – – – –
S83 – – – – 5.68±1.0
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Table B.3: continued.

Residue φ ±∆φ [◦] ψ ±∆ψ [◦] χ1 ±∆χ1 [◦] χ2 ±∆χ2 [◦] 3J
HNHα

±∆J [Hz]

D84 – – – – 6.38±1.0
F85 – – – – 6.03±1.0
Q86 – – −60±30 0±0 5.79±1.0
C87 – – – – –
K88 – – – – 6.40±1.0
D89 – – – – –
S90 – – – – 6.04±1.0
P91 – – 25±5 −45±5 –
K92 – – – – 6.46±1.0
A93 – – – – 5.71±1.0
Q94 – – – – –
L95 – – – – –
R96 −100±31 142±30 – – –
R97 −131±30 144±21 – – 5.72±1.0
T98 −115±19 133±16 −60±30 0±0 –
I99 −125±18 137±19 180±30 180±30 7.52±1.0
E100 −133±27 144±18 −60±30 0±0 7.73±1.0
C101 −120±23 140±23 – – 8.49±1.0
C102 −130±27 145±19 60±30 0±0 5.87±1.0
R103 – – – – 8.70±1.0
T104 – – 60±10 0±0 –
N105 – – 60±30 0±0 –
L106 – – −60±30 180±30 6.58±1.0
C107 −72±16 −36±14 60±30 0±0 4.29±1.0
N108 −76±20 −41±18 −60±30 0±0 –
Q109 – – 180±30 0±0 3.79±1.0
Y110 −106±23 6±10 −60±30 0±0 8.59±1.0
L111 −113±31 119±10 – – –
Q112 −94±24 141±20 180±30 0±0 7.88±1.0
P113 −64±12 149±15 – – –
T114 −112±27 127±23 60±30 0±0 8.39±1.0
L115 −102±32 132±23 −60±30 180±30 5.27±1.0
P116 −63±13 148±15 – – –
P117 −80±33 146±24 – – –
V118 – – 180±30 0±0 6.44±1.0
V119 – – – – 7.70±1.0
I120 – – – – 7.76±1.0
G121 – – – – –
P122 – – −25±5 45±5 –
F123 – – – – 6.93±1.0
F124 – – – – 5.34±1.0
D125 – – – – 6.96±1.0
G126 – – – – –
S127 – – – – 6.49±1.0
I128 – – −60±30 0±0 7.79±1.0
R129 – – 180±30 0±0 7.65±1.0
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B.4 Structural Indicators

Table B.4: Results from MolProbity for the final structure ensemble of 20 simu-
lated annealing structures.

Model Clash scorea Rot. outliersb Ram. outliersc Ram. allowedd MolProbity score

1 0 0.0 0.0 90.0 1.05
2 0 0.0 0.0 88.0 1.10
3 0 0.0 0.0 87.0 1.12
4 0 0.0 0.0 86.0 1.14
5 0 0.0 0.0 90.0 1.05
6 0 0.0 0.0 88.0 1.10
7 0 0.0 0.0 91.0 1.02
8 0 0.0 0.0 86.0 1.14
9 0 0.0 0.0 90.0 1.05
10 0 0.0 0.0 86.0 1.14
11 0 0.0 0.0 85.0 1.16
12 0 0.0 0.0 87.0 1.12
13 0 0.0 0.0 87.0 1.12
14 0 0.0 0.0 86.0 1.14
15 0 0.0 0.0 87.0 1.12
16 0 0.0 0.0 88.0 1.10
17 0 0.0 0.0 86.0 1.14
18 0 0.0 0.0 89.0 1.08
19 0 0.0 0.0 83.0 1.19
20 0 0.0 0.0 84.0 1.18

a
Number of atoms which share a distance with a neighbouring atom which is smaller
than the sum of their van der Waals radii.

b
Amount of residues (in percent) an uncommon combination of χ1- and χ2-angles
(‘rotamer outliers’).

c
Amount of residues (in percent) with a very uncommen combination of Φ- and
Ψ-angles leading to a location in the Ramachandran map which is commonly not
populated (‘Ramachandran outliers’).

d
Amount of residues (in percent) with a less commen combination of Φ- and
Ψ-angles leading to a location in the Ramachandran map which is commonly only
sparsely populated though still observed (‘Ramachandran allowed’).
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B.5 Dynamical Parameters of BRIA

Table B.5: Results of the model-free analysis for BMPR-IAec/sf. For each residue
the corresponding model chosen is reported and the resulting squared order pa-
rameter S2. In dependence of the model additional parameters are given, e.g.,
S2
f , τi , and Rex .

Residue Model S2 S2
f τi [ps] Rex [s−1] Γi

E30 5 0.075±0.011 0.618±0.028 748±17 – 0.000
D31 5 0.122±0.016 0.741±0.032 738±22 – 0.000
T32 5 0.151±0.014 0.631±0.025 1092±19 – 0.000
L33 5 0.232±0.020 0.663±0.024 1288±45 – 0.000
F35 5 0.429±0.032 0.696±0.025 1883±239 – 0.000
L36 5 0.547±0.041 0.735±0.027 2046±805 – 0.000
K37 2 0.718±0.025 – 30±8 – 3.510
C38 1 0.820±0.029 – – – 0.335
Y39 1 0.851±0.032 – – – 0.977
S41 3 0.762±0.038 – – 16.593±1.350 0.262
D46 3 0.776±0.039 – – 16.690±1.316 0.026
D47 1 0.781±0.028 – – – 4.423
A48 3 0.858±0.044 – – 8.013±1.112 0.791
I49 2 0.758±0.029 – 43±10 – 0.039
T52 1 0.935±0.033 – – – 2.244
C53 1 1.000±0.019 – – – 11.498
I54 1 0.857±0.031 – – – 0.167
T55 1 0.862±0.030 – – – 2.020
N56 1 0.813±0.028 – – – 2.913
G57 1 0.814±0.028 – – – 4.808
H58 1 0.871±0.029 – – – 0.666
C59 1 0.851±0.031 – - – 1.575
F60 1 0.899±0.032 – – – 3.747
A61 1 0.845±0.030 – – – 3.132
I62 1 0.878±0.029 – – – 3.773
I63 1 0.949±0.033 – – – 4.124
E64 1 0.849±0.028 – – – 3.087
E65 1 0.788±0.027 – – – 1.440
D66 5 0.613±0.047 0.791±0.032 1782±632 – 0.000
D67 5 0.561±0.036 0.727±0.027 1276±219 – 0.000
Q68 5 0.531±0.035 0.707±0.026 1530±221 – 0.000
G69 5 0.555±0.040 0.767±0.030 1433±218 – 0.000
E70 2 0.769±0.033 – 68±25 – 0.481
T71 2 0.757±0.028 – 37±10 – 0.006
T72 3 0.801±0.041 – – 5.336±0.883 0.122
S75 3 0.861±0.043 – – 3.625±0.853 2.149
C77 1 0.802±0.027 – – – 1.481
M78 1 0.840±0.029 – – – 0.962
K79 1 0.734±0.026 – – – 1.220
Y80 5 0.536±0.034 0.766±0.028 1589±193 – 0.000
E81 4 0.764±0.039 – 49±16 10.182±1.055 0.000
G82 4 0.658±0.033 – 72±13 1.881±0.588 0.000
S83 1 0.688±0.024 – – – 2.953
D84 5 0.575±0.035 0.732±0.028 822±204 – 0.000
F85 4 0.643±0.033 – 39±7 4.039±0.637 0.000
Q86 4 0.852±0.041 – 54±53 4.550±0.918 0.000
C87 3 0.875±0.042 – – 16.082±1.376 2.258
K88 1 1.000±0.022 – – – 3.269
D89 5 0.509±0.037 0.749±0.027 1367±171 – 0.000
S90 5 0.424±0.033 0.638±0.025 1434±193 – 0.000
K92 5 0.425±0.031 0.733±0.028 1080±92 – 0.000
A93 5 0.446±0.033 0.717±0.026 1214±139 – 0.000
Q94 5 0.349±0.027 0.692±0.026 1324±75 – 0.000
L95 5 0.569±0.037 0.731±0.026 898±215 – 0.000
R96 4 0.863±0.024 – 115±133 1.806±0.625 0.000
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Table B.5: continued.

Residue Model S2 S2
f τi [ps] Rex [s−1] Γi

R97 1 0.851±0.030 – – – 5.143
I99 1 0.906±0.033 – – – 0..898

E100 1 0.892±0.032 – – – 3.662
R103 1 0.808±0.028 – – – 9.211
T104 1 0.799±0.029 – – – 4.831
N105 1 0.832±0.029 – – – 6.087
L106 1 0.789±0.030 – – – 10.781
C107 2 0.804±0.028 – 52±15 – 0.132
N108 1 0.976±0.029 – – – 7.090
Q109 1 0.964±0.031 – – – 4.127
Y110 1 0.851±0.040 – – – 11.267
L111 1 0.875±0.031 – – – 16.318
Q112 2 0.690±0.025 – 31±6 – 2.782
T114 3 0.733±0.036 – – 3.804±0.733 0.131
L115 2 0.757±0.027 – 39±10 – 1.864
V118 5 0.394±0.027 0.672±0.024 931±95 – 0.000
V119 5 0.028±0.007 0.577±0.028 513±17 – 0.000
I120 5 0.095±0.013 0.646±0.029 695±23 – 0.000
G121 5 0.073±0.013 0.632±0.028 812±21 – 0.000
F123 5 0.081±0.012 0.672±0.027 939±14 – 0.000
D125 5 0.053±0.010 0.672±0.029 879±14 – 0.000
G126 5 0.023±0.008 0.732±0.036 562±18 – 0.000
S127 5 0.017±0.010 0.645±0.029 857±16 – 0.000
I128 5 0.030±0.010 0.731±0.035 579±20 – 0.000



Appendix
C

Structure Refinement of Peptides
with RDCs

C.1 Sample Preparartion

Cyclosporin A was purchased from Fluka. For resonance assignment and
measurement of J-couplings in isotropic solution, the peptide was dissolved
in CDCl3 to a final concentartion of 8.3 mM. The aligned sample was
prepared from cross-linked poly(dimethylsiloxane) gel (PDMS, diameter =
3.6 mm, cross-linked with 100 kGy of accelerated electrons), which was
equilibrated in CDCl3 (700 µL) in a NMR tube for several days. After
1 week, the sample showed a constant quadrupolar deuterium splitting
of the solvent of νQ = 40.4 Hz. Supernatant solvent was removed, and
stock solution of CsA in CDCl3 was added to a final concentration of
approximately 5.8 mm in the gel. The sample could be analyzed after 2
days of incubation.

C.2 NMR Measurements for CsA

All NMR spectra were recorded at 295 K on a 600 MHz Bruker DMX
sppectrometer equipped with a quadrupol-resonance probe head with ac-
tiely shielded x-, y-, and z-gradients. All spectra were processed by using
Xwinnmr and analyzed with either Xwinnmr or Sparky.[173]
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Resonance assignments (Tab. C.1) were obtained from standard 1H-
TOCSY, 1H-13C-HSQC, 1H-13C-HMBC, and 1H-ROESY spectra. Stere-
ospecific assignments of the prochiral methylene and methylgroups were
derived from the ROESY spectrum, which was acquired by using a pulsed-
spin lock with a mixing time of 150 ms. 1JCH -couplings in isotropic and
anisotropic solution ere detremined from standard two-dimensional 1H-
13C-HSQC spectra without decoupling during aquisition. The spectrum
of the unaligned sample was recorded with 24 scans per increment. The
spectral width for 1H and 13C were 5513 Hz and 12078 Hz, sampled with
2048 and 512 complex points, respectively. The spectrum of the aligned
sample was recorded with 96 scans per increment. The spectral width
for 1H and 13C were 6009 Hz and 15098 Hz, sampled with 4096 and 384
complex points, respectively. Linear prediction was applied to fill the in-
direct dimensions to 756 and 512 complex points for the isotropic nad
aligned samples, respectively. All dimensions were apodized with a π/2-
shifted squared sine-bell function before zero-filling to provide a processed
spectrum of 4096 × 2048 complex points. RDCs were extracted from the
spectra by using the approach by Yan et al.[438] Altogether 35 reliable
DCH -residual dipolar couplings with an estimated error of 1 Hz could be
measured for nonoverlapped signals (Tab. C.2).
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C.3 Structure Calculation of CsA

Structure calculations were performed by applying standard simulated an-
nealing protocols implemented in the program Xplor-nih 2.9.9 optimized
for proteins and peptides. For calculations, the artifical amino acids of CsA
were built by using the program Insight II (MSI) and appropriate topol-
ogy and parameter files were obtained from the parameter learn function
of Xplor-nih.

Iniatally, the NOE-based structure published by Kessler et al.[383] was
reproduced, as the structure was not available electronically. Starting from
a randomized structure, calculations were performed by using 144 NOE-
derived distance restraints, as listed in the PhD thesis of M. Köck,[385] four
hydrogen bonds treated as pseudo-covalent bonds,[312,455] and tw sidechain
dihedral restraints.[385] For distance restraints, lower and upper bounds of
5% and 10% of the extracted distance were applied, respectively. 1 Å was
added to the upper boundary for methyl moieties. 20 structures were calcu-
lated; this resulted in eight structures of comparable energy occupying the
same conformational space. The structure calculation was then repeated
with the former lowest-energy structure as the starting structure. Again,
20 structures were generated, of which the best 17 structures showed com-
parable energies and highly similar conformations. Further repetition of
the procedure did not decrease the overall energy. The best structures
were then subjected to a final refinement in which the force constant
specifying the peptide-bond planarity was relaxed from 500 kcal · rad−2

to 20 kcal · rad−2 to allow slight deviations from planarity. The resulting
structures showed similar energies (173± 3 kcal ·mol−1) and occupied the
same conformational space. As a test, calculations were also performed us-
ing the crystal structure as a starting point; these resulted in the same final
conformation. The calculated structures had no restraint violations, and
comparision with the published backbone dihedral angles (ϕ, ψ, and ω) of
the published NOE-derived structure showed no significant deviations.

For structure calculations including RDCs, the lowest-energy structure
without refinement was used as starting structure. The initial values for
the axial and rhombic components of the alignment tensor (DXplor

a = 19.2
and RXplor = 0.56) were extracted by a grid search script implemented in
Xpplor-nih. The Sani potential was used for RDCs, hence RDCs deter-
mined from methyl groups can be included as pseudo CH-groups pointing
in the direction of the corresponding CC- or CN-bonds, if the value of the
DCH -coupling is multiplied by −3.[456] All 35 RDCs together with the ex-
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Table C.2: 1JCH - and 1JCH +DCH -couplings measured and DCH -restraints
used in structure calculations for CsA in CDCl3 and PDMS/CDCl3-gel.

Residue Coupling 1JCH [Hz] 1JCH +DCH [Hz] DCH -Restraint

MeBmt1 NCH3 139.6 139.0 1.7a

CαHα 138.9 139.5 0.6

CβHβ 142.8 127.2 −15.6

δpro−S 124.2 114.6 −9.6

δpro−R 126.6 125.4 −1.1
Abu2 CαHα 139.6 148.3 8.8

CβHβpro−S 128.7 135.6 6.9
Sar3 NCH3 139.3 139.2 0.6a

CαHαpro−S 143.7 150.5 6.8

CαHαpro−R 136.5 123.8 −12.6
MeLeu4 NCH3 138.6 137.8 2.2a

CαHα 136.1 136.4 0.3

CβHβpro−S 129.4 157.3 27.9

CβHβpro−R 126.1 119.8 −6.3
CγHγ 126.3 151.0 24.7

Val5 CαHα 140.1 152.4 12.4

CβHβ 130.9 140.2 9.3
MeLeu6 NCH3 139.2 137.4 5.4a

CαHα 141.1 146.6 5.6

CβHβpro−S 128.1 119.5 −8.6

CβHβpro−R 127.3 117.1 −10.2
CγHγ 126.6 117.0 −9.6

Ala7 CαHα 138.6 140.0 1.4
Ala8 CαHα 142.1 158.9 16.8

CβHβ 129.5 124.8 14.2a

MeLeu9 NCH3 139.3 142.6 10.0a

CαHα 139.1 118.0 −21.2

CβHβpro−S 129.6 109.5 −20.2

CβHβpro−R 125.1 139.3 14.2
CγHγ 124.9 137.2 12.2

MeLeu10 CαHα 136.0 139.5 3.5

CβHβpro−S 128.8 106.5 −22.3

CβHβpro−R 125.8 113.7 −12.1
CγHγ 126.6 105.0 −21.7

MeVal11 CαHα 140.5 148.7 8.2

CβHβ 129.6 134.1 4.5

a
Residual dipolar couplings of methyl groups are multiplied by a factor of −3.
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isting distance and dihedral restraints were used in calculations. The RDCs
were divided into five classes and added successively to the calculations.
The first class included eleven out of twelve Cα-Hα-couplings, the second
class included one out of two Cβ-methyl-couplings and five out of seven
N-methyl-couplings, the third class twelve out of 13 Cβ-Hβ-couplings, the
fourth all Cγ-Hγ-couplings, and the fifth the two Cδ-Hδ-couplings from the
MeBmt-residue. During each calculation, 20 structures were generated and
subseqeuntly sortet by their total energy. The structure with the lowest
energy was used as the starting structure for the next run, while the values
for the alignment tensor were kept constant. After incorporation of all sets
of RDCs, the resulting 20 structures were subjected to the same refinement
protocol as was used for the calculation of the NOE-based structures.
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[78] Akke, M.; Brüschweiler, R.; Palmer, A. NMR order parameters and
free-energy – an analytical approach and its application to cooper-
ative Ca2+ binding by calbindin-D(9k), J. Am. Chem. Soc. 1993,
115, 9832 – 9833.

[79] Yang, D.; Kay, L. Contributions to conformational entropy arising
from bond vector fluctuations measured from NMR-derived order
parameters: Application to protein folding, J. Mol. Biol. 1996, 263,
369 – 382.

[80] Lee, A.; Kinnear, S.; Wand, A. Redistribution and loss of side chain
entropy upon formation of a calmodulin-peptide complex, Nat. Struc.
Biol. 2000, 7, 72 – 77.

[81] Zeeb, M.; Balbach, J. NMR spectroscopic characterization of mil-
lisecond protein folding by transverse relaxation dispersion measure-
ments, J. Am. Chem. Soc. 2005, 127, 13207 – 13212.



Bibliography 219

[82] Teilum, K.; Poulsen, F.; Akke, M. The inverted chevron plot mea-
sured by NMR relaxation reveals a native-like unfolding intermediate
in acyl-CoA binding protein, Proc. Nat. Acad. Sci. USA 2006, 103,
6877 – 6882.

[83] Jeener, J.; Meier, B.; Bachmann, P.; Ernst, R. Investigation of
exchange processes by 2-dimensional NMR spectroscopy, J. Chem.
Phys. 1979, 71, 4546 – 4553.

[84] Farrow, N.; Muhandiram, R.; Singer, A.; Pascal, S.; Kay, C.; Gish,
G.; Shoelson, S.; Pawson, T.; Formankay, J.; Kay, L. Backbone
dynamics of a free and a phosphopeptide-complexed SRC homology-
2 domain studied by 15N NMR relaxation, Biochemistry 1994, 33,
5984 – 6003.

[85] Lakomek, N.; Carlomagno, T.; Becker, S.; Griesinger, C.; Meiler, J.
A thorough dynamic interpretation of residual dipolar couplings in
ubiquitin, J. Biomol. NMR 2006, 34, 101 – 115.

[86] Wells, M.; Tidow, H.; Rutherford, T.; Markwick, P.; Jensen, M.; My-
lonas, E.; Svergun, D.; Blackledge, M.; Fersht, A. Structure of tumor
suppressor p53 and its intrinsically disordered N-terminal transacti-
vation domain, Proc. Nat. Acad. Sci. USA 2008, 105, 5762–5767.

[87] Fushman, D.; Tjandra, N.; Cowburn, D. Direct measurement of 15N
chemical shift anisotropy in solution, J. Am. Chem. Soc. 1998, 120,
10947 – 10952.

[88] Levitt, M. Spin Dynamics – Basics of Nuclear Magnetic Resonance.
John Wiley & Sons, Chichester, 2001.

[89] Peterson, R.; Lefebvre, B.; Wand, A. High-resolution NMR studies
of encapsulated proteins in liquid ethane, J. Am. Chem. Soc. 2005,
127, 10176 – 10177.

[90] Pervushin, K.; Riek, R.; Wider, G.; Wüthrich, K. Attenuated T2 re-
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[107] Demco, D.; Blümich, B. NMR imaging of materials, Curr. Opin.
Solid State Mater. Sci. 2001, 5, 195 – 202.

[108] Maxwell, R.; Balazs, B. NMR measurements of residual dipolar
couplings for lifetime assessments in gamma-irradiated silica-PDMS
composite materials, Nucl. Instrum. Methods Phys. Res., Sect. B
2003, 208, 199 – 203.

[109] Baker, D.; Logan, J.; Miller, D.; Sherwood, M. Residual Dipolar
Couplings in Polymer Films: The Limit of Submonolayer Coverage.
48thENC, Daytona Beach, USA, 2007.
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[153] Häberlein, U.; Waugh, J. S. Coherent averaging effects in magnetic
resonance, Phys. Rev. 1968, 175, 453 – 467.
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[385] Köck, M. Konformationstudien an Cyclosporin-Derivaten. PhD the-
sis, Technische Universität München, 1992.

[386] Hsu, V.; Heald, S.; Harding, M.; Handschumacher, R.; Armitage,
I. Structural elements pertinent to the interaction of cyclosporine A
with its specific receptor protein, cyclophilin, Biochem. Pharmacol.
1990, 40, 131 – 140.

[387] Quesniaux, V.; Wenger, R.; Schmitter, D.; Vanregenmortel, M.
Study of the conformation of cyclosporine in aqueous-medium by
means of monoclonal-antibodies, Int. J. Pept. Protein Res. 1988,
31, 173 – 185.

[388] Dreyfuss, M.; Harri, E.; Hofmann, H.; Kobel, H.; Pache, W.;
Tscherter, H. Cyclosporin-A and C. New metabolites from
trichoderma-polysporum (link ex pers) rifai, Eur. J. Appl. Micro-
biol. 1976, 3, 125 – 133.



250 Bibliography

[389] Traber, R.; Kuhn, M.; Ruegger, A.; Lichti, H.; Loosli, H.; Wartburg,
A. Structure of cyclosporin-C, Helv. Chim. Acta 1977, 60, 1247 –
1255.

[390] Traber, R.; Hofmann, H.; Loosli, H.; Ponelle, M.; Vonwartburg, A.
Novel cyclosporins from tolypocladium - the cyclosporins-K-Z, Helv.
Chim. Acta 1987, 70, 13 – 36.

[391] Ruegger, A.; Kuhn, M.; Lichti, H.; Loosli, H.; Huguenin, R.; Qui-
querez, C.; Wartburg, A. Cyclosporine A, a peptide metabolite from
trichoderma-polysporum (link ex pers) rifai, with a remarkable im-
munosuppressive activity, Helv. Chim. Acta 1976, 59, 1075 – 1092.

[392] Wenger, R. Synthesis of cyclosporine .3. Total syntheses of cy-
closporine A and cyclosporine H, 2 fungal metabolites isolated from
the species tolypocladium-inflatum gams, Helv. Chim. Acta 1984,
67, 502 – 525.

[393] Wenger, R. Synthesis of cyclosporine .1. Synthesis of enantiomerically
pure (2S,3R,4R,6E)-3-hydroxy-4-methyl-2-methylamino-6-octenoic
acid starting from tartaric acid, Helv. Chim. Acta 1983, 66, 2308
– 2321.

[394] Wenger, R. Synthesis of cyclosporine .2. Synthesis of Boc-D-Ala-
MeLeu-MeLeu-MeVal-OH, a part of the peptide sequence of cy-
closporine, by different strategic ways and synthesis of its iso-
mers Boc-D-Ala-MeLeu-D-MeLeu-MeVal-OH, Boc-D-Ala-MeLeu-D-
MeLeu-D-MeVal-OH, and Boc-D-Ala-MeLeu-MeLeu-D-MeVal-OH
as reference compounds, Helv. Chim. Acta 1983, 66, 2672 – 2702.

[395] Evans, D.; Weber, A. Asymmetric glycine enolate aldol reactions
- synthesis of cyclosporines unusual amino-acid, MeBmt, J. Am.
Chem. Soc. 1986, 108, 6757 – 6761.

[396] Aebi, J.; Dhaon, M.; Rich, D. A short synthesis of enantiomeri-
cally pure (2S, 3R, 4R, 6E)-3-hydroxy-4-methyl-2-(methylamino)-6-
octenoic acid, the unusual C-9 amino-acid found in the immunosup-
pressive peptide cyclosporine, J. Org. Chem. 1987, 52, 2881 – 2886.

[397] Tung, R.; Rich, D. Total synthesis of the unusual cyclosporine amino-
acid MeBmt, Tetrahedron Lett. 1987, 28, 1139 – 1142.



Bibliography 251

[398] Schmidt, U.; Siegel, W. Amino-acids and peptides .62.Synthesis
of (4R)-4-((E)-2-butenyl)-4,N-dimethyl-L-threonine (MeBmt), the
characteristic amino-acid of cyclosporine, Tetrahedron Lett. 1987,
28, 2849 – 2852.

[399] Rao, A.; Yadav, J.; Chandrasekhar, S.; Rao, C. Highly stereose-
lective approach for β-hydroxy-α-amino acids from D-glucose – The
synthesis of MeBmt, Tetrahedron Lett. 1989, 30, 6769 – 6772.

[400] Rao, A.; Dhar, T.; Bose, D.; Chakraborty, T.; Gurjar, M. A versatile
protocol for β-hydroxy-α-amino acids - an application to (4R)-4-[(E)-
2-butenyl-L]-4,N-dimethyl-L-threonine (MeBmt), Tetrahedron 1989,
45, 7361 – 7370.

[401] Blaser, D.; Ko, S.; Seebach, D. A stereoselective synthesis of MeBmt
employing a new chiral glycine enolate derivative, J. Org. Chem.
1991, 56, 6230 – 6233.

[402] Lawen, A.; Dittmann, J.; Schmidt, B.; Riesner, D.; Kleinkauf, H.
Enzymatic biosynthesis of cyclosporine A and analogs, Biochemie
1992, 74, 511 – 516.

[403] Hoppert, M.; Gentzsch, C.; Schorgendorfer, K. Structure and lo-
calization of cyclosporin synthetase, the key enzyme of cyclosporin
biosynthesis in Tolypocladium inflatum, Arch. Microbiol. 2001, 176,
285 – 293.

[404] Velkov, T.; Lawen, A. In El-Gewely, M. R., editor, Biotechnology
Annual Review, volume 9, pp. 151–197. Elsevier, Amsterdam, 2003.

[405] Dittmann, J.; Wenger, R.; Kleinkauf, H.; Lawen, A. Mechanism of
cyclosporine A biosynthesis - evidence for synthesis via a single linear
undecapeptide precursor, J. Biol. Chem. 1994, 269, 2841 – 2846.

[406] Kobel, H.; Loosli, H.; Voges, R. Contribution to knowledge of the
biosynthesis of cyclosporin-A, Experientia 1983, 39, 873 – 876.

[407] Petcher, T.; Weber, H.; Ruegger, A. Crystal and molecular-structure
of an iodo-derivative of cyclic undecapeptide cyclosporin-A, Helv.
Chim. Acta 1976, 59, 1480 – 1488.



252 Bibliography

[408] Loosli, H.; Kessler, H.; Oschkinat, H.; Weber, H.; Petcher, T.; Wid-
mer, A. Peptide conformations .31. The conformation of cyclosporin-
A in the crystal and in solution, Helv. Chim. Acta 1985, 68, 682 –
704.

[409] Chou, K. Prediction of tight turns and their types in proteins, Anal.
Biochem. 2000, 286, 1 – 16.

[410] Lautz, J.; Kessler, H.; Kaptein, R.; van Gunsteren, W. Molecular
dynamics simulations of cyclosporin A: the crystal structure and dy-
namic modelling of a structure in apolar solution based on NMR
data, J. Comput. Aided Mol. Design 1987, 1, 219 – 241.

[411] Lautz, J.; Kessler, H.; Blaney, J.; Scheek, R.; Vangunsteren, W. Cal-
culating 3-dimensional molecular-structre from atom-atom distance
information - cyclosporine A, Int. J. Pept. Protein Res. 1989, 33,
281 – 288.

[412] Beusen, D.; Marshall, G. Protein Structure and Engineering. Plenum
Press, New York, 1989.

[413] Beusen, D.; Iijima, H.; Marshall, G. Structures from NMR distance
constraints, Biochem. Pharmacol. 1990, 40, 173 – 175.

[414] Pachter, R.; Altman, R.; Czaplicki, J.; Jardetzky, O. Comparison
of the NMR solution structures of cyclosporine A determined by
different techniques, J. Magn. Reson. 1991, 92, 468 – 479.

[415] van Schaik, R.; van Gunsteren, W.; Berendsen, H. Conformational
Search by potential-energy annealing – algorithm and application to
cyclosporin A, J. Comput. Aided Mol. Design 1992, 6, 97 – 112.

[416] Sehgal, A. Protein Structure and Engineering. D & MD Publications,
Westborough, 2006.

[417] Calne, R.; White, D.; Rolles, K.; Smith, D.; Herbertson, B.
Prolonged survival of pig orthotopic heart grafts treated with
cyclosporin-A, Lancet 1978, 1, 1183 – 1185.

[418] Powles, R.; Barrett, A.; Kay, H.; Mcelwain, T.; Sloane, J.; Clink,
H. Cyclosporin-A for treatment of graft versus host disease in man,
Lancet 1978, 2, 1327 – 1331.



Bibliography 253

[419] Borel, J.; Feurer, C.; Gubler, H.; Stahelin, H. Biological effects of
cyclosporin-A – new antilymphocytic agent, Agents Actions 1976, 6,
468 – 475.

[420] Ke, H.; Huai, Q. Structures of calcineurin and its complexes with
immunophilins-immunosuppressants, Biochem. Biophys. Res. Com-
mun. 2003, 311, 1095 – 1102.
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