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ABSTRACT

We make two contributions to the field of FDD transmit
processing for multi-user MISO systems: first the con-
cept of covariance based linear precoding is extended to
spatio-temporal channels with full rank covariance matri-
ces. Within, the variance true approximation of all signal
components allows the formulation of the receive signal ex-
clusively basing upon covariance knowledge and thus the
derivation of optimal linear precoding solutions. Second,
the derived chip level signal model demonstrates, that the
spatial transmit processing on the pilot channel has pivotal
influence on the performance of precoding approaches for
data channels in general. Through the consideration of the
receive filter in the mobile devices, the effects of transmitter
side processing on pilot channels can be included into the
optimization of precoders for data channels yielding drastic
performance enhancements with respect to state of the art
techniques.

1. INTRODUCTION

For broadcast channels, see e.g. [1], receive processing has
proven clearly suboptimum due to the lack of cooperation
among the receive terminals. In the case of cooperative
transmitters, precoding can be employed to jointly trans-
form the different users’ data signals prior to transmission.
This way, the channels act as equalizers of the precoding
filters, rendering complex receiver structures dispensable.
In complete analogy to spatio-temporal receive processing,
linear precoding methods for multi-user MISO systems can
be classified into three categories: Approaches that aim
at the maximization of the desired signal power at the re-
ceiver, in the sequel calledtransmit matched filters(TxMF)
as introduced in e.g. [2] or [3], interference suppression
schemes calledtransmit zero forcingtechniques (TxZF)
[4, 5, 6] and thetransmit Wiener filter(TxWF) [7, 8, 9], that
trades the objectives of TxMF and TxZF in anmean square
error (MSE) optimal sense. Note, that the following inves-
tigations will spare nonlinear precoding techniques such as
Tomlinson Harashima precoding, lattice basis reductionor
vector precoding.

A general precondition of the above mentioned tech-
niques is the fullchannel state information(CSI) at the
transmitter. This assumption is usually non-critical in TDD
systems, where downlink CSI can be obtained from uplink
measurements, i.e. via the pilot information transmitted by
themobile station(MS). If up- and downlink are separated
in the frequency domain though (FDD), the correspond-
ing channels no longer share the favorable property of full
reciprocity with respect to the complex fading coefficients.
Thus full transmitter side CSI only can be obtained through
the feedback of the complete channel information from the
mobile units which in the regarded standards (e.g. HSDPA
[10]) is not considered. The design of linear precoding fil-
ters therefore must be based on partial CSI. In opposite to
the complex channel coefficients, a set of longterm param-
eters including the angle of departure of all paths, the path
delays, and the average path gains are almost independent of
the carrier frequency [11]. Thus these parameters are recip-
rocal even in FDD systems and can be obtained from uplink
measurements. While the path delays can be adopted di-
rectly, the path covariance matrices that are characterizing
the spatial channels and the mean path powers can be ob-
tained through a conversion of uplink measurements [12]-
[17]. This partial reciprocity of FDD channels can serve as
a basis for the design of linear precoding techniques.

Thus we investigate a system with partial CSI at the
transmitter andmaximum ratio combining(MRC) rake re-
ceivers at the mobile units, which adapt to the channel via
measurements on a pilot channel. The linear precoding thus
has to adapt to the resulting combination of channel and
receive filter. For such a system [18] introduced a TxZF
and [19] investigated the design of GSM filters in the fre-
quency domain under comparable circumstances. The fol-
lowing sections extend the theory introduced in [20] or [21]
to channels with full rank covariance matrices and gives
solutions for the TxMF, the TxZF and the TxWF. To this
end Section 2 derives an analytical expression for the chip
level representation of the rake filter output signal of the
system depicted in Fig. 1. Introducing variance true ap-
proximations for all signal components Section 3 prepares
the derivation of the mentioned linear filters for the system
with partial CSI at the transmitter in Section 4 where the dif-



ferent linear filters are derived through the closed analytical
optimization of the corresponding objective functions. As
the rake receiving mobile station will adapt its filter coef-
ficients to the performed channel estimation, the precoding
solution through the consideration of the receive filter will
inherently depend upon the spatial processing of the pilot
channel. Therefore, Section 5 investigates three prominent
examples of pilot transmission schemes in multi-user MISO
systems with special focus on thecommon pilot channels
(CPICH) introduced in [22]. Finally evaluations demon-
strate the significant performance enhancement obtained by
full rank processing and provides comparisons of different
spatial pilot channels.

2. SIGNAL MODEL

With χ, L, Q, F denoting the spreading factor, the orders
of the precoding filters, the channels, and the rake receivers
respectively, this section establishes a signal model forŝk[n]
in theK user CDMA system withNa transmit antennas as
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Fig. 1. Block diagram of a MU MISO system

sketched in Fig. 1. Withpk[n] =
∑L
l=0 pk,lδ[n − l] ∈

CNa describing the vector valued impulse response of the
precoding filter of userk, the transmit signalx[n] results
as:

x[n] =
K∑
i=1

L∑
l=0

pi,lsi[n− l]. (1)

Without loss of generality, let all users faceQ + 1 tem-
poral paths, each characterized by a complex vector valued
channel coefficienthk,q, whose components are complex
Gaussian distributed. The extremely large number of phe-
nomena influencinghk,q motivates the stochastic modeling
of the channel coefficients. The eigenbasis of the covariance
matrixRk,q of the qth channel path of the userk is given
as:

Rk,q = E
[
hk,qh

H
k,q

]
=

Na∑
ζ=1

λk,q,ζuk,q,ζu
H
k,q,ζ . (2)

With this eigenbasis, the channel vectorshk,q, can be writ-
ten as linear combinations of the eigenvectorsuk,q,ζ intro-

ducing the complex scalar fast fading coefficientsρk,q,ζ :

hk[n] =
Q∑
q=0

Na∑
ζ=1

ρk,q,ζuk,q,ζδ[n− q] ∈ CNa. (3)

Note, that the variance of the random variableρk,q,ζ is
given by Eq. (2) asσ2

k,q,ζ = E
[
|ρk,q,ζ ||2

]
= λk,q,ζ which

later will allow the variance true approximation in Section
3. In combination with the additive white Gaussian noise
ηk[n] ∼ NC(0, σ2

η) the signal at the receiver inputk reads
as (cf. Fig. 1:

yk[n] =
Q∑
q=0

Na∑
ζ=1

ρk,q,ζu
T
k,q,ζx[n− q] + ηk[n], (4)

=
Q∑
q=0

Na∑
ζ=1

ρk,q,ζu
T
k,q,ζ

K∑
i=1

L∑
l=0

pi,lsi[n− l − q] + ηk[n].

The receiver structure consists of two stages. Before the
correlation with the spreading codeck[n], that can be mod-
eled by a convolution with

g
(c)
k [n] =

χ−1∑
j=0

c∗k[j]δ[n+ j], (5)

the mobile station performs an MRC receiving, i.e. a
matched filtering on the effective scalar pilot channel. As-
suming pure spatial processing withbk of the pilot channel,
the coefficients of this scalar channel substitute always can
be described as

∑Na

ξ=1 νk,f,ξρk,q,ξ for q = 0, . . . , Q, where

νk,f,ξ = bT
kuk,q,ξ is the inner product of the channel eigen-

component and the vectorbk used for pilot beamforming.
The impulse response of thekth user’s rake receiver there-
fore reads as:

g
(ρ)
k [n] =

F∑
f=0

Na∑
ξ=1

ν∗k,f,ξρ
∗
k,f,ξδ[n+ f ].

The overall signal model thus inherently depends on the
beamforming of the pilot channels as Eq. (6) demonstrates:

ŝk[n] =
χ−1∑
j=0

c∗k[j]
F∑
f=0

Na∑
ξ=1

ν∗k,f,ξρ
∗
k,f,ξ

Q∑
q=0

Na∑
ζ=1

ρk,q,ζu
T
k,q,ζ

K∑
i=1

L∑
l=0

pi,lsi[n− l − q + f + j]

+
χ−1∑
j=0

c∗k[j]
F∑
f=0

Na∑
ξ=1

ν∗k,f,ξρ
∗
k,f,ξηk[n+ f + j].

(6)



3. COVARIANCE BASED DESIGN MODEL

Enabling the derivation of optimum precoding solutions
via the optimization of objective functions like the mean
squared error, this section formulates a signal model that
describes the decision signal and its components indepen-
dent of the fading coefficientsρk,q,ζ in contrast to Eq. (6).
Recalling from Eqs. (2) and (3) that the channel covariance
matrix provides knowledge about the path powersσ2

k,q,ζ ,
the objective is to formulate variance true approximations
for the noise free signal componentsŝk,q,ζ,f , i.e. the signal
that traveled over theζth eigencomponent of theqth chan-
nel path and over thef th rake finger to the userk. With
this heuristic of a variance true approximation, the follow-
ing paragraphs derive a power equivalent signal model inde-
pendent of the realization of the unknown random variables
ρk,q,ζ .

With the above heuristic, the equivalent longterm sig-
nal model originates from the second order moments of all
relevant noise free signal componentsŝk,q,ζ,f [n]. By rear-
ranging the noise free part of (6) these signal components
are obtained as

ŝk,q,ζ,f [n] =
χ−1∑
j=0

Na∑
ξ=1

K∑
i=1

L∑
l=0

c∗k[j]ν∗k,f,ξρ
∗
k,f,ξ

× ρk,q,ζuT
k,q,ζpi,lsi[n− l − q + f + j].

Aiming for a variance true butρk,q,ζ independent repre-
sentation of these components we investigate the expected
value of|ŝk,q,ζ,f [n]|2 with respect toρk,q,ζ that is:

E
[
|ŝk,q,ζ,f [n]|2

]
= E

|ρk,q,ζ |2
∣∣∣∣∣∣
Na∑
ξ=1

ν∗k,f,ξρ
∗
k,f,ξ

∣∣∣∣∣∣
2


×

∣∣∣∣∣∣
χ−1∑
j=0

K∑
i=1

L∑
l=0

c∗k[j]uT
k,q,ζpi,lsi[n− l − q + f + j]

∣∣∣∣∣∣
2

.

As the second term in the above equation already is inde-
pendent ofρk,q,ζ , the derivation of covariance based design
model can focus on the first term which can be written as:

E

|ρk,q,ζ |2
∣∣∣∣∣∣
Na∑
ξ=1

νk,f,ξρ
∗
k,f,ξ

∣∣∣∣∣∣
2
 =

=


2|νk,q,ζ |2σ4

k,q,ζ +
Na∑
ξ=1
ξ 6=ζ

σ2
k,q,ζ |νk,f,ξ|2σ2

k,f,ξ q = f,∑Na
ξ=1 σ

2
k,q,ζ |νk,f,ξ|2σ2

k,f,ξ else.

Note, thatρk,q,ξ1 andρk,f,ξ2 for q 6= f or ξ1 6= ξ2 are
stochastically independent and that the fourth order moment
of a complex Gaussian variable is given byE

[
|ρk,q,ζ |4

]
=

2σ4
k,q,ζ . In order to simplify the upcoming notation, we in-

troduce the variable

κ =
{

2|νk,q,ξ|2 for q = f ∧ ξ = ζ,
|νk,q,ξ|2 else.

.

Within we leave the indicesq, f, ζ, ξ of κ to the surrounding
context. With this substitution the above expectation reads:

E

|ρk,q,ζ |2
∣∣∣∣∣∣
Na∑
ξ=1

νk,f,ξρ
∗
k,f,ξ

∣∣∣∣∣∣
2
 =

Na∑
ξ=1

κσ2
k,q,ζσ

2
k,f,ξ,

which allows to formulate the power of all relevant compo-
nents based on covariance knowledge and thus is indepen-
dent ofρk,q,ζ . With this derivation we can write a longterm
signal model for the noise free components̃k,q,ζ,f [n], that
traveled over theζth eigenspace of theqth channel path and
thef th rake receiver coefficient as:

s̃k,q,ζ,f [n] =
χ−1∑
j=0

c∗k[j]
ν∗k,q,ζ
|νk,q,ζ |

√√√√ Na∑
ξ=1

κσ2
k,q,ζσ

2
k,f,ξu

T
k,q,ζ

×
K∑
i=1

L∑
l=0

pi,lsi[n− l − q + f + j].

Comparing the variances of this longterm model with the
expression derived above easily proves the variance truth of
the proposed model, i.e. both signal components have equal
power. Preparing the derivation of linear precoding solu-
tions in the upcoming section, the stacking of all relevant
samples ofsi[n] allows [23, 24] to write the linear model in
vector matrix notation as:

s̃k,q,ζ,f [n] =
K∑
i=1

pT
i Xk,q,ζ,fsi[n] + η̃k,f . (7)

Within, pi is obtained by stacking theL + 1 filter vectors
pi,l. Note, that the matrixXk,q,ζ,f depends on longterm
parameters only and thus is known to the transmitter even
in FDD systems.

4. FULL RANK COVARIANCE BASED LINEAR
PRECODING

With the above formulated longterm signal model and
the optimization driven derivation of linear precoders [9],
means are available to express the three linear precoding fil-
ters TxMF, TxZF, and TxWF based upon covariance knowl-
edge. To this end the following paragraphs derive the
corresponding optimization problems and their solutions.
Within, the optimization techniques developed for linear
precoding with full CSI [9] can be adopted directly.



4.1. Transmit Matched Filter (TxMF)

Aiming at the maximization of the desired signal power at
the rake output, the TxMF is defined as the solution to the
following optimization problem:

{pMF,1, . . . ,pMF,K} =

argmax
p1,...,pK

K∑
k=1

Re
{

E
[
w

[m],H
k s̃k[χm]

]}
s.t.

K∑
k=1

σ2
s‖pk‖22 = Etr, (8)

where we define the power of the desired signal component
as the cross correlation of the signal components at the re-
ceiver output and the desired signal componentw

[m]
k,q,ζ,f at

symbol numberm:

w
[m]
k,q,ζ,f

{
πk,q,ζsk[χm] q = f

0 q 6= f,
(9)

The more convenient notation in (8) can be obtained when
defining the vectorsw[m]

k ands̃k[χm] by stackingw[m]
k,q,ζ,f

and s̃k,q,ζ,f [χm] for q, ζ, f = {0, 1, 0}, . . . , {Q,Na, F}.
Note, how the factorsπk,q,ζ =

√∑Na

ξ=1 κσ
2
k,q,ζσ

2
k,q,ξ in-

clude the influence of the pilot beamforming throughκ.
Moreover withM = 2bL+Q+F+χ−1

χ c + 1 let eµ be the
M+1

2 th column of1M , i.e. the vector that selects the chip of
interest from the impulse response of the complete system
of precoder, channel, rake, and code correlation. With these
notational conventions and the expression fors̃k,q,ζ,f [χm]
in (7) the Lagrangian function can be written as:

L(p1, . . . ,pk, λ) =

K∑
k=1

Re

σ2
sp

T
k

Q∑
q=0

Na∑
ζ=1

πk,q,ζXk,q,ζ,qeµ


− λ

(
K∑
k=1

σ2
sp

H
k pk −Etr

)
.

The solution to the optimization therefrom directly re-
sults through complex valued derivatives with respect to
p1, . . . ,pk andλ. Solving the equation system resulting
from setting the obtained derivatives to zero yields:

pMF,k =βMF

Q∑
q=0

Na∑
ξ=1

πk,q,ζX
∗
k,q,ζ,qeµ, (10)

βMF =

(
Etr∑K

l=1 σ
2
se

T
µ

∑F
i=0

∑Na
ξ=1 πk,i,ξX

T
k,i,ξ,i . . .

· · ·
∑F
j=0

∑Na

ζ=1 πk,q,ζX
∗
k,j,ζ,jeµ

) 1
2

Note, that the optimization in (8) inherently results in a
spatial filter, i.e. the covariance based TxMF does not em-
ploy temporal filter components. As the MRC receive filter
already maximizes the desired signal power over the tempo-
ral domain, the precoding scheme can contribute to this goal
only through spatial processing. Covariance based TxMF
thus is beamforming.

4.2. Transmit Zero Forcing Filter (TxZF)

Aiming at the complete suppression of interference, the
TxZF precoder results from a constrained optimization
problem, where signal components from other users (multi-
ple access interference, MAI) as well as signal components
caused by other symbols (inter symbol interference, ISI) are
demanded to be zero. The remaining degrees of freedom
are employed to minimize the attenuationβ−2:

{pZF,1, . . .,pZF,K} = argmin
{p1,...,pK}

β−2 (11)

s.t.: pT
kXk,q,ζ,q = βπk,q,ζe

T
µ ,

pT
kX i,q,ζ,f = 0T for q 6= f or i 6= k

and
∑K

k=1
σ2
s‖pk‖22 = Etr.

For a more convenient representation of the following op-
timization, the first two constraints can be written in vector
matrix notation as:

pT
kX = βbT

k ,

where the vectorbT
k and the matrixX are obtained by

stacking

bi,q,ζ,f =
{
πi,q,ζ for i = k andq = f
0 else,

andXk,q,ζ,f horizontally, so that the right hand side yields
the desired values of the corresponding left hand side coef-
ficients. Note, that the order within is not critical, as long
as the stacking is consistent amongbT

k andX. For a spe-
cific stacking order we refer to [24, 21] where the TxZF was
derived for rank-1 channels. Including the so transformed
constraint into the objective function via Lagrangian multi-
pliers yields:

L(p1, . . . ,pk, β,λ1, . . . ,λK , λ0) =

β−2 −Re

(
K∑
k=1

(
pT
kX − βbT

k

)
λk

)

− λ0

(
K∑
k=1

σ2
sp

H
k pk −Etr

)
,



whose derivatives must vanish. The TxZF precoder thus
finally results as:

pZF,k = X†,Tbk, (12)

βZF =

√
Etr∑K

k=1 σ
2
sb

T
kX

†,∗X†,Tbk
(13)

where (·)† denotes the Moore-Penrose pseudo inverse.
Through the inversion of the Gramian ofX within the
pseudo inverse expression, ill conditioned scenarios might
cause extremely large denominators and thus very small val-
ues forβZF. The signal thus is received free of interference
but with extremely low power making it very sensitive to-
wards noise adulterations in some settings. Nevertheless,
even partial CSI at the transmitter allows for interference
suppression as the plots in section 6 confirm.

4.3. Transmit Wiener Filter (TxWF)

With the formulation of themean squared error(MSE), the
TxWF optimizes a global cost function, that inherently al-
lows to trade the heuristics of noise and interference sup-
pression optimally. Thus the optimization (14) minimizes
the modified mean squared error through:

{pWF,1, . . . ,pWF,K} =

argmin
{p1,...,pK}

K∑
k=1

E
[∥∥∥w[m]

k − β−1s̃k[χm]
∥∥∥2

2

]
(14)

s.t.:
K∑
k=1

σ2
s‖pk‖22 = Etr,

where the scalarβ allows for a scaled version of received
signals, paying tribute to the transmit power constraint, lin-
ear precoding solutions face. With the covariance based sig-
nal model from (7) the MSE

ε(p1, . . . ,pK , β) = E
[∥∥∥w[m]

k − β−1s̃k[χm]
∥∥∥2

2

]
, (15)

can be expressed in terms ofσk,q,ζ instead ofρk,q,ζ and
thus be included in the Lagrangian objective function:

L(p1, . . . ,pK , β) =

ε(p1, . . . ,pK , β)− λ
(

K∑
k=1

σ2
sk
pT
k p
∗
k −Etr

)
, (16)

from which theKarush-Kuhn-Tucker(KKT) conditions can
be computed. After a rather tedious derivation the TxWF
solution can be obtained:

pWF,k = βWF,k

(
X∗XT + γ

σ2
η

Etr
1

)−1

X∗bk, (17)

βWF,k =

√√√√ Etr∑K
k=1 σ

2
sb

T
kX

T
(
X∗XT + γ

σ2
η

Etr
1
)−2

X∗bk

.

Within it has proven convenient to introduce the factor:

γ =
K∑
k=1

(Q+ 1)
F∑
f=0

Na∑
ξ=1

|νk,f,ξ|2σ2
k,f,ξ,

that weights the influence of noise versus interference sup-
pression for the MSE optimal trade-off mentioned above.

5. INFLUENCE OF THE USED PILOT CHANNELS

Given the projection of the channel impulse response onto
the span of the beamforming vectorbk used on the pilot
channel, the rake receivers adapt their coefficients to match
the resulting scalar channel substitute

bT
khk[n] =

Q∑
q=0

Na∑
ζ=1

ρk,q,ζb
T
kuk,q,ζδ[n− q]

=
Q∑
q=0

Na∑
ζ=1

ρk,q,ζνk,q,ζδ[n− q].

As both components ofνk,q,ζ , i.e. the pilot beamform-
ing vectorbk and the channel eigencomponentuk,q,ζ are
known to the BS, the factorsνk,q,ζ can be included in the
adaptation of the linear precoders. On the background of
high speed downlink packet access(HSDPA) the following
paragraphs derive the resulting rake adulterationsνk,q,ζ for
three specific spatial pilot channels:

1) The primary CPICH [22] transmits a single pilot se-
quence from one reference antenna only. Without loss of
generality we define the first array element as reference and
obtain the corresponding beamforming vectorbk = b =
[1, 0, . . . , 0]T ∈ {0, 1}Na and the factorsνk,q,ζ as the first
element ofuk,q,ζ :

νk,q,ζ = [uk,q,ζ ](1) . (18)

2) The secondary CPICH [22] employs the attainable array
gain to formNb different CPICHs. TheNb pilot sequences
thus are transmitted via a grid ofNb equidistant beams
with the weightsb(i) = [1, exp(−jµi), . . . , exp(−j(Na −
1)µi)]T, i = 1, . . . , Nb, from which each user picks the ad-
equatei∗ resulting in

νk,q,ζ = b(i∗),Tuk,q,ζ . (19)

Note, that the beamforming gain here compensates for the
loss due to splitting the pilot power to multiple pilot chan-
nels. The estimation quality thus remains comparable.

3) Reference to the above schemes shall be the channel
estimation on the dominant eigencomponent of the channel,
i.e. bk = u∗k,q,1, which due to the orthonormal nature of the
eigenbasis yields:

νk,q,ζ =
{

1 for ζ = 1,
0 else.

(20)



6. EVALUATIONS

This section analyzes the presented linear precoding tech-
niques with respect to the mean uncodedbit error ratio
(BER) in an HSDPA-like setting with spreading factorχ =
16 and4 present users. The path powersσ2

k,q,ζ are assumed
to be constant withk and exponentially decreasing with
3 dB in q. Modeling the spatial setting by an angular spread
around the direction of departure with Laplacian distribu-
tion of 2◦ standard deviation defines the relation ofσ2

k,q,ζ

in the different eigensubspaces ofRk,q,. Table 1 gives an
overview of the numerical setting. Note, that the fixed spa-

Parameter Fig.3 Fig.2
Tx Filter Order L 4 0
Channel Order Q 3 2
Rx Filter Order F 3 2

Spreading Factor χ 16 16
User Number K 4 4

# Tx Antennas Na 4 4
# Rx Antennas — 1 1

DOD — [7.5◦, 15◦, 22.5◦, 30◦]
Angular Spread — 2◦ 2◦

Table 1.

tial setting within is set to a S-CPICH worst case, demon-
strating the ability of the introduced schemes to include the
pilot beamforming even in scenarios where it differs signif-
icantly from the optimal spatio-temporal transmit process-
ing. The channel is modeled as block Rayleigh fading and
thus remains constant for the length of one slot, i.e.2560
chips.
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Fig. 2. Comparison of different S-CPICH schemes

Fig. 2 now compares the proposed linear precoding
techniques with the state of the art approach of using the S-

CPICH grid of beam(GOB). The drastic performance en-
hancements can be traced to three core phenomena: Due
to the derived covariance based signal model, linear pre-
coding is no longer restricted to the spatial sampling of the
GOB. Thus, the full antenna gain of the array can be recov-
ered, yielding an enhancement of about3dB in this scenario.
Moreover, the formulation of the optimization objectives for
full rank covariance matrices enables the different schemes
to serve the user through all subspaces resulting in a lower
saturation level for the TxMF. Finally, the interference sup-
pression potential of the TxZF and the TxWF completely
overcome the saturation as seen compared with the other
schemes. Of course, the TxWF outperforms all other linear
approaches by inherently optimizing the trade-off between
TxMF and TxZF.

A second simulation now evaluates the influence differ-
entpilot channels(PICH) have on the performance. Note,
that all schemes result in comparable SNRs for the channel
estimator, for which only the systematic estimation error
νk,q,ζ is taken into consideration. With this precondition,
Fig. 3 compares three different pilot beamforming schemes:
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Fig. 3. Comparison of Single and Full Rank Processing

The dedicated PICH that transmits the pilot sequence over
the eigenvector corresponding to the largest eigenvalue, the
primary CPICH(P-CPICH) which radiates a single pilot se-
quence from one antenna only, and the S-CPICH employ-
ing a grid of4 beams. Note, that the dedicated PICH here
only serves as a reference as it does not qualify as a com-
mon PICH. Still, full rank covariance based precoding al-
lows to perform very close to this optimum case even with
S-CPICH information. The result also underlines the sig-
nificance of full rank processing.



7. CONCLUSION

With the presented variance true approximation of the signal
model, the covariance based optimization of the three linear
objectives was enabled. Due to the stringent derivation, the
resulting linear precoders inherently adapt to the used pilot
channel and allows optimal spatio-temporal transmit pro-
cessing even in scenarios, where the transmitter has only
partial and the receiver has only scalar knowledge about the
channel.
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