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#### Abstract

This thesis reports on experiments with ultracold atomic and molecular quantum gases. A Bose-Einstein condensate of ${ }^{87} \mathrm{Rb}$ atoms serves as a starting point for the experiments. Magnetically tunable Feshbach resonances are used to associate diatomic molecules that are as cold as the atoms.

A frequently used method for the formation of ultracold molecules relies on a slow ramp of the magnetic field across the Feshbach resonance. This converts pairs of atoms into molecules in an adiabatic rapid passage. In this thesis, an alternative method for molecule association is studied in a three-dimensional optical lattice. A sudden jump of the magnetic field to the Feshbach resonance is applied. The jump induces coherent atom-molecule oscillations with large amplitude. These weakly damped oscillations are experimentally resolved up to the $29^{\text {th }}$ cycle. The observed amplitude and frequency of the oscillations depend on magnetic field and atomic density in a way that is well described by an analytic model.

Another central part of this thesis is the realization of a dissipative analog of the Tonks-Girardeau gas. Here the Feshbach molecules are confined to one spatial dimension by applying a two-dimensional optical lattice. Inelastic collisions between the molecules lead to particle loss. This interaction between the molecules is so strong that the system reaches the strongly correlated regime and the molecules, which are bosons, are forced to behave much like fermions. The strong correlations suppress the molecule loss rate by one order of magnitude. The loss is further suppressed by two orders of magnitude by applying a weak optical lattice in the third direction. New theory is developed that agrees with the experimental observations.

Finally, measurements on various loss-rate coefficients near Feshbach resonances are presented. In one experiment, the loss-rate coefficients due to inelastic collisions of a Feshbach molecule with another atom or molecule are determined. Another experiment studies three-body recombination. An enhancement of the three-body loss-rate coefficient by four orders of magnitude as a function of the magnetic field is observed, in good agreement with theory.


## Zusammenfassung

Die vorliegende Arbeit berichtet über Experimente mit ultrakalten atomaren und molekularen Quantengasen. Ein Bose-Einstein-Kondensat aus ${ }^{87}$ Rb Atomen dient als Ausgangspunkt für die Experimente. Magnetisch-induzierte Feshbach-Resonanzen werden zur Erzeugung von zweiatomigen Molekülen benutzt. Diese sind so kalt wie die Atome.

Eine weit verbreitete Methode zur Erzeugung ultrakalter Moleküle basiert auf einer langsamen Magnetfeldrampe über eine Feshbach-Resonanz hinweg. Dadurch werden Atompaare in einer adiabatischen Passage in Moleküle überführt. In dieser Arbeit wird eine alternative Methode für die Erzeugung ultrakalter Moleküle in einem dreidimensionalen optischen Gitter untersucht. Diese Methode beruht auf einem abrupten Sprung des Magnetfeldes auf die Resonanz. Der Sprung verursacht kohärente Atom-Molekül-Oszillationen mit großer Amplitude. Diese schwach gedämpften Oszillationen werden experimentell bis zur 29. Periode aufgelöst. Die Abhängigkeit der beobachteten Amplitude und Frequenz der Oszillationen von Magnetfeld und atomarer Dichte wird gut durch ein analytisches Modell beschrieben.

Ein weiterer zentraler Teil dieser Arbeit ist die Realisierung eines dissipativen Analogons des Tonks-Girardeau-Gases. Die Feshbach-Moleküle werden zunächst durch ein zweidimensionales optisches Gitter auf eine räumliche Dimension eingeschränkt. Inelastische Stöße zwischen den Molekülen führen zu Teilchenverlust. Diese Wechselwirkung zwischen den Molekülen ist so stark, dass das System das stark korrelierte Regime erreicht, und die Moleküle, welche Bosonen sind, gezwungen werden, sich ähnlich wie Fermionen zu verhalten. Die starken Korrelationen unterdrücken die Molekülzerfallsrate um eine Größenordnung. Der Verlust wird um zwei weitere Größenordnungen unterdrückt, indem ein schwaches optisches Gitter entlang der dritten Richtung angelegt wird. Es wird ein Modell entwickelt, das mit den experimentellen Daten überein stimmt.

Schließlich werden verschiedene Verlustratenkoeffizienten in der Nähe von Feshbach-Resonanzen gemessen. In einem Experiment werden Verluste durch inelastische Stöße von Feshbach-Molekülen mit anderen Atomen oder Molekülen bestimmt. Ein anderes Experiment untersucht atomare DreikörperRekombination. In der Nähe einer Feshbach-Resonanz wird eine Erhöhung des Verlustkoeffizienten um vier Größenordnungen beobachtet, in guter Übereinstimmung mit der Theorie.
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## 1 Introduction

Since the first realization of a Bose-Einstein condensate (BEC) in 1995, the field of quantum gases has seen enormous progress, and research is still advancing at a high pace. Two physical concepts that have attracted considerable attention are Feshbach resonances [Köh06] which led to the association of ultracold molecules and optical lattices [Blo05]. This thesis is concerned with the experimental investigation of Feshbach resonances and ultracold molecules. Most of the experiments are performed in an optical lattice. In the following, the basic concepts that are relevant for this thesis work are introduced. An attempt is made to highlight important developments during recent years before an outline of the present work is given.

### 1.1 Bose-Einstein Condensation

Bose-Einstein condensation is a quantum-statistical effect that occurs in an ideal three-dimensional gas of indistinguishable bosons. It was predicted in 1925 by A. Einstein based on the work of S.N. Bose [Bos24, Ein24, Ein25]. A Bose-Einstein condensate (BEC) forms when the thermal de-Broglie wavelength of the particles becomes comparable to the inter-particle distance. In this regime the particles' wave functions begin to overlap and a macroscopic number of particles occupies the single-particle ground state of the system.

Dilute gases are well-suited for studies of a BEC. The interactions between the particles are so weak that they can be described in a perturbative approach, and quantitative modeling of this many-body system becomes possible. However, reaching Bose-Einstein condensation with a dilute gas is an experimental challenge. The low densities of typically $\sim 10^{14} \mathrm{~cm}^{-3}$ require temperatures of the order of $\sim 500 \mathrm{nK}$. Luckily, the experimental realization of a BEC can build on powerful laser-cooling and trapping techniques. Laser cooling relies on the repeated absorption and emission of photons. It turned out that alkali atoms are particularly suitable for laser cooling because their optical transitions can be excited by available lasers, and because of the favorable structure of their internal energy levels. Since laser cooling alone cannot reach the required temperatures and densities yet, evaporative cooling is used in a second step to further reduce the temperature. Evaporative cooling relies on the selective removal of particles with the highest energy. Elastic collisions rethermalize the sample so that the temperature of the remaining particles
drops. Further details on cooling, trapping, and the creation of a BEC are presented in Refs. [Met99, Pet02, Pit03].

In 1995, seventy years after its prediction, BEC was achieved in dilute vapors of ${ }^{87} \mathrm{Rb},{ }^{7} \mathrm{Li}$ and ${ }^{23} \mathrm{Na}$ [And95, Bra95, Dav95]. This was a real breakthrough that marked the beginning of the new field of quantum-degenerate gases.

The cooling and trapping schemes were subsequently adapted to gases of fermionic atoms, and quantum degeneracy for fermions was first reached in 1999 for ${ }^{40} \mathrm{~K}$ [DeM99]. Today, close to a hundred experiments have reached the quantum degenerate regime for atoms of 13 different bosonic and 4 different fermionic species [Dan].

### 1.2 Feshbach Resonances

Interparticle interactions play an important role in ultracold quantum gases. They determine many properties of the system such as the lifetime of the gas, the stability of a BEC, the thermalization rate during evaporative cooling, fundamental and collective excitations, and correlations between particles. The control of these interactions therefore is of great interest. Microscopically the interparticle interactions are caused by elastic and inelastic collisions. Since the gas is dilute, two-body collisions dominate.

During a collision, two particles can temporarily form a molecule. This requires that the two particles can couple to a molecular bound state. If the collision energy of the two particles is resonant with the energy of the molecular state, a Feshbach resonance occurs. The resonantly enhanced population of the bound state during the collision leads to a dramatic change of the scattering properties. Feshbach resonances were originally introduced in the context of nuclear physics [Fes58, Fes62].

In ultracold gases, the collision energy is fixed, and the bound-state energy can be tuned into resonance with the collision energy by applying external electromagnetic fields. A resonant change of the collisional properties as a function of a static magnetic field was first discussed in terms of inelastic collisions leading to loss of particles [Stw76, Tie92]. Later, it was proposed to magnetically tune the elastic scattering properties [Tie93].

The first experimental observations of Feshbach resonances were reported in 1998 for the bosonic species ${ }^{23} \mathrm{Na},{ }^{85} \mathrm{Rb}$, and ${ }^{133} \mathrm{Cs}$ [Ino98, Cou98, Rob98, Vul99]. These experiments demonstrated the desired change in the elastic scattering length as well as an enhancement of inelastic collisions leading to particle loss. The latter was considered to be a serious limitation for future experiments, and several groups abandoned the subject.

The interest in the field was renewed when the Wieman group presented several beautiful results employing a Feshbach resonance in ${ }^{85} \mathrm{Rb}$ : the creation of a stable BEC of ${ }^{85} \mathrm{Rb}$ [Cor00], the observation of a controlled collapse of
the condensate [Don01], and the coherent coupling of the free atomic state to the molecular bound state causing the Feshbach resonance [Don02]. The last experiment was an important step towards the creation of a BEC of molecules as proposed in Ref. [Tim99a]. The interest in Feshbach resonances was further intensified by two proposals [Tim01, Hol01], suggesting that Feshbach resonances could be used in ultracold Fermi gases to obtain Cooper pairing and Bardeen-Cooper-Schrieffer (BCS) superfluidity.

In 2002, Feshbach resonances were also observed in fermionic ${ }^{40} \mathrm{~K}$ [Lof02], and ${ }^{6} \mathrm{Li}\left[\mathrm{O}\right.$ 'H02, Die02, Joc02] as well as in bosonic ${ }^{7} \mathrm{Li}$ [Kha02, Str02] and ${ }^{87}$ Rb [Mar02]. By now, Feshbach resonances are routinely used to control the scattering properties of ultracold quantum gases. Alternative methods for tuning the scattering properties with electric fields [Mar98] or with laser light [Fed96a, Fat00, The04] have not been used much yet.

### 1.3 Ultracold Molecules

The realization of quantum degenerate gases of atoms made beautiful experiments possible. The question arises naturally whether molecules can also be prepared in a quantum degenerate gas. Compared to atoms, molecules offer additional degrees of freedom such as rotation and vibration and, for polar molecules, a permanent electric dipole moment. Molecular quantum gases would make studies of new quantum phases [Büc07] and quantum interfaces [And06] possible. In addition, they could be applied in high-precision measurements [Hud05] and matter-wave interferometers.

In 2003, several groups associated ultracold dimer molecules from atomic ${ }^{40} \mathrm{~K}$ [Reg03], ${ }^{133} \mathrm{Cs}$ [Her03], ${ }^{87} \mathrm{Rb}$ [Dür04a], ${ }^{6} \mathrm{Li}$ [Cub03, Str03] and ${ }^{23} \mathrm{Na}$ [Xu03] using Feshbach resonances. In most of these experiments a technique proposed in 2000 [Mie00] was employed. A magnetic-field ramp across the Feshbach resonance transferred population from the atomic-pair state into the molecular state. This association technique constitutes a form of "super-chemistry". The temporal evolution of the chemical reaction is under complete experimental control and the reaction is fully reversible. No latent heat is released and the molecules ideally have the same temperature as the atoms before association.

Molecules created using Feshbach resonances are in highly excited rovibrational states. Hence, inelastic collisions can lead to rovibrational deexcitation and the released binding energy is converted into kinetic energy of the colliding particles. Since the kinetic energy is typically much larger than the trapping potential, the colliding particles are lost. Soon it turned out that the lifetime of molecules associated from bosonic atoms differ largely from the lifetime observed for molecules associated from fermionic atoms. Measurements in bosonic systems, ${ }^{23} \mathrm{Na}$ and ${ }^{133} \mathrm{Cs}$, revealed two-body loss-rate coefficients of typically $5 \times 10^{-11} \mathrm{~cm}^{3} / \mathrm{s}$ [Muk04, Chi05]. In fermionic systems, like ${ }^{6} \mathrm{Li}$ and
${ }^{40} \mathrm{~K}$, the loss-rate coefficients far away from the Feshbach resonance are similar, but the loss can be suppressed by orders of magnitude for magnetic fields close to the Feshbach resonance [Cub03, Reg04a]. An explanation based on the Pauli exclusion principle for fermions was put forward [Pet04b]. Recently, the molecule lifetime in the bosonic systems was increased considerably in an optical lattice [Tha06, Vol06].

At the end of 2003, the long lifetimes in the fermionic systems were exploited to produce the first molecular BECs [Joc03, Gre03, Zwi03]. Only a few months later, the same groups observed condensation of fermionic pairs on the Fermi-side of the Feshbach resonance [Reg04b, Bar04, Zwi04]. A proof for superfluidity of these pairs was given in 2005, based on the creation of vortices on the Fermi-side of the BEC-BCS crossover [Zwi05].

Experiments with molecules associated from bosonic atoms were comparatively difficult because of the short lifetimes. This made it impossible so far to create molecular BECs. Experiments concentrated on the systematic investigation of the association [Mar05, Hod05] and dissociation process [Muk04, Dür04b, Vol05] as well as on one- and two-body decay [Muk04, Tho05a, Chi05, Sya06]. Experiments on coherent molecular optics were performed [AS05], and an alternative method for the production of molecules was shown by applying a radio-frequency field near a Feshbach resonance [Tho05b]. Recently, heteronuclear Feshbach molecules were associated from a Bose-Bose mixture of ${ }^{85} \mathrm{Rb}$ and ${ }^{87} \mathrm{Rb}$ [Pap06] as well as from a Bose-Fermi mixture of ${ }^{40} \mathrm{~K}$ and ${ }^{87} \mathrm{Rb}$ [Osp06].

### 1.4 Optical Lattices

Optical lattices are periodic potentials created by standing-wave light fields. Ultracold atoms and molecules stored in optical lattices resemble solid-state systems. But optical lattices offer the advantage that parameters, such as the potential depth, can be adjusted in real time. The combination of optical lattices with Feshbach resonances offers additional control parameters, and a variety of experiments based on this combination have been performed in this thesis work as well as by other groups, see e.g. [Rom04, Wid04, Köh05, Mor05, Chi06b, Osp06, Win06, Win07, Lan07, Wid07]. Two previous experiments with optical lattices were of particular importance for the experiments carried out in this thesis, namely the creation of a Mott insulator [Gre02] and the realization of a Tonks-Girardeau gas [Par04, Kin04]. These two topics are briefly introduced in the following.

The concept of the Mott insulator was originally proposed in the context of solid-state physics. The proposal aimed to explain the low conductivity observed in transition metal compounds at low temperature. In metals the electrical conductivity involves the motion of electrons within the periodic crystal
potential. In 1937, N.F. Mott suggested that "...[even] if the transparency of the potential barriers is low, it is quite possible that the electrostatic interaction between the electrons prevents them from moving at all ..." [Mot37]. As the insulating effect is a result of interactions, not of quantum statistics, a Mott insulator can also be realized with bosons as pointed out in Ref. [Fis89]. An experiment with ultracold bosonic atoms in an optical lattice was carried out in 2002 [Gre02] based on a proposal in Ref. [Jak98]. In addition to the observation of a Mott insulator, that experiment also induced a quantum phase transition between the Mott insulator and a superfluid by changing the depth of the optical lattice potential. Because the interaction dominates over the kinetic energy of the particles, the same number of atoms is found on each lattice site and the particles cannot move. This many-body state is an example of a strongly correlated system.

Strongly correlated systems were also studied in lower dimensions. In 1936, L. Tonks studied the equation of state for a one-dimensional (1D) classical gas consisting of hard elastic spheres theoretically [Ton36]. In 1960, M. Girardeau [Gir60] showed that bosons with infinitely strong elastic interactions confined to 1 D are described by a many-body wave function that is almost the same as the one describing a system of identical fermions. Girardeau's model was generalized by Lieb and Liniger [Lie63] to the case of finite repulsive interactions. Today, a 1D gas of strongly interacting bosons is known as a Tonks-Girardeau gas. The strong repulsions dominate the dynamics and the bosons are forced to behave much like fermions. In 2004, the first experimental realization of such a system was demonstrated [Par04, Kin04]. The Tonks-Girardeau gas was created by confining repulsively interacting bosons to 1D using an optical lattice.

### 1.5 This Thesis

This thesis begins with an introduction into the relevant theoretical concepts in
Chapter 2. It covers the basic theory of Feshbach resonances, the association of ultracold molecules, the description of bosons in optical lattices, and the theory of inelastic scattering in the ultracold limit.

The experiments were carried out in an apparatus that had already been built and used for similar experiments. In particular, ultracold molecules had been created with this setup using slow magnetic-field ramps across a Feshbach resonance [Dür04a]. During this PhD work, the apparatus was extended by an improved optical dipole trap that enables the creation of Bose-Einstein condensates with small particle number and good reproducibility. Moreover, a three-dimensional optical lattice setup was implemented. At that point, the experiment-control and data-analysis system was re-designed. A new system was implemented in order to control the large number of experimental param-
eters. The experimental setup is described in Chapter 3.
This dissertation covers only part of the studies performed during my PhD work. After I joined the team, we demonstrated experimentally that the dissociation of Feshbach molecules can populate a $d$ wave although the incoming flux in the association is only in the $s$ wave. The two outgoing partial waves create an interference pattern that is observed in time of flight images [Vol05]. We developed a theory that describes the dissociation in terms of a half collision. The theory agrees with our experimental findings [Dür05]. In a second experiment, we created a state with exactly one molecule at each site of an optical lattice. We started from an atomic Mott insulator with exactly two atoms per lattice site and associated molecules in a deep optical lattice. The spatial distribution of the atoms before association is then mapped to the spatial distribution of molecules. The resulting state is a Mott-like state of molecules [Vol06, Dür06]. The experiments discussed so far have already been reported in the PhD thesis of T. Volz [Vol07] and will not be discussed in this thesis.

Collisional decay limits the lifetime of ultracold gases. Loss measurements in the vicinity of a Feshbach resonance are presented in Chapter 4. We measured the loss-rate coefficients for atomic three-body recombination [Smi07] and for inelastic two-body collisions of Feshbach molecules with each other or with other atoms [Sya06].

Chapter 5 describes an alternative technique for associating Feshbach molecules. Instead of a linear ramp, we use coherent atom-molecule oscillations when jumping the magnetic field quickly to the Feshbach resonance. These experiments were performed in a deep optical lattice to prevent molecule loss due to inelastic collisions. We study the dependence of the amplitude and frequency of the oscillation on atomic density and magnetic field and find good agreement with the theoretical expectation [Sya07].

In Chapter 6, the attention is directed to many-body states in an optical lattice and to the investigation of strongly interacting molecules in 1D. By observing molecule loss, it is shown for the first time that dissipation due to inelastic molecule-molecule collisions leads to a strongly correlated many-body system. This is the dissipative analog of a Tonks-Girardeau gas [Sya08] where the bosonic molecules are forced to behave much like fermions. In order to model the data, we developed new theory that agrees with the experimental observations.

The results of this thesis work offer prospects for future experiments. This is illustrated in the outlook in Chapter 7.

## 2 Theoretical Background

This chapter reviews the theoretical background of this thesis work. It begins with a discussion on the influence of magnetically tunable Feshbach resonances on elastic and inelastic binary collisions in Sec. 2.1 and shows how these resonances can be used for the association and dissociation of ultracold molecules. Section 2.2 presents the Bose-Hubbard model describing bosons in optical lattices and discusses the quantum phase transition between a superfluid and a Mott insulator. Finally, Sec. 2.3 analyzes inelastic scattering of bosons within multichannel scattering theory. Inelastic scattering typically leads to loss of the colliding particles from the trap. The corresponding loss rates are derived including pair-correlations.

### 2.1 Feshbach Resonances and Molecules

The collisional properties of two colliding particles can strongly be modified by the presence of scattering resonances. In the field of ultracold gases, these scattering resonances, known as Feshbach resonances, are now commonly used to tune elastic as well as inelastic scattering properties. Furthermore, Feshbach resonances are a useful tool for the association of ultracold diatomic molecules from ultracold atoms.

After a short summary of ultracold collisions in Sec. 2.1.1, the principle of a Feshbach resonance is illustrated in Sec. 2.1.2 before the focus is shifted to magnetically tunable Feshbach resonances in Sec. 2.1.3. Eventually, the principle of association of molecules is briefly discussed in Sec. 2.1.4. For a recent review, the reader is referred to Ref. [Köh06]. Previous work on this subject performed in our experimental setup is described in Refs. [Mar03, Vol07].

### 2.1.1 Ultracold Collisions

In ultracold gases, the scattering of particles can be reduced to the problem of binary collisions, since the mean inter-particle distance is much larger than the typical range of the interaction potential. For ultracold gases the limit of vanishing energy of the incoming wave is important and scattering of particles can be described in terms of partial waves. For sufficiently low energies the centrifugal barrier prevents partial waves with angular momentum quantum


Figure 2.1: Principle of a Feshbach resonance. Atoms enter in the open channel with kinetic energy close to the dissociation threshold. This channel is coupled to an energetically closed channel which supports a bound state. For $\Delta E \rightarrow 0$, the population of the bound state is resonantly enhanced and a Feshbach resonance occurs.
number $l \neq 0$ from penetrating into the central region of the scattering potential. The higher partial waves do not probe the actual scattering potential and the lowest partial wave $(l=0)$ dominates over all other partial waves. This defines the $s$-wave limit. In this limit, the scattering phase $\delta_{0}$ modulo $\pi$ is proportional to the wave vector of the relative motion $k$ of the two colliding particles. The scattering can be fully described by the scattering length

$$
\begin{equation*}
a=-\lim _{k \rightarrow 0} \frac{\tan \delta_{0}}{k} . \tag{2.1}
\end{equation*}
$$

Elastic scattering is described by the real part of $a$ and inelastic scattering is described by the imaginary part of $a$.

### 2.1.2 Principle of a Feshbach Resonance

Feshbach resonances are scattering resonances that occur for particles with an internal degree of freedom such as spin. Figure 2.1 schematically shows the two-atom scattering potentials for two different spin states. Each potential is referred to as a scattering channel. The incoming atoms have very low kinetic energy and we assume that they enter in the open channel close to the dissociation threshold. They cannot separate in the upper channel due to energy conservation. The upper channel is therefore energetically closed. If the closed channel supports a bound state with an energy that is close to the energy of the incoming atoms, this bound state can temporarily be populated


Figure 2.2: Magnetically tunable Feshbach resonance. (a) The real part of the scattering length shows a dispersive behavior close to the Feshbach resonance at $B_{\text {res }}$. Far away from the resonance the scattering length reaches the background value $a_{\mathrm{bg}}$. (b) The imaginary part of the scattering length is described by a Lorentzian centered $B_{\text {res }}$. It represents inelastic collisions, which are strongest on resonance. Here, $a_{\mathrm{bg}}>0, \Delta B>0$ and $\Gamma>0$.
during the scattering process provided that the Hamiltonian can flip spins. The energy difference between the bound state and the open-channel dissociationthreshold is denoted by $\Delta E$. If $\Delta E \rightarrow 0$, the population of the bound state is resonantly enhanced and a Feshbach resonance occurs.

### 2.1.3 Magnetically Tunable Feshbach Resonances

The scattering channels typically have different spins and, therefore, they also have different magnetic moments. Thus, the Zeeman effect can be used to tune $\Delta E$ by applying a magnetic field. Close to $\Delta E=0$ a linear approximation holds

$$
\begin{equation*}
\Delta E=\Delta \mu\left(B-B_{\mathrm{res}}\right) . \tag{2.2}
\end{equation*}
$$

Here, $\Delta \mu=\mu_{m}-2 \mu_{a}$ denotes the difference in magnetic moment between the bound state $\mu_{m}$ and two atoms $2 \mu_{a}$ and $B_{\text {res }}$ is the magnetic field value where $\Delta E=0$.

Close to resonance, the coupling of the free atom-pair state to the bound state strongly modifies the scattering properties of the free atoms. In the case of $s$-wave scattering, the magnetic-field dependence of the scattering length is given by [Hut07, Die07]

$$
\begin{equation*}
a(B)=a_{\mathrm{bg}}\left(1-\frac{\Delta B}{B-B_{\mathrm{res}}+i \frac{\hbar \Gamma}{2 \Delta \mu}}\right) . \tag{2.3}
\end{equation*}
$$

Far away from the resonance, the scattering length approaches its background value $a_{\mathrm{bg}}$ which we assume to be real. The magnetic field width of the resonance is denoted by $\Delta B$ which is also real. The total decay rate of the


Figure 2.3: Molecule association and dissociation. The energy eigenstates of two atoms in a harmonic trap are sketched as a function of the magnetic field close to the Feshbach resonance with $\mu_{a}=0$. Solid (dashed) lines represent the eigenstates in the presence (absence) of coupling between open and closed channel. An adiabatic magnetic field ramp across the Feshbach resonance (arrow) transfers population between the atomic-pair state and the bound state and vice versa. A ramp from high to low magnetic field associates molecules while a ramp in the reverse direction dissociates them.
population in the bound state into all open channels is $\Gamma$. For $\Gamma \neq 0$, the real part $\operatorname{Re}(a)$ is displayed in Fig. 2.2(a). It shows a dispersive behavior with an inflection point at $B_{\text {res }}$. The imaginary part $\operatorname{Im}(a)$, shown in Fig. 2.2(b), is described by a Lorentzian centered at $B_{\text {res }}$ with full-width at half-maximum (FWHM) of $\hbar \Gamma / \Delta \mu$. Inelastic collisions are thus strongest on resonance. In the special case $\Gamma=0[\operatorname{Moe} 95], \operatorname{Im}(a)$ vanishes and the real part has a pole at $B=B_{\text {res }}$. In this case, $\Delta B$ corresponds to the difference between the zero crossing and the pole of $a$.

### 2.1.4 Feshbach Molecules

Feshbach resonances have proved to be an efficient tool for the association of molecules from ultracold atoms [Köh06]. Most of the work presented in this thesis relies on a magnetic field ramp across the Feshbach resonance [Mie00, Reg03]. In order to illustrate the physical concept, we consider two atoms in a harmonic trap. In this case, the continuum of open-channel atom-pair states above threshold is replaced by a ladder of discrete trap states as depicted in Fig. 2.3. The coupling between the bound state and the open-channel trapstate leads to a series of avoided crossings. If the corresponding matrix element (see Appendix B) is small compared to the energy spacing of the trap states, the crossing between the lowest trap state and the bound state can be described as a two-level system close to the Feshbach resonance.

To associate molecules, two atoms are first prepared at a magnetic field above the Feshbach resonance in the lowest trap state. A subsequent ramp of the magnetic field across the Feshbach resonance transfers population into the bound state by adiabatically following the lower branch of the avoided crossing as indicated by the arrow in Fig. 2.3. The magnetic field value at the end of the ramp determines the binding energy. For slow ramps, the association efficiency approaches $100 \%$.

After association of molecules, a reverse magnetic field ramp can be used to dissociate the molecules. If the ramp speed is slow compared to the timescale associated with the atom-molecule coupling, the population will follow the lower branch of the avoided crossing adiabatically and the dissociated atoms end up in the lowest trap state with the same energy as before association. In this case, molecule association and subsequent dissociation is a fully reversible process, whereas if the ramp speed is fast compared to the atom-molecule coupling, the bound-state population will be diabatically transferred across the avoided crossing. The final energy of the bound-state population is controlled by the magnetic field at the end of the ramp. If the final energy is detuned from the energy of a higher trap state, the dissociation of the bound state into atom pairs is strongly suppressed. If the final energy is close to the energy of a higher trap state, the bound state dissociates into atom pairs (see also Sec. 5.4).

Molecule association was also demonstrated in ultracold clouds containing many atoms. A detailed theoretical description must consider the complex many-body nature of the system. If the energy spacing of the open-channel trap-states is smaller than or comparable to the coupling matrix element, the simultaneous coupling of the bound state to more than one open-channel trapstate has to be included. The ultimate limit is the case of free space where the bound state is coupled to the continuum of open-channel states.

The molecule association efficiency is predicted to reach high values in the many-body case [Köh06]. For fermions, high association efficiencies were demonstrated experimentally [Reg03]. For bosons, on the other hand, the association efficiency in free space is low. Atoms disappear during the association ramp and only few molecules are observed. Since the associated molecules are in a highly-excited rovibrational state, they can decay to a lower-lying vibrational state during an inelastic collision with atoms or other molecules. The difference in binding energy is released as kinetic energy in the relative motion of the collision partners. The released energy is typically larger than the trap depth and both particles are lost from the trap. As demonstrated in recent experiments, high association efficiencies can be reached by using an optical lattice to suppress inelastic collisions [Tha06, Vol06].


Figure 2.4: One-dimensional single-particle band structure. The lowest bands created by a sinusoidal potential are shown as a function of quasi-momentum $q$. With increasing potential depth $V_{\text {lat }}$, the band gaps increase and the bands flatten. The energy is plotted in units of the recoil energy $E_{r} . E=0$ is chosen at the minimum of the lowest band.

### 2.2 Bosons in Optical Lattices

Optical lattices created by far-detuned standing-wave light fields are a commonly used tool for confining atoms or molecules in periodic potentials or configurations of reduced dimensionality. In Sec. 2.2.1 we briefly review the single-particle band structure in a periodic potential. A bosonic many-particle system in a lattice is described by the Bose-Hubbard model which is presented in Sec. 2.2.2. A discussion of the phase transition from a superfluid state to a Mott-insulator state follows in Sec. 2.2.3. Finally, the case of an inhomogeneous Mott insulator is addressed in Sec. 2.2.4. For a recent review of this field see Ref. [Blo07].

### 2.2.1 Band Structure

Standing wave light fields can be used to create periodic potentials for ultracold atoms or molecules. As in solid state systems, a periodic potential $V(\mathbf{r})$ leads to a band structure of the energy levels. According to Bloch's theorem, the solution to the time-independent Schrödinger equation can be obtained using the ansatz

$$
\begin{equation*}
\psi_{\mathbf{q}}^{(n)}(\mathbf{r})=e^{i \mathbf{q r}} u_{\mathbf{q}}^{(n)}(\mathbf{r}), \tag{2.4}
\end{equation*}
$$

where $\mathbf{q}$ is the quasi-momentum and $n$ is the index corresponding to different energy bands. Equation (2.4) represents a product of a plane wave $e^{i \mathbf{q r}}$ and a periodic function $u_{\mathbf{q}}^{(n)}(\mathbf{r})$ which has the same period as the potential $V(\mathbf{r})$
[Ash76]. We only consider the case of a simple cubic, sinusoidal lattice

$$
\begin{equation*}
V(\mathbf{r})=-V_{x} \cos ^{2}\left(k_{\mathrm{lat}} x\right)-V_{y} \cos ^{2}\left(k_{\mathrm{lat}} y\right)-V_{z} \cos ^{2}\left(k_{\mathrm{lat}} z\right) \tag{2.5}
\end{equation*}
$$

where $\lambda_{\text {lat }}=2 \pi / k_{\text {lat }}$ is the wavelength of the lattice light. The problem is separable so that it is sufficient to solve the 1D Schrödinger equation. For $V_{x}=V_{y}=V_{z}$ we denote this value as $V_{\text {lat }}$. Figure 2.4 shows the single-particle band structure for different potential depths. It is convenient to express the energies in the system in terms of the recoil energy defined as

$$
\begin{equation*}
E_{r}=\frac{\hbar^{2} k_{\mathrm{lat}}^{2}}{2 m} \tag{2.6}
\end{equation*}
$$

where $m$ is the particle mass.

### 2.2.2 Bose-Hubbard Model

For a single atom, the energy eigenstates for a periodic potential are Bloch wave functions (2.4) which are delocalized across the whole lattice. An alternative single-particle basis are the Wannier functions $w^{(n)}\left(\mathbf{r}-\mathbf{r}_{j}\right)$ that can be expressed as a superposition of Bloch functions by

$$
\begin{equation*}
w^{(n)}\left(\mathbf{r}-\mathbf{r}_{j}\right)=\frac{1}{\sqrt{\mathcal{N}}} \sum_{\mathbf{q}} e^{-i \mathbf{q} \cdot \mathbf{r}_{\mathbf{j}}} \psi_{\mathbf{q}}^{(n)} \tag{2.7}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization constant. The Wannier functions are centered at the individual lattice sites $\mathbf{r}_{j}$. For all bands $n$ and all sites $\mathbf{r}_{j}$ they form an orthonormal basis. If the energies involved in the dynamics of the system are much smaller than the band gap between the two lowest bands, it suffices to consider only the lowest band $(n=0)$. Thus, the bosonic field operator $\hat{\Psi}(\mathbf{r})$ can be expanded as

$$
\begin{equation*}
\hat{\Psi}(\mathbf{r})=\sum_{j} \hat{a}_{j} w\left(\mathbf{r}-\mathbf{r}_{j}\right), \tag{2.8}
\end{equation*}
$$

where $w\left(\mathbf{r}-\mathbf{r}_{j}\right)=w^{(0)}\left(\mathbf{r}-\mathbf{r}_{j}\right)$ and $\hat{a}_{j}$ is the bosonic annihilation operator for a particle at site $j$.

Many-body states of interacting bosons which are subject to an optical lattice potential $V_{\text {lat }}(\mathbf{r})$ and an additional slowly varying trapping potential $V_{\text {trap }}(\mathbf{r})$ can be described by the Bose-Hubbard Hamiltonian ${ }^{1}$ [Fis89, Jak98]

$$
\begin{equation*}
\hat{H}=-J \sum_{\langle i, j\rangle} \hat{a}_{i}^{\dagger} \hat{a}_{j}+\frac{\operatorname{Re}(U)}{2} \sum_{i} \hat{n}_{i}\left(\hat{n}_{i}-1\right)+\sum_{i}\left(\epsilon_{i}-\mu\right) \hat{n}_{i} . \tag{2.9}
\end{equation*}
$$

[^0]Here, $\hat{n}_{i}=\hat{a}_{i}^{\dagger} \hat{a}_{i}$ is the particle number operator for the lattice site $i$ and $\langle i, j\rangle$ denotes the sum over nearest neighboring sites.

The first term describes the tunneling of particles between adjacent lattice sites. The tunneling amplitude $J$ can be calculated from

$$
\begin{equation*}
J=-\int \mathrm{d}^{3} r w^{*}\left(\mathbf{r}-\mathbf{r}_{i}\right)\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{\mathrm{lat}}(\mathbf{r})\right) w\left(\mathbf{r}-\mathbf{r}_{j}\right) . \tag{2.10}
\end{equation*}
$$

The second term in Eq. (2.9) describes the interaction of atoms on the same site (on-site interaction) due to elastic scattering. The interaction strength is given by

$$
\begin{equation*}
U=g \int \mathrm{~d}^{3} r|w(\mathbf{r})|^{4} \tag{2.11}
\end{equation*}
$$

It is proportional to the complex valued interaction coefficient

$$
\begin{equation*}
g=\frac{4 \pi \hbar^{2}}{m} a \tag{2.12}
\end{equation*}
$$

characterized by the $s$-wave scattering length $a$. The real and imaginary part of $g$ describe elastic and inelastic scattering, respectively. Inelastic scattering typically leads to loss of both colliding particles from the trapping potentials. Loss of particles can be included in the Bose-Hubbard model using a master equation approach as described in Sec. 2.3.5.

The third term in Eq. (2.9) includes the chemical potential $\mu$ and the energy offset $\epsilon_{i}$ at lattice site $i$. The offset $\epsilon_{i} \approx E_{0}+\frac{m}{2} \omega \mathbf{r}_{i}^{2}$ is created by the zeropoint energy $E_{0}$ of a particle confined at one lattice site and by the external harmonic confinement $V_{\text {trap }}(\mathbf{r})$ characterized by the angular frequency $\omega$.

Fig. 2.5 shows the dependence of the tunneling amplitude $J$ and the on-site interaction energy $\operatorname{Re}(U)$ on the lattice depth for repulsive interaction $(a>0)$. When $V_{\text {lat }}$ is increased, the tunneling-barrier height is increased and $J$ drops approximately exponentially. At the same time $\operatorname{Re}(U)$ increases slightly due to the increased confinement at the lattice site.

### 2.2.3 Mott-Insulator Phase Transition

In this section we neglect the external confinement so that $\epsilon_{i}$ is independent of $i$. We can set all $\epsilon_{i}$ to zero by resetting the zero point of the energy. We assume that there is no loss, i.e. $\operatorname{Im}(U)=0$. The Bose-Hubbard model describes the competition between tunneling where the particles lower their kinetic energy by delocalizing over the lattice sites and the repulsive on-site interaction which disfavors having more than one particle at a given site. In the limit $U / J \ll 1$, the tunneling term Eq. (2.9) dominates the Bose-Hubbard Hamiltonian. As a result, the particles tend to delocalize across the lattice to minimize the


Figure 2.5: Parameters for the Bose-Hubbard model. The tunneling amplitude $J$ (solid line) decreases approximately exponentially with lattice depth $V_{\text {lat }}$ while the on-site interaction energy $\operatorname{Re}(U)$ (dashed line), shown for repulsive interactions, grows only slowly. Consequently, the ratio $\operatorname{Re}(U) / J$ can be tuned over several orders of magnitude by adjusting the lattice depth $V_{\text {lat }}$. The curves are obtained from a band structure calculation for ${ }^{87} \mathrm{Rb}$ atoms and $\lambda_{\text {lat }}=830 \mathrm{~nm}$.
tunneling energy. The many-body wave function for $N$ bosons occupying $M$ lattice sites is a product of identical delocalized single-particle states

$$
\begin{equation*}
\left|\Psi_{\mathrm{SF}}\right\rangle \stackrel{U \rightarrow 0}{=}\left(\frac{1}{\sqrt{M}} \sum_{i=1}^{M} \hat{a}_{i}^{\dagger}\right)^{N}|0\rangle . \tag{2.13}
\end{equation*}
$$

Here, $|0\rangle$ denotes the vacuum state. In this limit, the ground state of the BoseHubbard Hamiltonian is a BEC. Therefore, there is a well-defined phase across the lattice. For each lattice site the many-body state is a superposition of different atom-number states. A measurement of the particle number for each site will yield random results according to a Poissonian number distribution as schematically shown in Fig. 2.6.

In the opposite limit, $U / J \gg 1$, the interaction term in Eq. (2.9) dominates the Bose-Hubbard Hamiltonian. The interaction energy is minimized if there is exactly the same number of particles on each lattice site. Any fluctuation of the particle number or inhomogeneity in the particle distribution would increase the interaction energy. The minimal energy cost to move a particle to an adjacent site is $U$. As a consequence, transport of particles between lattice sites is inhibited as long as excitations are smaller than $U$. The ground state of the multi-particle system is a Mott insulator. For $n$ particles per site the


Figure 2.6: Superfluid and Mott insulator phase for the Bose-Hubbard model. (a) In the superfluid regime $(U \ll J)$, the particles are delocalized across the lattice. Thus the particle number for each lattice site is random. (b) In the Mott insulator state $(U \gg J)$, the on-site interaction dominates and the energy is minimized if all sites contain exactly the same number of particles.
ground-state wave function is a product of local Fock states

$$
\begin{equation*}
\left|\Psi_{\mathrm{MI}}\right\rangle \stackrel{J \rightarrow 0}{=}\left(\prod_{i=1}^{M} \frac{1}{\sqrt{n!}} \hat{a}_{i}^{\dagger n}\right)|0\rangle . \tag{2.14}
\end{equation*}
$$

The well-defined particle number results in a maximum uncertainty in the phase. Consequently, the system shows no macroscopic phase coherence. Note that in the Mott insulating state, the particle dynamics is dominated by the particle-particle interaction and cannot be described by mean-field theory.

The ground state properties of the Bose-Hubbard Hamiltonian are determined by the ratio $U / J$. The superfluid regime $U / J \ll 1$ and the Mottinsulator regime $U / J \gg 1$ are connected by a quantum phase transition. In a 3D simple cubic lattice with $\bar{n}=1$ the phase transition occurs for $(U / J)_{\text {crit }} \approx$ 29 [CS07]. This value corresponds to a lattice depth of $V_{\text {lat,crit }} \approx 12.3 E_{r}$ for $\lambda_{\text {lat }}=830 \mathrm{~nm}$ in the case of atomic ${ }^{87} \mathrm{Rb}$. A sweep of $V_{\text {lat }}$ across $V_{\text {lat,crit }}$ must be adiabatic to avoid single-particle excitations as well as excitations of the many-body state. The superfluid-to-Mott-insulator phase transition was first demonstrated experimentally in Ref. [Gre02].

### 2.2.4 Inhomogeneous Mott Insulator

In the experiment, there is a harmonic confinement in addition to the lattice potential. This is partly due to the dipole trap and partly due to the Gaussian shape of the lattice beams. In a deep lattice where $J \rightarrow 0$, the confinement leads to a position dependent atom distribution. In 3D, shells of Mott insulator regions with constant $n$ will form. For given $U, \mu$ and $\epsilon_{i}$, steps in the lattice


Figure 2.7: Inhomogeneous Mott insulator. Shell structure of the inhomogeneous Mott insulator for zero temperature and $J \rightarrow 0$. The external harmonic confinement gives rise to a position-dependent energy offset. The particles fill the lattice sites up to a constant chemical potential $\mu$. In 3D, this leads to a shell structure with shells of constant particle number per site. The cost in interaction energy of moving a particle to another site inside a shell of constant $n$ is $U$.
filling occur at radial distances where

$$
\begin{equation*}
\epsilon_{i} n_{i}+\frac{U}{2} n_{i}\left(n_{i}-1\right)=\mu n_{i} \tag{2.15}
\end{equation*}
$$

for some integer $n_{i}$. This is schematically shown in Fig. 2.7. The particles fill the lattice up to a constant chemical potential $\mu$. For increasing $\epsilon_{i}$, the number of particles per site decreases. The shell structure of the inhomogeneous Mott insulator was experimentally resolved in Refs. [Föl06, Cam06].

A model for zero temperature and $J=0$ [Han06, Vol07] predicts the fraction of atoms at lattice sites occupied with $n$ atoms each as a function of $U$ and the geometric mean of the angular frequency $\bar{\omega}$ of the external harmonic trapping potential. For given $U$ and $\bar{\omega}$, the particle distribution only depends on the total particle number. The model predicts a maximum fraction of particles on doubly-occupied sites of $53 \%$ which occurs when a core of triply-occupied sites starts to form.

For finite $U / J$, the Mott insulator shells are separated by shells of atoms in the superfluid state. The sharp steps in the atom density distribution smear out. In these regions, a gain in tunneling energy makes energy levels accessible that would lie above $\mu$ in the case of $J=0$. Thus, the superfluid state is energetically more favorable than the Mott insulator state in that particular region.

### 2.3 Inelastic Scattering

The problem of two particles elastically scattering off one another is discussed in a large number of textbooks, see e.g. Refs. [Mot65, Tay72, Joa75]. We therefore skip a discussion of this standard topic. Instead, we focus on inelastic scattering in the ultracold limit. This topic is discussed much less frequently and great care is needed to avoid factor-of-two errors in the calculation of loss rates for identical particles.

Section 2.3.1 introduces the central results, namely loss-rate equations for inelastic two-body and three-body collisions with phenomenological rate coefficients. The remainder of Sec. 2.3 is devoted to relating the two-body loss coefficients to the $S$-matrix and the scattering length. In particular, in Sec. 2.3.2 we describe multichannel scattering of distinguishable particles and derive the scattering cross sections for elastic and inelastic scattering. The special case of identical bosons is considered in Sec. 2.3.3. Loss rate coefficients are derived in Sec. 2.3.4. A description in terms of a Markovian quantum master equation and the effect of the pair correlation function are discussed in Sec. 2.3.5. If one is only interested in the initial loss rate, the master equation formalism can be simplified to an effective Hamiltonian as shown in Sec. 2.3.6.

### 2.3.1 Rate Equations

Inelastic collisions in an ultracold gas typically convert a significant amount of internal energy into kinetic energy in the relative motion of the particles. If the released kinetic energy is large enough, all particles involved in the inelastic collision are lost from the trap.

Firstly, we consider two-body collisions. As will be derived in the remainder of Sec. 2.3, the density $n$ of bosons in the same spin state obeys a loss-rate equation

$$
\begin{equation*}
\frac{d}{d t} n=-K_{2} g^{(2)}(0) n^{2}, \tag{2.16}
\end{equation*}
$$

where $K_{2}$ is the two-body loss coefficient for a BEC which is related to the $s$-wave scattering length by

$$
\begin{equation*}
K_{2}=-\frac{2}{\hbar} \operatorname{Im}(g)=-\frac{8 \pi \hbar}{m} \operatorname{Im}(a) \tag{2.17}
\end{equation*}
$$

with $g$ from Eq. (2.12). The fact that the loss-rate coefficient is non-negative by definition implies $\operatorname{Im}(a) \leq 0$.

In Eq. (2.16), the pair correlation function at zero relative distance is denoted by $g^{(2)}(0)$. For a weakly interacting Bose gas at zero temperature, $g^{(2)}(0) \approx 1$. If the gas is above the critical temperature for Bose-Einstein condensation, then $g^{(2)}(0)=2$.

If the atoms are initially in the absolute internal ground state, inelastic twobody collisions cannot occur. In this case, inelastic processes are dominated
by three-body collisions. In a three-body collision two atoms form a molecule. The binding energy is released as kinetic energy in the relative motion of the molecule and the third atom. The released energy is typically much larger than the trap potential so that all three atoms are lost from the trap. This recombination process is forbidden for two-body collisions due to energy and momentum conservation. In analogy to Eq. (2.16) one obtains

$$
\begin{equation*}
\frac{d}{d t} n=-K_{3} g^{(3)}(0) n^{3} \tag{2.18}
\end{equation*}
$$

with the three-body loss coefficient $K_{3}$ and the three-body correlation function $g^{(3)}(0)$. For a BEC $g^{(3)}(0)=1$ and for a thermal gas above the critical temperature for Bose-Einstein condensation, $g^{(3)}(0)=6$.

The remainder of Sec. 2.3 is devoted to relating the two-body loss coefficients to the scattering length. This is a rather subtle issue and readers less interested in details may wish to continue with Chapter 3.

### 2.3.2 Multichannel Scattering

In this section, we discuss scattering of distinguishable particles with spin and derive expressions for elastic and inelastic scattering cross sections for incoming particles in the $s$-wave limit. The problem can be separated into center-ofmass and relative coordinates. The center-off-mass motion is trivial. The relative motion corresponds to the scattering of a single particle with reduced mass $m_{r}$ off a potential $V(\mathbf{r})$. The incoming wave is assumed to be a plane wave with wave vector $\mathbf{k}_{\alpha \beta}=m_{r} \mathbf{v}_{\text {rel }, \alpha \beta} / \hbar$ along the positive $z$-direction, where $\mathbf{v}_{\text {rel }, \alpha \beta}$ is the relative velocity. The initial spin states are denoted by $\alpha \beta$. The corresponding kinetic energy is $E=\hbar^{2} \mathbf{k}_{\alpha \beta}^{2} /\left(2 m_{r}\right)$. Scattering theory is usually formulated as a time-independent process and the Schrödinger equation reads

$$
\begin{equation*}
\left(-\frac{\hbar^{2} \nabla^{2}}{2 m_{r}}+V(\mathbf{r})\right) \psi(\mathbf{r})=E \psi(\mathbf{r}) \tag{2.19}
\end{equation*}
$$

For large radius, the scattered wave is proportional to a spherical wave. This leads to the asymptotic wave function for distinguishable particles

$$
\begin{equation*}
\psi(\mathbf{r}) \stackrel{r \rightarrow \infty}{=} \frac{1}{\sqrt{\mathcal{V}}}\left(e^{i z k_{\alpha \beta}}|\alpha \beta\rangle+\sum_{\alpha^{\prime} \beta^{\prime}} \frac{e^{i r k_{\alpha^{\prime} \beta^{\prime}}}}{r} f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta, \varphi)\left|\alpha^{\prime} \beta^{\prime}\right\rangle\right) . \tag{2.20}
\end{equation*}
$$

Here, $r, \vartheta, \varphi$ are spherical coordinates and $\mathcal{V}$ is a normalization volume. The normalization volume is chosen so that the plane wave component $e^{i z k_{\alpha \beta}} / \sqrt{\mathcal{V}}$ contains one particle in the quantization volume. The spin state of the scattered wave is denoted by $\alpha^{\prime} \beta^{\prime}$. Internal energy can be converted into kinetic energy during the scattering process and vice versa. As a consequence, the
wave vector $k$ depends on the spin state. The task in scattering theory is to determine the scattering amplitudes $f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta, \varphi)$ for a given potential $V(\mathbf{r})$.

In a traditional scattering experiment, a target is hit by a plane wave with flux density $\mathbf{j}_{\text {in }}=n_{\text {in }} \mathbf{v}_{\text {rel }, \alpha \beta}$, where $n_{\text {in }}$ is the number density of incoming particles. Scattering events occur at a rate $\Gamma$, which is used to define the total scattering cross section $\sigma$ by

$$
\begin{equation*}
\Gamma=\sigma j_{\text {in }} N_{t} \tag{2.21}
\end{equation*}
$$

where $N_{t}$ is the number of target particles. The flux density for the outgoing part of the wave function $\psi=f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta, \varphi)\left|\alpha^{\prime} \beta^{\prime}\right\rangle e^{i r k_{\alpha^{\prime} \beta^{\prime}}} /(r \sqrt{\mathcal{V}})$ is $\mathbf{j}_{\text {out }}=$ $\operatorname{Re}\left(\psi^{*}(\hbar / i) \nabla \psi\right) / m_{r}$. By integrating the radial part of $\mathbf{j}_{\text {out }}$ over a sphere of radius $r$ centered around $r=0$, the scattering event rate can be calculated. The result is

$$
\begin{equation*}
\Gamma=\sum_{\alpha^{\prime} \beta^{\prime}} \frac{v_{\mathrm{rel}, \alpha^{\prime} \beta^{\prime}}}{\mathcal{V}} \int d \Omega\left|f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta, \varphi)\right|^{2} \tag{2.22}
\end{equation*}
$$

where $d \Omega=\sin \vartheta d \vartheta d \varphi$ is the differential solid angle. Comparison with Eq. (2.21) with $n_{\text {in }}=1 / \mathcal{V}$ and $N_{t}=1$ yields the total scattering cross section

$$
\begin{equation*}
\sigma_{\alpha \beta}=\sum_{\alpha^{\prime} \beta^{\prime}} \sigma_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}=\sum_{\alpha^{\prime} \beta^{\prime}} \frac{k_{\alpha^{\prime} \beta^{\prime}}}{k_{\alpha \beta}} \int d \Omega\left|f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta, \varphi)\right|^{2} . \tag{2.23}
\end{equation*}
$$

It is normalized to the incoming flux that is proportional to $k_{\alpha \beta}$.
The asymptotic solution Eq. (2.20) can be expanded in terms of spherical harmonics $Y_{l^{\prime}, m_{l^{\prime}}}(\vartheta, \varphi)$ with angular momentum quantum numbers $l^{\prime}$ and $m_{l^{\prime}}$. The primes indicate that these quantum numbers refer to the outgoing wave. We restrict our considerations to the case, where only outgoing partial waves with $m_{l^{\prime}}=0$ are populated. This is the case, for example, if the potential is cylindrically symmetric around the $z$-axis. The scattering amplitudes then read

$$
\begin{equation*}
f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)=\sum_{l^{\prime}=0}^{\infty} f_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta} Y_{l^{\prime} 0}(\vartheta) \sqrt{4 \pi\left(2 l^{\prime}+1\right)}, \tag{2.24}
\end{equation*}
$$

where the partial scattering amplitudes are denoted by $f_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta}$. With this expansion the scattering problem can be reformulated. In a first step, the asymptotic solution Eq. (2.20) can be rewritten for a single incoming partial wave $l$ and reads

$$
\begin{equation*}
\psi_{l}(\mathbf{r}) \xrightarrow{r \rightarrow \infty}(-1)^{l} \frac{e^{-i k r}}{r} Y_{l 0}(\vartheta)-\sum_{\alpha^{\prime} \beta^{\prime}} \frac{e^{i r k_{\alpha^{\prime} \beta^{\prime}}}}{r} \sqrt{\frac{k_{\alpha \beta}}{k_{\alpha^{\prime} \beta^{\prime}}}} \sum_{l^{\prime}=0}^{\infty} S_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta l} Y_{l^{\prime} 0}(\vartheta) . \tag{2.25}
\end{equation*}
$$

This defines the scattering (or $S$-) matrix. The factor $k_{\alpha \beta} / k_{\alpha^{\prime} \beta^{\prime}}$ is chosen so that the $S$-matrix is unitary if the number of particles is conserved. The factor $k_{\alpha \beta} / k_{\alpha^{\prime} \beta^{\prime}}$ reflects the fact that the outgoing flux is proportional to $k_{\alpha^{\prime} \beta^{\prime}}$, while
the cross section is normalized to the incoming flux that is proportional to $k_{\alpha \beta}$. Time reversal invariance implies that the $S$-matrix is symmetric. In a following step, the incoming partial waves in Eq. (2.25) are superimposed with suitable amplitudes to obtain an incoming plane wave. This yields

$$
\begin{equation*}
f_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta}=\frac{1}{2 i \sqrt{k_{\alpha \beta} k_{\alpha^{\prime} \beta^{\prime}}}} \sum_{l=0}^{\infty} \sqrt{\frac{2 l+1}{2 l^{\prime}+1}}\left(S_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta l}-\delta_{\alpha^{\prime} \alpha} \delta_{\beta^{\prime} \beta} \delta_{l^{\prime} l}\right), \tag{2.26}
\end{equation*}
$$

where $\delta$ is the Kronecker symbol. Thus the total scattering cross section can be rewritten as

$$
\begin{equation*}
\sigma_{\alpha \beta}=\sum_{\alpha^{\prime} \beta^{\prime}} \frac{k_{\alpha^{\prime} \beta^{\prime}}}{k_{\alpha \beta}} \sum_{l^{\prime}=0}^{\infty} 4 \pi\left(2 l^{\prime}+1\right)\left|f_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta}\right|^{2} . \tag{2.27}
\end{equation*}
$$

It is customary to define the scattering phases $\eta_{\alpha \beta l}$ based on the diagonal elements of the $S$-matrix

$$
\begin{equation*}
S_{\alpha \beta l, \alpha \beta l}=e^{2 i \eta_{\alpha \beta l}} \tag{2.28}
\end{equation*}
$$

Note that the phases are only defined modulo $\pi$. If the $S$-matrix is diagonal in $\alpha \beta l$, then unitarity of the $S$-matrix implies that the scattering phases are real.

For ultracold gases, the limit of vanishing energy of the incoming wave is important. This limit is called the dissociation threshold. For sufficiently low energies the centrifugal barrier prevents partial waves with $l \neq 0$ from penetrating into the central region of the scattering potential. The higher partial waves do not probe the actual scattering potential and the lowest partial wave $(l=0)$ dominates over all other partial waves. This defines the $s$-wave limit. If the scattering potential is short ranged, i.e. $V(r) \propto r^{-s}$ with $s>3$ for large $r$, it can be shown that $\eta_{\alpha \beta 0}=\mathcal{O}\left(k_{\alpha \beta}\right)$ for $k_{\alpha \beta} \rightarrow 0$ [Tay72]. Here, the scattering process can be fully described by the $s$-wave scattering length

$$
\begin{equation*}
a_{\alpha \beta}=-\lim _{k_{\alpha \beta} \rightarrow 0} \frac{\tan \eta_{\alpha \beta 0}}{k_{\alpha \beta}} \tag{2.29}
\end{equation*}
$$

which is defined for each incoming spin state $\alpha \beta$.
The cross section for an incoming $s$-wave is obtained from Eq. (2.26) and Eq. (2.27)

$$
\begin{equation*}
\sigma_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta 0}=\frac{\pi}{k_{\alpha \beta}^{2}}\left|S_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta 0}-\delta_{\alpha^{\prime} \alpha} \delta_{\beta^{\prime} \beta} \delta_{l^{\prime} 0}\right|^{2} . \tag{2.30}
\end{equation*}
$$

For elastic scattering the outgoing wave is also in the $s$-wave limit. By using Eq. (2.28) and Eq. (2.29), the elastic cross section yields [Bal97]

$$
\begin{equation*}
\sigma_{\mathrm{el}} \stackrel{k_{\alpha \beta} \rightarrow 0}{=} 4 \pi\left|a_{\alpha \beta}\right|^{2} . \tag{2.31}
\end{equation*}
$$

For inelastic collisions, internal energy can be converted into kinetic energy in the collision. Therefore, the outgoing wave can be outside the $s$-wave limit. The total inelastic cross section is calculated by summing over $\alpha^{\prime} \beta^{\prime} l^{\prime}$. Near threshold, one obtains

$$
\begin{equation*}
\sigma_{\text {inel }} \stackrel{k_{\alpha \beta \rightarrow 0}}{=} \frac{\pi}{k_{\alpha \beta}^{2}} \sum_{\alpha^{\prime} \beta^{\prime} \neq \alpha \beta} \sum_{l^{\prime}}\left|S_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta 0}\right|^{2} . \tag{2.32}
\end{equation*}
$$

The first sum extends over all spin channels $\alpha^{\prime} \beta^{\prime}$, except for the incoming one $\alpha \beta$. For the sum including the initial spin state, unitarity of the $S$-matrix implies $\sum_{\alpha^{\prime} \beta^{\prime}} \sum_{l^{\prime}}\left|S_{\alpha^{\prime} \beta^{\prime} l^{\prime}, \alpha \beta 0}\right|=1$, so that [Bal97]

$$
\begin{align*}
\sigma_{\text {inel }} & \stackrel{k_{\alpha \beta \rightarrow 0}}{=} \frac{\pi}{k_{\alpha \beta}^{2}}\left(1-\left|S_{\alpha \beta 0, \alpha \beta 0}\right|^{2}\right)  \tag{2.33}\\
& \stackrel{k_{\alpha \beta \beta} \rightarrow 0}{=}-\frac{4 \pi}{k_{\alpha \beta}} \operatorname{Im}\left(a_{\alpha \beta}\right) .
\end{align*}
$$

Hence, the imaginary part of the scattering length represents the sum over all inelastic cross sections. Note that for low energies $\left(k_{\alpha \beta} \rightarrow 0\right)$ the inelastic cross section diverges while the elastic cross section becomes constant. Furthermore, $\sigma_{\text {inel }}$ is non-negative by definition which implies $\operatorname{Im}\left(a_{\alpha \beta}\right) \leq 0$.

### 2.3.3 Identical Bosons

To extend the scattering cross sections to identical bosons with spin, the wave function Eq. (2.20) has to be symmetrized (see Appendix A). The scattering amplitudes $f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)$ and $f_{\alpha^{\prime} \beta^{\prime}, \beta \alpha}(\pi-\vartheta)$ interfere. A useful quantity for $s$-wave collisions is the symmetrized scattering length defined as

$$
\begin{equation*}
a_{\alpha \beta}^{\mathrm{sym}}=\frac{a_{\alpha \beta, \alpha \beta}+a_{\alpha \beta, \beta \alpha}}{1+\delta_{\alpha \beta}}, \tag{2.34}
\end{equation*}
$$

in accordance with the symmetrized $S$-matrix [Sto88]. The elastic and inelastic scattering cross sections for bosons become [Bur99]

$$
\begin{array}{lll}
\sigma_{\text {el }}^{\text {boson }} & \stackrel{k_{\alpha \beta} \rightarrow 0}{=} & \left(1+\delta_{\alpha \beta}\right) 4 \pi\left|a_{\alpha \beta}^{\text {sym }}\right|^{2} \\
\sigma_{\text {inel }}^{\text {boson }} & \stackrel{k_{\alpha \beta} \rightarrow 0}{=} & -\left(1+\delta_{\alpha \beta}\right) \frac{4 \pi}{k_{\alpha \beta}} \operatorname{Im}\left(a_{\alpha \beta}^{\text {sym }}\right), \tag{2.36}
\end{array}
$$

where the factor $\left(1+\delta_{\alpha \beta}\right)$ accounts for interference of identical bosons.

### 2.3.4 Loss Rates Caused by Inelastic Collisions

In an inelastic collision the kinetic energy of the outgoing wave is different from the kinetic energy of the incoming wave. Typically, the gain in kinetic energy
for the outgoing wave is so large that both particles involved in the collision escape from the trapping potential. For identical particles the calculation of the resulting loss rates is a tricky issue which can often lead to factor-of-two errors if one is not careful.

We follow the approach of Ref. [Sto88] based on a quantum Boltzmann equation. The relaxation rate from initial states $\alpha \beta$ to final states $\mu \nu$ in a gas of identical bosons in the $s$-wave limit is given by [Sto88]

$$
\begin{equation*}
\left.G_{\alpha \beta \rightarrow \mu \nu}=\left\langle\frac{\pi \hbar}{m_{r} k_{\alpha \beta}}\right| S_{\{\mu \nu\},\{\alpha \beta\}}-\left.\delta_{\{\mu \nu\},\{\alpha \beta\}}\right|^{2}\right\rangle_{\mathrm{th}}, \tag{2.37}
\end{equation*}
$$

where the curly brackets indicate that the $S$-matrix has to be calculated in a symmetrized basis. The thermal average is denoted by $\langle\ldots\rangle_{\mathrm{th}}$. As discussed in Ref. [Sto89], the thermal average over a Bose-Einstein distribution coincides with the average over a Maxwell-Boltzmann distribution for temperatures $T$ above the critical temperature $T_{C}$ for Bose-Einstein condensation (BEC). Deviations occur only for $T<T_{C}$. For $T=0$ the relaxation rate is a factor of $1 / 2$ smaller than for $T>T_{C}$. In the following we consider a thermal gas with $T>T_{C}$. To calculate the total inelastic relaxation coefficient we sum over all final states not equal to the initial state and use the unitarity of the $S$-matrix to arrive at

$$
\begin{equation*}
\sum_{\{\mu \nu\} \neq\{\alpha \beta\}} G_{\alpha \beta \rightarrow \mu \nu}=-\left\langle\frac{4 \pi \hbar}{m_{r}} \operatorname{Im}\left(a_{\alpha \beta}^{\text {sym }}\right)\right\rangle_{\mathrm{th}} . \tag{2.38}
\end{equation*}
$$

This result does not depend on $k_{\alpha \beta}$ and we can drop the thermal average.
The operational significance of the relaxation rates Eq. (2.37) is a redistribution of population between spin states according to [Sto88]

$$
\begin{equation*}
\frac{d}{d t} n_{\alpha}=\sum_{\beta} \sum_{\{\mu \nu\}}\left(1+\delta_{\alpha \beta}\right)\left(G_{\mu \nu \rightarrow \alpha \beta} n_{\mu} n_{\nu}-G_{\alpha \beta \rightarrow \mu \nu} n_{\alpha} n_{\beta}\right) \tag{2.39}
\end{equation*}
$$

This describes the temporal evolution of the density $n_{\alpha}$ of particles in spin state $\alpha$. The first term describes particles that enter the state $\alpha$ in a collision and the second term accounts for particles leaving state $\alpha$. We assume that only one spin state $\alpha$ is present initially. Hence,

$$
\begin{equation*}
\frac{d}{d t} n_{\alpha}=n_{\alpha}^{2} \sum_{\beta}\left(1+\delta_{\alpha \beta}\right) G_{\alpha \alpha \rightarrow \alpha \beta}-2 n_{\alpha}^{2} \sum_{\{\mu \nu\}} G_{\alpha \alpha \rightarrow \mu \nu} \tag{2.40}
\end{equation*}
$$

If each inelastic collision removes both involved particles from the trap, we must remove all terms in the first sum except the elastic term $\alpha=\beta$. As a result the particle density decays as

$$
\begin{equation*}
\frac{d}{d t} n_{\alpha}=-2 n_{\alpha}^{2} \sum_{\{\mu \nu\} \neq\{\alpha \alpha\}} G_{\alpha \alpha \rightarrow \mu \nu}=\frac{8 \pi \hbar}{m_{r}} \operatorname{Im}\left(a_{\alpha \alpha}^{\text {sym }}\right) n_{\alpha}^{2} \tag{2.41}
\end{equation*}
$$

As mentioned above, this expression holds for an uncondensed thermal gas.

### 2.3.5 Master Equation and Correlations

In the previous section, we mentioned the factor of two difference in collision rates between $T=0$ and $T>T_{C}$. Now we show that this can be interpreted in terms of the pair correlation function. This approach has the advantage that it is also applicable for strongly correlated systems in 1D.

In this approach, the inter-atomic interaction potential is replaced by a pseudo potential [Hua87] $g \delta^{(3)}(\mathbf{r}) \frac{\partial}{\partial r} r$ with interaction strength $g$ as defined in Eq. (2.12). This contact (or zero-range) potential is designed so that it mimics the correct $s$-wave scattering properties.

In a further approximation, this contact potential is replaced by an even simpler delta potential [Hua87] $g \delta^{(3)}(\mathbf{r})$. This potential may only be used in first Born approximation where it reproduces the correct $s$-wave scattering properties. The full Born series yields no $s$-wave scattering for the delta potential. Using the delta potential, the Hamiltonian for a many-body system of identical bosons with two-body interactions reads [Pit03]

$$
\begin{array}{r}
\hat{H}=\int d^{3} r \hat{\Psi}^{\dagger}(\mathbf{r})\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V(\mathbf{r})\right) \hat{\Psi}(\mathbf{r})  \tag{2.42}\\
+\frac{\operatorname{Re}(g)}{2} \int d^{3} r \hat{\Psi}^{\dagger 2}(\mathbf{r}) \hat{\Psi}^{2}(\mathbf{r}),
\end{array}
$$

where $m$ is the mass of a boson and $\hat{\Psi}(\mathbf{r})$ is the field operator that annihilates a boson at position r. This Hamiltonian is Hermitian and conserves the number of particles. It represents only the elastic part of the interactions. Inelastic interactions and the resulting loss are described by a Markovian quantum master equation [Bre02]

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho=-\frac{i}{\hbar}[\hat{H}, \rho]+\mathcal{D} \rho \tag{2.43}
\end{equation*}
$$

The action of the dissipator $\mathcal{D}$ on the statistical operator $\rho$ is given by

$$
\begin{align*}
\mathcal{D} \rho & =\mathcal{D}_{\text {loss }} \rho+\mathcal{D}_{\text {gain }} \rho  \tag{2.44}\\
\mathcal{D}_{\text {loss }} \rho & =-\frac{\operatorname{Im}(g)}{2 \hbar} \int d^{3} r\left(-\hat{\Psi}^{\dagger 2} \hat{\Psi}^{2} \rho-\rho \hat{\Psi}^{\dagger 2} \hat{\Psi}^{2}\right)  \tag{2.45}\\
\mathcal{D}_{\text {gain }} \rho & =-\frac{\operatorname{Im}(g)}{2 \hbar} \int d^{3} r 2 \hat{\Psi}^{2} \rho \hat{\Psi}^{\dagger 2} . \tag{2.46}
\end{align*}
$$

We refrain from presenting a rigorous derivation of this result, but we motivate its plausibility: The two terms in $\mathcal{D}_{\text {loss }}$ are obtained by analytic continuation of those terms in the master equation that result from the two-body interaction terms contained in $\hat{H}$. As $\operatorname{Re}(g)$ can be continued to $g$ or $g^{*}$, the signs of these two terms remain to be determined. The relative sign is obtained from the requirement that $\rho$ is Hermitian at all times, which implies $\frac{\partial}{\partial t}\left(\rho-\rho^{\dagger}\right)=0 . \mathcal{D}_{\text {loss }}$
leads to loss of population from states containing two or more particles. This reduces $\operatorname{Tr}\{\rho\}$, where $\operatorname{Tr}\{\ldots\}$ denotes the trace. $\mathcal{D}_{\text {gain }}$ is needed to refill the lost population incoherently into states with exactly two particles removed. This conserves $\operatorname{Tr}\{\rho\}$. The resulting dissipator $\mathcal{D}$ has a Lindblad form [Bre02, Lin76]. The overall sign of $\mathcal{D}$ is determined from $\operatorname{Im}(g) \leq 0$ combined with the fact that $\mathcal{D}$ is supposed to describe loss (not gain) of particles. The resulting overall sign of $\mathcal{D}$ is consistent with the fact that the factor outside the integral must be non-negative for all Lindblad forms [Bre02]. Note that in the integral, $\hat{\Psi}$ and $\hat{\Psi}^{\dagger}$ depend on $\mathbf{r}$, while $\rho$ does not.

We are interested in the temporal evolution of the particle-density $\hat{n}(\mathbf{r})=$ $\hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}(\mathbf{r})$. A calculation that employs bosonic commutation relations for $\Psi^{\dagger}(\mathbf{r})$ and $\hat{\Psi}(\mathbf{r})$ yields

$$
\begin{align*}
\left.\frac{d}{d t}\langle\hat{n}(\mathbf{r})\rangle\right|_{\text {loss }} & =\operatorname{Tr}\{\hat{n}(\mathbf{r}) \mathcal{D} \rho\}  \tag{2.47}\\
& =\frac{2 \operatorname{Im}(g)}{\hbar}\left\langle\hat{\Psi}^{\dagger 2}(\mathbf{r}) \hat{\Psi}^{2}(\mathbf{r})\right\rangle
\end{align*}
$$

We define the pair correlation function

$$
\begin{equation*}
g^{(2)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{\left\langle\hat{\Psi}^{\dagger}(\mathbf{r}) \hat{\Psi}^{\dagger}\left(\mathbf{r}^{\prime}\right) \hat{\Psi}(\mathbf{r}) \hat{\Psi}\left(\mathbf{r}^{\prime}\right)\right\rangle}{\langle\hat{n}(\mathbf{r})\rangle\left\langle\hat{n}\left(\mathbf{r}^{\prime}\right)\right\rangle} \tag{2.48}
\end{equation*}
$$

where we use $K_{2}$ fomr Eq. (2.17) and obtain the central result

$$
\begin{equation*}
\frac{d}{d t}\langle\hat{n}(\mathbf{r})\rangle=-K_{2} g^{(2)}(\mathbf{r}, \mathbf{r})\langle\hat{n}(\mathbf{r})\rangle^{2} \tag{2.49}
\end{equation*}
$$

Note that this result as well as Eq. (2.42) and Eq. (2.44) rely on the delta potential approximation. In 3D this is only valid if the interactions do not deform the wave functions (first Born approximation). This is the case in the weakly interacting regime, i.e. if $n|a|^{3} \ll 1$. In 1 D , a strongly interacting many-body system is correctly described by the delta potential approximation and the expressions derived here are valid for arbitrary interaction strength.

Particle loss is proportional to $g^{(2)}$ at $\mathbf{r}=\mathbf{r}^{\prime}$. If the system is translationally invariant, then $g^{(2)}$ depends only on the relative coordinate $\mathbf{r}-\mathbf{r}^{\prime}$. In this case, we abbreviate $g^{(2)}(\mathbf{r}, \mathbf{r})$ as $g^{(2)}(0)$. The correlation functions for a weakly interacting Bose gas are

$$
g^{(2)}(0)=\left\{\begin{array}{lll}
1 & \text { for } & T=0  \tag{2.50}\\
2 & \text { for } & T>T_{C}
\end{array}\right.
$$

Note that the loss rate for $T>T_{C}$ obtained with this approach is identical to Eq. (2.41). For a BEC $g^{(2)}(0)$ is reduced by a factor of 2 compared to a thermal gas [Yas96, Ött05, Sch05]. This is the quantum mechanical analog of the Hanbury-Brown and Twiss effect [Han56]. More generally, the $n$-body function is reduced by $n$ ! [Kag85, Bur97].

### 2.3.6 Effective Hamiltonian

If one is only interested in the initial loss rate of a system, then the master equation formalism can be simplified to an effective Hamiltonian. The treatment presented here is a standard approach on which quantum-jump Monte-Carlo methods are based. This treatment starts with the observation that $\mathcal{D}_{\text {loss }}$ in Eq. (2.45) acts on $\rho$ in a way that looks like a commutator. Indeed, $\mathcal{D}_{\text {loss }}$ can be absorbed in the Hamiltonian by replacing $\operatorname{Re}(g)$ in Eq. (2.42) by $g$. The resulting non-Hermitian operator is called effective Hamiltonian $\hat{H}_{\text {eff }}$. The master equation (2.43) can be rewritten as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\frac{i}{\hbar}\left(\hat{H}_{\mathrm{eff}} \rho-\rho \hat{H}_{\mathrm{eff}}^{\dagger}\right)+\mathcal{D}_{\operatorname{gain}} \rho \tag{2.51}
\end{equation*}
$$

In the following, we consider the simple case, where $\rho$ initially represents a Fock state with $N$ particles, $\rho=|N\rangle\langle N|$. The time evolution at short time will be

$$
\begin{equation*}
\rho(t)=(1-\xi t)|N\rangle\langle N|+\xi t|N-2\rangle\langle N-2|+\mathcal{O}\left(t^{2}\right), \tag{2.52}
\end{equation*}
$$

where $\xi$ is related to $\operatorname{Im}(g)$ and to the density of particles. The loss rate of particle number is $\left.\frac{d N}{d t}\right|_{t=0}=-2 \xi$. If we are only interested in calculating the loss rate at short times, we can obviously neglect the action of the operator $\mathcal{D}_{\text {gain }}(2.46)$ that only refills the population into state $|N-2\rangle$. If we drop $\mathcal{D}_{\text {gain }}$ from the master equation, we obtain $\left.\frac{d}{d t} \operatorname{Tr}\{\rho\}\right|_{t=0}=-\xi$. Hence, the loss of particle number in a model including $\mathcal{D}_{\text {gain }}$ is related to the decay of $\operatorname{Tr}\{\rho\}$ in the model that ignores $\mathcal{D}_{\text {gain }}$ by

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=\left.2 \frac{d}{d t} \operatorname{Tr}\{\rho\}\right|_{t=0} \tag{2.53}
\end{equation*}
$$

The crucial point is that with $\rho$ initially prepared in a pure quantum state $|\psi\rangle$ and with $\mathcal{D}_{\text {gain }}$ neglected, the master equation is equivalent to a usual Schrödinger equation using the effective Hamiltonian

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t}|\psi\rangle=\hat{H}_{\mathrm{eff}}|\psi\rangle \tag{2.54}
\end{equation*}
$$

with $\rho=|\psi\rangle\langle\psi|$ as usual. The resulting decay of $\langle\psi \mid \psi\rangle=\operatorname{Tr}\{\rho\}$ yields the loss rate of the particle number according to Eq. (2.53). Hence,

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=\frac{2}{i \hbar}\langle\psi|\left(\hat{H}_{\mathrm{eff}}-\hat{H}_{\mathrm{eff}}^{\dagger}\right)|\psi\rangle \tag{2.55}
\end{equation*}
$$

For a right eigenstate of the effective Hamiltonian, $\hat{H}_{\text {eff }}|\psi\rangle=E|\psi\rangle$, we obtain

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=\frac{4}{\hbar} \operatorname{Im}(E) \tag{2.56}
\end{equation*}
$$

In conclusion, a calculation of the initial loss rate is possible using a Schrödinger equation with the effective Hamiltonian instead of the master equation. The imaginary part of $E$ is always negative and represents the initial loss rate.

## 3 Experimental Setup

The prerequisite for all experiments presented in this thesis is a Bose-Einstein condensate (BEC) of ${ }^{87} \mathrm{Rb}$ atoms. The apparatus used to produce the BEC is briefly described in Sec. 3.1. Section 3.2 is devoted to the creation of high magnetic fields required to observe Feshbach resonances. For a detailed description the reader is referred to Refs. [San01, Sch02, Mar03]. In Sec. 3.3.1 the optical lattice setup is summarized and the experimental sequence for the creation of an atomic Mott insulator as well as a Mott-like state of molecules is described. Section 3.4 explains blast schemes to remove atoms from a mixed cloud of atoms and molecules. More technical details can be found in Refs. [Han06, Vol07].

### 3.1 Bose-Einstein Condensation

The onset of Bose-Einstein condensation in a three-dimensional gas of indistinguishable, non-interacting bosons is determined by the condition [Pet02]

$$
\begin{equation*}
n \lambda_{\mathrm{dB}} \geq 2.612 \tag{3.1}
\end{equation*}
$$

where $n$ is the density and $\lambda_{\mathrm{dB}}=h / \sqrt{2 \pi m k_{B} T}$ the thermal de-Broglie wavelength of the particles with temperature $T$. Starting from a dilute Rb vapor at room temperature, 19 orders of magnitude of phase-space density must be bridged to reach the BEC phase transition. This "phase-space odyssey" is illustrated in Fig. 3.1. First, a combination of laser-cooling and trapping techniques is employed. In a next step, the magnetically trapped atoms are evaporatively cooled to reach BEC. In the following, the individual components of the experimental setup are presented.

### 3.1.1 Double-MOT System

Figure 3.2 shows a sketch of the apparatus. Two vacuum chambers that are connected by a differential pumping stage make up the main part of the setup. The upper chamber houses a magneto-optical trap (MOT). The MOT is optimized for fast loading of large atom numbers. The atoms are loaded from a background gas of ${ }^{87} \mathrm{Rb}$ with a vapor pressure of $\sim 10^{-7} \mathrm{mbar}$. Typical loading rates are $\sim 5 \times 10^{10} \mathrm{~s}^{-1}$. Short, near-resonant laser pulses transfer the atoms over a distance of $\sim 35 \mathrm{~cm}$ to the lower MOT which is located inside a glass


Figure 3.1: Phase space odyssey. To reach the BEC phase transition, the phasespace density has to be increased strongly. This is achieved by employing a combination of laser-cooling techniques and evaporative cooling.
cell. The single shot transfer efficiency is $\sim 15 \%$. After 2 s of loading with 15 transfer shots, about $2-4 \times 10^{9}$ atoms are trapped in the lower MOT. After the last transfer shot, polarization gradient cooling is applied to reduce the temperature to $40-50 \mu \mathrm{~K}$. The low background pressure of $\sim 10^{-11} \mathrm{mbar}$ ensures long lifetimes of the atoms in the magnetic trap.

The atomic transitions are shown in Fig. 3.3. The MOT beams, which are aligned in a standard $\sigma^{+}-\sigma^{-}$configuration, are slightly red-detuned with respect to the cycling transition $5 S_{1 / 2} f=2 \leftrightarrow 5 P_{3 / 2} f=3$. A repumping laser drives the transition $5 S_{1 / 2} f=1 \leftrightarrow 5 P_{3 / 2} f=2$. The spontaneous decay rate of the excited states is $\Gamma_{\text {sp }}=2 \pi \times 6.065 \mathrm{MHz}$ [Vol96].

The light that addresses all transitions involving $5 S_{1 / 2} f=2$ is produced by a titanium-sapphire laser (Coherent MBR 110) with an output power of $\sim 1.3 \mathrm{~W}$. The repumping light is provided by an external-cavity diode-laser (Toptica DL 100) with $\sim 120 \mathrm{~mW}$ output power. Both lasers are stabilized on atomic transitions using Doppler-free saturation spectroscopy. The respective root mean square (rms) linewidths are 40 kHz and 400 kHz (measured on a timescale of 50 ms for a bandwidth of 1 MHz ).

### 3.1.2 Magnetic Trap

After polarization gradient cooling, the atomic cloud is spin-polarized by optical pumping prior to transferring it to the magnetic trap. Two beams with $\sigma^{+}$-


Figure 3.2: Experimental setup. (a) Vacuum system made up of an upper chamber housing a vapor-cell MOT and, connected by a differential pumping stage, a glass cell housing the lower MOT. The magnetic trap and the imaging system are also shown. (b) Crossed dipole trap in configuration A. One beam propagates along the $x$-axis and the other beam crosses orthogonally and subtends an angle of $25^{\circ}$ with the $y$-axis. (c) Crossed dipole trap in configuration B and lattice beams. The horizontal beam of the dipole trap has a tight focus in the $z$-direction and a weak focus in the $y$ direction. The ratio of the beam waists is $1: 15$.
and $\pi$-polarization resonantly drive the transition $5 S_{1 / 2} f=2 \leftrightarrow 5 P_{3 / 2} f=2$ and approximately $50 \%$ of the population is transferred into the low-field seeking state $\left|f, m_{f}\right\rangle=|1,-1\rangle$. This state is magnetically-trappable.

Figure 3.4 shows the coil configuration of the magnetic trap. The coils generate a Ioffe-Pritchard field configuration [Pri83]. The radial confinement is provided by a two-dimensional quadrupole field generated by four linear rods (the "bars") with alternating current directions. The magnetic bottlefield generated by two "pinch" coils confines the atoms axially. To prevent a reduction of the radial confinement by the strong fields of the "pinch" coils, a homogeneous field created by a pair of compensation coils in Helmholtz configuration is superimposed. The field in the trap center is thus reduced to a small offset value. The finite magnetic-field in the trap center is necessary


Figure 3.3: Level scheme of ${ }^{87} \mathrm{Rb}$. Labeled hyperfine transitions are used in the experiment.
to prevent Majorana spin-flips to non-trappable Zeeman states [Mig85]. The offset-field stability of the magnetic trap is $<1 \mathrm{mG}(\mathrm{rms})$ over 1 hour.

Close to the trap center, the trapping potential is harmonic in all three directions. It is characterized by the axial and radial angular trap frequencies, $\omega_{a}$ and $\omega_{r}$, which can be adjusted independently of each other. For efficient loading of the magnetic trap, the position of the cloud after polarization gradient cooling is matched to the position of the trap center. The trap frequencies


Figure 3.4: Ioffe-Pritchard magnetic trap. The "bars" generate a 2 D quadrupole field for radial confinement. The "pinch" coils provide the axial harmonic confinement. The compensation coils in Helmholtz configuration reduce the field in the trap center to a small offset value. They are also used to generate the homogeneous magnetic field to address the Feshbach resonances (see Sec. 3.2)
are chosen to be $\omega_{a}=\omega_{r}=2 \pi \times 8.5 \mathrm{~Hz}$. Together with the fast switch-on times of $\sim 1 \mathrm{~ms}$ this ensures that the phase-space density is not altered during the loading process.

### 3.1.3 Evaporative Cooling

The phase space density is further increased by forced evaporative cooling until the critical value for BEC is reached. For this purpose, a radio-frequency (rf) field is applied to the magnetically trapped atomic cloud. If the frequency $\nu_{\mathrm{rf}}$ matches the resonance condition $h \nu_{\mathrm{rf}}=m_{f} g_{f} \mu_{B} B(\mathbf{r})$, where $g_{f}$ is the Landé factor of the atomic state, $\mu_{B}$ is the Bohr magneton and $B(\mathbf{r})$ denotes the magnitude of the magnetic field, transitions to non-trappable Zeeman states are induced locally.

Since atoms with high kinetic energy can reach regions of higher magnetic field than low-energy atoms, high-energy atoms are removed from the trap at higher $\nu_{\mathrm{rf}}$. By sweeping $\nu_{\mathrm{rf}}$ from high to low values, the hottest atoms are continuously removed from the sample. In the experiment, $\nu_{\mathrm{rf}}$ is swept from 50 MHz to 2 MHz in 5 s .

A high collision rate is essential to ensure fast thermalization and thus efficient evaporative cooling. To increase the collision rate, the cloud in the magnetic trap is compressed prior to the evaporation process. The trap frequencies of the compressed trap are $\omega_{a}=2 \pi \times 14 \mathrm{~Hz}$ and $\omega_{r}=2 \pi \times 108 \mathrm{~Hz}$. After evaporation, a BEC of typically $2 \times 10^{6}$ atoms is produced.

### 3.1.4 Optical Dipole Trap

The Feshbach resonances used in the experiments performed within the framework of this thesis occur for atoms in hyperfine states that are not magnetically trappable. Therefore, the atoms are transferred from the magnetic trap to an optical dipole trap which can trap atoms and molecules regardless of their internal state. Here, the basic principle of dipole traps is presented for atoms. For a detailed discussion see for example Ref. [Gri00].

An optical dipole trap is created by far-detuned laser light. The oscillating electric field $\mathbf{E}$ induces an oscillating electric dipole moment

$$
\begin{equation*}
\mathbf{d}=\alpha(\omega) \mathbf{E} \tag{3.2}
\end{equation*}
$$

where $\alpha(\omega)$ is the frequency-dependent complex polarizability of the atom. The potential energy of the dipole in the external field $\mathbf{E}$ is given by

$$
\begin{equation*}
V_{\mathrm{dip}}=-\frac{1}{2}\langle\mathbf{d} \cdot \mathbf{E}\rangle_{t}=-\frac{1}{2 \epsilon_{0} c} \operatorname{Re}(\alpha) I, \tag{3.3}
\end{equation*}
$$

where $\langle\ldots\rangle_{t}$ denotes the time average, and the laser intensity is denoted by I. A non-zero imaginary part of the polarizability causes absorption from the
laser beam followed by re-emission. The corresponding photon scattering rate is given by

$$
\begin{equation*}
\Gamma_{\mathrm{sc}}=\frac{1}{\hbar \omega}\left\langle\left(\frac{d}{d t} \mathbf{d}\right) \cdot \mathbf{E}\right\rangle_{t}=\frac{1}{\hbar \epsilon_{0} c} \operatorname{Im}(\alpha) I \tag{3.4}
\end{equation*}
$$

The polarizability is usually calculated in a semi-classical approach treating the atom as a quantum-mechanical two-level system. This leads to simple formulas for the dipole potential and the scattering rate [Gri00]

$$
\begin{align*}
V_{\mathrm{dip}}(\mathbf{r}) & =\frac{3 \pi c^{2} \Gamma_{\mathrm{sp}}}{2 \omega_{0}^{3}} \frac{I(\mathbf{r})}{\Delta}  \tag{3.5}\\
\Gamma_{\mathrm{sc}}(\mathbf{r}) & =\frac{3 \pi c^{2} \Gamma_{\mathrm{sp}}^{2}}{2 \hbar \omega_{0}^{3}} \frac{I(\mathbf{r})}{\Delta^{2}} \tag{3.6}
\end{align*}
$$

Here, $\Delta=\omega-\omega_{0}$ denotes the detuning of the angular frequency $\omega$ of the light field with respect to the atomic resonance $\omega_{0} . \Gamma_{\mathrm{sp}}$ is the spontaneous decay rate of the excited state of the atom. The above expressions are valid for detunings which are large compared to the fine-structure splitting but small compared to the atomic resonance frequency $\omega_{0}$ (rotating wave approximation).

The sign of $\Delta$ determines the sign of $V_{\text {dip }}$ and therefore the direction of the dipole force. For a red detuned laser beam $(\Delta<0)$, the atoms will be attracted to regions of high intensity. This makes it possible to trap atoms in the focus of a Gaussian laser beam. In order to minimize heating caused by photon scattering, dipole traps are usually operated at large detunings and high intensities.

A rotationally symmetric Gaussian laser beam with waist $w_{0}$ and power $P$ has an intensity profile

$$
\begin{equation*}
I(r, z)=\frac{2 P}{\pi w^{2}(z)} e^{-2 \frac{r^{2}}{w^{2}(z)}} \tag{3.7}
\end{equation*}
$$

where $w(z)=w_{0} \sqrt{1+\left(z / z_{R}\right)^{2}}$ is the $1 / e^{2}$ radius of the intensity, $z_{R}=\pi w_{0}^{2} / \lambda$ the Rayleigh length and $\lambda$ the wavelength. Such an intensity profile leads to a cylindrically symmetric dipole trap. Close to the center, the trapping potential is approximately harmonic

$$
\begin{equation*}
V_{\mathrm{dip}}(r, z) \approx-V_{0}\left(1-2\left(\frac{r}{w_{0}}\right)^{2}-\left(\frac{z}{z_{R}}\right)^{2}\right) \tag{3.8}
\end{equation*}
$$

and is characterized by the radial and axial angular trapping frequencies

$$
\begin{equation*}
\omega_{r}=\sqrt{\frac{4 V_{0}}{m w_{0}^{2}}} \quad \text { and } \quad \omega_{z}=\sqrt{\frac{2 V_{0}}{m z_{R}^{2}}} \tag{3.9}
\end{equation*}
$$

where $V_{0}=\left|V_{\text {dip }}(\mathbf{r}=0)\right|$. Since $z_{R}$ typically is a factor of $\frac{\pi w_{0}}{\lambda} \gg 1$ larger than $w_{0}$, the axial confinement is much weaker than the radial confinement.

In order to obtain similar confinement in all three directions, a crossed dipole trap created by two intersecting laser beams with mutually orthogonal linear polarization is employed.

We use two different dipole trap configurations. In configuration A, as shown in Fig. 3.2(b), one beam propagates along the axis of the magnetic trap ( $x$ axis) and the second beam propagates in the $y z$-plane subtending an angle of $25^{\circ}$ with the $y$-axis. The light for both beams is provided by a Nd:YAG laser (Innolight Mephisto 2000) which delivers up to 2 W of output power in single-frequency operation at a wavelength of 1064 nm . Typical numbers are $50 \mu \mathrm{~m}$ for the waist and $50-100 \mathrm{~mW}$ for the laser power per beam.

In configuration B , an elliptical beam with a waist of $60 \mu \mathrm{~m}$ in the $z$-direction and a waist of $900 \mu \mathrm{~m}$ in the $y$-direction propagates along the axis of the magnetic field. The light for this beam is provided by a fiber laser (IPG Fiber Laser YLR-20-LP-SF) with up to 20 W of output power and a wavelength of 1064 nm . The specified linewidth is 100 kHz at -3 dB . The laser power at the position of the atoms is typically $2-3 \mathrm{~W}$. The second beam has a waist of $55 \mu \mathrm{~m}$ and is derived from the above-mentioned Nd:YAG laser. It propagates along the vertical direction from the bottom of the glass cell and has a typical power of up to 170 mW .

Trap frequencies are measured by parametric heating [Sav97]. Typical values are $\left(\omega_{x}, \omega_{y}, \omega_{z}\right) \simeq 2 \pi \times(80,110,170) \mathrm{Hz}$ for configuration A and $\left(\omega_{x}, \omega_{y}, \omega_{z}\right) \simeq$ $2 \pi \times(30,30,80) \mathrm{Hz}$ for configuration B . These values were measured in the presence of a strong magnetic field $\sim 1000 \mathrm{G}$ (see Sec. 3.2). The finite depth of the crossed dipole trap can be used for evaporation. It makes it possible to adjust the particle number between $3 \times 10^{4}$ and $5 \times 10^{5}$.

### 3.1.5 Imaging System

Absorption imaging at zero magnetic field is used for the detection of the atomic density distribution [Mar03]. A laser beam which is near-resonant with the $5 S_{1 / 2} f=2 \leftrightarrow 5 P_{3 / 2} f=3$ transition propagates along the imaging axis ( $y$-axis). The atomic cloud absorbs part of the light and casts a shadow in the beam. The shadow is imaged onto a CCD-camera (Theta System SIS1-s285M).

From the recorded two-dimensional intensity distribution $I_{T}(x, z)$, the column density $\tilde{n}(x, z)=\int d y n(\mathbf{r})$ can be calculated according to Beer's law. For an incident beam with intensity $I_{0}(x, z)$ well below the saturation intensity of the atomic transition one obtains

$$
\begin{equation*}
\tilde{n}(x, z)=\frac{1}{\sigma_{\mathrm{abs}}} \ln \frac{I_{0}(x, z)}{I_{T}(x, z)}, \tag{3.10}
\end{equation*}
$$

where $\sigma_{\text {abs }}$ is the absorption cross section of a photon by an atom.
Before imaging, the atomic cloud is released from the trap and is allowed to fall and expand freely for $2-20 \mathrm{~ms}$ (time-of-flight method). For longenough expansion times the spatial image recorded by the camera represents
the initial momentum distribution of the atoms if the atom-atom interactions are negligible.

To observe particles with different magnetic moments such as atoms in different Zeeman states simultaneously, we use a Stern-Gerlach separation method. To this end, a magnetic-field gradient is applied after release from the trap. Due to their different magnetic moments, the particles in different Zeeman states experience different forces and thus different accelerations which lead to spatial separation along the direction of the magnetic-field gradient. The magnetic-field gradient is created by the coils of the lower MOT. Typically, the gradient has a magnitude of $4-12 \mathrm{G} / \mathrm{cm}$ and is applied for $1-2 \mathrm{~ms}$.

Absorption imaging of molecules is difficult because the molecules typically have no cycling transition and only very few photons would be scattered from each molecule leading to very small signals. However, it was demonstrated in ${ }^{6}$ Li that very weakly bound Feshbach molecules can be imaged by absorption imaging close to the Feshbach resonance [Chi06b]. In our experiment, we dissociate the molecules and image the resulting atoms.

### 3.2 Magnetic Field for Feshbach Resonances

Feshbach resonances in ${ }^{87} \mathrm{Rb}$ are very narrow and occur at high magnetic fields [Mar02]. To observe these resonances, an accurately stabilized magnetic field is required. The magnetic field stability must be better than the ratio of resonance width to resonance position. In ${ }^{87} \mathrm{Rb}$, this ratio is $2 \times 10^{-4}$ at best.

The magnetic field is created by the compensation coils of the magnetic trap. The coils are driven by four power supplies (Agilent 6690A) providing currents up to 1760 A . A home-built servo loop stabilizes the current so that the magnetic-field noise caused by current fluctuations is below 4 mG (rms). The magnitude of the magnetic field at the position of the atomic cloud is measured using microwave spectroscopy. From the transition frequency, the magnetic field can be inferred according to the Breit-Rabi formula [Ram56]. The direction of the magnetic field is opposite to the center field in the magnetic trap and the weak guiding field in the dipole trap. Atoms which were in the hyperfine state $\left|f, m_{f}\right\rangle=|1,-1\rangle$ in the dipole trap are transferred to the state $|1,1\rangle$ with almost $100 \%$ efficiency by rapidly switching on the strong field (typically in $\sim 2 \mathrm{~ms}$ ). By deliberately creating an angle between the weak guiding field and the strong field, the ratio of atoms in states $|1,-1\rangle,|1,0\rangle$ and $|1,1\rangle$ can be adjusted in a limited range with very good reproducibility. The angle between the fields is created by superimposing weak offset fields along the $y$ - and $z$-axis.

The strong homogeneous offset field is not perfectly aligned in Helmholtz configuration. At $\sim 1005 \mathrm{G}$ we observe magnetic field gradients with a magnitude of $(2.1,7.9,2.2) \mathrm{G} / \mathrm{cm}$ along the $(x, y, z)$-axis, respectively. These gradi-
ents lead to an additional force on the atoms that shifts the cloud away from the center of the dipole trap. This force also pulls atoms out of the dipole trap supporting evaporative cooling.

To control the dynamics of the atoms close to the Feshbach resonance and to associate and dissociate molecules, fast magnetic field ramps are desirable. To this end, we use two additional coils to create a magnetic field of a few Gauss that is added to the strong background field. Due to the small inductance of the coils, ramp speeds up to $\sim 1 \mathrm{G} / \mu$ s are possible. The servo loop for these coils has a step-response time of $\sim 1 \mu \mathrm{~s}$.

### 3.3 Optical Lattice

### 3.3.1 Setup and Calibration

Optical lattices are periodic potentials generated by far-detuned standing-wave light fields. A great variety of lattice configurations can be created by superimposing several standing-waves in different beam geometries at different wavelengths and power. For an overview see Ref. [Jes96]. The simplest threedimensional (3D) configuration is a simple cubic lattice as shown in Fig. 3.5(a). It can be created by superimposing three standing-waves with Gaussian shape at right angles with mutually orthogonal polarization. The dipole force creates the following potential

$$
\begin{equation*}
V_{\mathrm{lat}}(\mathbf{r})=-\sum_{j=x, y, z}\left(V_{j} \cos ^{2}\left(k_{\mathrm{lat}} r_{j}\right)+\frac{m}{2} \omega_{j}^{2} r_{j}^{2}\right), \tag{3.11}
\end{equation*}
$$

where $\lambda_{\text {lat }}=2 \pi / k_{\text {lat }}$ is the lattice wavelength. The lattice depth $V_{j}$ is calculated from Eq. (3.5) and yields

$$
\begin{equation*}
\frac{V_{j}}{E_{r}}=-\frac{3 m c^{2}}{\hbar^{2} k_{\mathrm{lat}}^{2} \omega_{0}^{3}} \frac{8 P_{j}}{w_{0 j}^{2}} \frac{\Gamma_{\mathrm{sp}}}{\Delta} \tag{3.12}
\end{equation*}
$$

where $P_{j}$ is the power and $w_{0 j}$ the waist of the beam $j$. The lattice depth is conveniently expressed in terms of the recoil energy from Eq. (2.6).

For a red-detuned lattice potential $(\Delta<0)$, the particles are trapped at the anti-nodes of the standing-waves. Close to its center, each lattice site forms an approximately harmonic potential in each direction with angular trapping frequency

$$
\begin{equation*}
\omega_{\mathrm{lat}, \mathrm{j}}=\sqrt{\frac{2 V_{j} k_{\mathrm{lat}}^{2}}{m}} . \tag{3.13}
\end{equation*}
$$

The angular trapping frequency $\omega_{j}$ in Eq. (3.11) accounts for an external, slowly varying, harmonic potential created by an additional trap, e.g a dipole


Figure 3.5: Schematic representation of lattice potentials. (a) A 3D simple-cubic lattice potential is formed at the intersection of three mutually orthogonal standing waves. (b) Two orthogonally intersecting standing waves create a 2D array of tubeshaped atom traps.
trap, and by the Gaussian lattice beams. The angular trap frequencies due to the Gaussian beam shape are given by

$$
\begin{equation*}
\omega_{x}^{2}=\frac{4}{m}\left(\frac{V_{y}}{w_{0 y}^{2}}+\frac{V_{z}}{w_{0 z}^{2}}\right), \quad \omega_{y}, \omega_{z} \text { by cyclic permutation. } \tag{3.14}
\end{equation*}
$$

By orthogonally superimposing two standing waves, a 2D array of tubeshaped traps is formed as depicted in Fig. 3.5(b). This geometry can be used to confine particles in 1D.

For a detailed description of the optical lattice setup see Refs. [Han06, Vol07]. In brief, the lattice light is provided by a titanium-sapphire laser (Coherent MBR110) with an output power of up to 1.9 W at a wavelength of 830.440 nm . The laser is frequency-stabilized to an internal reference cavity and has a linewidth of 100 kHz (rms) measured at a timescale of 10 ms with a band-
width of 50 kHz ). The light is split into three beams. The power in each beam is controlled separately by an acoustic-optic modulator (AOM) and a shutter. The beams are mode-cleaned by optical fibers and intersect almost orthogonally with mutually orthogonal linear polarization at the position of the atomic cloud. By additionally detuning the frequencies of the beams from each other by a few tens of MHz , any remaining interference effects due to non-perfect orthogonal polarization average to zero on a time scale much faster than the atomic motion. The beam waists are $w_{0 j}=135 \mu \mathrm{~m}$ and the maximal power per beam at the position of the atoms is $P_{j} \sim 200 \mathrm{~mW}$ resulting in a lattice depth of up to $\sim 35 E_{r}$ for atoms.
To calibrate the lattice depth, we use a method from Ref. [Hec02]. A BEC of atoms is released from the dipole trap and one lattice beam is pulsed on for a short time. This creates diffraction peaks in the time-of-flight images because the zero-momentum state $|p=0\rangle$ is coupled to higher momentum states $\left| \pm 2 \hbar k_{\text {lat }}\right\rangle,\left| \pm 4 \hbar k_{\text {lat }}\right\rangle, \ldots$ by the lattice potential. The population in the diffraction peaks oscillates as a function of pulse time (Rabi oscillations). For low enough lattice depth, only momentum states $\left| \pm 2 \hbar k_{\text {lat }}\right\rangle$ are populated. By measuring the angular frequency $\Omega_{l a t}$ of the Rabi-oscillations in the population of these momentum states, the depth of the lattice $V_{\text {lat }}$ can be inferred from $\hbar \Omega_{\text {lat }} / 2=\sqrt{4 E_{r}^{2}+V_{\text {lat }}^{2} / 8}$ [Han06]. With this method, $V_{\text {lat }}$ is measured for each standing wave separately with an accuracy of $\sim 10 \%$.

### 3.3.2 Creating a Mott-like state of molecules

The creation of a Mott-like state of molecules, where each lattice site contains exactly one molecule, is described in detail in Refs. [Vol06, Vol07, Dür06]. Here, the experimental sequence is briefly summarized. Typically $\sim 8 \times 10^{4}$ atoms in the state $\left|f=1, m_{f}=1\right\rangle$ are prepared in an atomic Mott insulator [Gre02, Gre03] with a core that contains exactly $n=2$ atoms at each lattice site. The lattice depth is $V_{\text {lat }}^{a}=31.7 E_{r}^{a}$, where $V_{\text {lat }}^{a}$ is the lattice depth seen by an atom and $E_{r}^{a}$ is the atomic recoil energy. Next, we linearly ramp the laser power of the dipole trap light to zero within 5 ms . This prevents molecule loss due to absorption of photons from the dipole trap light. Subsequently, we ramp the magnetic field linearly from 1008.8 G to 1005.5 G at a speed of $1.6 \mathrm{G} / \mathrm{ms}$. This ramp crosses the Feshbach resonance at 1007.4 G and associates molecules. The lattice depth seen by the molecules is $V_{\text {lat }}^{m}=2 V_{\text {lat }}^{a}$ since their polarizability is twice the polarizability of a single atom. According to Eq. (2.6), the molecular recoil energy is $E_{r}^{m}=E_{r}^{a} / 2$ because the molecules have twice the mass of a single atom. Thus the lattice depth seen by a molecule is $V_{\text {lat }}^{m}=127 E_{r}^{m} .{ }^{1}$ At lattice sites with a filling of $n=1$, the magnetic field ramp has no effect,

[^1]at sites with $n>1$ atom pairs are associated to molecules. If sites with $n>2$ are occupied initially, the molecules will collide inelastically with other atoms or molecules leading to fast loss of the molecule and its collision partner. Typically, we lose about $10 \%$ of the overall atom number during the association ramp. This might be due to the fact, that we work close to the point where a core of $n=3$ is formed. In addition, loss might also come from the superfluid regions between the Mott shells. For lattice sites with $n=2$ the molecule association efficiency is above $90 \%$. The maximum fraction of atoms that is converted into molecules is $47(3) \%$ which is close to the theoretical limit of $53 \%$ (see Sec. 2.2.4). In a next step, we remove the remaining atoms by applying a blast scheme as described in Sec. 3.4. This does not influence the number of molecules.

### 3.4 Blast Scheme

After molecule association in the optical dipole trap or in the optical lattice, remaining atoms can be expelled from the trapping potential using the radiation pressure of light [Xu03, Tha06]. Since the trap is much deeper than the photon recoil energy, several recoil kicks are needed to remove the atoms. Therefore, a cycling transition is required.

We use the $\sigma^{+}$transition $\left|f=2, m_{f}=2\right\rangle \leftrightarrow\left|m_{i}^{\prime}=3 / 2, m_{f}^{\prime}=3\right\rangle^{2}$, which is 1405 MHz blue detuned (at 1005.8 G ) from the $B=0 \mathrm{MOT}$ transition (see Fig. 3.3). The light for the cycling transition is provided by an external cavity diode laser (Toptica DL100) with up to 120 mW output power. The laser is frequency-stabilized by a beat lock to the titanium-sapphire laser at 780 nm .

When starting with atoms in state $\left|f, m_{f}\right\rangle=|1,1\rangle$, a closed cycling transition does not exist and the atoms are transferred to $|2,2\rangle$. For the transfer, we use two different approaches. The first is an all-optical scheme using pump light that is 62 MHz red detuned (at 1005.8 G ) from the $B=0$ repump transition. The light is obtained from the repump laser using an AOM and resonantly drives the $\pi$ transition $\left|f=1, m_{f}=1\right\rangle \leftrightarrow\left|m_{i}^{\prime}=3 / 2, m_{f}^{\prime}=1\right\rangle$. From the excited state populated by this pump light, atoms can decay back to the initial state, into the desired state $\left|f=2, m_{f}=2\right\rangle$ or into the undesired state $\left|f=2, m_{f}=1\right\rangle$. The experiment shows, that the branching ratio for decay into the undesired state is only a few percent. We still use a third light field to deplete this state. We employ another AOM to obtain light that is 87 MHz red detuned (at 1005.8 G ) from the $B=0$ MOT transition. This light resonantly drives the $\sigma^{+}$transition $\left|f=2, m_{f}=1\right\rangle \leftrightarrow\left|m_{i}^{\prime}=3 / 2, m_{f}^{\prime}=2\right\rangle$. Note that the excited state $\left|m_{i}^{\prime}=3 / 2, m_{f}^{\prime}=1\right\rangle$ cannot decay into ground states with $m_{f}=0$,

[^2]because at $\sim 1005 \mathrm{G}$ the quantum number $m_{i}=3 / 2$ is conserved during the decay and the $j=1 / 2$ ground state does not have sub-states with $m_{j}=-3 / 2$.

All three blast fields are operated a factor of ten or more above saturation intensity. They are on simultaneously. The trap depth is typically a few $\mu \mathrm{K}$, so that approximately five directed photon recoil momenta should add sufficient kinetic energy for an atom to leave the trap. This momentum should be accumulated after $0.2 \mu \mathrm{~s}$. The estimated acceleration is $10^{5} \mathrm{~m} / \mathrm{s}^{2}$, so that the cloud radius of $10 \mu \mathrm{~m}$ is estimated to be traversed in $15 \mu \mathrm{~s}$. The experiment shows that the blast light needs to be on for $300 \mu \mathrm{~s}$, in order to remove all atoms from the trap. The origin of this discrepancy is not clear. Application of the three blast beams reduces the molecule number by approximately $30 \%$.

In a second scheme, adapted from Ref. [Tha06], the two pump lasers are replaced by a microwave pulse that drives the $\left|f=1, m_{f}=1\right\rangle \leftrightarrow\left|f=2, m_{f}=2\right\rangle$ transition. The transition frequency is 9125.48 MHz at 1005.8 G . The microwave signal is provided by a synthesizer. After passing through an amplifier the signal has an output power of $\sim 30 \mathrm{dBm}$. It is emitted by a microwave wave guide mounted $\sim 12 \mathrm{~cm}$ from the position of the cloud. Typically, a pulse duration of $\sim 500 \mu$ s transfers $50 \%$ of the population to $\left|f=2, m_{f}=2\right\rangle$. If the microwave and the cycling laser with an intensity of less than $0.1 \mathrm{~mW} / \mathrm{cm}^{2}$ well below saturation intensity are on simultaneously for 2 ms , all atoms can be removed from the trap without reducing the molecule number. Rabi-oscillations on the $\left|f=1, m_{f}=1\right\rangle \leftrightarrow\left|f=2, m_{f}=2\right\rangle$ transition could not be observed. This is presumably due to magnetic field gradients.

## 4 Collisional Decay

Inelastic few-body collisions limit the lifetime of ultracold gases of atoms and diatomic molecules. In Sec. 4.1 we investigate inelastic two-body collisions of Feshbach molecules with other molecules or atoms leading to loss of the colliding particles from the cloud. We present measurements of the two-body molecule-molecule and atom-molecule loss coefficients [Sya06].

For atoms in their internal ground state, two-body collisions cannot be inelastic. In this case, the loss is dominated by inelastic three-atom collisions, also refered to as three-body recombination. Here, two of the three particles form a weakly-bound molecule and the binding energy is released as kinetic energy in the relative motion of the molecule and the third atom. Section 4.2 reports on measurements of the three-body loss-rate coefficient close to the 1007 G-Feshbach resonance [Smi07]. The data exhibit a dramatic magneticfield dependence, which agrees with a theoretical model.

### 4.1 Inelastic Collisions of Feshbach Molecules

Diatomic molecules associated from ultracold atomic gases using Feshbach resonances are in highly-excited rovibrational states. An inelastic collision with another atom or molecule can lead to a vibrational de-excitation of the molecule. The difference in binding energy is released as kinetic energy in the relative motion of the molecule and the collision partner. This energy is typically much larger than the trap depth, so that both particles escape from the trap.

Here, we present a measurement of the loss-rate coefficients $K_{a m}$ and $K_{m m}^{t h}$ for inelastic atom-molecule and molecule-molecule collisions, respectively. The molecules are associated from atomic ${ }^{87} \mathrm{Rb}$ using the Feshbach resonance at 1007.4 G [Mar02] with a width of $\Delta B=0.21 \mathrm{G}$ [Vol03, Dür04a]. The loss measurements are performed at 1005.8 G . In one measurement, atoms and molecules are in the trap simultaneously. In this case, the loss is dominated by inelastic atom-molecule collisions and reveals $K_{a m}$. In another measurement, remaining atoms are removed from the trap using an all-optical blast scheme after associating the molecules (see Sec. 3.4). The loss in this measurement is dominated by inelastic molecule-molecule collisions and reveals $K_{m m}^{t h}$. Both measurements are performed in thermal clouds.

The molecules are associated from atoms in their absolute ground state.

Spontaneous dissociation of Feshbach molecules into unbound atom pairs with lower-lying spin states as observed in ${ }^{85} \mathrm{Rb}$ is therefore impossible [Tho05a]. A previous measurement in ${ }^{87} \mathrm{Rb}$ using photo-associated molecules set an upper limit of $K_{a m}<8 \times 10^{-11} \mathrm{~cm}^{3} / \mathrm{s}$ [Wyn00]. This limit is not applicable in the present experiment because a different rovibrational state is investigated and the experiment is performed at a very different magnetic field.

### 4.1.1 Experimental Sequence

The experiment starts with the preparation of an ultracold gas of ${ }^{87} \mathrm{Rb}$ atoms in the hyperfine state $\left|f=1, m_{f}=-1\right\rangle$ in the magnetic trap. The radiofrequency induced evaporation is stopped near the critical temperature $T_{C}$ of the phase transition to BEC. The atoms are then transferred into the crossedbeam optical dipole trap in configuration A as described in Sec. 3.1.4. The measured trap frequencies are $\left(\omega_{x}, \omega_{y}, \omega_{z}\right)=2 \pi \times(95,154,200) \mathrm{Hz}$.

After transfer into the dipole trap, a magnetic field of $B=1007.6 \mathrm{G}$ is turned on rapidly and the spin of the atoms is transferred to the hyperfine state $\left|f=1, m_{f}=1\right\rangle$. Then, $B$ is ramped across the Feshbach resonance at a rate of $0.4 \mathrm{G} / \mathrm{ms}$. This associates atom pairs to molecules. As soon as molecules are forming during the ramp, they can undergo inelastic collisions. For molecules made from bosonic atoms, the inelastic collision rates are enhanced near the Feshbach resonance [Xu03]. Hence the molecule number can be maximized by jumping the magnetic field away from the resonance as fast as possible once the molecules are created [Mar05]. To this end, $B$ is jumped from 1007.35 G to 1005.8 G . We find experimentally that this combination of ramp speed and start point for the magnetic-field jump produces the maximum molecule number.

Immediately after jumping the field to 1005.8 G , remaining atoms can be removed from the trap by applying the all-optical blast scheme for 0.3 ms . This is followed by a variable hold time in the trap. This time is scanned in the loss measurements described below. After the hold time, the trap is switched off. Directly after release from the trap, the molecules are separated from remaining atoms using the Stern-Gerlach effect by applying a magneticfield gradient of $120 \mathrm{G} / \mathrm{cm}$ for 1 ms . Immediately after this, the magnetic field is jumped to 1006.9 G and subsequently the molecules are dissociated into unbound atom pairs by ramping the magnetic field back across the Feshbach resonance to 1007.7 G at a rate of $0.8 \mathrm{G} / \mathrm{ms}$. At the end of this ramp, the magnetic field is switched off rapidly. Finally, 7 ms after release from the trap, an absorption image is taken.


Figure 4.1: Loss of molecules from the trap. After blasting away the atoms, the molecules decay due to inelastic collisions. The line shows a fit of Eq. (4.4) to the data (•) yielding $K_{m m}^{t h}$.

### 4.1.2 Molecule Loss from the Trap

The molecule number decays as a function of hold time between the association of the molecules and their release from the trap. The loss of molecules from the trap can be described by the rate equation

$$
\begin{equation*}
\frac{d}{d t} n_{m}=-K_{m} n_{m}-K_{a m} n_{a} n_{m}-K_{m m}^{t h} n_{m}^{2} \tag{4.1}
\end{equation*}
$$

where $n_{a}$ and $n_{m}$ are the particle densities of atoms and molecules and $K_{a m}$ and $K_{m m}^{t h}$ are the loss-rate coefficients caused by inelastic atom-molecule and molecule-molecule collisions, respectively. $K_{m m}^{t h}$ is defined as $K_{m m}^{t h}=g^{(2)}(0) \times$ $K_{m m}$ with $g^{(2)}(0)=2$ because the measurements are performed for an uncondensed gas of bosons. $K_{a m}$ does not depend on whether any of the clouds are Bose condensed. $K_{m}$ represents molecule loss mechanisms which do not rely on collisions with other cold atoms or molecules. Such loss could be caused by background gas collisions, photo-dissociation by the dipole-trap light, or spontaneous decay into lower rovibrational levels. The experimental results show that $K_{m}$ is negligible. The loss of atoms during the hold time is also found to be negligible. This is because the atom number is either zero or much higher than the molecule number, so that inelastic atom-molecule collisions can only lead to loss of a small fraction of the atoms.

Volume integration of Eq. (4.1) yields

$$
\begin{equation*}
\frac{d}{d t} N_{m}=-K_{m} N_{m}-\frac{K_{a m}}{V_{a m}} N_{a} N_{m}-\frac{K_{m m}^{t h}}{V_{m m}} N_{m}^{2}, \tag{4.2}
\end{equation*}
$$

where $N_{a}$ and $N_{m}$ are the total number of atoms and molecules, respectively. The effective volume is defined as

$$
\begin{equation*}
\frac{1}{V_{i m}}=\frac{1}{N_{i} N_{m}} \int n_{i} n_{m} d^{3} x \tag{4.3}
\end{equation*}
$$

for $i$ equal to $a$ or $m$ for atoms or molecules, respectively. $V_{i m}$ depends on the shape of the cloud, but not on the particle number. Note that $\left\langle n_{m}\right\rangle=N_{m} / V_{m m}$ is often referred to as the average density. Assuming that $N_{a}, V_{a m}$, and $V_{m m}$ are time independent, Eq. (4.2) can be integrated analytically yielding

$$
\begin{equation*}
N_{m}(t)=\frac{N_{0} \Gamma}{-N_{0} \beta+\left(N_{0} \beta+\Gamma\right) e^{\Gamma t}}, \tag{4.4}
\end{equation*}
$$

where $\beta=K_{m m}^{t h} / V_{m m}$ and $\Gamma=K_{m}+K_{a m} N_{a} / V_{a m}$ and $N_{0}$ is the molecule number at $t=0$.

Figure 4.1 shows experimental results of the molecule loss obtained after blasting away the atoms. In this measurement, $\Gamma=K_{m}$ because $N_{a}=0$. An unconstrained fit of Eq. (4.4) to the data yields a slightly negative value for $\Gamma$ which is unphysical. We therefore fix $\Gamma=0$ and obtain $\beta=8(1) \times 10^{-3} / \mathrm{s}$ from the fit. The error bar is statistical.

Figure 4.2 shows experimental results without blasting away the atoms. Obviously, the presence of the atoms reduces the molecule lifetime substantially. An unconstrained fit of Eq. (4.4) to the data yields a slightly negative value for $\beta$ which is unphysical. We therefore fix $\beta$ to the value from Fig. 4.1 and obtain $\Gamma=0.9(1) / \mathrm{ms}$ from the fit. Again, the error bar is statistical.

In order to extract the loss-rate coefficients $K_{m m}^{t h}$ and $K_{a m}$, the effective volumes $V_{m m}$ and $V_{a m}$ have to be determined. This requires knowledge of the density distributions of the atomic and molecular cloud, which is a delicate issue because the small cloud size makes direct measurements of the spatial distributions in the trap very difficult. Theoretical modeling is also difficult. Even the distributions at the beginning of the loss measurements are hard to model because the time evolution during molecule association is nontrivial. This is because, first, atomic pair correlations are crucial for a realistic treatment of the association process [Gór04]. Second, the loss rate coefficients $K_{m m}^{t h}$ and $K_{a m}$ become relevant as soon as molecules start to form during the ramp. Third, these coefficients exhibit an unknown magnetic-field dependence near the Feshbach resonance.

During the loss measurement, anharmonicities in the trap potential and elastic collisions between particles tend to randomize the motion leading towards a thermal distribution. Inelastic collisions, however, remove particles


Figure 4.2: Loss of molecules in the presence of atoms. After blasting away the atoms the molecules decay due to inelastic collisions. The line shows a fit of Eq. (4.4) to the data $(\bullet)$, yielding $K_{\mathrm{am}}$. Clearly, the loss is much faster than in Fig. 4.1.
preferentially at the trap center where the density is highest. The elastic scattering cross section for the molecules are unknown. Hence it is not clear which process dominates at what stage of the loss measurement. The evolution of the density distributions during the loss measurement is therefore a complex process with unknown parameters and unknown initial conditions.

### 4.1.3 Effective Volume and Temperature

In order to obtain an estimate for the effective volumes $V_{a m}$ and $V_{m m}$, we assume that particles of the same species (atoms or molecules) are in thermal equilibrium. Our model does allow for a temperature difference between atoms and molecules. With this approximation, the spatial density distributions $n_{a}$ and $n_{m}$ are Gaussian and Eq. (4.3) yields the effective volume for species $i$

$$
\begin{equation*}
V_{i m}=(2 \pi)^{3 / 2} \prod_{k=1}^{3} \sqrt{\sigma_{i, k}^{2}+\sigma_{m, k}^{2}} \tag{4.5}
\end{equation*}
$$

where the index $k$ refers to the three directions in space. The one-dimensional (1D) root-mean-square (rms) radii of the Gaussians are $\sigma_{i, k}=\sqrt{k_{B} T_{i} /\left(m_{i} \omega_{i, k}^{2}\right)}$. The mass and temperature of species $i$ are labeled $m_{i}$ and $T_{i}$, respectively. The polarizability and the mass of a molecule are twice as large as for one atom, so that the trap frequencies for atoms and molecules are identical, i.e. $\omega_{a, k}=\omega_{m, k}$.

The temperature of the atoms and molecules is determined from time-offlight measurements. For the atoms, the cloud size evolves as

$$
\begin{equation*}
\sigma_{a, k}(t)=\sqrt{\sigma_{a, k}^{2}(0)+\sigma_{v, a}^{2} t^{2}} \tag{4.6}
\end{equation*}
$$

where the trap is switched off at $t=0$ and $\sigma_{v, i}=\sqrt{k_{B} T_{i} / m_{i}}$ is the 1D rmsvelocity of species $i$, which is independent of the spatial direction if the species is in thermal equilibrium. For the molecules extra kinetic energy is added in the dissociation process [Muk04, Dür04b] so that

$$
\begin{equation*}
\sigma_{m, k}(t)=\sqrt{\sigma_{m, k}^{2}(0)+\sigma_{v, m}^{2} t^{2}+\sigma_{v, \mathrm{dis}}^{2} t_{\mathrm{rem}}^{2}} \tag{4.7}
\end{equation*}
$$

Again, $t=0$ is chosen at the time of release from the trap. $\sigma_{v, \text { dis }}$ reflects the extra kinetic energy released in the dissociation. $t_{\text {rem }}$ is the remaining time of flight between dissociation and detection. In order to determine $T_{m} \propto \sigma_{v, m}^{2}$, we scan the time $t$ between release and detection in such a way that $t_{\text {rem }}$ remains fixed. A fit of Eq. (4.7) is then equivalent to a fit of Eq. (4.6) with a modified value for $\sigma(0)$. Thus the extracted temperature is insensitive to the dissociation heating.

The atomic cloud before molecule association typically contains $3.6 \times 10^{5}$ atoms at a temperature of $0.5 \mu \mathrm{~K}$ very close to $T_{C}$. The cloud is almost purely thermal with only $6 \times 10^{3} \mathrm{BEC}$ atoms. The molecule association is accompanied by noticeable heating and substantial loss. The remaining atomic cloud contains $N_{a}=1.9 \times 10^{5}$ atoms at a temperature of $T_{a}=1.0 \mu \mathrm{~K}$. There is no BEC in the remaining atomic cloud. The molecular cloud has a temperature of $T_{m}=1.5 \mu \mathrm{~K}$ resulting in a peak phase-space density of $\sim 10^{-3}$ for the molecules. The center-of-mass motion of an atom pair is unchanged in the association, and in a dilute thermal cloud the atomic pair correlations are uncorrelated from the center-of-mass motion of the pairs. Our experiment should produce molecules with the same temperature as the initial atoms. This agrees reasonably with our measurements. The measured values of $N_{a}$, $T_{a}$, and $T_{m}$ vary by less than $10 \%$ during the loss measurement. This justifies the assumption that they are time-independent. This assumption was used to derive Eq. (4.2).

### 4.1.4 Results

The above values for $T_{m}$ and $T_{a}$ yield effective volumes of $V_{m m}=3.8 \times 10^{-8} \mathrm{~cm}^{3}$ and $V_{a m}=4.6 \times 10^{-8} \mathrm{~cm}^{3}$. The resulting loss-rate coefficients are $K_{m m}^{t h}=$ $3 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$ and $K_{a m}=2 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$. The value of $K_{m m}^{t h}$ for a quantum degenerate cloud would be $K_{\mathrm{mm}}=1.5 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$ (see Sec. 2.3.5). Statistical errors on the rate coefficients are negligible compared to systematic errors.

The dominant systematic error arises from the problematic assumption that the clouds are in thermal equilibrium. For reasons discussed above, it is hard to
measure or model the temporal evolution of the density distributions. On one hand, the association process preferentially populates the trap center, because the association is less efficient at low atomic density. On the other hand, inelastic collisions preferentially deplete the trap center. Both effects can lead to a misestimation of $V_{a m}$ but the trends go into opposite directions. It is not clear which effect dominates. The resulting systematic error is hard to quantify. We speculate that a factor of 3 seems possible for $K_{a m}$ as well as for $K_{m m}^{t h}$.

A recent theoretical model predicts $K_{a m}=3 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$ at 1005.8 G [Smi07]. This value is a factor of 1.5 larger than the measured value but agrees within the systematic uncertainty. Previous models [Bra04, Pet04a] are only applicable if the magnetic field is less than $\Delta B$ away from the Feshbach resonance, which is not the case in the present experiment.

Measurements of loss-rate coefficients for other bosonic systems, ${ }^{23} \mathrm{Na}$ and ${ }^{133} \mathrm{Cs}$, reveal values of typically $5 \times 10^{-11} \mathrm{~cm}^{3} / \mathrm{s}$ [Muk04, Chi05].

### 4.2 Three-Body Recombination

Three-body recombination is the transition from three initially unbound atoms to a weakly-bound dimer molecule and a remnant atom. The binding energy is released as kinetic energy in the relative motion of the collision partners. As a result, all three atoms are expelled from the trap. When inelastic two-body collisions are absent, the trap lifetime is determined by three-body recombination. This is the case for atoms in the absolute ground state.

In 1970, V. Efimov predicted that for three identical bosons with a resonant two-body interaction, an infinite series of trimer bound states exists [Efi70, Efi71]. These states, now known as Efimov states, even exist in the absence of a corresponding two-body bound state. A theoretical description of the threeatom problem is difficult. It is simplified to some degree if one restricts the considerations to the range where the elastic two-body scattering length $a$ is much larger than all other length scales in the system. In this regime, one often assumes that all two-body potentials that produce the same $a$ have the same universal three-body behavior. For a recent review on universality in few-body systems see Ref. [Bra06]. Assuming universality, all properties of the threebody collision can be expressed in terms of $a$. For dimensional reasons, the three-body loss rate coefficient $K_{3}$ can be expressed as $K_{3}=C \hbar a^{4} / 2 m$, where $C$ is a dimensionless constant factor [Fed96b]. Here, $K_{3}$ is the loss coefficient for a BEC. The proportionality to $a^{4}$ was demonstrated experimentally in ${ }^{133} \mathrm{Cs}$ [Web03].

More recent models including non-universal properties of the system predict that $C$ is a periodic function with $C(a)=C(22.7 a)$ that oscillates between 0 and 68 [Bra01, Bra06]. The maxima and minima in $C(a)$ correspond to

Efimov's prediction that an infinite sequence of trimer bound states exists near a pole of $a$ [Esr99]. Therefore, it is particularly interesting to study the magnetic-field dependence of $K_{3}$ close to a Feshbach resonance. Note that minima in $K_{3}$ are routinely used for the creation of BECs in ${ }^{85} \mathrm{Rb}$ and ${ }^{133} \mathrm{Cs}$ [Cor00, Kra04].

First experimental evidence of Efimov states was found recently based on a measurement of three-body recombination in ${ }^{133} \mathrm{Cs}$ [Kra06]. In principle, Efimov states should exist in three-body systems in many fields of physics. But so far experimental efforts in beam experiments with clusters of ${ }^{4} \mathrm{He}$ [Brü05] or in neutron halo systems in nuclear physics [Jen04] have remained unsuccessful.

### 4.2.1 Experimental Sequence

We prepare a BEC with $5 \times 10^{5}$ atoms in the state $\left|f=1, m_{f}=1\right\rangle$ in the crossed-beam optical dipole trap in configuration A (see Sec. 3.1.4) at a magnetic field of $\sim 1005 \mathrm{G}$. The trap frequencies are measured to be $\left(\omega_{x}, \omega_{y}, \omega_{z}\right)=$ $2 \pi \times(76,106,155) \mathrm{Hz}$. Next, the magnetic field is ramped to its final value $B$ and held there. The atom number decays as a function of time. For $B<1007.2 \mathrm{G}$, the decay is so slow that the size of the cloud changes adiabatically during the decay. For $B>1007.2 \mathrm{G}$ the decay is too fast for the BEC to adiabatically adapt its size. In this regime, we jump the magnetic field from the initial to the final value and measure the loss only on a short time scale during which the cloud keeps its initial size. Finally, after a variable hold time, the trap and the magnetic fields are switched off abruptly and after 19 ms of free fall an absorption image is taken.

### 4.2.2 Modeling the Decay

For our experimental parameters, $n|a|^{3} \leq 0.02$, and therefore the gas is weakly interacting and can be described in terms of the Gross-Pitaevskii (GP) equation [Pit03]. Furthermore, we neglect the kinetic energy term in the GP equation and describe the system in the Thomas-Fermi (TF) approximation. The equilibrium density profile in a harmonic trapping potential with angular trapping frequencies $\left(\omega_{x}, \omega_{y}, \omega_{z}\right)$ in the Thomas-Fermi approximation is given by an inverted parabola (see e.g. [Pit03])

$$
\begin{equation*}
n(\mathbf{r})=\max \left\{n_{\text {peak }}\left(1-\sum_{j=x, y, z}\left(\frac{r_{j}}{r_{\mathrm{TF}, \mathrm{j}}}\right)^{2}\right), 0\right\} \tag{4.8}
\end{equation*}
$$

where the Thomas-Fermi radii $r_{T F, j}$, the peak density $n_{\text {peak }}$ and the effective volume $V_{\text {eff }}$ are given by

$$
\begin{align*}
r_{\mathrm{TF}, \mathrm{j}} & =\frac{\bar{\omega}}{\omega_{j}}\left(15 \bar{a}_{\mathrm{ho}}^{4} a N\right)^{1 / 5}  \tag{4.9}\\
n_{\text {peak }} & =\frac{N^{2 / 5}}{V_{\mathrm{eff}}}  \tag{4.10}\\
V_{\mathrm{eff}} & =\frac{8 \pi}{15^{2 / 5}}\left(\bar{a}_{\mathrm{ho}}^{4} a\right)^{3 / 5} . \tag{4.11}
\end{align*}
$$

The geometric mean of the trapping frequencies $\bar{\omega}=\left(\omega_{x} \omega_{y} \omega_{z}\right)^{1 / 3}$ determines the mean harmonic oscillator length $\bar{a}_{\text {ho }}=\sqrt{\hbar /(m \bar{\omega})}$. The scattering length is denoted by $a$. As the atoms are prepared in their absolute ground state, $a$ is real. The dependence of $a$ on magnetic field is well described by Eq. (2.3) with $\Gamma=0$.

Pure three-body loss in a weakly interacting BEC is described by Eq. (2.18) with $g^{(3)}(0)=1$. Volume integration yields an equation for the total atom number $N$

$$
\begin{equation*}
\frac{d N}{d t}=-K_{3}\left\langle n^{2}\right\rangle N \tag{4.12}
\end{equation*}
$$

where $\left\langle n^{2}\right\rangle$ is the mean squared density. It can be shown that for a ThomasFermi density profile

$$
\begin{equation*}
\left\langle n^{2}\right\rangle=\frac{1}{N} \int d^{3} r n^{3}=\frac{8}{21} n_{\text {peak }}^{2} . \tag{4.13}
\end{equation*}
$$

If the loss is much slower than the smallest trap frequency, the size of the BEC can adiabatically follow the change in atom number. The cloud remains a Thomas-Fermi parabola during the decay and the Thomas-Fermi radius decreases steadily following the loss in the atom number. In this case, the decay is governed by [Söd99]

$$
\begin{equation*}
\frac{d N}{d t}=-\frac{8}{21} \frac{K_{3}}{V_{\mathrm{eff}}^{2}} N^{9 / 5} \tag{4.14}
\end{equation*}
$$

The solution to this rate equation is

$$
\begin{equation*}
N(t)=\frac{N_{0}}{\left(1+N_{0}^{(p-1)}(p-1) L t\right)^{\frac{1}{p-1}}}, \tag{4.15}
\end{equation*}
$$

with $L=8 K_{3} /\left(21 V_{\mathrm{eff}}^{2}\right), p=9 / 5$ and the initial atom number $N_{0}$. We use Eq. (4.15) to extract $K_{3}$ for $B<1007.2 \mathrm{G}$.

For fast loss, the cloud cannot adapt its shape to the decay and the above adiabatic approximation is not valid. This is the case for $B>1007.2 \mathrm{G}$. For short hold times the cloud is well described by a Thomas-Fermi parabola corresponding to the scattering length before the jump to the final magnetic


Figure 4.3: Three-body recombination rate. $K_{3}$ is determined from time resolved loss measurements at various magnetic fields $B$ near the Feshbach resonance at $B_{\mathrm{res}}=1007.4 \mathrm{G}$. Measured values of $K_{3}(\bullet)$ change over four orders of magnitude and are well described by a theoretical model (line) [Smi07] without any free fit parameters. The model predicts an Efimov minimum 15 mG below the resonance.
field $B$. Hence instead of $V_{\mathrm{eff}}(B)$ we use $V_{\mathrm{eff}}^{\mathrm{bg}}$, the value obtained for $a=a_{\mathrm{bg}}$. The fast jump excites breathing modes in the trap and the time scale for which this approximation is limited by the largest trap frequency and by the speed of the loss. From Eq. (4.14) we obtain

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=-\frac{8}{21} \frac{K_{3}}{V_{\mathrm{eff}}^{\mathrm{bg}^{2}}} N_{0}^{9 / 5} \tag{4.16}
\end{equation*}
$$

for the initial decay.

### 4.2.3 Results

Figure 4.3 shows $K_{3}$ as a function of magnetic field close to the Feshbach resonance as extracted from fits of Eq. (4.15) and Eq. (4.16) to the decay curves. A variation of $K_{3}$ over four orders of magnitude is observed. The data are well described by a theoretical model [Smi07] without any free fit parameters. The model is based on an exact solution of the three-body Schrödinger equation and takes into account the two highest-lying two-body bound states. The predicted local minimum in $K_{3}, 15 \mathrm{mG}$ below the resonance, is an Efimov minimum and can be associated with a trimer bound-state. Unfortunately, its experimental observation is very difficult because of magnetic-field noise.

As a first test for systematic errors, we performed another measurement at $\sim 2 \mathrm{G}$ with atoms in the state $\left|f=1, m_{f}=-1\right\rangle$ with $n_{\text {peak }}^{\mathrm{BEC}}=6 \times 10^{14} \mathrm{~cm}^{-3}$ and $\bar{\omega}=2 \pi \times 115 \mathrm{~Hz}$. Here, we obtain $K_{3}^{b g}=8.5 \times 10^{-30} \mathrm{~cm}^{6} / \mathrm{s}$, which is a factor of $\sim 1.4$ larger than the value $K_{3}=5.8(1.9) \times 10^{-30} \mathrm{~cm}^{6} / \mathrm{s}$ from Ref. [Bur97] and agrees with the value obtained in Ref. [Mar03].

Systematic errors in $K_{3}$ arise from the uncertainty in the calibration of the trap frequencies and the atom number. These errors lead to an estimated uncertainty of a factor of $\sim 3$ in $K_{3}$. Compared to that, statistical errors are negligible. For data points close to the resonance, the 30 mG accuracy of the magnetic field calibration becomes an issue. Several additional loss processes can cause systematic errors: three-body loss involving thermal atoms, evaporative loss, and avalanche losses. In the following, we discuss these processes in detail.

The cloud has a thermal fraction of atoms with a temperature of $T=160 \mathrm{nK}$ and a peak density of $n_{\text {peak }}^{\text {th }} \approx 1.0 \times 10^{13} \mathrm{~cm}^{-3}$. Since the thermal density is much smaller than the initial density $n_{\text {peak }}^{\mathrm{BEC}}=5.1 \times 10^{14} \mathrm{~cm}^{-3}$ in the BEC, inelastic three-body collisions involving thermal atoms are negligible.

Evaporative loss can occur because the dipole trap has a depth of only $\sim k_{B} \times 2 \mu \mathrm{~K}$. The rate of evaporative loss is very sensitive to the trap depth. This quantity is not known accurately because we operate in a regime, where gravitational sag is important. It is therefore difficult to estimate the evaporative loss rate. The experimental observation that $K_{3}^{b g}$ is close to the value of Ref. [Bur97] suggests that evaporative loss has only little effect on the decay far away from the Feshbach resonance. An increase of the elastic scattering length $a$ can speed up evaporation proportional to $a^{2}$ [Lui96, Ket96] and part of the observed loss closer to the Feshbach resonance might in principle be due to evaporation. In practice however, $K_{3}$ increases faster than $a^{2}$ so that the evaporative loss is expected to contribute only little to the decay.

Collisional avalanches [Sch01] might also contribute to the observed loss. Avalanches can start, if a primary collision producing fast particles is followed by a secondary elastic or inelastic collision with another atom before the fast particles leave the cloud. This secondary collision produces a fast atom, which itself can collide with other particles, etc. Quantitative modeling of the avalanche loss is difficult. The model in Ref. [Sch01] defines the opacity as a measure that can be used to estimate, whether avalanches occur. For a BEC with a Thomas-Fermi density profile, the opacity is $O_{s}=\frac{5}{12} \sigma_{\mathrm{el}} \bar{r}_{\mathrm{TF}} n_{\text {peak }}^{\mathrm{BEC}}$ [Sch02], where $\bar{r}_{\mathrm{TF}}$ is the geometric mean of the Thomas-Fermi radii $r_{\mathrm{TF}, \mathrm{j}}$ and $\sigma_{\mathrm{el}}=8 \pi a^{2}$ assuming $s$-wave collisions. An avalanche can start if $O_{s}$ is of order one or larger. Our experimental parameters far away from the Feshbach resonance yield $O_{s} \sim 0.8$. The additional measurement of $K_{3}^{b g}$ was performed at $O_{s} \sim 1.1$ and the reasonable agreement with the value of Ref. [Bur97] indicates that avalanches have little effect here. For our measurements closer to the Feshbach resonance, $O_{s}$ increases approximately as $a^{2}$. For example,
$O_{s} \sim 3$ at 1007.2 G so that avalanches should have a noticeable effect. However, Eq. (4.15) fits well to the temporal evolution of the data at this magnetic field, suggesting that avalanches are negligible. At $1007.37 \mathrm{G}, O_{s} \sim 50 \mathrm{in}-$ dicates that avalanche loss should be dominant. Nonetheless, the theoretical prediction shown in Fig. 4.3 agrees well with the data close to resonance, suggesting that losses caused by avalanches contribute only little.

## 5 Coherent Atom-Molecule Oscillations

Most of the work on molecule association performed so far was based on adiabatically ramping a magnetic field across a Feshbach resonance. Here, we explore a different technique based on coherent atom-molecule oscillations at a Feshbach resonance [Sya07]. Unlike adiabatic ramps, time-resolved coherent oscillations allow for full control over the final superposition state produced. Furthermore, precision measurements might profit from this technique [Chi06a].

Section 5.1 introduces the atom-molecule coupling. A description of the experimental sequence follows in Sec. 5.2. The observation of coherent atommolecule oscillations is presented in Sec. 5.3. Furthermore, in Sec. 5.4 we show that confinement-induced molecules exist not only below the lowest band of the lattice [Mor05], but also in band gaps. Section 5.5 presents a measurement of the magnetic-field dependence of the scattering length based on excitation spectroscopy of a Mott insulator.

### 5.1 Atom-Molecule Coupling

The pioneering experiment on molecule association recorded Ramsey oscillations between the atomic and the molecular state, but this experiment observed coherent oscillations only "over a very limited range" of the magnetic field [Don02]. In a subsequent experiment, atom-molecule oscillations with $6 \%$ amplitude were induced using a radio-frequency field [Tho05b]. Atom-molecule oscillations were also reported in a photoassociation experiment [Ryu05]. In addition, oscillations between two bound molecular states were observed recently [Mar07]. We observe time-resolved coherent oscillations between the atomic and the molecular state with large amplitude. The oscillations are weakly damped and the data show oscillations up to the $29^{\text {th }}$ cycle.

The observation of coherent atom-molecule oscillations requires a pulse shape that is rectangular or at least strongly diabatic. In free space, such pulses populate the continuum of above-threshold entrance-channel states [Don02] thus leading to oscillations between many levels, typically with small molecular amplitude. We avoid this by working in a deep three-dimensional optical lattice where the entrance-channel states are discrete. For weak enough coupling, the
coupling of the molecular state to only one entrance-channel state is noticeable. In addition, the lattice isolates the molecules from each other, thus suppressing loss due to inelastic collisions [Tha06]. We use an optical lattice that is deep enough that tunneling is negligible. Here each lattice site represents a simple harmonic trap with angular frequency $\omega_{\text {ho }}=k_{\text {lat }} \sqrt{2 V_{\text {lat }}^{a} / m}$, where $2 \pi / k_{\text {lat }}$ is the wavelength of the lattice light and $V_{\text {lat }}^{a}$ is the lattice depth seen by an atom. In contrast to the free-space case, the closed-channel molecular state $\left|\psi_{m}\right\rangle$ is coupled to only one discrete state, namely the motional ground state $\left|\psi_{a}\right\rangle$ of two entrance-channel atoms at one lattice site. The matrix element $H_{\mathrm{am}}=\left\langle\psi_{a}\right| H\left|\psi_{m}\right\rangle$ of the Hamiltonian $H$ is given by Eq. (B.9). At resonance coherent oscillations between the two states are expected to occur with angular frequency $\Omega_{\text {res }}=2 H_{a m} / \hbar$.

In addition to the coupling in Eq. (B.9), $\left|\psi_{m}\right\rangle$ can couple to excited $s$-wave trap states of the relative motion of two entrance-channel atoms [Köh06]. This coupling between many states can lead to quite complex dynamics. In order to avoid this, we need a Feshbach resonance with $\Omega_{\text {res }} \ll \omega_{h o}$. For very small $\Omega_{\mathrm{res}}$, the magnetic field noise $\delta B_{\mathrm{rms}}$ [Dür04a] becomes an issue, resulting in the condition

$$
\begin{equation*}
\frac{\delta B_{\mathrm{rms}} \Delta \mu}{\hbar} \ll \Omega_{\mathrm{res}} \ll \omega_{\mathrm{ho}} . \tag{5.1}
\end{equation*}
$$

In the experiment, we choose the Feshbach near 414 G with both incoming atoms in the hyperfine state $\left|f=1, m_{f}=0\right\rangle$ [Mar02]. A coupled-channels calculation predicts $a_{\mathrm{bg}}=100.8 \mathrm{a}$ B and $\Delta B=18 \mathrm{mG}$ [Kok], where $a_{B}$ is the Bohr radius. The Breit-Rabi formula predicts $\Delta \mu=2 \pi \hbar \times 111 \mathrm{kHz} / \mathrm{G}$. This is an unusually small value that helps reducing $\Omega_{\mathrm{res}}$ and the sensitivity to magnetic-field noise.

### 5.2 Experimental Sequence

The experiment starts with an almost pure BEC of atoms at $\sim 412 \mathrm{G}$ with more than $90 \%$ of the population in state $\left|f=1, m_{f}=0\right\rangle$. Then, the system is prepared in an atomic Mott insulator where the central region contains exactly two atoms at each lattice site [Vol06, Vol07]. In a next step, the magnetic field is jumped to a value very close to the 414 G Feshbach resonance. In response to the step in the externally applied field, eddy currents build up. We therefore use two subsequent steps of the magnetic field. The first step begins 2.4 G below the Feshbach resonance and ends typically 50 mG away from the Feshbach resonance, where mixing between states $\left|\psi_{a}\right\rangle$ and $\left|\psi_{m}\right\rangle$ is negligible. $250 \mu$ s later the eddy currents have fully settled and the second step is applied. The height of the second step is small enough that eddy currents have a negligible effect. After this step, we hold the magnetic field for a variable time. Finally, magnetic field, lattice, and dipole trap are abruptly switched off


Figure 5.1: Coherent atom-molecule oscillations. Time-resolved oscillations between the atomic and the molecular state at $V_{\text {lat }}^{a}=15 E_{r}^{a}$. The experimental data $(\bullet)$ show the number of entrance-channel atoms. The line shows a fit of Eq. (5.2) that yields $\Omega=2 \pi \times 3.221(2) \mathrm{kHz}$ and $\tau=5.9(4) \mathrm{ms}$.
and after 4 ms of free flight an absorption image is taken. The imaging light is resonant with an atomic transition so that molecules remain invisible.

### 5.3 Observation of Coherent Atom-Molecule Oscillations

### 5.3.1 Resonant Oscillations

The number of atoms as a function of hold time right at the Feshbach resonance $B_{\text {res }}$ is shown in Fig. 5.1. The experimental data clearly show atom-molecule oscillations up to the $29^{\text {th }}$ cycle. The signal has a minimum at $t=0$ because for this data set, the first magnetic-field step ends 50 mG above the Feshbach resonance. Hence, the eddy currents effectively lead to an adiabatic ramp across the Feshbach resonance and associate molecules, as in Ref. [Mar05]. The data show damping in a way that the minimum atom number is essentially unchanged. This suggests that the decay is due to loss of population as opposed to dephasing which would lead to damping towards the mean atom number. We therefore fit

$$
\begin{equation*}
N(t)=N_{1}+N_{2} e^{-t / \tau} \frac{1-\cos (\Omega t)}{2} \tag{5.2}
\end{equation*}
$$

to the data. Here, $N_{1}$ is the particle number of the atomic background, $N_{2}$ the oscillation amplitude, $\tau$ the damping constant and $\Omega$ the frequency of the oscillation. Both, $\left|\psi_{m}\right\rangle$ and $\left|\psi_{a}\right\rangle$ can decay into lower-lying open two-atom channels. We measured the decay of population in state $\left|\psi_{a}\right\rangle 2.4 \mathrm{G}$ below the Feshbach resonance and obtained a decay rate of less than $1 / \mathrm{s}$. We therefore attribute the decay fully to the state $\left|\psi_{m}\right\rangle$. During an oscillation period, half of the time is spent in this state. Hence the decay rate $\Gamma$ of population in $\left|\psi_{m}\right\rangle$ can be extracted from the fit Eq. (5.2) yielding $\Gamma=2 / \tau=0.34(2) / \mathrm{ms}$.

The fraction of the population that participates in the oscillation at short time is $N_{2} /\left(N_{1}+N_{2}\right)=0.46(1)$. This value reflects the fraction of lattice


Figure 5.2: Dependence on the magnetic field. The frequency (a) and the amplitude (b) of the atom-molecule oscillations are shown in the vicinity of the Feshbach resonance for $V_{\text {lat }}^{a}=15 E_{r}^{a}$. The lines show fits of Eq. (5.3) and Eq. (5.4) to the experimental data $(\bullet)$, respectively.
sites that are initially occupied by two atoms and agrees reasonably with the theoretical prediction of 0.53 . The conversion efficiency at these sites is almost $100 \%$. We repeated the measurements of Ref. [Vol06] in order to verify that the state produced here is really a quantum state in which the central region of the cloud contains exactly one molecule.

### 5.3.2 Magnetic-Field Dependence

The frequency and amplitude of the coherent oscillations depend on the mag-netic-field value during the hold time. This dependence is shown in Fig. 5.2. As in any two-level system, the frequency is expected to follow a hyperbola

$$
\begin{equation*}
\Omega(B)=\sqrt{\Omega_{\mathrm{res}}^{2}+\left[\left(B-B_{\mathrm{res}}\right) \Delta \mu / \hbar\right]^{2}} \tag{5.3}
\end{equation*}
$$

where $B_{\text {res }}$ is the resonance position which depends on the lattice depth $V_{\text {lat }}^{a}$, as discussed further below. A fit to the data is shown in Fig. 5.2(a). The best-fit values are $\Omega_{\mathrm{res}}=2 \pi \times 3.2(1) \mathrm{kHz}$ and $\Delta \mu=2 \pi \hbar \times 112(2) \mathrm{kHz} / \mathrm{G}$, in good agreement with the result of Fig. 5.1 and the theoretical prediction, respectively.


Figure 5.3: Dependence on the harmonic confinement. The on-resonance oscillation frequency (a) and the Feshbach resonance position (b) are shown as a function of lattice depth $V_{\text {lat }}^{a}$. The lines show fits of Eq. (B.9) and Eq. (5.5) to the data (•).

The amplitude of the oscillation is plotted as a function of magnetic field in Fig. 5.2(b). This amplitude follows a Lorentzian

$$
\begin{equation*}
N_{2}(B)=N_{\mathrm{res}} \frac{\Omega_{\mathrm{res}}^{2}}{\Omega^{2}(B)}, \tag{5.4}
\end{equation*}
$$

which is shown in Fig. 5.2(b). We use only $N_{\text {res }}$ as a free fit parameter and copy the values of the other parameters from the fit to Fig. 5.2(a).

### 5.3.3 Dependence on the Harmonic Confinement

The oscillation frequency $\Omega_{\mathrm{res}}$ depends on the atomic density in the entrancechannel state. In Eq. (B.9) the corresponding effective volume is $\left(\sqrt{2 \pi} a_{h o}\right)^{3} /$ $\left(1+0.49 a_{b g} / a_{h o}\right)$. We varied the lattice depth $V_{\text {lat }}^{a}$ in order to verify this density dependence. Results are shown in Fig. 5.3(a). The line shows a fit of Eq. (B.9) to the data, where the only free fit parameter is the overall amplitude. As $\Delta \mu$ and $a_{b g}$ can typically be predicted much more accurately than $\Delta B$, we use this fit to determine $\Delta B=15(1) \mathrm{mG}$ which agrees fairly well with the theoretical expectation $[\mathrm{Kok}]$. The dominant contribution to the error in $\Delta B$ comes from the calibration of $V_{\text {lat }}^{a}$ which we perform in terms of a frequency measurement
(see Sec. 3.3.1). We estimate the relative error in $V_{\text {lat }}^{a}$ to be $\sim 10 \%$. This determination of $\Delta B$ is independent of the atom-number calibration because only lattice sites with exactly two atoms contribute to the oscillation.

The increase of the harmonic confinement also leads to a shift of the Feshbach resonance position $B_{\text {res }}$. This is shown in Fig. 5.3(b) as a function of $V_{\text {lat }}^{a}$. Based on the zero-point energy of the three-dimensional harmonic oscillator for the relative motion of the two atoms, one expects $B_{\text {res }}=B_{0}+3 \hbar \omega_{h o} / 2 \Delta \mu$ [Mor05], where $B_{0}$ is the value at $V_{\text {lat }}=0$. The background scattering length $a_{b g}$ causes a correction [Bus98] yielding

$$
\begin{equation*}
B_{\mathrm{res}}=B_{0}+\frac{\hbar \omega_{h o}}{\Delta \mu}\left(\frac{3}{2}+\sqrt{\frac{2}{\pi}} \frac{a_{b g}}{a_{h o}}\right) . \tag{5.5}
\end{equation*}
$$

For magnetic fields between $B_{0}$ and $B_{\mathrm{res}}$, the confinement thus stabilizes the molecules against dissociation that would occur in free space [Mor05].

We measured $B_{0}=413.90 \mathrm{G}$ for the free space resonance position. This value is 0.44 G smaller than in Ref. [Mar02]. We attribute the discrepancy to the fact that the loss feature observed in Ref. [Mar02] at this particular resonance was extraordinarily broad making an accurate determination of the resonance position difficult in Ref. [Mar02]. We fit Eq. (5.5) to the data in Fig. 5.3(b). The only free fit-parameter is $V_{\text {lat }}^{a}$ entering the equation in $\omega_{h o}\left(V_{\text {lat }}^{a}\right)$ and $a_{h o}\left(V_{\text {lat }}^{a}\right)$. The fit yields a value of $V_{\text {lat }}^{a}$ that is a factor of $1.20(2)$ larger than our independent calibration of the lattice depth. This deviation can be explained by the assumption that our independent calibration of $V_{\text {lat }}^{a}$ is worse than estimated. A second explanation presumes that other mechanisms have a significant effect. For example, the harmonic approximation used to derive Eq. (5.5) might be too inaccurate. Alternatively, the observed deviation might be explained as a differential ac-Stark shift between states $\left|\psi_{a}\right\rangle$ and $\left|\psi_{m}\right\rangle$ induced by the lattice light. The magnitude of the differential ac-Stark shift would have to equal $2 \%$ of the total ac-Stark shift.

### 5.4 Molecule Dissociation in the Lattice

To investigate the dissociation of $\left|\psi_{m}\right\rangle$ into excited trap states of the entrance channel, we first induce oscillations as in Fig. 5.1. In a next step, we stop the oscillations at a point where the molecule fraction is large by jumping the magnetic field to a different value typically far above the lowest oscillator state. We hold the magnetic field there for $250 \mu$ s and then switch it off.

The observed number of entrance-channel atoms is shown in Fig. 5.4. The peak near 414.5 G corresponds to the lowest oscillator state. The signal at this peak is fairly small because the dissociation pulse duration of $250 \mu$ s happens to be close to a minimum of the oscillations where only few molecules are dissociated. The peaks are approximately equidistant with a separation of


Figure 5.4: Mapping the band structure by molecule dissociation. The separation of the peaks corresponds to $\sim 2 \hbar \omega_{h o}$, i.e. the molecules dissociate into even bands. Dissociation is suppressed in the band gaps showing the existence of confinementinduced band-gap molecules. The data were obtained at $V_{\text {lat }}^{a}=25 E_{r}^{a}$. The line is a guide to the eye.
$\sim 0.57 \mathrm{G}$ corresponding to an energy difference of $\sim 2 \pi \hbar \times 63 \mathrm{kHz}$ that is close to $2 \hbar \omega_{h o}=2 \pi \hbar \times 66 \mathrm{kHz}$. The exact energies of the peaks can be obtained from a band structure calculation for two interacting atoms [Nyg07].

Figure 5.4 shows a suppression of dissociation into odd bands of the lattice as well as into band gaps. The suppression in the gaps demonstrates that confinement-induced molecules can be created not only below the lowest band [Mor05], but also in three-dimensional band gaps. We attribute the suppression of dissociation into odd bands to the fact that these bands have odd parity at quasi-momentum zero. Hence the $s$-wave state $\left|\psi_{m}\right\rangle$ cannot dissociate at quasi-momentum zero. It has to be noted that this measurement also profits from the reduced sensitivity to magnetic-field noise due to the small value of $\Delta \mu$.

We see no oscillations for dissociation into the second band near 415 G even when avoiding eddy-currents as above. We attribute this to single-atom tunneling, which has an amplitude of $J=2 \pi \hbar \times 3.8 \mathrm{kHz}$ in the second band and leads to decoherence.

### 5.5 Elastic Scattering Length

Here, an independent method to determine the characteristic parameters $\Delta B$, $a_{b g}$ and $\Gamma$ (see Eq. (2.3)) of the 414 G Feshbach resonance is presented. It is based on measuring the real part of the scattering length close to resonance by recording the excitation spectrum of a Mott insulator. As compared to


Figure 5.5: Excitation spectrum of a Mott insulator. The spectrum is measured by amplitude modulation of one of the lattice beams at $B=415.4 \mathrm{G}$. The width of the central interference peak observed in the time-of-flight absorption picture (see inset) after restoration of phase coherence is measured as a function of modulation frequency $\nu_{\text {mod }}$. The gap as well as the two peaks in $\nu_{\text {mod }}$ corresponding to the on-site interaction energy $\operatorname{Re}(U)$ and $\operatorname{Re}(2 U)$ are clearly visible. The line is a fit of two Lorentzian to the data $(\bullet)$.
the procedure presented in Ref. [Vol03], where the real part of the scattering length was extracted from a mean-field driven expansion of a BEC, the method presented here has the advantage that no atom number calibration is required.

The excitation spectrum of an atomic Mott insulator can be probed by modulation spectroscopy of one of the lattice beams [Stö04, Vol06]. The intensity modulation with frequency $\nu_{\text {mod }}$ creates sidebands on the lattice light. These sidebands drive a two-photon carrier-sideband transition and add energy to or remove energy from the system. For an atomic $n=1$ Mott insulator, energy is added only if $h \nu_{\bmod } \approx \operatorname{Re}(U)$. This is the energy an atom has to overcome when it tunnels to a neighboring site already occupied by another atom. Close to the resonance at $h \nu_{\text {mod }}=\operatorname{Re}(U)$, energy is added to the system leading to heating. This is observed as a broadening of the interference peaks observed in time-of-flight images when the lattice is ramped back down into the superfluid regime [Gre02, Vol06].

To record the excitation spectrum, the following experimental sequence is applied. After the preparation of the atomic Mott-insulator state, the magnetic field is quickly jumped to the final magnetic-field value $B$ without inducing atom-molecule oscillations and held there. Then the lattice light is modulated at constant $\nu_{\text {mod }}$ with a peak-to-peak modulation amplitude of $20 \%$ for 20 ms to allow for enough time for tunneling processes to occur. Next the lattice is ramped down linearly to $5 E_{r}^{a}$ within 10 ms . Finally a time-of-flight absorption image is taken. A typical image is shown in the inset of Fig. 5.5. The procedure


Figure 5.6: Real part of the scattering length close to resonance. The data (•) are extracted from excitation spectra of atoms in a Mott insulator at $V_{\text {lat }}^{a}=15 E_{r}^{a}$ (see Fig. 5.5). The solid line shows a fit of Eq. (2.3) to the data. Data points (o) close to resonance are excluded from the fit due to systematic uncertainties. The vertical solid line represents the resonance position $B_{\text {res }}$, the horizontal dashed line the background scattering length $a_{\mathrm{bg}}$.
is repeated for different $\nu_{\text {mod }}$.
Figure 5.5 shows an excitation spectrum measured at $V_{\text {lat }}^{a}=15 E_{r}^{a}$ and $B=415.4 \mathrm{G}$. The peak width is extracted from the central peak of the interference pattern (see inset). The gap for low $\nu_{\text {mod }}$, which is a characteristic property of the Mott insulator, can be seen clearly in the spectrum. The peak in $\nu_{\text {mod }}$ corresponding to $\operatorname{Re}(U)$ is due to excitations where an atom on a singly occupied site hops onto another singly occupied site. The peak corresponding to $2 \operatorname{Re}(U)$ is due to excitations where an atom hops onto a site already occupied by $n \geq 2$ atoms [Gre03]. The peak positions are extracted from a Lorentzian fit to the data.

Excitation spectra are recorded for different values of the magnetic field close to the Feshbach resonance and the real part of the scattering length is extracted by using Eq. (2.11). The result is shown in Fig. 5.6. A fit of Eq. (2.3) to the data yields a molecular decay rate $\Gamma=39(3) / \mathrm{ms}$ that is two orders of magnitude larger than the value obtained in Sec. 5.3.1. This indicates that the dispersive feature in $\operatorname{Re}(a)$ is broadened by $\sim 30 \mathrm{mG}$. The mechanism that causes the broadening remains unclear. Therefore, it is questionable whether Eq. (2.3) correctly describes the data close to resonance. Thus we exclude data points in a range of $\pm 100 \mathrm{mG}$ around the resonance and fit Eq. (2.3) with $\Gamma=0$ to the data. The fit yields a resonance position of $B_{\mathrm{res}}=414.29(3) \mathrm{G}$
that agrees well with the measurements in Sec. 5.3.3. Furthermore, we obtain $a_{\mathrm{bg}}=111(1) \mathrm{a}_{\mathrm{B}}$ and $\Delta B=13(2) \mathrm{mG}$. The errors are purely statistical. Systematic errors are larger. The uncertainty in the calibration of the lattice depth (see Sec. 3.3.1) leads to an uncertainty of $\sim 10 \%$ in $a_{\text {bg }}$. The broadening of the dispersive feature might cause additional systematic errors. Within the experimental uncertainty, the values agree well with the theoretical prediction [Kok] as well as with the experimental results obtained in Sec. 5.3.3.

## 6 Dissipation Fermionizes a 1D Gas of Bosonic Molecules

Many-body systems usually behave differently depending on whether the particles are bosons or fermions. However, bosons are forced to behave much like fermions if the system is one-dimensional (1D) and the interactions dominate the dynamics. This strongly correlated system is called a Tonks-Girardeau gas [Ton36, Gir60] and was observed with atoms in optical lattices [Par04, Kin04]. All this work dealt with conservative interactions. Here we demonstrate a surprising generalization, namely that inelastic collisions produce a dissipative analogue of the Tonks-Girardeau gas [Sya08]. The experiment is performed with Feshbach molecules confined to 1D in the optical lattice. Inelastic collisions between the molecules create strong correlations that suppress the molecule loss rate. We dramatically increase this suppression by adding a lattice along the 1D direction. This work offers perspectives to create other, and possible new, strongly correlated states using dissipation [Sac99, Wen04].

In Sec. 6.1 we summarize the theory of strongly interacting bosons in 1D for elastic interactions and generalize the Lieb-Liniger model to the case of inelastic interactions. The experimental observation of the strongly correlated system is presented in Sec. 6.2. In Sec. 6.3 we develop theory to describe the system if a shallow lattice is applied along the 1D direction. Its experimental realization is demonstrated in Sec. 6.4.

### 6.1 Strongly Interacting Bosons in 1D

### 6.1.1 Elastic Interactions

The historic development of the theory of one-dimensional gases dates back to 1936, when L. Tonks theoretically analyzed a one-dimensional classical gas of hard elastic spheres of finite size [Ton36]. He found that this system of impenetrable particles obeys the equation of state of an ideal gas with a volume that is reduced by the volume of the particles. He also showed that the gas obeys the Maxwell-Boltzmann distribution.

In 1960, M. Girardeau established a relationship between one-dimensional systems of bosons with infinitively strong repulsive interactions and non-interacting, spinless fermions [Gir60]. Due to the infinitely strong interaction, the bosons are impenetrable. Girardeau found that the many-body wave function
in position representation for the bosonic system is equivalent to the manybody wave function of the fermionic system multiplied by a position dependent constant +1 or -1 . As a consequence, the many-body wave function for the bosonic system vanishes whenever the relative coordinate of two-particles is zero as for a non-interacting Fermi gas.

Lieb and Liniger extended Girardeau's model to the case of repulsive elastic interactions modeled by a delta-function potential with finite strength $g_{1 D}$ [Lie63]. They considered a one-dimensional gas of $N$ bosons in a box with length $L$ with periodic boundary conditions. The Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{\mathrm{LL}}=-\frac{\hbar^{2}}{2 m} \sum_{j} \frac{\partial^{2}}{\partial x_{j}^{2}}+g_{1 D} \sum_{j<i} \delta\left(x_{j}-x_{i}\right), \tag{6.1}
\end{equation*}
$$

where $x_{j}$ is the position of the $j$ th boson. The particle density $n_{1 D}$ can be used to introduce a dimensionless interaction strength [Lie63]

$$
\begin{equation*}
\gamma=\frac{m g_{1 D}}{\hbar^{2} n_{1 D}} \tag{6.2}
\end{equation*}
$$

Counter-intuitively, in 1D the gas becomes more interacting with decreasing density. In the strongly correlated regime a Tonks-Girardeau gas is realized. This regime is reached for $|\gamma| \gg 1$.

For $\gamma \gg 1$ and $N \gg 1$ Lieb and Liniger found an analytic expression for the energy eigenvalue of the ground state [Lie63]

$$
\begin{equation*}
E=N \frac{\hbar^{2} \pi^{2} n_{1 D}^{2}}{6 m}\left(\frac{\gamma}{\gamma+2}\right)^{2} \tag{6.3}
\end{equation*}
$$

For $\gamma \rightarrow \infty$ the energy per particle approaches the Fermi energy $\hbar^{2} k_{F}^{2} / 2 m$ with $k_{F}=\pi n_{1 D}$ as for non-interacting fermions.

In 1998, M. Olshanii proposed that the Tonks-Girardeau gas could be realized by confining particles to a cylindrical trap with very tight radial confinement [Ols98]. At sufficiently low temperature, the radial motion of the particles is essentially frozen and particles can only move axially. For harmonic confinement, characterized by the angular harmonic oscillator frequency $\omega_{\perp}$, the radial motion is governed by the ground-state wave function with harmonic oscillator length $a_{\perp}=\sqrt{\hbar / m \omega_{\perp}}$, where $m$ is the mass of one particle. Twobody interactions between the bosons in the cylindrical trap can be modeled by a delta-potential with interaction strength [Ols98]

$$
\begin{equation*}
g_{1 D}=\frac{2 \hbar^{2} a}{m a_{\perp}^{2}}\left(1+\frac{a}{\sqrt{2} a_{\perp}} \zeta\left(\frac{1}{2}\right)\right)^{-1} \tag{6.4}
\end{equation*}
$$

where $a$ is the three-dimensional scattering length and $\zeta$ denotes the Riemann zeta function with $\zeta\left(\frac{1}{2}\right) \approx-1.46$.

Particle loss due to inelastic interactions can serve as a direct experimental probe of the pair correlation function. This is because two-body collision rates are proportional to finding two particles at the same position. Hence, the loss rate caused by inelastic two-body collisions is proportional to $g^{(2)}(0)$ as already discussed in Sec. 2.3.1. Gangardt and Shlyapnikov calculated $g^{(2)}(0)$ for strongly interacting bosons with repulsive interactions with $\gamma \gg 1$ and obtained [Gan03]

$$
\begin{equation*}
g^{(2)}(0)=\frac{4 \pi^{2}}{3 \gamma^{2}} . \tag{6.5}
\end{equation*}
$$

In the strongly correlated regime, $g^{(2)}(0)$ is strongly suppressed as observed in Ref. [Kin05] and reaches $g^{(2)}(0)=0$ for $\gamma=\infty$ as for non-interacting fermions. On the other hand, in the weakly interacting regime with $\gamma \ll 1$, a gas of identical bosons at zero temperature has $g^{(2)}(0) \approx 1$. Analogous statements hold for three-body collisions [Kag85, Gan03, Bur97, Lab04].

### 6.1.2 Inelastic Interactions

The interaction between ultracold bosons is described by the scattering length $a$. The real and imaginary part of $a$ represent elastic and inelastic collisions, respectively (see Sec. 2.3.2). Obviously, a strong repulsive interaction makes it energetically unfavorable that two bosons are at the same position. We show that a strong inelastic interaction also produces a strong reduction of the probability to find two bosons at the same position. This surprising behavior becomes plausible from an analogy in classical optics, where absorption is expressed by an imaginary part of the refractive index. If an electromagnetic wave impinges perpendicularly on a surface between two media with complex refractive indices $n_{1}$ and $n_{2}$, then a fraction $\left|\left(n_{1}-n_{2}\right) /\left(n_{1}+n_{2}\right)\right|^{2}$ of the intensity will be reflected. In the limit $\left|n_{2}\right| \rightarrow \infty$, the light is perfectly reflected off the surface, no matter what the value of $\arg n_{2}$, where $n_{2}=\left|n_{2}\right| e^{i \arg n_{2}}$. This is due to index mismatch. In our system, bosons interacting with large imaginary $a$ almost perfectly reflect off each other for an analogous reason. This leads to an almost vanishing boundary condition at zero relative distance, which strongly suppresses the probability to find two bosons at the same position.

As discussed in Sec. 2.3.1, loss caused by inelastic two-body collisions can be described by a negative imaginary part of the scattering length. Here we generalize the Lieb-Liniger model to the case of inelastic interactions characterized by complex $a$. We present the main arguments and the reader is referred to Ref. [GR08] for a detailed derivation.

We first note following the calculations in Ref. [Ols98] that Eq. (6.4) for the 1D interaction strength remains valid if $a$ is complex. Next, we consider the boundary condition for the wave function. It is well known, that the deltapotential in Eq. (6.1) can be replaced by a boundary condition for the wave
function $\psi$ at positions where the relative coordinate $x_{i j}=x_{i}-x_{j}$ vanishes

$$
\begin{equation*}
\left.\frac{d \psi}{d x_{i j}}\right|_{x_{i j} \rightarrow 0^{+}}-\left.\frac{d \psi}{d x_{i j}}\right|_{x_{i j} \rightarrow 0^{-}}=\left.\frac{m g_{1 D}}{\hbar^{2}} \psi\right|_{x_{i j}=0} \tag{6.6}
\end{equation*}
$$

Bosonic symmetry implies that on the left-hand side, the first term equals minus the second term. Expanding $\psi$ in a power series around $x_{i j}=0$, Eq. (6.6) can be rewritten as

$$
\begin{equation*}
\psi\left(x_{1}, \ldots, x_{N}\right) \propto \frac{2 \hbar^{2}}{m g_{1 D}}+\left|x_{i j}\right|+\mathcal{O}\left(x_{i j}^{2}\right) \tag{6.7}
\end{equation*}
$$

where the proportionality contains the dependence on all remaining coordinates.

The energy eigenstates of the generalized Lieb-Liniger model can be divided into two classes: gaseous states and bound states. For real $\gamma$, the momenta of all particles are real valued for gaseous states whereas at least one momentum is complex for bound states. Furthermore, for $\gamma \rightarrow \pm \infty$ all momenta converge to finite values for gaseous states, whereas at least one momentum diverges to $\pm i \infty$ for bound states. The latter is exemplified by a state where particles $i$ and $j$ are bound. Here $\psi \propto \exp \left(m g_{1 D}\left|x_{i j}\right| / 2 \hbar^{2}\right)$ for $x_{i j} \rightarrow 0$, which corresponds to an imaginary momentum that diverges for $\gamma \rightarrow \infty$. Bound states exist only if $\operatorname{Re}(\gamma)<0$. The case of real and negative $\gamma$ was considered in Ref. [Ast05].

We consider the case of complex $\gamma$, where all momenta are usually complex, but the convergence or divergence of the momenta for $|\gamma| \rightarrow \infty$ can still be used to distinguish between gaseous and bound states. As a consequence, $\psi$ and $d \psi / d x_{i j}$ remain finite for $|\gamma| \rightarrow \infty$ for all gaseous states. Equation (6.6) then implies

$$
\begin{equation*}
\left.\psi\right|_{x_{i j}=0} \rightarrow 0 \quad \text { for } \quad|\gamma| \rightarrow \infty \tag{6.8}
\end{equation*}
$$

for all gaseous states, because the left-hand side of Eq. (6.6) must remain finite. The same result can be obtained from Eq. (6.7), because the term proportional to $\left|x_{i j}\right|$ must remain finite so that the proportionality factor must remain finite.

In the limit $|\gamma| \rightarrow \infty$, the interaction for all gaseous states is fully described by the boundary condition Eq. (6.8). The crucial point is that this boundary condition is independent of $\arg (\gamma)$ and it is precisely this boundary condition that yields a Tonks-Girardeau gas. Hence, the wave functions of all gaseous states turn exactly into Girardeau's solutions in the limit $|\gamma| \rightarrow \infty$, no matter what the value of $\arg (\gamma)$. Attraction, repulsion, and dissipation all produce the Tonks-Girardeau gas in the limit of infinite interaction strength.

Note that in this experiment, $\operatorname{Im}(a)$ is large and negative while $\operatorname{Re}(a)$ in negligible. One can show [GR08] that for $\operatorname{Im}(\gamma) \rightarrow-\infty$ and finite $\operatorname{Re}(\gamma)$, no bound states exist, no matter what the sign of $\operatorname{Re}(\gamma)$. Bound states are


Figure 6.1: Loss rate for purely inelastic interaction. For $\operatorname{Re}(\gamma)=0$, the loss rate $d n_{1 D} / d t \propto|\gamma| g^{(2)}(0)$ (solid line) shows a maximum as a function of the interaction strength $|\gamma|$. The dotted line shows the asymptotic behavior according to Eq. (6.12). For large $|\gamma|$ it scales as $\propto 1 /|\gamma|$. Thus, for large $|\gamma|$ the system is strongly correlated, and the loss rate drops $\propto 1 /|\gamma|$.
therefore of little relevance in our experiment. In particular, the ground state is gaseous.

We now calculate the pair-correlation function $g^{(2)}(0)$ for complex $\gamma$. In 3 D , the rate equation describing losses due to inelastic two-body interaction is given by Eq. (2.16) with $K_{2}=-2 \operatorname{Im}(g) / \hbar$ from Eq. (2.17). In 1D, the analogous relation reads

$$
\begin{equation*}
\frac{d n_{1 D}}{d t}=-K_{2}^{1 D} n_{1 D}^{2} g^{(2)}(0) \tag{6.9}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{2}^{1 D}=-\frac{2}{\hbar} \operatorname{Im}\left(g_{1 D}\right) . \tag{6.10}
\end{equation*}
$$

Following the calculations in Ref. [Lie63], it can be shown that Eq. (6.3) remains valid for complex $\gamma$. This equation describes the lowest-lying state of the system. If there are no bound states, then this is the ground state. The initial loss rate of this state is obtained by inserting Eq. (6.3) into Eq. (2.56). In order to obtain $g^{(2)}(0)$, we spatially integrate Eq. (6.9) and solve for $g^{(2)}(0)$. Hence,

$$
\begin{equation*}
g^{(2)}(0)=\frac{2 \operatorname{Im}(E)}{N n_{1 D} \operatorname{Im}\left(g_{1 D}\right)} . \tag{6.11}
\end{equation*}
$$

Insertion of Eq. (6.3) to lowest order in $1 / \gamma$ yields the pair-correlation function for $|\gamma| \gg 1$

$$
\begin{equation*}
g^{(2)}(0)=\frac{4 \pi^{2}}{3|\gamma|^{2}}, \tag{6.12}
\end{equation*}
$$

which is independent of $\arg (\gamma)$. In particular $g^{(2)}(0) \rightarrow 0$ for $|\gamma| \rightarrow \infty$ independent of $\arg (\gamma)$. The suppression of $g^{(2)}(0)$ characteristic for a strongly correlated regime can be reached equally well with elastic or inelastic interactions. This is a consequence of the boundary condition Eq. (6.8).

For purely inelastic interaction, i.e. $\operatorname{Re}(\gamma)=0$, the loss rate $d n_{1 D} / d t$ from Eq. (6.9) shows an interesting behavior as a function of $K_{2}$. This is shown in Fig. 6.1 as as function of the dimensionless interaction strength $|\gamma| \propto K_{2}$. For small $|\gamma|$, the system is weakly correlated and $g^{(2)}(0) \approx 1$. Therefore $d n_{1 D} / d t \propto|\gamma| g^{(2)}(0)$ increases linearly with $|\gamma|$. When $|\gamma| \sim 5, d n_{1 D} / d t$ has a maximum, and for large $|\gamma|$ the system is strongly correlated and $d n_{1 D} / d t$ drops proportionally to $1 /|\gamma|$. Figure 6.1 shows an exact numerical solution of the Lieb-Liniger model for $N=40$ particles, where $g^{(2)}(0)$ is obtained from Eq. (6.11). The result for $N=20$ is almost identical so that finite size effects are negligible.

### 6.2 Observation of Strong Correlations

### 6.2.1 Experimental Sequence

The experiment starts with the preparation of a Mott-like state of molecules as described in Sec. 3.3.2. The optical-lattice potential seen by a molecule is given by Eq. (2.5) with

$$
\begin{equation*}
V_{\|}^{m}=V_{x}^{m} \quad V_{\perp}^{m}=V_{y}^{m}=V_{z}^{m} \tag{6.13}
\end{equation*}
$$

and $\lambda_{\text {lat }}=830.440 \mathrm{~nm}$. At the end of the state preparation, the lattice depth is $V_{\|}^{m}=V_{\perp}^{m}=127 E_{r}^{m}$, where $E_{r}^{m}$ is the molecular recoil energy (see Sec. 3.3.2).

After state preparation, $V_{\|}^{m}$ is linearly ramped to its final value with $V_{\|}^{m} \ll$ $V_{\perp}^{m}$ resulting in an array of tubes as shown in Fig. 3.5(b). We choose a ramp duration of 0.5 ms . For much faster ramps, we observe a substantial broadening of the momentum distribution along the tubes. For much slower ramps, particle loss during the ramp becomes noticeable. The system is allowed to evolve for a variable hold time at the final value of $V_{\|}{ }^{m}$. During this hold time, the relevant loss occurs. After the hold time, all molecules are dissociated into atom pairs using a magnetic field ramp with $1.6 \mathrm{G} / \mathrm{ms}$ across the Feshbach resonance to 1008.7 G. The dissociation terminates the loss. Finally, the magnetic field and the lattice light are switched off simultaneously, and the number of atoms is determined from a time-of-flight absorption image. The lattice beams that create $V_{\perp}^{m}$ have a finite waist. This results in a harmonic confinement with angular frequency $\omega_{\|}=2 \pi \times 71 \mathrm{~Hz}$ along the tubes.


Figure 6.2: Time-resolved loss of molecules at $V_{\|}^{m}=0$. The loss begins at $t=0$. The solid line shows a fit of Eq. (6.16) to the experimental data $(\bullet)$ with $t \leq 1 \mathrm{~ms}$. The best-fit value is $\chi n_{1 D}^{3}(0)=4.3 / \mathrm{ms}$, corresponding to $K_{2}=2.2 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$, and, at $t=0$, to $g^{(2)}(0)=0.11$. The dashed line shows the expectation for an uncorrelated system. The observed loss is much slower than the dashed line because of strong correlations.

### 6.2.2 Results

The decay of the molecule number as a function of hold time at $V_{\|}^{m}=0$ is shown in Fig. 6.2. The ramp down of $V_{\|}^{m}$ begins at $t=-0.5 \mathrm{~ms}$ and ends at $t=0$. The data do not show noticeable loss during the ramp down. In order to avoid complications due to the harmonic confinement $\omega_{\|}$along the tubes, we process only data for $t \leq 1 \mathrm{~ms}$.

To model the decay, we combine Eqs. (6.2), (6.4), (6.9), (6.12). This yields

$$
\begin{align*}
\frac{d n_{1 D}}{d t} & =-\chi n_{1 D}^{4}  \tag{6.14}\\
\chi & =\frac{4 \pi^{2} \hbar a_{\perp}^{2}}{3 m} \operatorname{Im}\left(\frac{1}{a}\right) . \tag{6.15}
\end{align*}
$$

Time integration of Eq. (6.14) gives $n_{1 D}(t)=n_{1 D}(0)\left(1+3 t \chi n_{1 D}^{3}(0)\right)^{-1 / 3}$. The experimental data represent an average over a large number of tubes of different lengths. This is not critical because the initial 1 D density $n_{1 D}(0)=2 / \lambda$ is identical in all tubes. Spatial integration yields the total particle number

$$
\begin{equation*}
N(t)=\frac{N(0)}{\left(1+3 t \chi n_{1 D}^{3}(0)\right)^{1 / 3}} . \tag{6.16}
\end{equation*}
$$

A fit of Eq. (6.16) to the data with $t \leq 1 \mathrm{~ms}$ in Fig. 6.2 yields $\chi n_{1 D}^{3}(0)=$ $4.3(4) / \mathrm{ms}$, corresponding to $\operatorname{Im}(1 / a)=1 / 24 \mathrm{~nm}$, according to Eq. (6.15). The error is purely statistical.

This value of $\operatorname{Im}(1 / a)$ might have contributions from $\operatorname{Re}(a)$ and $\operatorname{Im}(a)$. The identity

$$
\begin{equation*}
\operatorname{Re}(a)^{2}=-\operatorname{Im}(a)^{2}-\frac{\operatorname{Im}(a)}{\operatorname{Im}(1 / a)} \tag{6.17}
\end{equation*}
$$

shows that $\operatorname{Re}(a)^{2}$ is a parabola as a function of $\operatorname{Im}(a)$ at fixed $\operatorname{Im}(1 / a)$. This yields an upper bound $|\operatorname{Re}(a)| \leq 1 /(2 \operatorname{Im}(1 / a))=12 \mathrm{~nm}$. This information can be combined with our previous studies [Vol06, Dür06] of excitation spectra at $V_{\|}^{m}=V_{\perp}^{m}=15 E_{r}^{m}$. With the upper bound for $|\operatorname{Re}(a)|$, the excitation spectra should yield a resonance at a frequency below 1.4 kHz . Our measurements show no such resonance, even in a much broader frequency range. This can only be explained if $|\operatorname{Re}(a)| \ll|\operatorname{Im}(a)|$, because in this case the resonance becomes very broad and shallow, so that it might be undetectable. We conclude that $|\operatorname{Re}(a)| \ll|\operatorname{Im}(a)|$. As a result $\operatorname{Im}(1 / a) \approx-1 / \operatorname{Im}(a) .{ }^{1}$

With $|\operatorname{Re}(a)| \ll|\operatorname{Im}(a)|$ we obtain $\operatorname{Im}(a)=-24 \mathrm{~nm}$ and $K_{2}=2.2(2) \times$ $10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$. At $t=0$ this corresponds to $|\gamma|=11(1)$ and $g^{(2)}(0)=0.11(1)$. This shows that the inelastic interaction brings the experiment into the strong-ly-correlated regime. As the loss proceeds, $n_{1 D}$ decreases and according to Eq. (6.2) $|\gamma|$ increases, so that the system becomes even more strongly correlated.

The value of $K_{2}$ obtained here agrees fairly well with the measurements discussed in Sec. 4.1 at 1005.8 G that yield $K_{2}=1.5 \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$. For comparison we note that if the system were weakly correlated, i.e. $g^{(2)}(0) \approx 1$, then the loss should follow the dashed line in Fig. 6.2 which is calculated with $K_{2}$ from Sec. 4.1. Clearly, the observed loss is drastically inhibited. We conclude that our system is strongly correlated.

Further support for this conclusion comes from the time dependence of our data. If the system were weakly correlated, then $g^{(2)}(0)=1$ would be time independent. Spatial integration of Equation (6.9) would then predict $d N / d t \propto$ $N^{2}$ instead of $d N / d t \propto N^{4}$ in the strongly correlated regime. We fit $d N / d t \propto$ $N^{q}$ with an arbitrary power $q$ to the data with $t \leq 1 \mathrm{~ms}$. This yields $q=4.3(6)$ in good agreement with $q=4$.

The above data analysis relies on the approximation that the system is in the ground state at all times. This approximation is not a major concern because the relevant excited states are fermionized as well and their behavior is similar. But there is a more fundamental aspect to this issue: as the loss proceeds,

[^3]the particle number changes and the ground state changes correspondingly. A simple estimate for the temporal evolution of the energy can be obtained when assuming that the kinetic energy per particle $E^{\text {kin }} / N$ would remain constant during the loss. This is to be compared to the evolution of the ground state: in a harmonic oscillator, the kinetic energy of the fermionized ground state scales as $E_{g}^{\text {kin }} \propto N^{2}$. As the loss proceeds, the system automatically evolves away from the ground state, because $E^{\mathrm{kin}}(t) / E_{g}^{\mathrm{kin}}(t)=N(0) / N(t)$. Hence, for the data with $t \leq 1 \mathrm{~ms}$ that we analyze in Fig. $6.2, E^{\mathrm{kin}} / E_{g}^{\mathrm{kin}}$ is estimated to increase by a factor of $\sim 2$ during the loss.

Detailed calculations [GR08] including the excited states show that the above estimate is too pessimistic. In fact, the loss rate from a fermionized state is proportional to its kinetic energy $E^{\text {kin }}$, i.e. the loss preferentially depletes excited states. The dynamics of this preferential depletion is beyond the scope of this thesis. We only note that $E^{\text {kin }} / E_{g}^{\text {kin }}$ increases by a factor of less than $\sim 2$. Hence, it is reasonable to approximate the loss rate as being that of the ground state.

### 6.3 Strongly Correlated Bosons in the Lattice

Strongly correlated systems in solid state physics usually contain some lattice potential along all directions. It is therefore interesting to study whether similar physics as above is obtained in the case where the lattice depth along the tubes $V_{\|}^{m}$ is nonzero, but still much smaller than $V_{\perp}^{m}$ [Stö04, Par04]. In fact, we observe a much stronger suppression of $g^{(2)}(0)$. In addition, the system with $V_{\|}^{m} \neq 0$ has the advantage that it is more easily accessible for analytic and numerical calculations.

For $V_{\|}^{m} \ll V_{\perp}^{m}$, the motion perpendicular to the tubes remains frozen out as before, but the motion along the tubes is now described as hopping between discrete lattice sites. This system can be modelled with a Bose-Hubbard Hamiltonian Eq. (2.9) with tunneling amplitude $J$ and on-site interaction matrix element $\operatorname{Re}(U)$. If two particles occupy the same lattice site and tunneling is negligible, this population will decay as $\exp (-\Gamma t)$ (see Sec. 6.3.2), where we abbreviate

$$
\begin{equation*}
\Gamma=-\frac{2}{\hbar} \operatorname{Im}(U) \tag{6.18}
\end{equation*}
$$

### 6.3.1 Analytic Model for the Loss Rate

Here we develop a simple analytic model for the loss rate. We begin by calculating the loss rate from the initial state $|1\rangle$ with exactly one particle at each lattice site. We consider a state $|2\rangle$ that is obtained from state $|1\rangle$ by one tunneling event. States $|1\rangle$ and $|2\rangle$ are coherently coupled by the matrix element $\langle 1| H|2\rangle=-\sqrt{2} J$. We define the angular coupling frequency as


Figure 6.3: Levels involved in the analytic model for loss at $V_{\|}^{m} \neq 0$. Left: The initial level $|1\rangle$ contains exactly one particle at each lattice site. State $|2\rangle$ is obtained after one tunneling process with amplitude $J$. Population in state $|2\rangle$ decays incoherently into state $|3\rangle$ with rate $\Gamma$. Right: A more schematic way of drawing these levels: States $|1\rangle$ and $|2\rangle$ are coherently coupled with interaction strength $J$. State $|2\rangle$ decays incoherently into state $|3\rangle$ with rate $\Gamma$. Initially, all population is in state $|1\rangle$.
$\Omega=(2 / \hbar)|\langle 1| H| 2\rangle \mid=\sqrt{8} J / \hbar$. In state $|2\rangle$, two particles occupy the same lattice site, so that the state decays with rate coefficient $\Gamma$. These states are depicted in Fig. 6.3. While the figure shows the simple case of only two lattice sites, this approach is applicable for an arbitrary number of sites.

States $|1\rangle$ and $|2\rangle$ form a two-level system that fits into a very general pattern: state $|1\rangle$ is initially populated and coherently coupled to state $|2\rangle$, which suffers from incoherent loss. Such a two-level system is a textbook example of an open quantum system. In the fast-loss regime $\Omega \ll \Gamma$, the population decay of the initial state $|1\rangle$ follows $\exp \left(-\Gamma_{\text {eff }} t\right)$ with [CT92]

$$
\begin{equation*}
\Gamma_{\mathrm{eff}}=\frac{\Omega^{2}}{\Gamma}\left(1+\left(\frac{2 \Delta E}{\hbar \Gamma}\right)^{2}\right)^{-1} \tag{6.19}
\end{equation*}
$$

where $\Delta E=\operatorname{Re}(U)$ is the energy difference between states $|1\rangle$ and $|2\rangle$.
In a tube containing $L$ lattice sites, there are $2(L-1)$ possible tunneling processes, because there are $L-1$ barriers and tunneling through each barrier can occur from the left or right. The loss rates of the initial state $|1\rangle$ for all these possible decay channels add up incoherently. The initial loss rate of the particle number $N$ is twice as large as the population decay of state $|1\rangle$, because two particles are lost per inelastic collision. Hence, for $N \gg 1$ and $\hbar \Gamma \gg J$

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=-(L-1) \kappa \tag{6.20}
\end{equation*}
$$

where we abbreviate $\kappa=4 \Gamma_{\text {eff. }}$. Combination with Eq. (6.18) and $\Omega=\sqrt{8} J / \hbar$ yields

$$
\begin{equation*}
\kappa=\frac{32 J^{2}}{\hbar^{2} \Gamma}\left(1+\left(\frac{\operatorname{Re}(U)}{\operatorname{Im}(U)}\right)^{2}\right)^{-1} \tag{6.21}
\end{equation*}
$$

Note that combination of Eq. (6.21) with Eq. (6.2) yields $\kappa \propto \operatorname{Im}(1 / a)$. We recall from Eq. (6.15) that $\chi \propto \operatorname{Im}(1 / a)$ and see that $\kappa$ and $\chi$ scale identically with the scattering properties. This illustrates that the two regimes, $V_{\|}^{m}=0$ and $V_{\|}^{m} \neq 0$, represent similar physics.

For $|\operatorname{Re}(a)| \ll|\operatorname{Im}(a)|$, Eq. (6.21) yields a counter-intuitive effect: the larger the loss coefficient $\Gamma$, the smaller the actual loss rate $\kappa$. In the experiment, this means that fast on-site loss tends to preserve the initial state and thus suppresses tunneling in the many-body system. This can be interpreted as a manifestation of the continuous quantum Zeno effect [Mis77]: fast dissipation freezes the system in its initial state. Without this Zeno effect, one might naively estimate that tunneling would occur at a rate $\sim 2 J / \hbar$. If each such tunneling event would lead to immediate particle loss, then $2 J / \hbar$ should set the timescale for the loss, but this estimate is too naive, as discussed below.

An estimation of the loss at longer times must take into account that tunneling of a particle to a previously empty lattice site does not lead to loss. For $\hbar \Gamma \gg J$ we obtain $\hbar \kappa \ll J$. Hence, we assume that between two subsequent loss events, the particles have enough time to redistribute completely randomly along the tube under the constraint that no lattice site is occupied more than once. The probability that the lattice sites next to a specific tunneling barrier are both occupied is then $p=N(N-1) / L(L-1) .^{2}$ Tunneling through this barrier will lead to loss, only if both sites are occupied. Hence, Eq. (6.20) must be multiplied by $p$, yielding

$$
\begin{equation*}
\frac{d N}{d t}=-\frac{\kappa}{L} N^{2} \tag{6.22}
\end{equation*}
$$

for $N \gg 1$. Time integration with $N(0)=L$ yields

$$
\begin{equation*}
N(t)=\frac{N(0)}{1+\kappa t} \tag{6.23}
\end{equation*}
$$

In order to test the quality of the analytic model, we performed much more rigorous analytical and numerical calculations [GR08]. The analytic calculations reveal that the system maps to a very good approximation to a fermionized model. The numerical results show that the system loses its memory

[^4]about the initial state in a time $\sim 1 / \Gamma$. During this very short time only little loss occurs, and after this transient the loss is well described by Eq. (6.21) and Eq. (6.22). In addition, the numerical results can be fitted fairly well with Eq. (6.23) only, not trying to model the initial transient. The best-fit values for $\kappa$ obtained this way agree with Eq. (6.21) within $20 \%$ for $J / \hbar \Gamma \leq 0.04$, which corresponds to $V_{\|}^{m} \geq 1.7 E_{r}^{m}$.

### 6.3.2 Pair-Correlation Function

To calculate the pair correlation function for $V_{\|}^{m} \neq 0$, one should note the translational invariance is broken and $g^{(2)}(\mathbf{r}, \mathbf{r})$ can depend on $\mathbf{r}$. We start with Eq. (6.9), spatial integration yields

$$
\begin{equation*}
\frac{d N}{d t}=-K_{2} \int d^{3} r g^{(2)}(\mathbf{r}, \mathbf{r})\langle\hat{n}(\mathbf{r})\rangle^{2} \tag{6.24}
\end{equation*}
$$

We use a tight-binding Wannier function $w\left(\mathbf{r}-\mathbf{r}_{j}\right)$, Eq. (2.8), to describe the wave function centered at lattice site $j$. Large contributions to the integral in Eq. (6.24) arise only if $\mathbf{r}$ is close to the center of some lattice site $\mathbf{r}_{j}$. We only consider this situation. Here the Wannier functions centered at all other lattice sites are negligible and we obtain

$$
\begin{align*}
\langle\hat{n}(\mathbf{r})\rangle^{2} & =\left\langle\hat{n}_{j}\right\rangle^{2}\left|w\left(\mathbf{r}-\mathbf{r}_{j}\right)\right|^{4}  \tag{6.25}\\
\left\langle\hat{\Psi}^{\dagger 2}(\mathbf{r}) \hat{\Psi}^{2}(\mathbf{r})\right\rangle & =\left\langle\hat{n}_{j}\left(\hat{n}_{j}-1\right)\right\rangle\left|w\left(\mathbf{r}-\mathbf{r}_{j}\right)\right|^{4}  \tag{6.26}\\
g^{(2)}(\mathbf{r}, \mathbf{r}) & =\frac{\left\langle\hat{n}_{j}\left(\hat{n}_{j}-1\right)\right\rangle}{\left\langle\hat{n}_{j}\right\rangle^{2}}, \tag{6.27}
\end{align*}
$$

where the operator $\hat{n}_{j}$ describes the particle number at site $j$. Interestingly, $g^{(2)}(\mathbf{r}, \mathbf{r})$ is independent of $\mathbf{r}$, as long as $\mathbf{r}$ is so close to $\mathbf{r}_{j}$, that the integrand in Eq. (6.24) is large. In order to express the dependence on $j$ instead of $\mathbf{r}$, we write $g_{j}^{(2)}(0)$. Equation (6.24) becomes

$$
\begin{equation*}
\frac{d N}{d t}=-K_{2} \sum_{j=1}^{L} g_{j}^{(2)}(0)\left\langle\hat{n}_{j}\right\rangle^{2} \int d^{3} r\left|w\left(\mathbf{r}-\mathbf{r}_{j}\right)\right|^{4} \tag{6.28}
\end{equation*}
$$

We consider $L$ lattice sites with periodic boundary conditions. In this case $\left\langle\hat{n}_{j}\right\rangle$ and $g_{j}^{(2)}(0)$ are independent of $j$ and $\sum_{j=1}^{L}\left\langle\hat{n}_{j}\right\rangle=N$ yields $\left\langle\hat{n}_{j}\right\rangle=N / L$. In addition, we take the imaginary part on both sides of Eq. (2.11) and combine this with Eq. (6.18) and $K_{2}=-2 \operatorname{Im}(g) / \hbar$. This yields

$$
\begin{equation*}
\Gamma=K_{2} \int d^{3} r\left|w\left(\mathbf{r}-\mathbf{r}_{j}\right)\right|^{4} \tag{6.29}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{d N}{d t}=-\frac{\Gamma}{L} N^{2} g^{(2)}(0) . \tag{6.30}
\end{equation*}
$$

For the strongly correlated state, comparison with the loss rate in Eq. (6.22) yields

$$
\begin{equation*}
g^{(2)}(0)=\frac{\kappa}{\Gamma} . \tag{6.31}
\end{equation*}
$$

Interestingly, $g^{(2)}(0)$ is independent of density, in contrast to the case $V_{\|}^{m}=0$.
Finally, we consider the case where tunneling is negligible and assume that each lattice site initially contains exactly two particles. Equation (6.27) yields $\left.g_{j}^{(2)}(0)\right|_{t=0}=1 / 2$. Combination with $\left.N\right|_{t=0}=2 L$ and Eq. (6.30) yields

$$
\begin{equation*}
\left.\frac{d N}{d t}\right|_{t=0}=-\left.\Gamma N\right|_{t=0} \tag{6.32}
\end{equation*}
$$

Hence, $N$ decays exponentially with $\exp (-\Gamma t)$ because the lattice sites decay independently of each other.

### 6.4 Observation of Strong Correlations in the Lattice

We performed time-resolved measurements of the molecule number similar to that shown in Fig. 6.2 with the same experimental sequence as described in Sec. 6.2.1 for various values of the lattice depth $V_{\|}^{m}$. Such measurements are shown in Fig. 6.4. Since our model neglects the harmonic confinement $\omega_{\|}$ along the tube, we evaluate the loss at short times only. As the particles have to tunnel between discrete sites, this condition is less stringent here. We fit Eq. (6.23) to the data with $N(t) \geq N(0) / 2$. The resulting best-fit values $\kappa$ are shown in Fig. 6.5(a). We then fit the analytic results Eq. (6.18) and Eq. (6.21) to the data. With our above conclusion $|\operatorname{Re}(a)| \ll|\operatorname{Im}(a)|$, there is only one free fit parameter. The best-fit value is $K_{2}=1.7(3) \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$, which is close to the result of Fig. 6.2. Data for $V_{\|}^{m}>10 E_{r}^{m}$ (not shown in Fig. 6.5) cannot be used for the fit. They only represent the $\sim 10 / \mathrm{s}$ decay rate of a single, isolated molecule. As $V_{\|}^{m} / E_{r}^{m}$ increases from 1.7 to $10, \Gamma$ increases from $45 / \mathrm{ms}$ to $82 / \mathrm{ms}$. The dashed line in Fig. 6.5 (a) shows the naive estimate $2 J / \hbar$ which drops from $3.4 / \mathrm{ms}$ to $0.40 / \mathrm{ms}$ and lies far off the data.

The value of $K_{2}$ extracted from Fig. 6.5(a) is used to calculate $\Gamma$ and thus $g^{(2)}(0)$ using Eq. (6.31) for each experimental data point. The results are shown in Fig. 6.5(b) and agree well with the theoretical expectation (solid line) based on the same value of $K_{2}$. The smallest measured value of $g^{(2)}(0)=4.6(7) \times 10^{-4}$ represents an improvement of more than two orders of magnitude over previous experiments [Kin05].


Figure 6.4: Time-resolved loss of molecules at $V_{\|} \neq 0$. The loss begins at $t=$ 0 . Solid lines show fits of the analytic model Eq. (6.23) to the experimental data (filled symbols) with $N(t)>N(0) / 2$. Open symbols show results of the numerical calculations. Squares, circles, and triangles correspond to $V_{\|} / E_{r}^{m}=1.8,3.9$, and 6.0 respectively.

Note that a non-interacting gas would have $g^{(2)}(0)=1$ at any lattice depth. The observed suppression of $g^{(2)}(0)$ is caused by the inelastic interactions, not by the lattice itself. If the molecules were uncorrelated, the loss would follow $d N / d t=-\Gamma N^{2} / L$ according to Eq. (6.30) with $g^{(2)}(0)=1$.

In conclusion, we showed that strong dissipation can bring a 1D gas of bosons deeply into the fermionized regime and create a dissipative analogue of the Tonks-Girardeau gas. Measured loss rates yield $g^{(2)}(0) \approx 1 / 10$. Application of a weak optical lattice along the weakly confined dimension increases this suppression to $g^{(2)}(0)=1 / 2000$. Note that our previous experiments in Refs. [Vol06, Dür06] relied on atom-atom interactions to create a strongly correlated state. In a deep lattice where particles hardly tunnel, molecules were associated and the atom-atom correlations were converted into moleculemolecule correlations. This is in sharp contrast to the present experiment, where the molecule-molecule interactions create the molecule-molecule correlations. Future investigations might explore the regime of small but nonzero $V_{\|}$that should connect the two regimes studied here.


Figure 6.5: (a) Loss at different lattice depths $V_{\|}^{m}$. Experimental results (•) for $\kappa$ are extracted from fits of Eq. (6.23) to time-resolved loss data as shown in Fig. 6.4. A fit of Eq. (6.18) and Eq. (6.21) to the data yields the solid line. The best-fit value is $K_{2}=1.7(3) \times 10^{-10} \mathrm{~cm}^{3} / \mathrm{s}$. The experimental data and the analytical model agree well with results of the numerical calculations (o). For comparison, the dashed line shows the naive estimate $2 J / \hbar$ which lies far off the data. (b) Pair correlation function calculated from the data in (a) using Eq. (6.31).

## 7 Outlook

The association of ultracold molecules using Feshbach resonances was a breakthrough in the field of quantum gases. The experiments described in this thesis reveal important aspects of interacting ultracold molecules that are relevant for further experiments.

In particular, the observation that an increased loss coefficient can slow down the actual loss from the correlated many-body system of molecules could be used to increase the lifetime of other systems that suffer from loss by drastically increasing the loss coefficient, e.g. using photoassociation or Feshbach resonances. In the long run, the demonstration that dissipation can be used to reach the strongly correlated regime opens up new perspectives for the observation of spin liquid behavior or topological effects [Sac99, Wen04], especially in 2 D .

The coherent atom-molecule oscillations presented in this thesis demonstrate how atomic scattering properties can be inferred from a frequency measurement. Since frequencies can be measured with high accuracy, this technique offers perspectives in high-precision measurements, e.g. in experiments searching for drifts of fundamental constants [Chi06a].

Ultracold molecules in a Mott-like state, as created in the experiments performed here, serve as a good starting point to transfer the molecules into the rovibrational ground state. This can be achieved by a sequence of Raman laser pulses. The absence of inelastic interactions would then allow to ramp down the optical lattice and to create a BEC of molecules in their internal ground state [Jak02]. Recently, a first step in this direction has been taken already [Win07, Lan07].

Ultracold molecules in their rovibrational ground state are of particular interest if they are heteronuclear. In this case, they can have a large permanent electric dipole moment. As a consequence, these polar molecules show a longrange electric dipole-dipole interaction. Based on the dipole-dipole interaction, new quantum phases in optical lattices could be created [Gór02, Mic06, Bar06]. In addition, polar molecules could also be employed for the realization of novel schemes for quantum computation [DeM02, Lee05]. Moreover, precision measurements might also profit from ultracold polar molecules, e.g. in experiments that search for a permanent electric dipole moment of the electron [Hud05, Ber91]. First experiments demonstrating the creation of cold polar molecules [Man04, Sag05] and the association of ultracold heteronuclear molecules using a Feshbach resonance were already reported [Osp06, Pap06].

## A Scattering Cross Section for Identical Bosons

We consider the case of two identical bosons with spin scattering off one another. The wave function Eq. (2.20) needs to be symmetric under particle exchange. In the center-of-mass frame particle exchange is equivalent to the parity operation combined with swapping the spin states, i.e. $\vartheta \rightarrow \pi-\vartheta$, $\varphi \rightarrow \varphi+\pi$ and $|\alpha \beta\rangle \rightarrow|\beta \alpha\rangle$. For a spherically symmetric scattering potential the bosonically symmetrized wave function has the asymptotic form

$$
\begin{align*}
& \psi(\mathbf{r}) \stackrel{r \rightarrow \infty}{=} \frac{1}{\sqrt{2 \mathcal{V}}}\left(e^{i z k_{\alpha \beta}}|\alpha \beta\rangle+e^{-i z k_{\beta \alpha}}|\beta \alpha\rangle\right)  \tag{A.1}\\
&+\frac{1}{\sqrt{2 \mathcal{V}}} \sum_{\alpha^{\prime} \beta^{\prime}} \frac{e^{i r k_{\alpha^{\prime} \beta^{\prime}}}}{r} f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)\left|\alpha^{\prime} \beta^{\prime}\right\rangle \\
&+\frac{1}{\sqrt{2 \mathcal{V}}} \sum_{\alpha^{\prime} \beta^{\prime}} \frac{e^{i r k_{\alpha^{\prime} \beta^{\prime}}}}{r} f_{\beta^{\prime} \alpha^{\prime}, \beta \alpha}(\pi-\vartheta)\left|\beta^{\prime} \alpha^{\prime}\right\rangle .
\end{align*}
$$

The normalization volume $\mathcal{V}$ is chosen so that the plane-wave component ( $e^{i k z}+$ $\left.e^{-i k z}\right) / \sqrt{2 \mathcal{V}}$ contains one particle. Swapping the labels of the indices $\alpha^{\prime}$ and $\beta^{\prime}$ in the last sum yields

$$
\begin{align*}
& \psi(\mathbf{r}) \stackrel{r \rightarrow \infty}{=} \frac{1}{\sqrt{\mathcal{V}}}\left(\frac{e^{i z k_{\alpha \beta}}|\alpha \beta\rangle+e^{-i z k_{\beta \alpha}}|\beta \alpha\rangle}{\sqrt{2}}\right)  \tag{A.2}\\
&+\frac{1}{\sqrt{\mathcal{V}}} \sum_{\alpha^{\prime} \beta^{\prime}} \frac{e^{i r k_{\alpha^{\prime} \beta^{\prime}}}}{r} \frac{f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)+f_{\alpha^{\prime} \beta^{\prime}, \beta \alpha}(\pi-\vartheta)}{\sqrt{2}}\left|\alpha^{\prime} \beta^{\prime}\right\rangle .
\end{align*}
$$

For $f(\vartheta)$ and $f(\pi-\vartheta)$ the outgoing spins $\alpha^{\prime}{ }^{\prime} \beta^{\prime}$ are the same, but the incoming spins $\alpha, \beta$ differ. The cross section becomes

$$
\begin{equation*}
\sigma=\sum_{\alpha^{\prime} \beta^{\prime}} \frac{k_{\alpha^{\prime} \beta^{\prime}}}{k_{\alpha \beta}} \int d \Omega\left|\frac{f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)+f_{\alpha^{\prime} \beta^{\prime}, \beta \alpha}(\pi-\vartheta)}{\sqrt{2}}\right|^{2} . \tag{A.3}
\end{equation*}
$$

A particle scattered at an angle $\vartheta$ could stem from either incoming plane wave and thus could be scattered by an angle $\vartheta$ or $\pi-\vartheta$. Since the two possibilities cannot be distinguished, the corresponding amplitudes $f(\vartheta)$ and $f(\pi-\vartheta)$ interfere. For $\alpha \neq \beta$ there is no simple relationship between the two amplitudes because the incoming spins differ.

This is different for $\alpha=\beta$. When expanding $f(\vartheta)$ in partial waves Eq. (2.24), the symmetry of the spherical harmonics under parity is important $Y_{l m}(\pi-$ $\vartheta, \pi+\phi)=(-1)^{l} Y_{l m}(\vartheta, \phi)$. As a result, for identical bosons only partial waves with even $l^{\prime}$ contribute to the total cross section Eq. (2.27).

For $\alpha \neq \beta$ there are two terms in the sum over $\alpha^{\prime} \beta^{\prime}$ of Eq. (A.3) which describe elastic scattering: $\left|\alpha^{\prime} \beta^{\prime}\right\rangle=|\alpha \beta\rangle$ or $\left|\alpha^{\prime} \beta^{\prime}\right\rangle=|\beta \alpha\rangle$. For $\alpha=\beta$ there is only one term in the sum. The elastic cross section is therefore

$$
\begin{equation*}
\sigma_{\mathrm{el}}^{\text {boson }}=\frac{2}{1+\delta_{\alpha \beta}} \int d \Omega\left|\frac{f_{\alpha^{\prime} \beta^{\prime}, \alpha \beta}(\vartheta)+f_{\alpha^{\prime} \beta^{\prime}, \beta \alpha}(\pi-\vartheta)}{\sqrt{2}}\right|^{2} \tag{A.4}
\end{equation*}
$$

Near threshold one obtains the two scattering lengths

$$
\begin{align*}
& f_{\alpha \beta, \alpha \beta}(\vartheta) \stackrel{k_{\alpha \beta} \rightarrow 0}{=}-a_{\alpha \beta, \alpha \beta},  \tag{A.5}\\
& f_{\alpha \beta, \beta \alpha}(\vartheta) \stackrel{k_{\alpha \beta} \rightarrow 0}{=}-a_{\alpha \beta, \beta \alpha}, \tag{A.6}
\end{align*}
$$

and we define the bosonically symmetrized scattering length

$$
\begin{equation*}
a_{\alpha \beta}^{\mathrm{sym}}=\frac{a_{\alpha \beta, \alpha \beta}+a_{\alpha \beta, \beta \alpha}}{1+\delta_{\alpha \beta}}, \tag{A.7}
\end{equation*}
$$

in accordance with Ref. [Sto88]. The elastic $s$-wave cattering cross section for bosons with spin becomes [Bur99]

$$
\begin{equation*}
\sigma_{\mathrm{el}}^{\text {boson }} \stackrel{k_{\alpha \beta} \rightarrow 0}{=}\left(1+\delta_{\alpha \beta}\right) 4 \pi\left|a_{\alpha \beta}^{\text {sym }}\right|^{2} . \tag{A.8}
\end{equation*}
$$

The inelastic cross section can be calculated in a similar way and one obtains [Bur99]

$$
\begin{equation*}
\sigma_{\text {inel }}^{\text {boson }} \stackrel{k_{\alpha \beta \beta} \rightarrow 0}{=}\left(1+\delta_{\alpha \beta}\right) \frac{4 \pi}{k_{\alpha \beta}} \operatorname{Im}\left(-a_{\alpha \beta}^{\text {sym }}\right) . \tag{A.9}
\end{equation*}
$$

We conclude this appendix with a short remark on detector count rates. In a traditional scattering experiment, the number of particles counted by a detector at angle $\vartheta$ is proportional to the differential scattering cross section

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=|f(\vartheta, \varphi)|^{2} \tag{A.10}
\end{equation*}
$$

When comparing the situation where a particle scatters off a potential to the situation where two particles scatter off another, the detector count rate depends on whether one or two particles are counted. If one particle is counted, the detector count rate equals the scattering event rate $\Gamma$ in Eq. (2.21). If both particles are counted, then the detector count rate will be $2 \Gamma$. The latter case is inevitable for identical bosons. The factor of 2 in the detector count rate has no effect on the total scattering cross section $\sigma$ because its definition is based on the scattering event rate $\Gamma$. When dealing with detector count rates, it is customary to include a factor of 2 in the definition of $d \sigma / d \Omega$ when identical particles are scattered. In this case, $d \sigma / d \Omega$ must be integrated over half the solid angle to obtain $\sigma$. In the field of ultracold gases detector count rates are usually irrelevant.

## B Matrix Element for Atom-Molecule Coupling

Here, we derive the matrix element $H_{\mathrm{am}}$ for atom-molecule coupling in a harmonic oscillator. For a more detailed derivation see Ref. [Die07].

In order to relate $H_{\mathrm{am}}$ to parameters of the scattering problem, we first summarize some results of scattering theory. The asymptotic form of the scattering state in the absence of the molecular state is given by Eq. (2.20) and reads

$$
\begin{equation*}
\psi_{\mathbf{k}}(\mathbf{r})=C\left(e^{i \mathbf{k} \cdot \mathbf{r}}+f_{\mathrm{bg}} \frac{e^{i k r}}{r}\right), \tag{B.1}
\end{equation*}
$$

where $\mathbf{r}$ is the relative coordinate, $\mathbf{k}$ is the wave vector in the relative coordinate, $f_{\mathrm{bg}}=\left(e^{-2 i k a_{\mathrm{bg}}}-1\right) / 2 i k$ is the background scattering amplitude and $C$ is a constant determined by normalization of the wave function. Obviously $\psi_{\mathbf{k}}(\mathbf{r})$ is proportional to $C$, so that

$$
\begin{equation*}
\left\langle\psi_{m}\right| H\left|\psi_{\mathbf{k}}\right\rangle=C \alpha . \tag{B.2}
\end{equation*}
$$

For small enough $k$, the parameter $\alpha$ becomes independent of $\mathbf{k}$ [Tim99b]. For the scattering state Eq. (B.1), we use a large quantization volume $V$ and obtain $|C|^{2}=1 / V$. We thus recover Eq. (23) of Ref. [Tim99b]. A combination of Eqs. (25) and (42) of that reference yields

$$
\begin{equation*}
|\alpha|^{2}=\frac{4 \pi \hbar^{2} a_{\mathrm{bg}}}{m} \Delta \mu \Delta B \tag{B.3}
\end{equation*}
$$

This relates $\alpha$ to known parameters of the Feshbach resonance.
We now turn to the problem of two identical bosons in a harmonic oscillator. Our following treatment rests on the central assumption that there is a separation of length scales: the typical range of the interatomic interaction is much smaller than the harmonic oscillator length $a_{\mathrm{ho}}=\sqrt{\hbar / m \omega}$ determined by the angular trap frequency $\omega$. Hence, $H_{\mathrm{am}}$ can only be sensitive to the properties of the entrance-channel wave function at short radius. For the ground state of two elastically interacting particles in the harmonic oscillator, the short-range behavior is [Bus98]

$$
\begin{equation*}
\psi_{a}(r)=-\sqrt{\frac{1}{4 \pi a_{\mathrm{ho}}^{2} \hbar \omega} \frac{\partial E}{\partial a}}\left(-\frac{a_{\mathrm{bg}}}{r}+1+\mathcal{O}\left(\frac{r}{a_{\mathrm{ho}}}\right)\right), \tag{B.4}
\end{equation*}
$$

with the energy $E(a)$ given by the implicit equation [Bus98]

$$
\begin{equation*}
\frac{a_{\mathrm{ho}}}{a}=\sqrt{2} \frac{\Gamma\left(\frac{3}{4}-\frac{E}{2 \hbar \omega}\right)}{\Gamma\left(\frac{1}{4}-\frac{E}{2 \hbar \omega}\right)}, \tag{B.5}
\end{equation*}
$$

where $\Gamma$ is the Euler gamma function. A series expansion yields for the ground state [Die07]

$$
\begin{equation*}
\frac{\partial E}{\partial a_{b g}} \frac{a_{h o}}{\hbar \omega}=\sqrt{\frac{2}{\pi}}(1+\underbrace{2 \sqrt{\frac{2}{\pi}}(1-\ln 2)}_{=0.490} \frac{a_{b g}}{a_{h o}}+\mathcal{O}\left(\frac{a_{b g}}{a_{h o}}\right)^{2}) \tag{B.6}
\end{equation*}
$$

To connect these results to the scattering problem, we consider Eq. (B.1) in the limit $k \rightarrow 0$

$$
\begin{equation*}
\psi_{\mathbf{k}}(r)=C e^{-i k a_{\mathrm{bg}}}\left(1+O\left(k a_{\mathrm{bg}}\right)^{2}\right) \times\left(-\frac{a_{\mathrm{bg}}}{r}+1+O(k r)+O\left(k a_{\mathrm{bg}}\right)^{2}\right) \tag{B.7}
\end{equation*}
$$

We note that the typical wave vector in the harmonic oscillator ground state is $k \sim 1 / a_{h o}$ so that neglecting terms of order $O\left(k a_{b g}\right)^{2}$ is consistent with our above series expansion in Eq. (B.6) that neglects terms of order $O\left(a_{b g} / a_{h o}\right)^{2}$. Evidently, Eq. (B.7) becomes identical to Eq. (B.4) if we choose

$$
\begin{equation*}
|C|^{2}=\left(\frac{1}{\sqrt{2 \pi} a_{h o}}\right)^{3}\left(1+0.490 \frac{a_{b g}}{a_{h o}}+O\left(\frac{a_{\mathrm{bg}}}{a_{\mathrm{ho}}}\right)^{2}\right) \tag{B.8}
\end{equation*}
$$

As the coupling of an entrance-channel state to the molecular state is only sensitive to the wave function at short radius, and as the two wave functions at short radius Eqs. (B.4) and (B.7) are identical, the coupling for the two states is identical. Hence, Eq. (B.2) is again applicable and we obtain

$$
\begin{equation*}
\left|H_{\mathrm{am}}\right|^{2}=\frac{4 \pi \hbar^{2} a_{b g} \Delta \mu \Delta B}{m\left(\sqrt{2 \pi} a_{\mathrm{ho}}\right)^{3}}\left(1+0.490 \frac{a_{\mathrm{bg}}}{a_{\mathrm{ho}}}+\mathcal{O}\left(\frac{a_{\mathrm{bg}}}{a_{\mathrm{ho}}}\right)^{2}\right) . \tag{B.9}
\end{equation*}
$$

This result for $H_{\mathrm{am}}$ is a factor of $(\pi / 3)^{1 / 4} \approx 1.01$ larger than Eq. (22) in Ref. [Jul04] where a different approximation is used, and also terms of order $\mathcal{O}\left(a_{\mathrm{bg}} / a_{\mathrm{ho}}\right)$ are neglected.
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[^0]:    ${ }^{1}$ To derive the Bose-Hubbard Hamiltonian, one starts with the Hamiltonian Eq. (2.42) with $V(\mathbf{r})=V_{\text {lat }}(\mathbf{r})+V_{\text {trap }}(\mathbf{r})$ describing a many-body system of identical bosons with twobody interactions modeled by a contact potential. Inserting Eq. (2.8) and assuming that the overlap of Wannier functions at different lattice sites is small, only terms describing on-site and nearest-neighbor interaction are relevant. This yields Eq. (2.9)

[^1]:    ${ }^{1}$ Note that the angular trap frequencies $\omega_{x}, \omega_{y}, \omega_{z}$ from Eq. (3.14) and $\omega_{r}$ from Eq. (3.9) describing the external harmonic confinement due to the finite waist of the lattice beams and the crossed dipole trap are identical for atoms and molecules.

[^2]:    ${ }^{2}$ The blast light is applied while the atoms are at $\sim 1005 \mathrm{G}$. The used hyperfine ground states are characterized by good quantum number $f, m_{f}$, while the excited states are characterized by good quantum numbers $m_{i}^{\prime}, m_{f}^{\prime}$.

[^3]:    ${ }^{1}$ The 1D measurements (no matter if $V_{\|}^{m}=0$ or $V_{\|}^{m} \neq 0$ ) yield an experimental value for $\operatorname{Im}(1 / a)$ while the 3D measurement in Sec. 4.1 yields a value for $\operatorname{Im}(a)$ at 1005.8 G. In principle, these two values could be inserted into Eq. (6.17) to extract a value (not just an upper bound) for $|\operatorname{Re}(a)|$. But in practice the systematic uncertainty in the measurement of Sec. 4.1 is so large, that we cannot constrain $|\operatorname{Re}(a)|$ any further.

[^4]:    ${ }^{2}$ There are $\binom{L}{N}$ possibilities to distribute $N$ distinguishable particles onto $L$ sites with at most one particle per site. For a specific pair of neighboring sites that are occupied by one particle each, the remaining $N-2$ particles can be distributed over the remaining $L-2$ sites, thus giving $\binom{L-2}{N-2}$ distributions. Division by the total number of distributions yields the probability $p=\binom{L-2}{N-2} /\binom{L}{N}$ that two neighboring sites are occupied.

