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Abstract

We compare different approaches for linear precoding, i. e. pro-
cessing applied prior to transmission. Our contribution is not
only the comparison of the different transmit filters in the same
framework, but the design of the transmit filters with FIR struc-
ture for a direct sequence code division multiple access system
together with an optimization of the latency time. The three ba-
sic transmit filter types, namely the transmit matched filter, the
transmit zero-forcing filter, and the transmit Wiener filter, are
compared to two alternative approaches: the constrained mini-
mum mean square error and the eigenprecoder filter. Simulation
results reveal that the eigenprecoder filter is preferable for low
signal to noise ratio, whereas the interference suppressing trans-
mit filters are superior otherwise.

1. Introduction

The conventional way to combat the distortions caused by the
frequency-selective channel leads to more compiebile sta-
tions(MSs) which have to be kept simple, however. Thus, trans-
mit processing is advantageous for the downlink, as the MSs
perform ana priori known processing, e. g. correlation with the
spreading sequence, and the transmithiage statior(BS) has

to adapt to the properties of the channel which can be estimated
during uplink reception in #me division dupleXTDD) system.

The downlink direction is expected to carry most of the traffic
for multimedia applications. Examples of TDD systems are the
3GPP TDD mode and the Chinese TD-SCDMA.

The transmit matched filte(TxMF, [1, 2]) maximizes the de-
sired signal portion in the estimate, tlransmit zero-forcing
filter (TxZF, [3, 4, 5, 6, 7]) removes the interference, and the
transmit Wiener filte TXWF, [8, 9]) minimizes themodified
mean square errofmodifiedMSE). In [7], Noll Barreto et al.
proposed theonstrained minimum mean square error transmit
filter (TXCMMSE) which minimizes the MSE together with a
transmit power inequality constraint (see also [3, 10]). In [11],
a suboptimum TXCMMSE has been examinined which assumes
long spreading codes and low system load. If the receive filter
is a rake matched to the combination of channel and transmit
filter and the transmit filter is designed to maximize #ig-

nal to noise ratio(SNR) at the receiver, we end up with the
eigenprecodefl12, 13, 14]. In [15, 16], suboptimum eigenpre-
coders with a reduced number of rake fingers have been pro-
posed which we do not consider in this paper.

Up to now, no study focused on the comparison of the dif-
ferent transmit filters. Whereas the matched filter types (TxMF
and eigenprecoder) were proposed as FIR filters, the interfer-
ence suppressing filters (TxZF, TXCMMSE, and TXWF) were
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introduced as block filters which process a whole block at once.
However, FIR filters are advantageous for implementation due
to their simplicity, therefore, FIR variants of all filters are de-
rived and compared in this paper.

We do not consider the effects of channel mismatches be-
tween uplink and downlink and also neglect the outdating of
channel estimates obtained during reception in the uplink which
deteriorate the results for all transmit filters (especially interfer-
ence suppressing variants, see e.g. [6, 17]). We also assume
perfect knowledge of the noise statistics at the transmitting BS
for the TXWF although the MSs have to feed back this informa-
tion (see the discussion in [8]).

We explain the system model fdirect sequence code di-
vision multiple acceséDS-CDMA) transmit processing in Sec-
tion 2 and in Section 3, we review the transmit filters. The sim-
ulation results are presented in Section 4 and conclusions are
drawn in Section 5.

1.1. Notation

Vectors and matrices are denoted by lower case bold and capital
bold letters, respectively. We usge|, ‘«’, ‘ @, ()", (o)T, and

(8)™ for expectation, convolution, the Kronecker product, com-
plex conjugation, transposition, and conjugate transposition, re-
spectively. The pseudo inverse of a matrix is denotedeby .

All random processes are assumed to be zero-mean and station-
ary. The covariance matrix of the vector proces$s] is denoted

by R, = E[z[n]z"[n]], whereas the variance of the scalar
procesg[n] is denoted by, = E[|y[n]|?]. The floor operator

is denoted by o] which gives the integer number smaller than
or equal to the argument. For the time index of symbols and
chips we use(e)™ and [n], respectively. TheV x M zero
matrix isOnx » and theN x N identity matrix is1y, whose

n-th column ise,,. Throughout the paper, we use the selection
matrix S(q,M,N) = [01\/1><q, 1, 01\/1><N_q] S {O, 1}M><M+N.

2. System Model

The downlink from the BS withV, antenna elements to tfié

MSs each having one antenna element is shown in Fig. 1. The
transmit signals, [n] = p,[n] * du[n] € CN2 u =1,...,U,

are summed up by the BS and propagate oveutkte channel

hy = 32 hugdln — g € CV to theu-th MS. The output

of the receive filter at tha-th MS reads as

duln] = ¢;[=n]  gu[n] * (hf [0 %> sln] +1u [n]) ;

k=1
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Figure 1: Downlink System Model withi Mobiles

wheren,, [n] denotes the complex Gaussian noise. All inves-
tigated transmit filters assume a code matched filférn] at
the u-th MS, whereas for all transmit filters except the eigen-
precoder, the filtey. [n] is inactive, that igj., [n] = d[n].

Since the interpolator can be described as follows

i
du[n] = { 0

and the operation of the decimatord®” = d.,[ym + v], we
get for the estimate of the-th MS (for g..[n] = d[n]):

n=xm, m € 7%,
otherwise

U
A" =" pp Auw)dy" + el (1)
k=1
where we useq for the spreading factor, collected tiie+ 1
coefficients of the transmit filtep,, [n] = Zf:o Py 0ln — 4]
in the vector

PE ]T e ¢Na(l+1)

and introduced the latency timee {—x +1,..., L+ Q}.
The chips of the code, [n] = Z;‘z’ol cu,:0[n — 1] and the noise
samples effecting the estimai&™ are comprised in

P, = [pau,...

T
Cy = [CU,X—h c. ,Cu,o} e C* and

[nu[x(m—&— 1) +v— 1], .. '777u[Xm—|— V]]T c (CX,

[m]

Ny ™ =

respectively. The operations of the chanhg[n] and the cor-
relatorc;, [—n| are described by the system matrix

Ay (v) = H,CY (v) € CNeFHD 2t

where
Q
H, = Z hu’q ® S(q,L+1,Q) € CNa(L+1)XL+Q+1 and
q=0
x—1
T L L 1
Cu=> cuiS{—i—1,0+Q+1x—1) € CETITXXLHATL

K3

The matrixY (v) = $(v)¥ € {0, 1} H@Hx>*x(etD) can be
divided into

D(v) = S (ux—v.L+Q+x.(2ut1)x—L—@-1), and

- |:0x—1><2u+1:| c {07 1}(2u+2)x—1><2u+1

1,11 ®ex

representing the decimator and the interpolator, respectively.
Here,e; € {0,1}* and we used the abbreviation

5
X

for the number of symbols which potentially influence the esti-
mated!”™ and which are put into

T
dm = [d}j”*“h...,d}cm],...,dg’”‘“l} € C2+1,

Note thatdl™ = eQEH d™ is the estimate’d!™ desired value
ande, 11 € {0, 1},

The receive filterg,[n] = > gu,pd[n — b] are
only different fromd[n] for the eigenprecoder which maximizes
the SNR at the decimator output:

et

3 E[lct[=n] * gu[n] * nu[n]|*]|

L+Q—x+1
b=0

Yu =

n=xm-+v

For the eigenprecoder, the transmit filter has the special form

p.n] = P, [n] * culn] € CcNa,

wherep, [n] = S X! D, ¢0[n — £]. Under the assumption
of white symbols and noise, we getfor= L+ Q — x + 1 and

2 _ 2 _ 2 .
O'd—O'dl—“'—O'dU.

~ ~ o~ 2
J%ugTéHé'ugﬁ

u

)

Vu =

Here,g, = [gu.0,--»Gurtoxt+1]t € CETO=x+2 gnd
P, € CNall=x+2) s defined similar tg,,. The channel matrix
H , and the code matri€’, are equal taH> andC.,, respec-
tively, whenL is replaced by, — x + 1.

3. Transmit Filters
The TxZF, TXMF, TXWF, and TXCMMSE share the form:

Bwl (CA"()AW) + Elupun ) AW),
@)

whereA(v) = [A1(v),..., Ay(v)] € CNaE+DxUCHHD) jg
the total system matrix an@., = e, ® e,+1 € {0,1}V+D
with e, € {0,1}Y. The scaling3(v) € R follows from the
transmit power constraint, i. @Ll E[||s«[n]||3] = Ex and
E[||s«[7]]I3] = o3|lp,|I3- In the following, we utilize the ab-
breviationp = [p},...,pg|" € CNUVE+FD,

p.. (V)

3.1. Transmit Zero-Forcing Filter — TxZF

The TxZF removes interference, uses the whole available trans-
mit power Ey, and minimizes thenodifiedMSE (e. g. [8]):

v o2
{pJ, Bz¢} = arg min > EUdLm] _ B_IdLm]’ }
{pT.B} u=1

. U 4)
s.tEIM] = gd™ and 3 E[||su[n]|3] = Eu.
u=1



The TxZF can be found withzr = 1 and{zr = 0 or equiv-
alently pJe () = Bze(v)wy A (v). The optimum latency
time further maximizes the gajfvr(v) (see [18]):

U
vz = arg min Z wEA+(V)A+’H(V)wu.

u=1

Therefore, the TxZF latency time optimization in DS-CDMA
systems is very comlex compared to the one in TDMA systems
(cf. [18]), since the pseudo inverse has to be computed for every
value ofv € {—x+1,..., L+Q}. However, we observed that
setting the latency time to the fixed valug = @ leads to near
optimum results.

3.2. Transmit Matched Filter — TXMF

The desired signal portiod.™ in the estimatei™ is maxi-
mized by the TXMF [2, 8]:

2

U Alm
u;E[dL I gl ]]

Py = arg max

v 7 (5)

s.t: Y Elllsu[n]|3] = Eu,
u=1

which is obtained withiwr = 0 andéur = 1 and can be
expressed apye () = SBur(v)e, 1Ay (v). The optimum
latency timeumr is simply Q.

3.3. Transmit Wiener Filter — TXWF

The modifiedMSE is minimized by the TXWF which uses the
whole available transmit power (see [8]):

U I 2
{pye, Bwe} = arg min > EUd[um] _ ﬂfldhm]‘ ]
{pT.8} u=1

U (6)
s.t: 3 Ellsuln]|3] = B

The parameters of the TXWF can be written(ag = 1 and
éwe = Y102 |lcul3/Ex. The optimum latency time fur-
ther minimizes thenodifiedMSE (cf. [18]):

U
—1
VWF = arg muin Z wg (AH(V)A(V) + {Wpl) Wy
u=1

As the inverse has to be computed for all latency time values,
the TXWF latency time optimization for DS-CDMA systems is
much more complex than for TDMA systems [18], but setting
the latency time to the fixed valuay, = @ is very close to
optimum.

3.4. Constrained MMSE Filter — TXCMMSE

The TXCMMSE minimizes the MSE together with an inequality
transmit power constraint, where the noise powéur can be
assumed to be unknown at the transmitter [7]:

U
st S E[llsu[n]l2] < E.
u=1

T _ .
Pcuvse = argmin E {
P

(@)

The weightGemuse (cf. Eqn. 3) of the TXCMMSE is set to one,
since it is not used to meet the transmit power constraint con-
trary to the TxZF, TxMF, and TXWF. Additionallgcmmse = 1

andécmmse(v) is the Lagrange multiplier for the transmit power
inequality constraint. Consequentiumse(v) > 0 andécmmse(v)
is only zero, ifw, AT(v),u = 1,...,U, already fuffills the
constraint in Eqn. (7). Otherwise, the constraint is an equality
andécwmse(v) is the only positive root of the resulting polyno-
mial (see [10] for more details). The optimum latency time for
the TXCMMSE can be found by further minimizing the MSE.
This optimization is even more difficult than the latency time
optimizations for the TxZF and the TXWF, becags@vse(v)
depends on the latency time

3.5. TxEigenfilter and RxMF — Eigenprecoder

The eigenprecoder arises from the maximization of the SNR
in Eqn. (2). The SNR is first maximized by the choice of the
receive filterg™ under the assumption of an already determined
transmit filterp, . Consequentlyg” = 2 H'! due to Cauchy-
Schwarz inequality (e. g. [19]) and the SNR simplifies to:

Yu = ﬁfﬁgé‘ﬁé’uﬁuﬁuaﬁ/aiu.

Hence, the eigenprecodgy, is the eigenvector corresponding

to the principal eigenvalue d!C*!C, H . The optimum la-
tency time for the eigenprecoder issimply=L +Q — x + 1
which has been used for Eqn. (2). Note that our eigenprecoder
solution is more general than the one given in [12, 13] which
results from the assumption th&t;C,, = 1740—y-+2. Obvi-
ously, the eigenprecoder is the same for the single and multi user
case, since the SNR is the optimization criterion which does not
include interference.

4. Simulation Results

We applied the transmit filters discussed in the previous sec-
tion to the downlink of a DS-CDMA system with/; = 2 an-
tenna elements deployed at the BS to be able to perform lin-
ear zero-forcing also for fully loaded systenis & x). The
channels to thé/ MSs are constant during the transmission
of one block and hav€) + 1 = 5 uncorrelated Rayleigh fad-
ing paths with exponentigbower delay profilgPDP), that is
E[|hq3] = exp(—q)/ 35 _o exp(—4),q = 0,...,Q. For
simplicity, we set the latency times of the TxZF, TxWF, and
TXCMMSE towvix = @, but the TXMF and the eigenprecoder
use the optimum latency times. The order of the transmit filter
p,[n]is L = Q + x — 1 to end up with a fair comparison with
the TXMF. Therefore, the eigenprecoder receive fijtgn| has
the order2Q). We set the transmit power 8y = 1 and the
SNR is defined as the transmitted energy per symbol divided
by the chip noise power. We show tbhacoded bit error ratio
(uncoded BER) results which are the meanl6§00 channel
realizations where a block afo00 QPSK symbols was trans-
mitted for each channel realization.

Fig. 2 depicts the results for a TDMA systebi & x = 1).
We can observe that the TXWF is the lower bound of the TXMF,
TxZF, and TXCMMSE. The TXWF converges to the TXxMF for
low and to the TXZF for high SNR. The BER of the TxMF sat-
urates for high SNR, since the TxMF does not suppress inter-
ference as can be followed from the optimization in Eqn. (5).
On the other hand, the TxZF does not saturate for high SNR,
because it completely eliminates the interference, but is bad for
low SNR, as noise and not interference is the limiting source in
this SNR region. The TXCMMSE behaves like a suboptimum
TXWF with é&cmmse independent of the noise power at the MSs.



For one point, it coincides with the TXWF, but has a worse per-
formance for higher and lower SNRs. We can also see in Fig. 2
that the slop of the BER for the TXCMMSE becomes smaller
with increasing SNR. We can expect that the TXCMMSE sat-
urates for very high SNR as was shown in [10], but at a much
lower level than the TxMF, however. This behaviour follows
from the prementioned property of the TXCMMSE that it is
independent of the actual SNR: for some channel realizations
&cmmse IS very large and hence, the TXCMMSE is like a TxMF.
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Figure 2: System witll/ = 1 user and spreading factgr= 1

In Fig. 3, we see that we get similar results for a fully loaded
DS-CDMA system U = x = 2). However, the results of
all transmit filters are improved compared to Fig. 2 which can
be explained withmulti-user diversity— two bad channels are
less likely than one bad channel. We also included the results
of a weighted version of the TXCMMSE withcymse > 1, if
Ecmmse = 0, i.e. it always uses the whole available transmit
power. Both versions of the TXCMMSE behave like the TxZF
for low SNR and touch the TXWF at an SNR of approximately
18dB. From Fig. 2 and the results presented in [10], we can
conclude that also the TXCMMSEs in Fig. 3 will exhibit a BER
saturation at high SNR.
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Figure 3: System witl/ = 2 users and spreading factpr= 2

In Fig. 4, we present the results for a partially loaded sys-
tem withU = 2 andx = 4. Due to the additional degrees
of freedom, the TXWF and the TxZF show dramatically im-
proved BER results compared to Fig. 3 whéfe= x = 2.
Interestingly, the TxZF seems to gain more from the additional
degrees of freedom than the TXWF. The TXMF saturates at a
lower BER level for high SNR, since the higher spreading fac-
tor y = 4 (instead ofy = 2) for the same number of MSs leads
to lower amounts ointersymbol interferenc@SI) andmultiple
access interferenc@vVAl). The eigenprecoder outperforms the
other filters for the noise-dominated region due to its SNR max-
imizing property and the additional receive filter, but it fails in
interference-dominated regions, where it shows even a higher
BER saturation than the TxMF. We can follow that the eigen-
precoder is the best choice, if an uncoded BERWf or above
is satisfactory and the additional complexity at the MSs due to
the receive filterg. [n], v = 1, ..., U, and due to the necessary
channel estimation at the MSs is possible in this case.

uncoded BER

—+— TXMF
—>— TxZF
——- TXWF
5 Eigen‘precoder ‘
10—20 -10 0 10 20
Es/No/ dB

Figure 4: System witl/ = 2 users and spreading facter= 4

Fig. 5 again depicts the results for a fully loaded system
with U = x = 4. The TXMF, TxZF, and TXWF exhibit further
improved BER results compared to Figs. 2 and 3 duetdti-
user diversity However, the less degrees of freedom because of
the increased number of MSE (= 4 instead ofU = 2) leads to
worse results than in Fig. 4. The BER of the eigenprecoder also
deteriorates, because a higher number of MSs leads to more
MAI and the BER saturates at a higher level for high SNR.
Therefore, the eigenprecoder is only an alternative to the TXMF
and TXWEF, if the necessary uncoded BER lies abiGgyvg.

5. Conclusions

We presented the system model necessary for the design of
FIR transmit filters for DS-CDMA systems which also incor-
porates a latency time. We compared the TXMF, TxZF, TXWF,
TXCMMSE, and eigenprecoder for different system loads. The
TXCMMSE and also a weighted variant of the TXCMMSE be-
have like a suboptimum TxWF and are thus no alternatives for
the TXWF, since they are independent of the noise power at
the receiver. However, the simulation results revealed that the
eigenprecoder outperforms all other transmit filters for low SNR
due to the additional receive filter and is therefore an alternative
for the TXWF, if the necessary uncoded BER is high enough.
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Figure 5: System witl/ = 4 users and spreading factgr= 4
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