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Abstract

We compare different approaches for linear precoding, i. e. pro-
cessing applied prior to transmission. Our contribution is not
only the comparison of the different transmit filters in the same
framework, but the design of the transmit filters with FIR struc-
ture for a direct sequence code division multiple access system
together with an optimization of the latency time. The three ba-
sic transmit filter types, namely the transmit matched filter, the
transmit zero-forcing filter, and the transmit Wiener filter, are
compared to two alternative approaches: the constrained mini-
mum mean square error and the eigenprecoder filter. Simulation
results reveal that the eigenprecoder filter is preferable for low
signal to noise ratio, whereas the interference suppressing trans-
mit filters are superior otherwise.

1. Introduction

The conventional way to combat the distortions caused by the
frequency-selective channel leads to more complexmobile sta-
tions(MSs) which have to be kept simple, however. Thus, trans-
mit processing is advantageous for the downlink, as the MSs
perform ana priori known processing, e. g. correlation with the
spreading sequence, and the transmittingbase station(BS) has
to adapt to the properties of the channel which can be estimated
during uplink reception in atime division duplex(TDD) system.
The downlink direction is expected to carry most of the traffic
for multimedia applications. Examples of TDD systems are the
3GPP TDD mode and the Chinese TD-SCDMA.
The transmit matched filter(TxMF, [1, 2]) maximizes the de-
sired signal portion in the estimate, thetransmit zero-forcing
filter (TxZF, [3, 4, 5, 6, 7]) removes the interference, and the
transmit Wiener filter(TxWF, [8, 9]) minimizes themodified
mean square error(modifiedMSE). In [7], Noll Barreto et al.
proposed theconstrained minimum mean square error transmit
filter (TxCMMSE) which minimizes the MSE together with a
transmit power inequality constraint (see also [3, 10]). In [11],
a suboptimum TxCMMSE has been examinined which assumes
long spreading codes and low system load. If the receive filter
is a rake matched to the combination of channel and transmit
filter and the transmit filter is designed to maximize thesig-
nal to noise ratio(SNR) at the receiver, we end up with the
eigenprecoder[12, 13, 14]. In [15, 16], suboptimum eigenpre-
coders with a reduced number of rake fingers have been pro-
posed which we do not consider in this paper.

Up to now, no study focused on the comparison of the dif-
ferent transmit filters. Whereas the matched filter types (TxMF
and eigenprecoder) were proposed as FIR filters, the interfer-
ence suppressing filters (TxZF, TxCMMSE, and TxWF) were

introduced as block filters which process a whole block at once.
However, FIR filters are advantageous for implementation due
to their simplicity, therefore, FIR variants of all filters are de-
rived and compared in this paper.

We do not consider the effects of channel mismatches be-
tween uplink and downlink and also neglect the outdating of
channel estimates obtained during reception in the uplink which
deteriorate the results for all transmit filters (especially interfer-
ence suppressing variants, see e. g. [6, 17]). We also assume
perfect knowledge of the noise statistics at the transmitting BS
for the TxWF although the MSs have to feed back this informa-
tion (see the discussion in [8]).

We explain the system model fordirect sequence code di-
vision multiple access(DS-CDMA) transmit processing in Sec-
tion 2 and in Section 3, we review the transmit filters. The sim-
ulation results are presented in Section 4 and conclusions are
drawn in Section 5.

1.1. Notation

Vectors and matrices are denoted by lower case bold and capital
bold letters, respectively. We useE[•], ‘∗’, ‘⊗’, (•)∗, (•)T, and
(•)H for expectation, convolution, the Kronecker product, com-
plex conjugation, transposition, and conjugate transposition, re-
spectively. The pseudo inverse of a matrix is denoted by(•)+.
All random processes are assumed to be zero-mean and station-
ary. The covariance matrix of the vector processx[n] is denoted
by Rx = E

[
x[n]xH[n]

]
, whereas the variance of the scalar

processy[n] is denoted byσ2
y = E

[
|y[n]|2

]
. The floor operator

is denoted byb•c which gives the integer number smaller than
or equal to the argument. For the time index of symbols and
chips we use(•)[m] and [n], respectively. TheN × M zero
matrix is0N×M and theN ×N identity matrix is1N , whose
n-th column isen. Throughout the paper, we use the selection
matrixS(q,M,N) = [0M×q ,1M ,0M×N−q ] ∈ {0, 1}M×M+N .

2. System Model

The downlink from the BS withNa antenna elements to theU
MSs each having one antenna element is shown in Fig. 1. The
transmit signalssu[n] = pu[n] ∗ du[n] ∈ CNa, u = 1, . . . , U,
are summed up by the BS and propagate over theu-th channel
hu =

∑Q
q=0 hu,qδ[n − q] ∈ CNa to theu-th MS. The output

of the receive filter at theu-th MS reads as

d̂u[n] = c∗u[−n] ∗ gu[n] ∗
(
hT
u [n] ∗

U∑
k=1

sk[n] + ηu[n]

)
,
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Figure 1: Downlink System Model withU Mobiles

whereηu[n] denotes the complex Gaussian noise. All inves-
tigated transmit filters assume a code matched filterc∗u[−n] at
theu-th MS, whereas for all transmit filters except the eigen-
precoder, the filtergu[n] is inactive, that isgu[n] = δ[n].

Since the interpolator can be described as follows

du[n] =

{
d

[m]
u n = χm, m ∈ Z,

0 otherwise,

and the operation of the decimator isd̂[m]
u = du[χm + ν], we

get for the estimate of theu-th MS (forgu[n] = δ[n]):

d̂[m]
u =

U∑
k=1

pT
kAu(ν)d

[m]
k + cH

uη
[m]
u , (1)

where we usedχ for the spreading factor, collected theL + 1
coefficients of the transmit filterpu[n] =

∑L
`=0 pu,`δ[n− `]

in the vector

pu =
[
pT

0,u, . . . ,p
T
L,u

]T ∈ CNa(L+1)

and introduced the latency timeν ∈ {−χ+ 1, . . . , L+Q}.
The chips of the codecu[n] =

∑χ−1
i=0 cu,iδ[n− i] and the noise

samples effecting the estimatêd[m]
u are comprised in

cu =
[
cu,χ−1, . . . , cu,0

]T ∈ Cχ and

η[m]
u =

[
ηu[χ(m+ 1) + ν − 1], . . . , ηu[χm+ ν]

]T ∈ Cχ,
respectively. The operations of the channelhu[n] and the cor-
relatorc∗u[−n] are described by the system matrix

Au(ν) = HuC
H
uY (ν) ∈ CNa(L+1)×2µ+1,

where

Hu =

Q∑
q=0

hu,q ⊗ S(q,L+1,Q) ∈ CNa(L+1)×L+Q+1 and

Cu =

χ−1∑
i=0

cu,iS
T
(χ−i−1,L+Q+1,χ−1) ∈ CL+Q+χ×L+Q+1.

The matrixY (ν) = Φ(ν)Ψ ∈ {0, 1}L+Q+χ×χ(2µ+1) can be
divided into

Φ(ν) = S(µχ−ν,L+Q+χ,(2µ+1)χ−L−Q−1), and

Ψ =

[
0χ−1×2µ+1

12µ+1 ⊗ e1

]
∈ {0, 1}(2µ+2)χ−1×2µ+1

representing the decimator and the interpolator, respectively.
Here,e1 ∈ {0, 1}χ and we used the abbreviation

µ =

⌊
L+Q+ χ− 1

χ

⌋

for the number of symbols which potentially influence the esti-
mated̂[m]

u and which are put into

d
[m]
k =

[
d

[m+µ]
k , . . . , d

[m]
k , . . . , d

[m−µ]
k

]T
∈ C2µ+1.

Note thatd[m]
u = eT

µ+1d
[m]
u is the estimate’ŝd[m]

u desired value
andeµ+1 ∈ {0, 1}2µ+1.

The receive filtersgu[n] =
∑L+Q−χ+1
b=0 gu,bδ[n − b] are

only different fromδ[n] for the eigenprecoder which maximizes
the SNR at the decimator output:

γu =

∣∣∣E[d[m],∗
u d̂

[m]
u

]∣∣∣2
σ2
d E
[
|c∗u[−n] ∗ gu[n] ∗ ηu[n]|2

]∣∣
n=χm+ν

.

For the eigenprecoder, the transmit filter has the special form

pu[n] = p̃u[n] ∗ cu[n] ∈ CNa,

wherep̃u[n] =
∑L−χ+1
`=0 p̃u,`δ[n− `]. Under the assumption

of white symbols and noise, we get forν = L+Q−χ+ 1 and
σ2
d = σ2

d1
= · · · = σ2

dU
:

γu =
σ2
d

∣∣∣gT
u C̃

H
u C̃uH̃up̃u

∣∣∣2
σ2
ηug

T
u C̃

H
u C̃ug∗u

. (2)

Here, gu = [gu,0, . . . , gu,L+Q−χ+1]T ∈ CL+Q−χ+2 and
p̃u ∈ CNa(L−χ+2) is defined similar topu. The channel matrix
H̃u and the code matrix̃Cu are equal toHT

u andCu, respec-
tively, whenL is replaced byL− χ+ 1.

3. Transmit Filters

The TxZF, TxMF, TxWF, and TxCMMSE share the form:

pT
u (ν) = β(ν)wT

u

(
ζAH(ν)A(ν) + ξ1U(2µ+1)

)−1

AH(ν),

(3)

whereA(ν) = [A1(ν), . . . ,AU (ν)] ∈ CNa(L+1)×U(2µ+1) is
the total system matrix andwu = eu ⊗ eµ+1 ∈ {0, 1}U(2µ+1)

with eu ∈ {0, 1}U . The scalingβ(ν) ∈ R+ follows from the
transmit power constraint, i. e.

∑U
u=1 E[‖su[n]‖22] = Etr and

E[‖su[n]‖22] = σ2
d‖pu‖22. In the following, we utilize the ab-

breviationp = [pT
1 , . . . ,p

T
U ]T ∈ CNaU(L+1).

3.1. Transmit Zero-Forcing Filter – TxZF

The TxZF removes interference, uses the whole available trans-
mit powerEtr, and minimizes themodifiedMSE (e. g. [8]):

{pT
ZF, βZF} = arg min

{pT,β}

U∑
u=1

E

[∣∣∣d[m]
u − β−1d̂

[m]
u

∣∣∣2]
s. t.:E[d̂

[m]
u ] = βd

[m]
u and

U∑
u=1

E[‖su[n]‖22] = Etr.

(4)



The TxZF can be found withζZF = 1 andξZF = 0 or equiv-
alentlypT

ZF,u(ν) = βZF(ν)wT
uA

+(ν). The optimum latency
time further maximizes the gainβZF(ν) (see [18]):

νZF = arg min
ν

U∑
u=1

wT
uA

+(ν)A+,H(ν)wu.

Therefore, the TxZF latency time optimization in DS-CDMA
systems is very comlex compared to the one in TDMA systems
(cf. [18]), since the pseudo inverse has to be computed for every
value ofν ∈ {−χ+1, . . . , L+Q}. However, we observed that
setting the latency time to the fixed valueνfix = Q leads to near
optimum results.

3.2. Transmit Matched Filter – TxMF

The desired signal portiond[m]
u in the estimated̂[m]

u is maxi-
mized by the TxMF [2, 8]:

pT
MF = arg max

pT

∣∣∣∣ U∑
u=1

E
[
d

[m],∗
u d̂

[m]
u

]∣∣∣∣2
s. t.:

U∑
u=1

E[‖su[n]‖22] = Etr,

(5)

which is obtained withζMF = 0 and ξMF = 1 and can be
expressed aspT

MF,u(ν) = βMF(ν)eT
µ+1A

H
u (ν). The optimum

latency timeνMF is simplyQ.

3.3. Transmit Wiener Filter – TxWF

ThemodifiedMSE is minimized by the TxWF which uses the
whole available transmit power (see [8]):

{pT
WF, βWF} = arg min

{pT,β}

U∑
u=1

E

[∣∣∣d[m]
u − β−1d̂

[m]
u

∣∣∣2]
s. t.:

U∑
u=1

E[‖su[n]‖22] = Etr.

(6)

The parameters of the TxWF can be written asζWF = 1 and
ξWF =

∑ U
u=1σ

2
ηu‖cu‖22/Etr. The optimum latency time fur-

ther minimizes themodifiedMSE (cf. [18]):

νWF = arg min
ν

U∑
u=1

wT
u

(
AH(ν)A(ν) + ξWF1

)−1

wu.

As the inverse has to be computed for all latency time values,
the TxWF latency time optimization for DS-CDMA systems is
much more complex than for TDMA systems [18], but setting
the latency time to the fixed valueνfix = Q is very close to
optimum.

3.4. Constrained MMSE Filter – TxCMMSE

The TxCMMSE minimizes the MSE together with an inequality
transmit power constraint, where the noise powerσ2

ηu can be
assumed to be unknown at the transmitter [7]:

pT
CMMSE = arg min

pT
E

[∣∣∣d[m]
u − d̂[m]

u

∣∣∣2]
s. t.:

U∑
u=1

E[‖su[n]‖22] ≤ Etr.
(7)

The weightβCMMSE (cf. Eqn. 3) of the TxCMMSE is set to one,
since it is not used to meet the transmit power constraint con-
trary to the TxZF, TxMF, and TxWF. Additionally,ζCMMSE = 1

andξCMMSE(ν) is the Lagrange multiplier for the transmit power
inequality constraint. Consequently,ξCMMSE(ν) ≥ 0 andξCMMSE(ν)
is only zero, ifwT

uA
+(ν), u = 1, . . . , U , already fulfills the

constraint in Eqn. (7). Otherwise, the constraint is an equality
andξCMMSE(ν) is the only positive root of the resulting polyno-
mial (see [10] for more details). The optimum latency time for
the TxCMMSE can be found by further minimizing the MSE.
This optimization is even more difficult than the latency time
optimizations for the TxZF and the TxWF, becauseξCMMSE(ν)
depends on the latency timeν.

3.5. TxEigenfilter and RxMF – Eigenprecoder

The eigenprecoder arises from the maximization of the SNR
in Eqn. (2). The SNR is first maximized by the choice of the
receive filtergT

u under the assumption of an already determined
transmit filterp̃u. Consequently,gT

u = p̃H
u H̃

H
u due to Cauchy-

Schwarz inequality (e. g. [19]) and the SNR simplifies to:

γu = p̃H
u H̃

H
u C̃

H
u C̃uH̃up̃uσ

2
d/σ

2
ηu .

Hence, the eigenprecoder̃pu is the eigenvector corresponding
to the principal eigenvalue of̃HH

u C̃
H
u C̃uH̃u. The optimum la-

tency time for the eigenprecoder is simplyν = L+Q− χ+ 1
which has been used for Eqn. (2). Note that our eigenprecoder
solution is more general than the one given in [12, 13] which
results from the assumption that̃CH

u C̃u = 1L+Q−χ+2. Obvi-
ously, the eigenprecoder is the same for the single and multi user
case, since the SNR is the optimization criterion which does not
include interference.

4. Simulation Results

We applied the transmit filters discussed in the previous sec-
tion to the downlink of a DS-CDMA system withNa = 2 an-
tenna elements deployed at the BS to be able to perform lin-
ear zero-forcing also for fully loaded systems (U = χ). The
channels to theU MSs are constant during the transmission
of one block and haveQ+ 1 = 5 uncorrelated Rayleigh fad-
ing paths with exponentialpower delay profile(PDP), that is
E[‖hq‖22] = exp(−q)/

∑Q
q′=0 exp(−q′), q = 0, . . . , Q. For

simplicity, we set the latency times of the TxZF, TxWF, and
TxCMMSE toνfix = Q, but the TxMF and the eigenprecoder
use the optimum latency times. The order of the transmit filter
pu[n] isL = Q+ χ− 1 to end up with a fair comparison with
the TxMF. Therefore, the eigenprecoder receive filtergu[n] has
the order2Q. We set the transmit power toEtr = 1 and the
SNR is defined as the transmitted energy per symbol divided
by the chip noise power. We show theuncoded bit error ratio
(uncoded BER) results which are the mean of10000 channel
realizations where a block of1000 QPSK symbols was trans-
mitted for each channel realization.

Fig. 2 depicts the results for a TDMA system (U = χ = 1).
We can observe that the TxWF is the lower bound of the TxMF,
TxZF, and TxCMMSE. The TxWF converges to the TxMF for
low and to the TxZF for high SNR. The BER of the TxMF sat-
urates for high SNR, since the TxMF does not suppress inter-
ference as can be followed from the optimization in Eqn. (5).
On the other hand, the TxZF does not saturate for high SNR,
because it completely eliminates the interference, but is bad for
low SNR, as noise and not interference is the limiting source in
this SNR region. The TxCMMSE behaves like a suboptimum
TxWF with ξCMMSE independent of the noise power at the MSs.



For one point, it coincides with the TxWF, but has a worse per-
formance for higher and lower SNRs. We can also see in Fig. 2
that the slop of the BER for the TxCMMSE becomes smaller
with increasing SNR. We can expect that the TxCMMSE sat-
urates for very high SNR as was shown in [10], but at a much
lower level than the TxMF, however. This behaviour follows
from the prementioned property of the TxCMMSE that it is
independent of the actual SNR: for some channel realizations
ξCMMSE is very large and hence, the TxCMMSE is like a TxMF.
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Figure 2: System withU = 1 user and spreading factorχ = 1

In Fig. 3, we see that we get similar results for a fully loaded
DS-CDMA system (U = χ = 2). However, the results of
all transmit filters are improved compared to Fig. 2 which can
be explained withmulti-user diversity— two bad channels are
less likely than one bad channel. We also included the results
of a weighted version of the TxCMMSE withβCMMSE > 1, if
ξCMMSE = 0, i. e. it always uses the whole available transmit
power. Both versions of the TxCMMSE behave like the TxZF
for low SNR and touch the TxWF at an SNR of approximately
18 dB. From Fig. 2 and the results presented in [10], we can
conclude that also the TxCMMSEs in Fig. 3 will exhibit a BER
saturation at high SNR.
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Figure 3: System withU = 2 users and spreading factorχ = 2

In Fig. 4, we present the results for a partially loaded sys-
tem withU = 2 andχ = 4. Due to the additional degrees
of freedom, the TxWF and the TxZF show dramatically im-
proved BER results compared to Fig. 3 whereU = χ = 2.
Interestingly, the TxZF seems to gain more from the additional
degrees of freedom than the TxWF. The TxMF saturates at a
lower BER level for high SNR, since the higher spreading fac-
torχ = 4 (instead ofχ = 2) for the same number of MSs leads
to lower amounts ofintersymbol interference(ISI) andmultiple
access interference(MAI). The eigenprecoder outperforms the
other filters for the noise-dominated region due to its SNR max-
imizing property and the additional receive filter, but it fails in
interference-dominated regions, where it shows even a higher
BER saturation than the TxMF. We can follow that the eigen-
precoder is the best choice, if an uncoded BER of10−1 or above
is satisfactory and the additional complexity at the MSs due to
the receive filtersgu[n], u = 1, . . . , U, and due to the necessary
channel estimation at the MSs is possible in this case.
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Figure 4: System withU = 2 users and spreading factorχ = 4

Fig. 5 again depicts the results for a fully loaded system
with U = χ = 4. The TxMF, TxZF, and TxWF exhibit further
improved BER results compared to Figs. 2 and 3 due tomulti-
user diversity. However, the less degrees of freedom because of
the increased number of MSs (U = 4 instead ofU = 2) leads to
worse results than in Fig. 4. The BER of the eigenprecoder also
deteriorates, because a higher number of MSs leads to more
MAI and the BER saturates at a higher level for high SNR.
Therefore, the eigenprecoder is only an alternative to the TxMF
and TxWF, if the necessary uncoded BER lies above15 %.

5. Conclusions

We presented the system model necessary for the design of
FIR transmit filters for DS-CDMA systems which also incor-
porates a latency time. We compared the TxMF, TxZF, TxWF,
TxCMMSE, and eigenprecoder for different system loads. The
TxCMMSE and also a weighted variant of the TxCMMSE be-
have like a suboptimum TxWF and are thus no alternatives for
the TxWF, since they are independent of the noise power at
the receiver. However, the simulation results revealed that the
eigenprecoder outperforms all other transmit filters for low SNR
due to the additional receive filter and is therefore an alternative
for the TxWF, if the necessary uncoded BER is high enough.
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Figure 5: System withU = 4 users and spreading factorχ = 4
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